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Preface

This book contains the proceedings of two long-running events held alongside the
CAiSE conference relating to the areas of enterprise, business-process, and information
systems modeling: the 23rd International Working Conference on Business Process
Modeling, Development and Support (BPMDS 2022) and the 27th International
Working Conference on Exploring Modeling Methods for Systems Analysis and
Development (EMMSAD 2022).

The two working conferences had a joint keynote given by Raimundas
Matulevičius, Professor of Software Engineering at the Institute of Computer Science
of the University of Tartu, Estonia.

This year both conferences were held in Leuven, Belgium, during June 6–7, 2022.
More information on the individual events and their selection processes can be found
on the following pages.

BPMDS 2022

BPMDS has been held as a series of workshops devoted to business process modeling,
development, and support since 1998. During this period, business process analysis and
design have been recognized as a central issue in the area of information systems
(IS) engineering. The continued interest in these topics on behalf of the IS community
is reflected by the success of the previous BPMDS events and the recent emergence of
new conferences and workshops devoted to the theme. In 2011, BPMDS became a
two-day working conference attached to the International Conference on Advanced
Information Systems Engineering (CAiSE). The goals, format, and history of BPMDS
can be found on the website http://www.bpmds.org/.

The BPMDS working conference deals with and promotes research on business
process modeling, development, and support, and has been a platform for a multitude
of influential research papers. In keeping with its tradition, the working conference
covers a broad range of theoretical and application-based research on BPMDS.

The intention of BPMDS is to solicit papers related to business process modeling,
development, and support in general, using quality as the main selection criterion. As a
working conference, we aim to attract papers describing mature research, but we still
give place to industrial reports and visionary idea papers. To encourage new and
emerging challenges and research directions in the area of business process modeling,
development, and support, we have a unique focus theme every year. Papers submitted
as idea papers must be relevant to the focus theme, thus providing a mass of new ideas
around a relatively narrow but emerging research area. Full research papers and

http://www.bpmds.org/


experience reports do not necessarily need to be directly connected to this theme
(although they still need to be explicitly relevant to BPMDS).

The focus theme for the BPMDS 2022 idea papers, Reflections on Human-human
Interaction and Responsibility in a Virtual Environment, reflects the abundance of
virtual environments in all domains of our lives. Technologies are here and abundant.
Are we ready to use these technologies in an extremely connected world where false
information spreads faster than the truth with detrimental consequences? Are we
mature enough to process the information as fast as the computers provide it? What is
the meaning of a “like” in a professional environment when the “thing” which has been
“liked” was not precisely read or understood? How should we enhance business pro-
cess engineering, modeling, and management to master this increasingly complex new
deal? How could/should human-computer interfaces support the issues related to
increasing reflexes (fast clicks) to the detriment of reflection? How shall we consider
the quality of the collected data by the means of logs, clicks, events? A pilot who is
using a flight simulator during her training is aware that this is a virtual and fictitious
platform, and she is confident that she will use the competencies she is acquiring in this
virtual and fictitious environment later in the physical world; the new competencies
will be partly due to the mistakes made using the flight simulator. On the other hand, is
the surfer, who likes or comments in an online social network, totally aware that she
acts in the “real world” (not a fictitious one) when she clicks? Is she aware of her
responsibility?

Virtual does not mean fictitious. Using virtual environments expands our
capabilities/frontiers of action in the real world (“real” in opposition to “fictitious”). For
example, using voice-based assistants such as Amazon Alexa allows integrating people
who have been excluded (because of their handicap) by graphical user interfaces from
using software systems so far. Digital technologies enable the creation of new business
models. An important factor to accomplish this is the provision of information on these
resources and evaluation of their quality. Both can only be accomplished by collecting
this information with digital means. Consequently, we are more and more drastically
responsible for what we produce as information.

Organizations and the world are going through huge transformations due, in large
part, to information technologies and their direct and indirect impacts. These trans-
formations impact frontally the information systems, which support the business pro-
cesses of organizations and therefore the actors in carrying out their activities/missions.
The speed of organizational and societal transformations requires continuous
improvement and innovation processes. Creativity and responsibility are determining
factors and require detailed and multi-faceted knowledge of the problem to handle and
of the context. The unpredictability of the related transformations (and more particu-
larly their detrimental effects) requires more than ever a systemic vision in (i) the
engineering and governance of information systems and (ii) the engineering and
architecture of business processes ecosystems, the latter have to support.

The opportunities for evolution and transformation assume the ability to capture,
store, organize, search, and analyze large volumes of information and put us in front of
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many new challenges: meeting and mastering the requirements of volume, speed,
variety, veracity, the value of data, compliance with data protection laws, and full
awareness of (and responsibility for) the components of the new VUCA (volatility,
uncertainty, complexity, and ambiguity) world. We are all responsible as engineers,
researchers, professors, and citizens. We need human intelligence more than ever.

Is there a risk of losing control of a situation due to the unpredictability of detri-
mental effects? Do we have conceptual and technological means to identify behavioral
misuses and the corresponding patterns? Cambridge Analytica, a professor killed after
an organized series of fake news in social networks, the United States Capitol attack, a
university that is ransacked following a flash organization via social networks requiring
two months of repair and maintenance, …

Society 5.0, with its opportunities and threats, has the finality to strengthen the
potential of cyber-physical-social relations in promoting the improvement of the quality
of life of all people through a super smart society1.

Driven by these thoughts, we have proposed a challenge to the authors of two
promising submissions to (i) present their work as a poster during BPMDS 2022 and
then (ii) to co-operate around a hot problem statement, to be identified together during
BPMDS, taking into account the feedback of participants. Extended abstracts of these
two promising works are included in this volume. The first piece of research work is
about the exploitation of “raw” time series data as inputs of (process) mining. The
approach could be generic enough to be used in any discipline producing raw sensor
data in terms of time series. The second is about a maturity model for industry 4.0.

BPMDS 2022 received 18 submissions from authors in 13 countries (Austria,
Australia, Brazil, Canada, the Czech Republic, Germany, India, Italy, the Netherlands,
Slovakia, Slovenia, South Africa, and Switzerland). The management of paper sub-
mission and reviews was supported by the EasyChair conference system. Each paper
was reviewed by at least three members of the international Program Committee.
Eventually, seven high-quality full papers, two short papers, and two posters were
selected.

The accepted papers cover a wide spectrum of issues related to business process
development, modeling, and support, and also fit with this year’s focus theme,
Reflections on Human-human Interaction and Responsibility in a Virtual Environment,
even though none of these papers were submitted as an idea paper. They are organized
under the following section headings:

• Actual and Perceived Challenges
• Business Process Modeling
• Understanding Collaboration: One issue, many perspectives
• Event Logs … Why it Deviates?

We wish to thank all the people who submitted papers to BPMDS 2022 for having
shared their work with us, as well as the members of the BPMDS 2022 Program
Committee who made a remarkable effort in reviewing submissions.

1 Serpa, S., Ferreira, C.M., Sa, M.J., Santos, A.I. Digital Society and Social Dynamics. Services for
Science and Education, UK, August 2020.
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We also thank the organizers of CAiSE 2022 for their help with the organization
of the event. We also thank IFIP WG 8.1 for its sustainable support and Springer, in
particular Ralf Gerstner and Christine Reiss, for their assistance during the production
of the proceedings.

April 2022 Selmin Nurcan
Rainer Schmidt

Adriano Augusto
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EMMSAD 2022

The objective of the EMMSAD conference series is to provide a forum for researchers
and practitioners interested in modeling methods for systems analysis and development
(SA&D) to meet and exchange research ideas and results. The conference aims to
provide a home for a rich variety of modeling paradigms, including software modeling,
business process modeling, enterprise modeling, capability modeling, service model-
ing, ontology modeling, and domain-specific modeling. These important modeling
paradigms, and specific methods following them, continue to be enriched with
extensions, refinements, and even new languages, to address new challenges. Even
with some attempts at standardization, new modeling paradigms and methods are
constantly being introduced, especially in order to deal with emerging trends and
challenges. Ongoing changes significantly impact the way systems are analyzed and
designed in practice. Moreover, they challenge the empirical and analytical evaluation
of the modeling methods, which contributes to the knowledge and understanding
of their strengths and weaknesses. This knowledge may guide researchers towards the
development of the next generation of modeling methods and help practitioners to
select the modeling methods most appropriate to their needs.

This year, EMMSAD 2022 continued its tradition and accepted papers in five tracks
that emphasize the variety of EMMSAD topics: (1) Foundations of modeling and
method engineering – chaired by Jolita Ralyté and Janis Stirna; (2) Enterprise, business
process, and capability modeling – chaired by Jānis Grabis and Paul Grefen;
(3) Information systems and requirements modeling – chaired by Roman Lukyanenko
and Marcela Ruiz; (4) Domain-specific and knowledge modeling – chaired by Tiago
Prince Sales and Arnon Sturm; and (5) Evaluation of modeling approaches – chaired by
Renata Guizzardi and Oscar Pastor. More details on the current and previous editions
of EMMSAD can be found at http://www.emmsad.org/.

In total, 30 submissions were received from authors in 17 countries (Australia,
Austria, Belgium, Brazil, Canada, Denmark, Estonia, France, Germany, Israel, Italy,
the Netherlands, Pakistan, Spain, Sweden, Switzerland, and the USA). The division of
submissions between the tracks was as follows: three submissions related to founda-
tions of modeling and method engineering, six related to enterprise, business process,
and capability modeling, seven related to information systems and requirements
modeling, nine related to domain-specific and ontology modeling, and five related to
evaluation of modeling approaches. After a rigorous review process, which included
three reviews per submission (and a meta-review written by a track chair for sub-
missions with conflicting reviews/scores), 14 high-quality papers, comprising 11 long
papers and three short papers, were selected.

Foundations of modeling and method engineering

• Simon Hacks, Sotirios Katsikeas, Engla Rencelj Ling, Wenjun Xiong, Jérôme
Pfeiffer and Andreas Wortmann. Towards a Systematic Method for Developing
Meta Attack Language Instances.

http://www.emmsad.org/


Enterprise, business process, and capability modeling

• Mario Nolte and Monika Kaczmarek-Heß. Enterprise Modeling in Support Of
Transparency in the Design and Use of Software Systems.

• Marco Pegoraro, Merih Seran Uysal, Tom-Hendrik Hülsmann and Wil van der
Aalst. Uncertain Case Identifiers in Process Mining: a User Study of the Event-Case
Correlation Problem on Click Data.

• Ben Roelens and Louise Tierens. The Integration of Process Simulation within the
Business Architecture.

Information systems and requirements modeling

• Simon Curty, Felix Härer and Hans-Georg Fill. Blockchain Application Develop-
ment Using Model-Driven Engineering and Low-Code Platforms: A Survey.

• Renata Guizzardi, Glenda Amaral, Giancarlo Guizzardi and John Mylopoulos.
Eliciting Ethicality Requirements Using the Ontology-based Requirements Engi-
neering Method.

• Steven Alter. Agent Responsibility Framework for Digital Agents: Roles and
Responsibilities Related to Facets of Work.

• Thomas Derave, Tiago Princes Sales, Frederik Gailly and Geert Poels. A Method
for Ontology-Driven Minimum Viable Platform Development.

• Juan Antonio Gómez-Gutiérrez, Robert Clarisó and Jordi Cabot. A Tool for
Debugging Unsatisfiable Integrity Constraints in UML/OCL Class Diagrams [short
paper].

Domain-specific and knowledge modeling

• Azzam Maraee and Arnon Sturm. Towards Simplification of ME-Maps.
• Omar ElAssy, Rik de Vendt, Fabiano Dalpiaz and Sjaak Brinkkemper.

A Semi-automated Method for Domain-Specific Ontology Creation from Medical
Guidelines.

• Elena Planas, Salvador Martínez, Marco Brambilla and Jordi Cabot. Towards
Access Control Models for Conversational User Interfaces [short paper].

Evaluation of modeling approaches

• Charlotte Verbruggen and Monique Snoeck. Exploratory study on students’
understanding of multi-perspective modelling.

• David Mosquera, Anastassios Martakos and Marcela Ruiz. Experiences from
Developing a Web Crawler Using a Model-driven Development Tool: Emerging
Opportunities [short paper].

We wish to thank all the authors who shared their work with us, as well as the
members of EMMSAD 2022 Program Committee for their valuable reviews in the
difficult times of the COVID-19 pandemic. Special thanks go to the track chairs for
their help in EMMSAD advertising and the review process. Finally, we thank the
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organizers of CAiSE 2022 for their help with the organization of the event, IFIP WG
8.1 for its support, and Springer staff (especially Ralf Gerstner and Christine Reiss).

April 2022 Iris Reinhartz-Berger
Dominik Bork

Asif Gill
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Trustworthy Information Systems: Modelling
Security, Privacy and Forensics in Business

Processes (Keynote Abstract)

Raimundas Matulevičius

University of Tartu, Estonia
raimundas.matulevicius@ut.ee

The broad application of information systems requires that the communicated infor-
mation be reliable, secured, private and used according to the intended purpose. Thus,
the need for trustworthy information systems where information creation, communi-
cation and storage are done reliably and securely is more than an option.
Security-by-design and privacy-by-design methods support the development of secure,
private and reliable information systems. However, one can't achieve system security
and reliability to the full extent. The trustworthy information systems should be
designed so that it would be possible to eventual dispute occurrences of incidents.

Business process model and notation (BPMN) has become a de-facto standard for
presenting and analysing business processes. Recent extensions suggest various means
to create security- and privacy-aware business process models. It also helps develop the
forensics controls to explore the security and reliability incidents within business
processes. This talk will focus on three business process modelling aspects: (1) security
risk management, (2) private information leakage management, and (3) forensic-ready
business process modelling.

Security risk management allows us to explain protected organisations’ assets, their
potential security risks, and countermeasures to mitigate these risks. The talk will
illustrate how one can apply BPMN to capture and explain security risk management
concepts in business processes.

Although BPMN is well suited for explaining stakeholder collaboration and its
support by the information system, managing the sensitive information and decreasing
its leakages remain important system design activities. The talk will present how one
can use BPMN and introduce privacy-enhancing technology to mitigate information
leakages to third parties.

However, it is not possible to entirely mitigate incidents happening through the
business processes. This nature necessitates designing forensic-ready information
systems and providing a rationale for security and privacy countermeasure design. The
talk will present the forensic-oriented constructs and how one can use them to create
forensic-aware business processes. The forensic-based extensions introduced to BPMN
are done based on the analysis of the security risks and estimates of information
leakages. Forensics controls can produce pieces of evidence while investigating
information breaches.



Short Bio of Speaker

Raimundas Matulevičius received his Ph.D. diploma from the Norwegian University of
Science and Technology. Currently, he is a Professor of Information Security position
at the University of Tartu (Estonia). His research interests include security and privacy
of information, security risk management, and model-driven security. His publication
record includes more than 100 articles published in peer-reviewed journals, confer-
ences, and workshops. Matulevičius is a principal researcher in the SPARTA H2020
project (task: Privacy- by-Design) and several the Erasmus+ projects, including
Safeguarding against Phishing in the age of 4 Industrial Revolution (CyberPhish) and
A Blueprint for Sectoral Cooperation on Blockchain Skill Development (CHAISE).
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Abstract. Process mining analysts need to work with event data to dis-
cover (business) processes, interpret results and report meaningful con-
clusions. Although process mining tools are constantly enhanced and
advanced techniques are developed to enrich the functional scope in the
field, little is known about the individual needs of analysts and the issues
they face while conducting process mining projects. This paper aims
to close this gap by uncovering perceived challenges occurring in prac-
tice. Based on an interview study with 41 participants, we identify and
describe 23 challenges, spanning different project phases and directly
affecting the work of process mining analysts. We discuss whether meth-
ods and techniques exist that can help to overcome these challenges and
where further research is needed to devise new solutions and integrate
existing ones better into process mining practice.

Keywords: Process mining · Challenges · Interview study · Process
analysis · Work practices

1 Introduction

In the last two decades, the interest of companies to leverage, analyze and mone-
tize their data has massively grown. Therefore, analysts are required to acquire,
wrangle and explore data, build a statistical data model and report the obtained
results [20]. Especially in the area of process mining [18], where specific algo-
rithms are applied to event data to discover and improve (business) processes,
the need for trained analysts familiar with different process mining tools is grow-
ing [9]. Although there is an increasing demand to attract analysts to work in
process mining, little effort is made to better understand their ways of work-
ing [10] and particularly, how they approach the analysis phase [21].

With introducing their research framework, vom Brocke et al. [2] have just
recently directed researchers towards the consideration of different levels in ana-
lyzing and contributing to the field. Particularly relevant to the context of this
paper is the individual level they propose, in which attention is drawn to the
“effects of process mining on people’s interaction and mode of work”.

However, individual entry hurdles and aspects hindering the implementation
of process mining projects remain largely unconsidered in the research commu-
nity so far. In this paper, we try to close this gap by shedding light on these,
c© Springer Nature Switzerland AG 2022
A. Augusto et al. (Eds.): BPMDS 2022/EMMSAD 2022, LNBIP 450, pp. 3–17, 2022.
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so far unknown, aspects. In particular, we address the following research question
(RQ): “What are the challenges perceived by individual process ana-
lysts during a process mining project?”. With this research question, we
complement the previously published results from [11], who identified challenges
in the context of process mining on the organizational level.

Having a comprehensive overview of existing process mining challenges allows
us to better understand where there is a need to develop support for the daily
work practices of analysts. In this way, the risk of a process mining initiative to
fail could be mitigated and analysts would be supported to work efficiently.

To answer the research question, we analyzed data from a semi-structured
interview study conducted with 41 process mining analysts from academia and
industry. The interviews were conducted in the scope of a broader study dur-
ing which all participants were asked about the challenges they have already
experienced and those they perceive in process mining in general.

As an outcome of this paper, we present a catalog of 23 challenges perceived
by individual process mining analysts. Then, we discuss whether approaches
exist that can be applied in process mining and reflect on avenues for future
research to devise novel solutions or integrate existing ones better into practice
to support process analysts.

The rest of the paper is structured as follows. In Sect. 2, we discuss related
work. Section 3 presents the research method and in Sect. 4 findings are reported,
organized by the project phases they relate to. Then, we discuss the findings and
limitations of our work in Sect. 5 and conclude the paper in Sect. 6.

2 Related Work

Our research focuses on challenges reported by individual process mining ana-
lysts. Therefore, we build upon existing work on (i) process mining challenges
as well as more generally (ii) on challenges reported by data analysts in related
fields, such as exploratory data analysis (EDA).

To our knowledge, there is no publication to date that explicitly reports chal-
lenges stated by process mining analysts regarding their individual perceptions
during an analysis task. However, since general, technical and organizational
challenges in process mining have already been reported selectively in other
papers, our work is related to them.

One of the first publications in the field explicitly listing challenges is the
process mining manifesto [18]. The authors describe 11 rather broad and generic
shortcomings across all levels of process mining (e.g. “C2: Dealing with Complex
Event Logs with Diverse Characteristics”), motivating researchers to develop and
enhance algorithms and methods in different areas. Especially “C11: Improving
understandability for Non-Experts” is closely connected to research at the indi-
vidual level of process mining and remains topical. About six years later [13]
reviewed the process mining literature and examined whether the challenges out-
lined in [18] remain open. Their findings show that despite the wealth of research
published in the field over the years, none of the reported challenges have been
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satisfactorily and exhaustively solved. In [12], the authors report challenges of
applying process mining in the healthcare domain, remarking some of the chal-
lenges of [18], such as the issues related to concept drift and data quality, but also
reflecting on the needs of healthcare organizations, such as the involvement of
patients and health stakeholders in process mining projects. Somewhat domain
agnostic, [11] published their results of a Delphi Study focusing on opportunities
and challenges associated with the use of process mining in enterprises. Based on
their survey, the authors identified 32 challenges, three of which are extremely
relevant in terms of their support from experts: “Lack of management support”,
“Poor data quality” and “Complex data preparation”.

Next to related work on process mining challenges, we considered papers
reporting challenges of individual data analysts in general. For example, the
authors of [8] conducted semi-structured interviews with 35 data analysts to
better understand the enterprise analysts’ ecosystem and their challenges. They
discuss challenges emerging in 12 different areas during five analysis phases. The
authors in [20] follow a comparable method to [8] and extended previous work
by the aspect of exploration within the data analysis.

Even though our work focuses on the identification of individual challenges,
the boundaries between individual and organizational challenges may not be
strictly separable for the individuals interviewed in our study. Therefore, we will
compare our results to those of [11] and [8] in Sect. 5 and highlight where our
work extends the reported results.

3 Research Method

In this section, we describe the design of our study and outline key aspects of
the interview data collection and analysis.

Study Design. To investigate challenges perceived by analysts during a process
mining project (cf. research question in Sect. 1), we followed a qualitative app-
roach. Specifically, we designed an interview study as part of a broader obser-
vational study during which participants engaged in a realistic process mining
task. The task served as an anchor for the interviewees to reflect upon a concrete
analysis and challenges emerging in their work practices. To participate in our
study, we required participants to: (i) have analyzed at least two real-life event
logs in the past two years and (ii) be knowledgeable of at least one of the process
mining tools available for the task.

Materials. We designed the process mining task to observe participants as they
analyze the road traffic fine management event log [3] guided by a high-level
question. The focus of the task was on the mining and analysis phase [5], i.e., we
provided participants with a ready-to-use log for their analysis and allowed them
to use one or more of the available process mining tools. The interview protocol
consisted of semi-structured questions grouped into four parts: (i) activities and
artifacts; (ii) goals; (iii) strategies; and (iv) challenges. All the questions were
designed to be asked twice: the first time in the context of the process mining
task; the second time regarding the participants’ general work practices.
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Execution. We recruited participants in our professional networks and via snow-
ball sampling [6]. We collected the data in the summer of 2021 via virtual meet-
ings with the participants. A few days before the meeting, we administered a
background questionnaire to gather information about the participants’ demo-
graphics, process mining experience and expertise. On the day of the meeting,
we supervised the process mining task and conducted the interviews in a semi-
structured way, complementing our interview protocol with questions prompting
participants to describe their work experiences within their current organization.

Participants. Overall, 41 people (21 practitioners and 20 academics) from 27
different organizations participated in our study. On average, the participants
reported 4.5 years of experience in process mining and most of them indicated
experience in related areas, such as data science and business intelligence. 11/20
academics also indicated experience in the process mining industry.

Data Validation and Analysis. Initially, we watched and transcribed the video
recordings of the whole session and assessed data quality. On average, each ses-
sion lasted 83 min, 30.5 min of which were dedicated to the interviews.

For the analysis, we followed a coding approach based on grounded the-
ory [14], coding the whole interview in three rounds, with a focus on the ques-
tions asking explicitly about challenges. We considered all statements of the
interviewees referring to perceived difficulties or obstacles arising when conduct-
ing process mining analyses, similar to the definition provided by [11]. First, we
focused on analyzing participants individually and fragmented the text using
“in-vivo” and open coding [14] to capture core concepts related to challenges.
Then, we used axial coding to refine codes and aggregated them into categories.
Finally, we relied on selective coding to focus on the most frequent categories
and find relationships among them until we achieved saturation. As a threshold
for selecting the final set of challenges, we considered the categories supported
by at least 4 participants. Each coding round was conducted by one author
and was followed by a check that the other authors conducted independently to
ensure consistency. All the authors collaboratively contributed to revising and
refining the codes. As a result, we obtained 23 challenges supported by 371 par-
ticipants’ statements. Since the challenges were related to different phases of
process mining projects, we organized them along the phases described in [5].

The interested reader may find supplementary material including the inter-
view questions, participants’ details and the final coding scheme at https://doi.
org/10.5281/zenodo.6422094.

4 Findings

In this section, we present the 23 challenges resulting from our analysis, organized
in project phases ranging from “Defining Research Question”, “Data Collection”
and “Data Pre-Processing” over “Mining & Analysis” to “Stakeholder Evalua-
tion” and “Implementation” [5]. In Fig. 1, we provide an overview of all the
challenges. We did not identify any challenge for the “Implementation” phase,

https://doi.org/10.5281/zenodo.6422094
https://doi.org/10.5281/zenodo.6422094
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in which process improvement measures identified from previous phases are
implemented. Four of the 23 identified challenges are considered overarching
since the corresponding statements are associated with several project phases.

For each challenge, we report its name and the number of participants men-
tioning it. We indicate the count of practitioners (P) and academics (A) in the
form of #/41 (P = #, A= #). For direct quotes, we note the participant ID
(p#).

4.1 Defining Research Question

The first phase of a process mining project is characterized by planning the
analysis and defining the research question [5]. 15/41 (P = 8, A = 7) participants
reported three different challenges related to this phase.

The first challenge is named “Question Formulation” (C1). 10/41 (P = 6,
A = 4) participants stated that having a question is important because oth-
erwise “you can spend hours and hours doing something that doesn’t have an
impact” (p24). However, the identification of a goal for the analysis and related
research questions is perceived as difficult: “it is very often hard to identify the
correct question” (p36). Analysts either struggle with the formulation of the
questions, lack specifications from the process owner or report that the pre-
scribed question is too broad or too narrow to enable a meaningful analysis. For
example, p24 reported that he “felt limited” in one of his analyses because “in
this case [the question] was already specified”.

The following challenge, “Access and Use of Process Mining Tools”
(C2) was mentioned by 6/41 (P = 3, A = 3) participants. It includes problems
related to the required infrastructure and access to process mining software. Par-
ticipants reported that organizations “do not have the tools implemented” (p22)
or that they are “not sure how these tools can be applied” (p25). In addition,
participants also mentioned that usability “is always an issue everywhere in our
tools” (p24) and often prevents them from using a certain tool.

Identifying the “Process Mining Suitability” (C3) was perceived as chal-
lenging by 4/41 (P = 3, A = 1) participants. It was pointed out that for “a lot
of the questions you don’t need process mining to answer or you can use process
mining as a tool in the toolbox where you have a lot of other tools that you use
around” (p12). It is considered difficult to identify process-mining-specific use
cases and convince others about the usefulness of applying process mining. For
example, p11 stated that “it is hard for process mining consultants to convince
people that it is something we should have, a new process mining project targeting
this and that”. As a result of these concerns, it is reported that process mining
projects are not pursued or stopped in an early stage. Participant p34 stated
that he analyzed event logs “much less than I wanted to do and than it would be
useful” because stakeholders “are not ready to start process mining studies”.
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Fig. 1. Overview of all 23 identified challenges organized by process mining project
phases [5]. For each challenge, we report a numeric ID identifying the challenge, its
name, its description and the number of participants (No.) reporting the challenge.
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4.2 Data Collection

In the “Data Collection” phase, the main goal is to understand and extract the
data required for the process mining project [5]. In total, 23/41 (P = 14, A= 9)
participants reported challenges related to this phase.

During “Data Extraction” (C4), which was reported to be challenging by
11/41 (P = 6, A = 5) participants, event data is extracted from source systems
in which the process is executed. Participants stated that data extraction is
time-consuming and that there are issues due to strong dependencies on third
parties, such as IT departments. Analysts need to invest into “explaining to the
partners what [they] really need from them and what [they] really need from the
data to be able to start” (p15), which makes “getting the total data sometimes
the biggest challenge” (p31). Additionally, participants emphasized challenges
while identifying the right data (“how do you find the data that you need in these
huge databases?” [p16]) and while consolidating the data from different sources.

When the data itself can be extracted, 9/41 (P = 6, A = 3) interviewees
reported that “Data Availability” (C5) is a challenge in their projects. It
includes the problem of having sufficiently comprehensive data to enable mean-
ingful analyses. For example, p35 described: “we had less or not enough event
data to check because the process has been changed. And we didn’t have that many
cases and it wasn’t enough to say if the process is working or not”. Participants
also reported that process steps are executed outside of the information systems.
For example, when “at the end you have maybe a letter that goes out and, in
that case, to have a digital footprint of the whole process, is very difficult” (p26).
Ultimately, process mining “is limited to what was recorded by the system” (p8).

“Data Access” (C6) is required to determine what data should be col-
lected but also to be able to understand the data. 6/41 (P = 5, A = 1) of the
interviewed analysts described that they experienced challenges in their projects
due to missing access to the raw data. They pointed out that legal restrictions
or company internal data security/privacy policies limit access to data, making
it challenging to get “permission to get access to the data” (p11). And indeed,
the GDPR1 and even stricter local regulations of personal data can limit process
mining use cases [7].

Furthermore, specifically for practitioners, it is important to understand the
functionality of the source system and the underlying database structure. For
“Source System & Data Structure Knowledge” (C7) 4/41, (P = 4, A = 0),
participants reported difficulties in understanding database models and were
lacking “system knowledge if it’s not SAP and the standard process” (p9). They
experienced these difficulties because analysts are often “not an expert on the
system and the settings there” (p9).

4.3 Data Pre-Processing

The “Data Pre-Processing” phase focuses on the creation of the event log. For
this purpose, data quality is assessed and the process events are created [5], which
1 https://www.gdpr.eu.

https://www.gdpr.eu
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contain at least the case ID, event description, and event timestamp. Further
information can be added as required [18]. 24/41 (P = 12, A = 12), i.e., more
than half of the interviewees, reported challenges related to this phase.

The predominant category of challenges in this phase is “Data Transforma-
tion” (C8), supported by 17/41 (P = 9, A= 8) participants. It was reported that
data transformation is a “very big part of each process mining initiative” (p1),
although “it’s not straightforward to put them in a process or in an event data or
a XES format” (p18; referring to data retrieved from an ERP System). Besides
these general issues, there are more specific, subsidiary challenges related to
adding event or attribute information to the event log/data model and finding
the right aggregation level for the events. Participants reported that it feels like
a “philosophical question of which activities to add” (p39) and that not hav-
ing defined appropriate events is problematic because “if you don’t have those
activities, it can be quite hard to yeah, to refine your analysis” (p14) later on.

The challenge of “Data Quality” (C9) was raised by 15/41 (P = 6, A = 9)
participants from our study. Interviewees reported that data pre-processing is
“quite challenging because the industrial data, the sensor data... sometimes the
quality is very poor”, and that “data quality and event log quality are the most
important challenge for the further analysis” (p28). Data quality issues can be
manifold, but “noise in the data” (p16), problems in the format of the date fields
and missing timestamps were particularly prominent in our interviews.

Closely related to poor data quality is also the assessment of data quality,
referred to as “Data Validation” (C10), to ensure that data are correct,
complete and representative of the process to be analyzed. 5/41 (P = 3, A = 2)
participants reported that it is time-consuming “to check if the data is ok and
accurate” (p35) and that validation is an important step not only in process
mining but also in many data-based analysis methods because “you will always
get an answer but the data will not tell you that the answer is invalid” (p12).

4.4 Mining and Analysis

In the “Mining & Analysis” phase, analysts apply process mining techniques
to explore event logs [5]. 38/41 (P = 19, A = 19) of the interviewed participants
reported challenges during this phase of the process mining project.

About half of the participants, 18/41 (P = 8, A = 10) reported difficulties
connected to their “Tool Knowledge” (C11). They stated that they “didn’t
feel very comfortable with the tool” (p8) or that they “had to apply filters and
[were] not sure where to find it” (p10). Participant p15 summarized that the
tools “work all in a very similar way and they basically use the same algorithms.
But, remembering where those patterns are and how to click in the right sequence,
it’s not always easy”. This leads to the assumption that tools require a certain
level of expertise and training to perform an efficient and meaningful analysis.
However, when looking at the background questionnaires (cf. Sect. 3) only two
of the 18 participants reporting this challenge ranked themselves as ‘slightly
familiar’ with process mining tools, while all the others were moderately, very
or extremely familiar with process mining software.



Process Mining Challenges Perceived by Analysts: An Interview Study 11

Another important aspect during the analysis phase is the “Event Log &
Data Model Understanding” (C12), for which 15/41 (P = 8, A= 7) partici-
pants described challenges. They include difficulties in understanding attributes
of the event log (“the main challenge was to understand the attributes of this
event log because many of them had a similar name” [p41]) as well as “under-
standing the data model”, which “is probably the biggest challenge” (p14). Indeed,
different process mining tools support different kinds of data structures. While
some participants are used to work with a data model based on several tables,
other tools are designed to load only one table representing the event log.

Challenges related to the available analysis techniques and their combination
are covered in the category “Process Mining Techniques” (C13) which was
supported by 14/41 (P = 8, A = 6) of the interviewees. Although techniques con-
tinue to evolve and new features are constantly added into tools [9], challenges
related to the technical maturity of root cause analysis based on process data,
the combination of process mining and robotic process automation (RPA), the
“inability of any algorithm to split labels based on context” (p39) and shortcom-
ings in the configuration of the dotted chart in ProM are reported to still exist. Of
this list, dissatisfaction with results based on the integrated root causes analysis
was most frequently mentioned. Participants noted that “conformance analysis
is extremely complex and resource consuming” (p3) and pose the question: “How
can we bring in and integrate process mining, maybe with other tools or improve
its own methodologies in theory to help finding the root causes?” (p1).

“Access to Additional Information” (C14) was remarked as challeng-
ing by 10/41 (P = 7, A = 3) participants. They stated that “it’s often the case
that we need some additional knowledge to really get into an event log” (p8), but
at the same time do not have access to “good documentation” (p34). Access to
stakeholders as a source of information is required, but also perceived as chal-
lenging. Participant p17 reported: “These are all assumptions that we make, so
we need to have like a confirmation from the business that’s actually a right,
attribute that you need to have a look into”. If access to stakeholders is not avail-
able during this phase, analysts are limited to “check what was obvious” (p7).

The “Process Visualization” (C15) covers challenges reported by 8/41
(P = 2, A = 6) participants. Out of the interviewees, especially academics referred
to the directly-follows graph (DFG) representation as an unsolved challenge, but
also practitioners reported that they “don’t trust the maps [. . . ] because of this
slider, we see paths, which already means you don’t see variants. You see paths,
the most frequent paths. And that’s not the same thing, I mean, that’s not some-
thing that really happens” and stated that “you cannot already tell from seeing
the map, ok, that’s how it behaves because there’s some paths missing” (p37).

A completely different aspect, namely the prior “Analysis Experience”
(C16) is reported to be a challenge by 7/41 (P = 3, A = 4) participants. With-
out further elaboration, participants stated that they “don’t have that much
practice, so it [the analysis] was challenging in general” (p10) and that the
“process mining is very, very easy to learn and I think time consuming to really
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master it” (p13). Apparently, learning the “way of thinking as a process mining
analysts” (p22) requires time and experience.

The last challenge we identified for the “Mining & Analysis” phase is “Anal-
ysis Focus” (C17). Statements from 6/41 participants (P = 6, A = 0), all prac-
titioners, are related to this challenge. It is reported that it is difficult to stop
the analysis at a certain point because there is always the risk of “diving deep
into one specific [aspect] but actually loosing the big picture” (p24). Analysts can
“lose themselves too quickly into the details” (p25) partially because it is “hard
to not deviate from your original aim” (p26).

4.5 Stakeholder Evaluation

During the “Stakeholder Evaluation” phase, the process mining analyst presents
and discusses insights from the analysis and answers the research question. Mean-
while, tangible conclusions and next steps are suggested for improving the pro-
cess regarding identified shortcomings [5]. The challenges encountered in this
phase are supported by 11/41 (P = 7, A = 4) participants of our study.

One important aspect of the stakeholder evaluation is to find causality to
answer the research question. However 8/41 (P = 4, A = 4) participants reported
that they struggle with “Conclusions & Question Answering” (C18). It
was stated that there is a danger of jumping to wrong conclusions (“you have
the data loaded and the data are correct, it’s fairly easy to do an analysis, so a
major pitfall is that you jump to incorrect conclusions” [p11]), and the majority
of the interviewees agreed that it is generally difficult to “come to, let’s say,
hard conclusions or to find let’s say, OK, this is really what we should change
now” (p20). One of the interviewed analysts additionally links the problem to
C13 (“Process Mining Techniques”) and stated that “process mining cannot
answer all the questions you have. You need to combine it with all the approaches
to identify all the features that affect your process in order to answer the whys,
why something is not working” (p3).

After analysts have derived conclusions, stakeholders are often interested in
next steps. 4/41 (P = 3, A= 1) participants stated challenges connected to “Rec-
ommendations & Next Steps” (C19). For example, participant p4 stated:
“I think it’s challenging to answer this question with recommendation of what
to do afterwards” and indeed, process mining shows “where your issues are, but
it’s not helping you to solve them” (p17). Although it could be argued that this
aspect is outside of the defined scope of process discovery [18], four of the inter-
viewed participants considered this a challenge and expect “recommendations or
proposals to change the process” (p25) to come out of a process mining project.

4.6 Challenges Ranging Across All Phases

In addition to the challenges that could be mapped to one of the process mining
phases [5], four additional challenges emerged, spanning across (parts of) the
project. They are supported by 34/41 (P = 19, A = 15) participants.
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22/41 (P = 13, A = 9) analysts reported challenges around “ProcessDomain
Understanding” (C20). Both, acquiring domain knowledge as well as perform-
ing various activities throughout the project in the absence of domain knowledge
are perceived as challenging. This seems to not be surprising considering that
“without domain knowledge, you won’t achieve much or nothing at all” (p38). Even
though associated with all phases, participants explicitly pointed out the short-
comings during the analysis of the process: “Business knowledge is something that
one really needs to have when analyzing the process” (p17) because “if you have
more of the domain knowledge, you would know like which path to check first” (p14).
Thus, domain knowledge supports the analysis process and leads analysts to more
relevant, business-related findings.

Another group of statements is tied to the “Collaboration with Stake-
holders” (C21). 15/41 (P = 9, A = 6) participants reported problems due to
stakeholder expectations regarding the process mining technique, different back-
grounds of the parties involved (e.g. IT versus business), little or different lev-
els of understanding of process mining, and reluctance of stakeholders to work
together with the process mining analyst. Regarding the latter aspect, partici-
pants speculated that stakeholders “don’t want that somebody external of their
business puts his eyes on it” (p34) and stated that they are “hitting a wall” (p34)
within their organizations. Compared to the challenge of not having access to the
stakeholder during the analysis (C14) this challenge rather connects to having
the stakeholders, but that “communicating effectively what process mining can
and should do to people from businesses is maybe the biggest challenge” (p36).

The “Business Process Complexity” (C22) covers challenges related to
the interplay between departments, complex IT landscapes and the resulting
intricacy of organizations and processes executed within them. 10/41 (P = 5,
A = 5) participants reported that “in process mining you have the problem that
you have this complex behavior” and that “real processes, with several process
objects are more complex than, let’s say, the standard process coming from the
vendors” (p33). Demonstrated use cases of process mining often fail to address
business reality. Some of our participants mentioned this challenges in the con-
text of designing the business questions or in the context of the analysis of
‘spaghetti-like’ processes with many events and endpoints.

Detached from the actual process analysis itself, 9/41 (P = 6, A = 3) par-
ticipants addressed problems during or due to the “Enablement/Training”
(C23). Analysts, who have been involved in training colleagues or academics
who teach process mining, reported that it is challenging to provide the correct
level of knowledge and to plan the training in a way that it is appropriate for the
target group, e.g., for “students, which are not computer scientists at all” (p36)
or “for beginners” where the problem is “that there are lots of very different
fields that you have to have some kind of basic understanding like how process
models look like and, um uh, well, basic algorithms and not to misinterpret the
process models that you get at the beginning like directly-follows graphs” (p15).
Additionally, one participant reported that it is challenging to find the courses
and pointed out that available trainings and lectures should be better promoted.
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Concluding, based on interviews with 41 participants, we identified 23 chal-
lenges, each one supported by at least four interviewees. We can observe that
especially C3, C6, C7, C17 and C19 are mainly perceived by practitioners,
whereas all other challenges are reported across the different sectors the par-
ticipants were working in at the time the interviews were conducted. Based on
the explanations given by the interviewees, we related 19 challenges to process
mining project phases [5] and identified four cross-cutting challenges occurring
in and affecting all project phases. We couldn’t identify any significant correla-
tion between single challenges and the self-rated expertise or experience of the
participants reporting the challenge.

5 Discussion

In this section, we will review the identified challenges, link them to related work,
and discuss whether technical or methodological approaches exist that can help
process analysts to overcome them.

Among our findings, one first major cluster of challenges concerns data-
related ones. All of these challenges fall into the data collection and pre-
processing phase (C4-C6 and C8-C10) and include availability, access, quality,
validation, extraction, and transformation. Such challenges have already been
discovered in different fields, for example, considering data as a prerequisite for
data science projects. The authors of [8] and [20] identified comparable chal-
lenges from their interview studies around the acquisition of data, working with
different amounts or forms of data and dealing with concrete data quality issues.
However, comparable challenges have also been discovered in process mining,
where “data” mainly refers to the special format of event logs. The authors
in [11] identified specific data-related challenges, referred to as C.4, C.7–C.9,
C.12 and C.14, which they mainly captured in the area of governance on the
organizational level. Based on our study, we can confirm that these challenges
are not only perceived at the organizational level but also affect the work of indi-
viduals. Especially C5 and C10 extend challenges reported in [11] by bringing in
an individual perspective.

Several approaches have already been proposed to tackle specific aspects of
these data-related challenges. For example, Suriadi et al. [15] proposed a struc-
tured approach to deal with quality issues in event logs, while Diba et al. [4]
provided an overview of existing methods to extract event log data (C4) and
create meaningful abstractions (C8). However, for most existing approaches,
major shortcomings are reported [4] and their integration into many of the pro-
cess mining tools is limited. As a result, their broad application in practice is
missing [1]. Our work suggests that further research in this direction is required
and that existing techniques will need to be better integrated into commonly
used data pre-processing tools to support analysts in overcoming data-related
challenges and lower the entry hurdle for creating event logs of good quality.

Another group of challenges that we observed is connected to the adoption of
process mining by the analysts themselves but also by project stakeholders with
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whom the analysts interact (C2–C3, C11, C16, C21 and C23). These challenges
span across all process mining project phases apart from the data collection and
pre-processing phase and include limited access to process mining tools, non-
suitability of process mining for the analysis or problems in the collaboration
with stakeholders, who might not be willing to share information or do not
trust the results of the process discovery. While some of our challenges overlap
with organizational challenges reported in [11] (in particular C.23–C.32 on the
cultural level), others seem to be more tight to the individual level (especially
C2, C11 and C23 from our work) and go beyond what was reported by [11].

To overcome difficulties regarding the adoption of new technologies, different
approaches and methods have been proposed over the last decades in various
fields, such as manufacturing or information systems [17,19]. However, in the area
of process mining only first attempts exist to better understand the transition
of stakeholders from old practices to the usage of process mining [7,16], and
aspects such as training and enablement have received little attention. Hence,
we conclude that access to comprehensive trainings and a deeper understanding
of the required skill set of process mining analysts is still missing.

Further challenges emerged, revolving around the individual understanding of
the analysts (C7, C12, and C17–C20), such as understanding the process domain
and the event log, or having issues with answering the research question and
deriving improvement recommendations. These challenges occur mainly in late
project phases, i.e., the mining & analysis and the stakeholder evaluation phases.
We observed that these challenges are especially related to the individual level
since there is limited support for them in the findings of Martin et al. [11]. While
the authors in [11] identify challenges like the insufficient domain expertise (C.20)
or incomprehensible outcomes (C.16) and insufficient prescriptive capabilities of
process mining tools (C.17) on the organizational level, the angle from which
these challenges are covered differs from our findings and cannot be connected
to the understanding of individuals. Based on our knowledge, there exists little
support to help analysts guide their analysis based on the research question and
reduce the risk of losing the analysis focus and there is limited guidance for
understanding event logs and data model structures [21]. Besides, the authors in
[5] even observed that the thoroughness of reports for the stakeholder evaluation
phase is decreasing in published case studies in the area of process mining. Thus,
we think that research on the factors determining the understanding of analysts
needs to be enhanced to enable the implementation of targeted support.

To summarize, we discovered that although approaches exist to tackle some of
the discussed challenges, their application in process mining practice is limited.
We observed a mismatch between the solutions provided by existing approaches,
which are oftentimes targeting technical problems, and the challenges faced by
individual process mining analysts in practice. We encourage future research to
take the individual perspective into account by proposing new methodologies and
evaluating existing ones based on their effectiveness on the work of individuals.

Limitations. Since the data supporting our findings was gathered during semi-
structured interviews, our work comes with some limitations typical of interview
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studies. First, we only present and discuss challenges that were directly derived
from the data, meaning that they were explicitly stated by our participants.
Therefore, there is a possibility that our findings are not complete, since our
participants might have not been able to recall and describe all the challenges
they face in their work practices. Additionally, the perception of what constitutes
a challenge may be subjective and can vary across participants. Nevertheless, in
order to obtain valid and reproducible results, we selected a sample of more than
40 interviewees and only considered challenges that were reported by at least 4
individuals. Moreover, the interviews directly followed an analysis task and thus,
reported challenges may be biased by the recent experience of conducting this
specific task. Still, the study was designed to be representative of typical process
analysis tasks and the interviewees were also asked to consider general challenges
and difficulties. Interviews anchored to other types of tasks or triangulated with
behavioral data can help to complement and generalize our findings.

6 Conclusion

In this paper, we focused on process mining challenges from an individual per-
spective. Based on the analysis of 41 interviews conducted with practitioners and
academics working in the field, we identified 23 challenges. All of these challenges
hinder the work of individual analysts, preventing them from working efficiently
and effectively and, in the worst case, discouraging them from conducting further
projects in their organizations. While focusing on the individual perspective, we
identified that the discovered challenges also affect the organizational, group and
technical levels. Although approaches exist to address these challenges, most of
them have not been applied to the field of process mining yet and the assessment
of their ability to support individual analysts during a process mining project
remains open. In the future, we plan to continue our work to better understand
the factors that cause process mining challenges and individual support needs.
Besides, we aim to investigate potential approaches and solutions that experi-
enced analysts implement to overcome the challenges, paving the way for easier
access and improved use of process mining, especially for novices.
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funded by the Swiss National Science Foundation under Grant No.: 200021 197032.
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Abstract. The Industrial Internet of Things (IIoT) enables the connec-
tion of industrial operational technology (OT) with information technol-
ogy (IT). However, the convergence of IT and OT has the drawback that
machines become increasingly vulnerable to cyber attacks. Therefore,
security aspects for OT areas require special attention. The integration
of Security Operations Centers (SOC) and OT offers a possible solution
approach. A SOC is related to the people, processes and technologies
that provide awareness through the detection, containment, and remedi-
ation of IT threats. The basis for integrating an IIoT-based SOC are well
defined processes and their information needs. In this respect, the dis-
cipline of Business Process Management (BPM) offers numerous estab-
lished methods, concepts and technologies for the systematic modeling
and system-supported execution and analysis of processes. This paper
aims to highlight the opportunities that the application of BPM con-
cepts holds for IIoT security management. Based on the IIoT security
management process, we show several exemplary ways how to leverage
BPM methods for improving IIoT security.

Keywords: Internet of Things · Process management · IIoT security

1 Introduction

Within the Industry 4.0 paradigm, the aim is to create horizontal or vertical
integrations of production systems and classical information systems. In this
regard, especially the Industrial Internet of Things (IIoT) offers a compendium
of technologies from the Internet of Things (IoT) to automate and network
production systems. This networking is achieved by connecting industrial oper-
ational technology (OT) with information technology (IT). OT includes the sys-
tems needed to control and monitor physical devices such as machines or plants.
The convergence of IT and OT stands for the integration of both systems. This
convergence leads to more efficient systems and enables new solutions. How-
ever, the convergence of IT and OT has an important drawback: machines and
plants become vulnerable to external attack due to holistic networking and the
renunciation from closed, proprietary systems [1]. It is important to understand
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that cyber security is a joint and overarching task of IT and OT areas. The
convergence of IT and OT increases the extent of damage from cyber attacks
in a dramatic way as incidents in one of the two domains can directly affect
and damage the other. Therefore, security aspects for IIoT environments require
special attention and new solutions for maintaining cyber security are necessary.
The integration of Security Operations Centers (SOC) and OT offers a possible
solution approach [2]. SOC have established themselves as a centralized unit for
improving cyber security. A SOC is related to the people, processes and tech-
nologies that provide situational awareness through the detection, containment,
and remediation of IT threats in order to manage and enhance an organization’s
security posture [2]. SOCs in IIoT environments can enable a holistic view of
cyber security in manufacturing operations to accurately identify attack vectors,
avert potential attacks or derive measures to prevent control system failure [2].
The basis for designing and integrating an IIoT-based SOC are well defined
processes and their information needs of the corresponding industrial environ-
ment. Based thereon risks can be identified, protective measures can be taken
and security incidents can be monitored within the SOC. Against this back-
ground, the discipline of Business Process Management (BPM) offers numerous
established methods, concepts and technologies for the systematic modeling and
system-supported execution and analysis of operational processes [3]. We claim
that BPM methods represent an unexploited source for improving cyber secu-
rity in manufacturing companies. This paper aims to highlight the opportunities
that the application of BPM concepts and technologies holds for IIoT secu-
rity management. Based on the latest IIoT security management process of the
VDI/VDE [4], we show some exemplary ways how to leverage BPM methods
for improving IIoT security. This paper is structured as follows: Sect. 2 briefly
presents the phases of the IIoT security management process. Section 3 shows
the opportunities where BPM concepts can support. Section 4 discusses open
research gaps and challenges, whereas Sect. 5 summarizes the paper and gives
an outlook of future research.

2 IIoT Security Management Process

There are regulatory efforts to establish the implementation of security mea-
sures like IEC62443 in the EU as a standard [5]. These require an implementa-
tion of the security by design paradigm. The latest VDI/VDE standard paper
IT-security for industrial automation [4] describes how specific measures can be
implemented in order to guarantee the IT-security of automated plants. Here,
aspects of the automation devices, automation systems, and automation applica-
tions used are considered. In addition, a uniform, feasible procedure for ensuring
IT-security throughout the entire life cycle of automation devices, systems, and
applications is described. The guideline proposes a simple process comprising
eight phases for processing and presenting information security (cf. Fig. 1). These
phases enable the analysis of the status quo, the assessment of security threats
and risks, and the implementation of protective measures that are appropriate
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Fig. 1. IIoT security process and potential support of BPM methods

for the specific and individual need for protection. The concrete phases of the
lifecycle are as follows: (i) Asset identification: The goal of this phase is the
definition of a target state as well as the identification of all OT and IT assets
and their necessary connections. (iii) Threat analysis: The goal of this step is
to identify relevant threats for each asset under consideration. When analyzing
threat scenarios, the potential organizational, technical and user-related threats
must be systematically identified. (iii) Identify relevant protection objectives:
This step specifies the protection objectives at risk from the identified threats
for each asset listed. (iv) Analyze and assess risks: In this step, the existing risks
arising from threats are analyzed and evaluated. To this end, the probabilities
of occurrence of the threats identified in the previous step and thus potential
for the object of consideration are to be estimated. (v) Identify protective mea-
sures and evaluate effectiveness: This step describes protective measures and
implementations of protective measures against threats. (vi) Select protective
measures: The aim of this step is to select from the large number of protec-
tive measures listed those that can be combined and that provide an appropri-
ate, economically viable overall solution. (vii) Implement protective measures:
Once the overall solution to be implemented has been determined, the individual
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protective measures must be implemented in the overall context. In this context,
an operational concept must be designed to ensure the sustainable implemen-
tation of the solution. (viii) Perform process audit: In the audit, all steps of
the described process model that led to the security breach are reviewed. The
review is performed according to the following characteristics: Were all process
steps performed? Has an assessment of the results been made for each process
step? In the following section we outline how principles of the BPM discipline
can support the different phases of the security management processes.

3 Perspectives for Process-Driven IIoT Security

Similar to the VDI/VDE IIoT security management process, the BPM lifecycle
encompasses a range of methods and tools to identify and manage individual
processes. It constitutes an enterprise capability to enable consistently positive
outcomes and deliver maximum value to the organization [3]. In this section,
we show where concepts and principles of the BPM lifecycle can be applied to
support IIoT security management (cf. Fig. 1).

3.1 Process-Oriented Asset Identification and Threat Analysis

To conduct a sustainable security management, it is necessary to know the cor-
porate assets that must be protected, e.g., process know-how in the sense of
production parameters or critical control devices. Hence, it is necessary to iden-
tify value-adding processes, document the components and information involved,
and then derive the need for protection. In addition to the critical assets, relevant
communication relationships, components and people involved in them as well
as various data streams must be recorded. In production, a complete overview of
the existing assets is rarely available. The concepts, principles, and technologies
of BPM, in particular the first phase of the BPM cycle “process identification
and modeling”, can be used here in a promising way. Production processes,
involved actors and components as well as the necessary security requirements
and technologies can be mapped in process models by means of common mod-
eling notations. The advantage lies in the easily understandable and multidisci-
plinary language that process models offer. The current situation is modelled in
as-is process models (cf. Asset identification) that are understandable for both
shop floor employees and IT security experts. Based on these models, potentially
critical security gaps and threats can be identified (cf. Threat analysis). Using
appropriate modelling notations, i.e., notations that provide modeling elements
for IIoT objects as well as security aspects, to-be process models can then be
developed. These include a revised security concept of the modelled production
processes (cf. Identify relevant protection objectives, identify and select protec-
tive measures). Again, the advantage here lies in the multidisciplinary nature of
the modeling notations, since both shop-floor processes and communication as
well as IT processes can be mapped within one single model.
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3.2 Process-Oriented Risk and Measure Assessment

After the identification of assets and potential threats, and the development
of revised processes and security concepts, an extensive assessment is required.
This does not only include the assessment of risks that emerge from the identified
threats, but also the assessment of methods to mitigate these risks. Established
principles of ”process redesign” and Business Process Improvement have proven
to be effective to (1) assess risks and approaches, (2) define requirements, and
(3) provide tools for a goal-oriented selection [6]. The goal is to identify changes
to the as-is state that would help to address the security risks and to achieve
the defined objectives. On the basis of the created as-is process models, exist-
ing threats can be translated into risks by including further process and OT
as well as IT information. This can be supported by process risk assessment
methods, e.g., Failure Mode and Effects Analysis (FMEA). Eventually, poten-
tial measures to mitigate risks must be assessed to create a decision-basis for a
goal oriented selection. Multiple options must be analyzed and compared while
the most promising ones are combined into a redesigned and improved to-be
state. Established analysis and redesign methods as well as general principles of
process redesign can be adopted for the IIoT security management process.

3.3 Process-Oriented Measure Implementation

After the identification of security gaps and requirements and the development
of revised processes and security concepts, these concepts must be implemented
(cf. Implement protective measures). For this phase of the IIoT security manage-
ment process, the methods and principles of BPM offer extensive support. For
example, read or write access to certain machine and process parameters can be
made directly dependent on the current situation or progress within a running
process by means of task-based access control mechanisms. Also attribute-based
access control mechanisms can control the access to process tasks or IIoT devices
based on predefined attributes and their thresholds. In this respect, a mutual
access control principle can be defined: IIoT data can grant or prohibit access
to specific process tasks, while also data from tasks can grant or prohibit access
to associated IIoT devices. This leads to more secure operations within organi-
zations, as a mutual control of authorization can be implemented that includes
physical machines and tasks and activities represented as process models. Fur-
thermore, by integrating OT and IT into processes, security response processes
can be triggered automatically in the event of security anomalies during opera-
tion. This enables a shorter response time and reduces negative outcomes.

3.4 Process-Oriented Monitoring and Security Process Audit

The integration of a SOC into production environments provides the basis for
comprehensive security monitoring. The goal is to combine real-time data from
a digital twin, i.e., network data, machine data, and executed process models
within a SOC. The integration and system-supported monitoring of modelled
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processes by means of the SOC enables automated compliance with modeled
security concepts and security requirements, such that deviations are no longer
possible. In addition, BPM methods and technologies provide a broad basis for
the audit phase of the security process (cf. Carry out process audit). On the
one hand, the as-is process models serve directly as documentation of the initial
situation. On the other hand, to-be process models serve as a starting point for
auditing threat analyses performed and the protective measures implemented.
Furthermore, event log analyses during ongoing operation of the SOC offer enor-
mous analysis potential. By applying process mining to event logs of executed
and integrated IIoT and security processes in the SOC, compliance with security
policies can be verified and traced. In particular, the implementation of key secu-
rity requirements such as accountability, auditability, and non-repudiation can be
accomplished through existing process analysis methods. Additional potential is
created by the extensive data available in the SOC. For example, event logs can
be derived from network communication protocols and analyzed in combination
with activity-centric event logs of processes.

4 Challenges and Intersections

However, there are still a number of challenges to the successful and industrially
usable implementation of process-driven IIoT security management.

4.1 Modelling Notations for IIoT- and Security-Aware Processes

Process modeling languages must be designed or extended to fully represent
security requirements and possible protective measures. On the one hand, new
elements for modeling IIoT assets in production processes [7] and their commu-
nication are needed and, on the other hand, modeling constructs for OT security
concepts. While some language extensions of BPMN already exist for security
aspects in the classical IT domain [8], language constructs for OT security are
still missing. There is already research about mapping security aspects in BPMN.
For example, [9] integrates the security requirements Confidentiality, Integrity,
and Availability (CIA) in BPMN. However, there is no approach that explic-
itly considers IIoT security aspects. To represent security and IIoT aspects in
business processes, both concepts must be represented accordingly in one single
notation. However, such an integrated notation is still missing.

4.2 Process Modelling Guidelines and Procedures

A method for process modeling not only includes a notation, e.g., BPMN, but
also a systematic procedure for eliciting the processes under consideration and
the entities involved [10]. Guidelines and procedure models for eliciting models
already exist for classic business processes [11]. However, the domains of the
IIoT and the associated and necessary OT security require new and adapted
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procedures and modeling guidelines. For example, process discovery and elici-
tation methods such as workshops and employee surveys must be adapted to
the given domain and redesigned. Due to the additional number of modeling
elements for IIoT objects and security aspects, the resulting process models
become increasingly complex and potentially difficult to understand. Therefore,
novel abstraction methods or interactive modeling and visualization concepts
need to be conceived, realized and industrially evaluated.

4.3 Executable Process Models

In order to be able to systematically monitor OT processes and ensure com-
pliance with security aspects, the system-supported execution of the modeled
processes within the SOC is necessary. To implement executable models, the
designed extensions must be defined not only syntactically but also semanti-
cally. Furthermore, automated mappings from model attributes to attributes in
security description languages must be developed. For example, access rights
to IIoT devices and their variables defined in the process model can be trans-
formed to eXtensible Access Control Markup Language (XACML) using an auto-
mated mapping. This way, system-supported control and monitoring of access
to IIoT objects is implemented. Context attributes of wearable process user
interfaces [12], such as current location information, could be used to imple-
ment task- and attribute-based access control mechanisms. Here, interfaces for
location information to process engines need to be implemented and evaluated.

4.4 Process Analytics for IIoT and Security

Process analysis methods can be used to verify compliance with security policies
and document security incidents. The implementation of key security require-
ments such as accountability, auditability, and non-repudiation can be accom-
plished through existing process analysis methods. For example, process mining
techniques can be used to analyze and improve incidence response processes
that at best have been recorded in event logs using a process-based SOC. In
many cases, however, recorded process data must first be converted into suitable
formats and missing but necessary information extracted from additional data
sources such as digital twins. For example, network traffic logs can be used as a
basis for extracting OT process knowledge. From these logs, the communication
between entities involved in the process can be extracted and reconstructed using
network analysis techniques such as [13]. To discover actual process models from
network traffic logs, however, case identifiers must be derived from additional
data. Furthermore, new or adjusted process mining techniques need to be devel-
oped that explicitly take into account security aspects in IIoT environments.

5 Conclusion and Outlook

This paper outlines the need for developing new solutions to improve security
in IIoT environments. SOC in IIoT environments can enable a holistic view
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of cyber security in industrial operations. We showed that the BPM discipline
offers numerous established principles, methods, concepts, and technologies for
the systematic modeling and system-supported execution and analysis of opera-
tional processes. We also highlighted the opportunities that BPM holds for IIoT
security management and described relevant starting points for further research.
Based on the IIoT security management process, we showed some exemplary
ways how to leverage BPM methods for improving IIoT security. We see the
contents of this paper as a research agenda for underlying field of IIoT security.
In future research, we will look in depth at the research gaps raised above. The
first step will be the development of a syntactically and semantically well-defined
notation for the definition of IIoT and security-aware processes.

Acknowledgement. This work is funded by the “Bavarian Ministry of Economic
Affairs, Regional Development and Energy” within the project INduStrial IoT Security
Operations CenTer (INSIST).

References

1. Conklin, W.A.: IT vs. OT security: a time to consider a change in CIA to include
resilience. In: 49th Hawaii International Conference on System Sciences (HICSS),
pp. 2642–2647. IEEE (2016)
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Abstract. Developing a system for an interconnectedworld presents various chal-
lenges, from demanding disrupting technologies to a higher context-sensitivity. To
solve these challenges, we researched the application of a modern understanding
of roles for business processmodeling. Roles are an approachwith a long history in
business process models and a proven value in other modeling perspectives. They
providemultiple benefits, such as unifying structural and behavioral modeling and
a rich adaptation of reference models.

Furthermore, as we prove in this paper, a modern understanding of roles can
be implemented as a standard conform BPMN extension. Based on these benefits,
we chose a design science approach to develop the role-based BPMN extension
RBPMN, which we present in this paper.We demonstrate howRBPMN unleashes
the power of roles to overcome modern business process modeling challenges and
briefly evaluate our approach. The use of roles with a coherent understanding at
every abstraction level supports modelers and engineers equally in developing
systems for an interconnected ever-changing world.

Keywords: Process modeling · Role modeling · Unification

1 Introduction

Business process (BP) modeling faces many challenges in a modern interconnected
world. Processes have a high complexity due to their context-dependent execution [1].
They must be adaptable [2], which requires the model describing the process to reflect
the implemented process more accurately [3]. Additionally, with AI technology, BPs are
improved continuously by the underlying system [4]. This led to many challenges, of
which we specifically look at the challenges concerning BP modeling.

1.1 Challenges of BP Modeling

In their research note, Beverungen et al. [3] present two main challenges for BP mod-
eling: the necessity for additional modeling constructs and tighter integration to the
process data generated during the process. For the first challenge, they explain that the
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current modeling constructs are insufficient to express the diverse data and effects at
the right abstraction level. A future-ready BP modeling language should display AI-
enhanced devices, which can be sensors or actuators in a process. Furthermore, it should
enable stakeholders to communicate over different abstraction levels and integrate activ-
ities more tightly with analytics. This would enable a context-dependent adaptation of
the process during the execution [3]. For the second challenge, they see BP models
less as printable and more as evolving artifacts. When a BP model is created from
process mining, it reflects the reality and not the ideal state that BP models currently
represent. Furthermore, there is usually an additional difference between the design and
implementation of a process, given that software engineers and process analysts have
different backgrounds [3].

In their research manifesto for augmented business process management systems,
Dumas et al. [4] see the challenges to modeling in automated process adaptation and
multi-perspective processes support. Therewill never be contingencies for every possible
outcome at the outset, or much information in a BP model becomes obsolete as soon
as the process evolves. Therefore, it is crucial to support adaption for more than ad-hoc
manual changes [4]. The process structure itself might even be unclear at design time and
only emerge at runtime [4]. Dumas et al. envision that support during process execution
can be achieved through an ontological mapping between different perspectives for the
second challenge. Additionally, behavioral characteristics of entities should be shared
between the different perspectives [4].

Ozkaya and Erata [5] surveyed software engineers for software modeling in general.
Their findings can relate to some extent to BP modeling. They found that 45% of the
surveyed participants see challenges with language complexity. If we consider that the
de facto industry standard for BP modeling BPMN has 90 objects and 143 properties,
that comes without surprise (cf. UML activity diagram 9 objects and 6 properties). 62%
see problems with model analysis, and 49% see problems with model simulation, both
aspects a modeling tool could and should provide. 46% have problems with analyzing
the relationships between models of different perspectives.

Most recently, Weber et al. [1] made a study on context-aware BP modeling. They
concluded that traditionalmodeling is suited for low variability processes but insufficient
for high variability processes. They propose that future research should find “ways to
integrate different stakeholder views during the design phase [1]” and “be approached
both at organizational and technical levels [1]”. They also state the importance of context-
sensitive BP modeling approaches.

In sum, we can derive that traditional modeling approaches are insufficient because
they lack context-sensitivity, adaptability, a tighter integration to other modeling
perspectives, and modeling constructs for diverse data and AI-enhanced objects.

1.2 Research Approach

We employed a design science approach to solve the challenges and follow the approach
suggested by Peffers et al. [6]. It consists of six phases 1. Problem identification 2.
Objectives of a solution 3. Design and Development 4. Demonstration 5. Evaluation 6.
Communication. We presented the first two phases – the problems and objectives of a
solution – above and hence started our research at the design and development phase.
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Therefore, the result will be an artifact in the form of a BP modeling language. We
investigated approaches that were successfully applied in other modeling perspectives.
One approach is using the role concept with a modern understanding of roles. Roles
are already an established modeling concept in behavior modeling, whose meaning has
evolved. Hence, we use Schön’s [7] understanding of roles, who defines a role as: “A
contextual modeling construct with state and behavior that is fulfilled by an object or
its roles to represent it in the user’s context and extend or change its corresponding
specifications and interactions [7]”. We introduce this modern understanding to the
current standard of business process modeling BPMN with a standardized extension.
We show how the power of roles can overcome the challenges mentioned above.

The rest of the paper is structured as follows. First, we present the role concept and
our understanding of it in detail, followed by the evolution of the role understanding
in behavior modeling. Next, Sect. 3 presents how the industry-standard BPMN can be
extended, followed by its application for the role-based BPMN extension (RBPMN).
We then present an example of an RBPMN model to showcase its benefits. Finally, we
evaluate RBPMNs’ role-feature coverage and additional expressible workflow patterns
compared to the standard BPMN and conclude our paper.

2 Role Modeling

2.1 Roles

Roles are a long-standing concept in behavioral models [8–11], structural models [7,
12], data models [13, 14], security models [15] even in programming languages [16].
Essentially, roles are so fundamental that they are found in every aspect of modeling,
engineering, and architecture [17].

Bachman and Daya [13] introduced the role concept for data models. Roles were
used to overcome the binary 1:n relationships of the owner (1) and member (n) types in-
network data models. Roles were defined as behavior patterns that one or more entities
can play, and an entity can play one or more roles concurrently. In Bachman’s role data
model, entities play roles by becoming members of a relationship and drop these roles
by leaving the relationship. Hence, the relationship is between the roles, not the entities
[13]. Roles are also part of the EER modeling language and Object-Role Modeling
language [18].

In structural models, roles introduce behavior and temporal aspects [18, 19]. Both are
aspects for which the concept class is too limited to represent them. Furthermore, roles
are used in structural models to provide adaptability and context-sensitivity [19]. Schön
et al. [19] applied roles to develop the Business Role-Object Specification (BROS), a
behavior-aware structural modeling language. BROS introduced behavioral aspects to
structural modeling and related it closer to BP modeling.

The importance of roles for modeling was also recognized in the 2020 revision of the
ISO 19940 standard for enterprise modeling [20]. It defines roles as the specialization
of an entity in a specific context: “The same entity may have different roles in different
contexts that may overlap in time and place, and at different times over its life cycle
[20]”.
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Even though roles are found in multiple areas, they do not appear as a coherent con-
cept. This problem comes from the various understandings of roles, which is unclear, as
role research suffered from discontinuity [18]. Nevertheless, most role-based approaches
share the two main attributes of roles: anti-rigid and context-dependent [16]. The exam-
ple ofKühn et al. [12] presents this ideally. ABuyerRole and as counter-part a SellerRole
exist in the Context of a Shop. The roles would not exist without the context Shop and
a Performer fulfilling the Buyer Role, and a Performer fulfilling the Seller Role. Hence,
roles are anti-rigid. The performers fulfilling these roles would exist nevertheless, but
not in these roles, making the performer rigid [12].

Besides the two main attributes of roles, Steimann [14] derived 15 role-features,
which Kühn [16] extended to 27, that characterize role-based modeling languages. In
their respective research, both Steimann and Kühn evaluated role-based modeling lan-
guages. They found that rarely all role-features are considered, as there is no single
definition of roles [14, 16]. Therefore, a researcher developing a role-based modeling
language must first define their understanding of roles [18]. With the publication of the
compartment role object model (CROM), a metamodel for role-based modeling lan-
guages, researchers can easily define roles for their modeling languages by extending or
incorporating CROM [16]. Schön’s role definition [7] mentioned above as the one our
work builds on relies on CROM in this way. Since we focus on BP modeling, we now
examine roles in BP models more closely.

2.2 Roles in Business Process Modeling

Roles have a long history inBPmodeling languages. RoleActivityDiagram (RAD),Role
Interaction Nets (RIN), and the Object-Oriented Role Analysis Method (OORAM) are
earlier approaches that used roles. They all see roles as sets of sequentially ordered actions
and/or interactions [10].However,with the introduction of knowledge processes inwhich
actions are performed independently of their sequence, this understanding was no longer
sufficient. The understanding of roles evolved to the knowledge of a process participant,
which is needed to perform a process action successfully. The sequence is independent
[10]. Saidani and Nurcan [9] used roles to introduce flexibility to business processes
by assigning activities to roles instead of performers. The approach showed that roles
could capture delegation and solve the separation of duty [9]. Thus, the understanding
evolved further, as roles and not performers now executed the process activities. Other
BPmodeling languages focusing on actor-role perspective are the REA (resource, event,
agent) language and e3value [21]. REA stemmed from the accounting domain and was
developed to reengineer accounting systems for the digital age. e3value emphasizes
business modeling more strongly than BP modeling. BP modeling languages that aim to
provide a behavioral and functional perspective like UML activity diagrams and BPMN
also contain some role modeling characteristics [21].

The BPMN, the de-facto standard of BP modeling, specifies two types of roles:
ResourceRole and ProcessRole. ResourceRole defines the performer responsible for
either the process or the activity. Furthermore, the BPMN 2.0 introduces human roles as
a specialization of resource roles [22]. A performer can be “a specific individual, a group,
an organization role or position, or an organization” [22]. This definition leaves out the
virtual performers (AI-enhanced objects) mentioned in the introduction. The concrete
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syntax for ResourceRole is the use of task types adding an icon to a task. A ProcessRole
describes an internal organizational (e.g., Manager, Associate) or business (e.g., Buyer,
Seller) role that participates in the process. It organizes and categorizes activities within
a Pool. The concrete BPMN syntax for a ProcessRole is the Lane [22]. ResourceRole
and ProcessRole capture only a partial view of roles, limiting modelers [18].

3 The RBPMNModeling Language

3.1 Developing the RBPMN Modeling Language

We expect a broader introduction of roles with a role-based BPMN extension (which
we term RBPMN) to provide multiple benefits. First, it will enable the unification of
modeling perspectives, especially with role-based structural models. If roles are used
coherently acrossmultiplemodeling perspectives, communication between stakeholders
will be less ambiguous. Second, it increases expressivenesswithout a substantial increase
in complexity. Third, whilewe see the advantages of developing a new role-basedmodel-
ing language from scratch, we see the advantages of remaining in the industry-standard
to outweigh them. Tool support is given for a standardized extension of BPMN, and
modelers will not have to learn an entirely new language. Fourth, BPMN already has
some aspects of roles; hence the modeling method will not change. Fifth, roles are by
their nature context-sensitive. Additionally, roles were successfully applied to provide
adaptability (e.g., BROS). We expect them to provide the same for BP modeling.

Previous BPMN extensions we want to mention here have focused on integrating the
resource perspective [23, 24], context [25], and even roles [26]. The RALph approach
introduced multiple new connectors to BPMN to express when a performer (resource)
executing an activity should stay the same for the subsequent activity or change [23].
Braun and Esswein developed an additional Resource Diagram to represent resources in
BPMN [24]. C-BPMN presented context in an additional context model instead of incor-
porating it into the BPMN. Both models are linked. Context changes lead to switching
the BPMN model [25]. R-BPMN by Kim and Chung [26] was developed for abstract
modeling of process patterns for reuse. Their application of roles is powerful and shows
their value. However, if applied coherently across multiple modeling perspectives, we
surmise that roles can provide even more value.

We base our understanding of roles on theCROMmodel ofKühn [16] and on Schön’s
work [7] respectively. Since we decided to extend the BPMN, we could not express
all role-features in RBPMN, but that is unnecessary, as some role-features are only
for runtime. More critical for unifying multiple modeling perspectives is the coherent
understanding of roles, which we ensure by adhering to the CROM model. We then
incorporated those aspects of the CROM model of importance to BP modeling.

3.2 Extending the BPMN

With BPMN 2.0, OMG introduced an extension mechanism based on additions to the
BPMN metamodel [22]. Nevertheless, extending BPMN is not a trivial task. Moreover,
missing guidelines for extending it led to many BPMN extensions that do not conform to
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the standard [27]. Therefore, Stroppi et al. [27] proposed an approach called BPMN+X
to develop standard conform domain-specific extensions. However, since our approach is
not domain-specific but of a more overarching nature, the BPMN+X approach is insuffi-
cient. Therefore, we opted for the evolved BPMN+Xmethod of Braun and Esswein [24]
(Fig. 1), which they used to develop an extension for integrating modeling perspectives
for linked modeling. We explain their method by showing our application of it.

Fig. 1. Adapted picture of the method of Braun and Esswein [24]

It consists of 4 phases. In the first phase, we developed a conceptual domain model
extension (CDME) that we present in Fig. 2. RBPMN is for BP models. Our RBPMN
incorporates parts of the CROM [16] and of the role-based structural modeling language
BROS [7], which we highlighted red in Fig. 2. The BPMN [22] concepts are highlighted
green, and additional concepts necessary to tackle the BP modeling challenges listed in
the introduction are highlighted orange. We provide the alternative terms in brackets if
different terms were used to describe the same concept in other metamodels (BROS or
CROM).
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Fig. 2. The RBPMN metamodel (Best viewed by zooming in the electronic version)
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To transition from the first phase to the second phase requires the transformation
of the RBPMN metamodel by describing the extension in terms of the BPMN exten-
sion mechanism. This encompasses the abstract syntax and semantics of the extension
elements. However, not every element of the RBPMN metamodel is transformed to the
RBPMN extension model, which we show in Fig. 3.

<<ExtensionDefini�on>>

Roles
<<ExtensionElement>>

RoleType

<<ExtensionElement>>

PerformerType
<<ExtensionElement>>

Ac�ve Role

<<ExtensionElement>>

Passive Role

<<ExtensionElement>>
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Human Performer
<<BPMNElement>>

Resource Role
<<BPMNElement>>

Ac�vity

extensionDefiniton

<<ExtensionElement>>
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Role Start Event

<<BPMNElement>>

BaseElement
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FlowNode

ExtensionA�ributeDefini�on

<<BPMNElement>>

LaneSet

<<BPMNElement>>

Ar�fact

<<ExtensionElement>>

Implica�on

Fig. 3. The RBPMN Extension model (Best viewed by zooming in the electronic version)

The elements we did not transform are not of importance for BP modeling but
for unifying RBPMN with other role-based modeling approaches that base their role
understanding on CROM. The standard BPMN elements are green, and the extension
elements arewhite for better understanding.BPMNelements not affected by theRBPMN
extension are omitted. The third step is the development of the concrete syntax of the
RBPMN extension elements, which we present in the next section. The development
of a BPMN extension is always finished by specifying it in an interchange format, thus
making it useable in existing BPMN modeling tools.

3.3 The Syntax of RBPMN Elements

Table 1 presents the syntax of theRBPMNelements. As aBPMNextension needs to keep
a BPMN model’s feel, the new elements do not conflict with existing BPMN elements.
All roles are depicted as rectangles to maintain ontological clarity. The concrete syntax
of a passive role depends on the modeler. The modeler can define the performer type
by using icons or stay more general with a rectangle. The symbols of new relations
were designed to be distinct from existing BPMN relations. Role Inheritance and Role
Condition were inspired by the relations used in UML [28]. Role Implication and Role
Prohibition were to some extend inspired by the BROS language [19].
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Table 1. Concrete Syntax of RBPMN elements

Element Concrete syntax Abstract syntax 

Active  
Role 

Same as BPMN 

Passive
Role 

New specification of RoleType. Not every role 

in a BP performs activities. Nonetheless, these 

passive roles are crucial to achieving the busi-

ness goal. Furthermore, it enables new per-

former types, such as intelligent systems or ro-

bots. Passive role connects resources to an ac-

tivity. 

Location 
Role 

A specialization of passive role. Locations can 

be physical or virtual enclosed spaces. It ex-

presses that roles only exist, and some activi-

ties must be performed in the same location. 

Examples of performers are laboratory, IT sys-

tem or pure air room. 

Role
Inheritance 

Role B inherits from Role A. The concrete 

syntax of role inheritance differs between ac-

tive and passive roles. Active roles make use 

of subswimlanes. Passive roles use a white ar-

rowhead with a solid line. It also enables deep 

roles (a role playing a role).

Role
Condition 

Task 1 must have occurred for Role A to be 

performable.

Role
Implication 

Fulfilling Role A leads to fulfilling Role B. 

Role
Prohibition 

Prohibits Role A and Role B from being ful-

filled by the same performer.

Role Start 
Event 

A role is fulfilled and therefore starts to exist. 

The intermediate event can be throwing or 

catching. 

Role Gate-
way  

Splitting: Either Role A or Role B continues 

the sequence. Merging: Only one role is 

played by the performer after the gateway. 

Ro
le

Task

Role 

Role B Role A 

Role A Role B 

Role A

Role A Role B

Task 1 

4 Modeling Case Study

We implemented RBPMN with the ADOxx modeling toolkit1. We extended the BPMN
implementation in ADOxx to prove that our RBPMN stays true to being a standard
conform extension. To present the benefits of RBPMN, we developed a small case study
of a fictional simplified recruitment process. This also corresponds to the fourth phase
of Peffers et al.’s approach for design science research, which is demonstration [6].
To show how RBPMN supports the unification of multiple modeling perspectives, we

1 https://www.adoxx.org/live/home.

https://www.adoxx.org/live/home
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also included the corresponding BROS model in Fig. 4. There are 10 roles, 6 active
and 4 passive roles. When the performer Talent applies to the Company by sending its
Application, the Talent starts fulfilling the Applicant role. The Application is received by
the Recruitment System (The HR Manager is responsible for the Recruitment System)
and evaluated by the HR Manager role. An Employee role fulfills the HR Manager. If
the Applicant is invited, they fulfill the Candidate role. Simultaneously, the Candidate
information is established, which inherits from the Application information. The Inter-
viewer role is fulfilled by another or the same Employee that fulfills the HR Manager.
Suppose the interview is successful for theCandidate. In that case, they fulfill the Future
Employee role, and theEmployee drops the Interviewer role. TheCandidate Information
is superseded by the Employee Information, which inherits qualifications and general
information of the Future Employee from it. The Future Employee eventually becomes
anEmployee, which can then beHRManager or Interviewer in another process instance.

Fig. 4. Exemplary use of an RBPMN and a BROSmodel of a recruitment process (Attributes and
methods are omitted in the BROS model for better readability).
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The unified modeling is apparent when both models are analyzed, proving the first
benefit. A software engineer who is more akin to structural models and a system analyst
who is more akin to the BP models can see where their perspectives are represented
in the other models. The overall complexity of our RBPMN is not much higher than
BPMN. Nevertheless, we can express more information, such as with the location role
that the recruitment system is a subsystem in the overarching employee management
system. Additionally, the screening of the application could be automated for matching
qualifications by modeling an AI-enhanced object for it. Hence, this proves the second
benefit. The data flow fromapplication information to candidate information to employee
information is more evident in the RBPMN model than in a BPMN model. With the
ADOxx implementation of RBPMN, we proved that tool support is realizable as we
expected from our standardized extension. The RBPMN also retains the feel of a BPMN
model, proving the fourth benefit. The fifth expected benefit, adaptability and context-
sensitivity, is not apparent from our example. Adapting the process at design time is
always possible. Other roles can perform the activities, or the activities can be split
differently between the roles. In the example process, it could be another location role
for conducting the interview as a video call. Additionally, the adaptation by BROS can
directly influence the RBPMN model if both models are unified. Showing the context-
sensitivity of roles in RBPMN requires a far more complex example.

5 Evaluation

After the demonstration, we also want to present a brief evaluation of our RBPMN.
This conforms to the fifth phase of Peffers et al.’s approach, which is evaluation [6]. We
evaluated RBPMN’s workflow patterns [29] and role-feature coverage [16].

5.1 Workflow Patterns

The workflow pattern initiative, a joint effort of Eindhoven University of Technology
and Queensland University of Technology, was established to provide a conceptual basis
for process technology [29]. We focus on the control-flow, resource, and data patterns
[29]. At a minimum, RBPMN, as an extension of BPMN by addition, can support all
of BPMN’s workflow patterns. Therefore, we analyze patterns that can be expressed
additionally. The strength of BPMN was in the control-flow and the weakness in data
and resource patterns [29]. Figure 5 showcases the realization of 2 patterns.

The Control-Flow patternsMilestone and Critical Section are supported. Since roles
hold the activities, we can express a milestone with the ‘role condition’. The role holding
the activity is fulfillable only after the milestone is achieved. Role implication and role
prohibition together enable theworkflowpatternCritical section.Thepattern is supported
by expressing that the same performer must fulfill 2+ roles with the critical sections but
not simultaneously.

The Data patterns Scope Data and Environment Data are supported. The Scope
Data pattern is supported by modeling the data role within a location role (data is only
available in the system) or a pool (data is available for all roles in the pool). Environment
Data is supported by modeling passive roles outside of a pool.
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The Resource patterns Authorization, Separation of Duties, Retain familiar, Dele-
gation, Stateful Reallocation, and Additional Resources are supported. Roles specify
priv-ileges of the performer fulfilling it, which is the Authorization pattern. A Separa-
tion of Duties is expressible by role prohibition. Since the performer is not expressed in
RBPMN, the Retain Familiar requires the role implication to support this pattern. The
support of theDelegation and Stateful Reallocation patterns is realized via multiple per-
formers fulfilling the same role. Finally, the Additional Resources pattern is sup-ported
by associating passive roles to an activity.

Overall, RBPMN supports 10 workflow patterns in addtion to those supported by
BPMN. This was achieved without adding much modeling complexity. As the BPMN
extension R-BPMN of Kim & Chung showed, roles can also be used specifically for
pattern modeling [26]. An approach that does not fit with our RBPMN but nevertheless
highlights the value of roles.

Fig. 5. The data pattern Scope Data (left) and the resource pattern Separation of Duties (right)

5.2 Role Feature Coverage

There are 27 role-features to classify role-based languages [16].Weevaluate and compare
BPMN [22], R-BPMN [26], and RBPMN [8] on features of the model level. The term
compartment in Table 2 is defined as: “objectified collaboration with a limited number
of participating roles and a fixed scope [12]”.

RBPMN does not cover all role-features since it is a BPMN extension and not an
entirely newmodeling language. Nevertheless, it coversmore role-features than standard
BPMN or the role-based BPMN extension R-BPMN.
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Table 2. Role feature [16] coverage No support: Partial support: Full support:

Role Feature

B
P

M
N

R
-B

P
M

N

R
B

P
M

N

1. Roles have properties and behaviors

2. Roles depend on relationships

3. Objects may play different roles simultaneously

6. The sequence of role acquisition and removal may be restricted

7. Unrelated objects can play the same role

8. Roles can play roles

11. Features of an object can be role-specific

13. Different roles may share structure and behavior

16. Relationships between roles can be constrained

17. There may be constraints between relationships

18. Roles can be grouped and constrained together

19. Roles depend on compartments

20. Compartments have properties and behaviors

21. A role can be part of several compartments

22. Compartments may play roles like objects

23. Compartments may play roles which are part of themselves

24. Compartments can contain other compartments

25. Different compartments may share structure and behavior

27. The number of roles occurring in a compartment can be constrained

6 Conclusion

If applied at all abstraction levels in the software development process, roles support
the design of adaptation and continuous context-sensitive systems. The presented role-
basedBPmodeling languageRBPMNcontributes to this goal as one step towards unified
modeling with a coherent understanding of roles across multiple perspectives.

Looking back at the BP modeling challenges mentioned in the introduction, our
RBPMN presents a viable solution to many parts of these challenges. The passive role
element of RBPMN can express diverse data roles, AI-enhanced objects, and future
technologies. The tighter integration with other modeling perspectives is shown through
our example and also by the RBPMNmetamodel containing the BROS metamodel. The
tighter integration is only achieved when role models with a coherent understanding of
roles are used in design and development, but role models are not yet standard. The
modeling complexity is not increased significantly, yet the expressiveness of RBPMN
is high. The part of reducing modeling complexity remains as a challenge. Roles are
context-sensitive by nature, but we could not showcase this thoroughly in this paper.
We expect roles to aid in the challenge of increasing and modeling adaptability, as they
have proven to be able to do so in other modeling perspectives [7]. Nevertheless, we
proved the power of roles for overcoming some of the modern BP modeling challenges
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while remaining within the industry standard. Our RBPMN, which provides a broader
introduction of roles to BPMN, is more expressive than the standard, brings context into
the spotlight, and enables unified role-based modeling.

We also want to address some limitations of our research. Other understandings of
roles, such as presented in [10, 17, 26], might produce a different solution. A second
limitation lies in the tradeoff between keeping an existing language’s integrity and repre-
senting every aspect of the new concepts. For example, an entirely new role-based mod-
eling language might have addressed more workflow patterns [25] or incorporated more
role-features [12]. This could also increase ontological clarity over multiple modeling
perspectives by using purely the same symbols.

However, the advantages of developing from scratch reduce the industry acceptance
and the support by modeling tools. Since RBPMN is a standardized BPMN extension,
it can be implemented in existing BPMN modeling tools.

Future work will address the missing guidelines for model transformation and nam-
ing conventions for roles. In addition, the RBPMN modeling tool will support this
semi-automated transformation of RBPMN models to BROS models and vice-versa.
Furthermore, we will investigate RBPMNs modeling capabilities with a larger case
study in a financial institute by modeling a highly flexible and a standard banking pro-
cess. Eventually, modelers will not have to unlearn their methods to use the power of
roles fully.

Acknowledgment. This work is funded by the German Research Foundation (DFG) within the
Research Training Group “Role-based Software Infrastructures for continuous-context-sensitive
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Abstract. Business process models are essential for organizations, enabling par-
ticipants to understand the business processes in which they are involved. These
models are mainly designed using process modeling tools, supporting Business
Process Model and Notation (BPMN) 2.0, which is widely accepted by the com-
munity. However, representation of modeling problems in process models may
generate inconsistent interpretations, leading to the implementation of incorrect
modeling solutions. As such, BPMN 2.0-based process modeling tools should
detect these problems. The literature shows that modeling tools behave differ-
ently when facing identical problems. This paper analyzes how BPMN 2.0-based
process modeling tools currently react and provide feedback about modeling
problems in business process models. Process modeling anti-patterns are used
as study cases; they compose a class of commonly recreated modeling bad prac-
tices. This paper also reviews and complements experiments from the literature
to understand the current state of problem detection by modeling tools. Each of
the ten anti-patterns is modeled in ten modeling tools. An analysis of which types
of problems are more often detected and how modeling tools react to them is
presented. Furthermore, problem feedback should be displayed understandably.
So, problematic models are created, and visual feedback about their problems
is generated according to recommendations from the literature. These problem-
atic models are then introduced into the modeling tools. The tools’ reactions are
compared to the literature recommendations to evaluate the current gaps in visual
feedback presented by modeling tools.
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1 Introduction

A business process is a set of activities performed by an organization to deliver value
to its customers. Among the most valuable resources of an organization are its business
processes [9]. A business process can be graphically represented by a process model,
the output of the process modeling, an essential activity of Business Process Manage-
ment - BPM [9]. Process models are essential assets while developing software solutions
[23] and essential in communicating an organization’s processes, enabling participants
to understand the processes they are involved in [9]. A widely accepted notation for
modeling business processes in the BPM community is the Business Process Model and
Notation - BPMN2.0, specified by the ObjectManagement Group [21] and standardized
by ISO1.

Modeling a business process is a complex, human-intensive, and error-prone task,
as ambiguity leads to multiple interpretations and lack of shared understanding of the
process [8]. The literature describes modeling patterns for business process models to
lessen this complexity [10]. Conversely, process modeling anti-patterns describe com-
mon errors detected in business process models [16] and are not only related to syntax
errors. Koschmider et al. [16] proposed seven anti-pattern categories, only one of them
“syntax errors,” and 7 of the 15 most common anti-patterns detected by Rozman et al.
[23] in BPMN process models were related to syntax.

In order to comply with notation, BPMN modeling tools must provide feedback to
themodeler at least about syntax errors. However, common problems detected in process
models are not only related to syntax [10,16]. Moreover, process modeling tools usually
present feedback about problems using non-instructive text messages [7], with the prob-
lematic process element often impossible to locate, particularly in larger models [25].
In this paper, we investigate and analyze the behavior of BPMN process modeling tools
regarding process modeling problems, using anti-patterns as a study case.

Our research questions are RQ1) What is the current state of detection of modeling
problems presented by business modeling tools; and RQ2) Does the visual feedback
about modeling problems present in business process modeling tools follow literature
recommendations described in [25]. We propose a three-stage methodology to answer
these questions, illustrated in Fig. 1. In stage 1, we analyze and select available process
modeling tools to employ in the following stages. In stage 2, we recreate experiments
performed by Dias et al. [7] and compare and analyze the differences, also comple-
menting results with a new set of analyzed process modeling tools. In stage 3, we create
problematic process models based on anti-patterns to model in each tool, design the
recommended feedback for these models based on literature [25], and compare them
with the results from the process modeling tools.

This paper is organized as follows. Section 2 provides the necessary background,
introducing the BPMN 2.0 and an overview of process modeling anti-patterns. Section 3
discusses related works on the topics approached in this paper. Section 4 displays the
selection of the tools used, stage 1 of the methodology. Moreover, in this section, we
go through stage 2 of our methodology, producing the results of our analysis on the
behavior of process modeling tools and comparing previous and current results for tools

1 ISO/IEC 19510:2013: http://www.omg.org/spec/BPMN/ISO/19510/PDF.

http://www.omg.org/spec/BPMN/ISO/19510/PDF
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that have documented results in the literature. Section 5 reports on the results for stage
3 of our methodology, related to visual feedback in process modeling tools. Finally, we
present conclusions and future works on the topic.

Analyse process
modeling tools

Model problematic
process models in
the selected tools

Compare selected
tools' feedback with
recommendations

from literature

Design 
recommended 
feedback for 

the problematic 
process models

Select process
modeling tools

Model anti-
patterns in the
selected tools

Analyze current 
state of feedback 
to anti-patterns

Compare results to
the ones previously

described in
literature

Prepare 
problematic 

models based 
on anti-patterns

Stage 1 Stage 3Stage 2

Fig. 1.Methodology for this study. Source: the authors.

2 Background

In this section, we present the associated conceptual background. We quickly show
BPMN 2.0 in the context of this paper and then the concept of process modeling anti-
patterns.

2.1 Business Process Model and Notation

Models are created using a notation. BPMN is currently the standard for business pro-
cess models, described as accessible for stakeholders while still presenting a technical
aspect that allows the translation into software [21]. It is composed of multiple mod-
eling elements, being able to represent different types of processes. Some of the core
elements are tasks, sub-processes, flows (sequence and message), events (start, inter-
mediate, and end), gateways (AND, OR, and XOR), pools, and lanes. Figure 2 illustrates
the BPMN model of an issue reporting process in a software provider company.
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Fig. 2. Example of a business process modeled in BPMN. Source: The authors.

A process begins with a start event and finishes with an end event. Intermediate
events are the ones that happen during the process and trigger activities. A single activity
is named by a task, while a group of them compose a sub-process. Participants perform
activities, e.g., a department in the organization or a business partner. Pools represent
them, and a pool can be split into multiple lanes. When on the same pool, activities
are connected through a sequence flow. Otherwise, a message flow is used. Gateways
represent decision points in the process.

2.2 Process Modeling Problems and Anti-patterns

According to notation syntax and semantics, a process modeling problem is generated
through the incorrect usage of BPMN elements [23]. However, a process model can
be problematic by not matching business requirements [2] or being designed to impair
readability [23].

Business process modeling problems can be classified as syntactic, which violate
the syntax of the notation employed; semantic, which impair the semantic quality of the
model, measured through metrics of validity, completeness and feasibility, that evaluate
the ability of a model to be complete and per its domain [17]; and pragmatic, which
affect the understandability of the process model by its participants [23].

Widely discussed in the software engineering field, anti-patterns are faulty solu-
tions that are recurrently reinvented [15]. In the context of BPM, a process modeling
anti-pattern is the common inadequate usage of BPMN elements during the modeling
task [16]. We present, based on Rozman et al. [23], in Fig. 3, three examples of process
modeling anti-patterns with BPMN 2.0.
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(a) Activities in one pool are
not connected

C D

A B

(b) Intermediate events placed
on the edge of the pool

A

(c) Message flow used inside
the pool

A

B

Fig. 3. Three examples of process modeling anti-patterns. Colored modeling elements either
cause or are affected by the anti-pattern. Source: Adapted from [23].

The first anti-pattern, Fig. 3a, leads to an unreachable activity due to it not having an
incoming flow. The second anti-pattern, Fig. 3b, leads to events not having an incoming
flow, thus being unreachable within the process; the incorrect usage of these elements
may lead to an incorrect interpretation that events can happen anytime in the process
[23]. The third anti-pattern, Fig. 3c, relates to the message flow being specifically for
communication between different pools [21], not to be used as sequence flows, which
connect elements within a pool. Applying this anti-pattern leads to uncertainty while
executing the process [23]. The first of these anti-patterns is categorized as a syntax and
pragmatic error, and the others are syntax errors.

3 Related Works

This section presents two categories of related works: business process modeling anti-
patterns, related to the work in Sect. 4, and visual feedback about problems in process
models, which serves as the basis for Sect. 5.

3.1 Anti-patterns on Business Process Models

The topic of anti-patterns for business process models has been relevant for over a
decade now. Rozman et al. [23] list the 15 most common modeling anti-patterns based
on a large set of models produced by BPM students. More recently, Koschmider et
al. [16] created a taxonomy of 48 articles regarding business process modeling anti-
patterns, allotting them into seven categories and stressing that there is broad litera-
ture coverage regarding categories control-flow (e.g., deadlocks) and understandability
(e.g., complexity), but not composition and ecological impact anti-patterns. Fellmann
et al. [10] developed a similar study covering modeling patterns.

Koehler et al. [14] studied anti-patterns detection in business process models, ana-
lyzing hundreds of “real world” process models to extract anti-patterns and guide mod-
elers on how to detect and avoid modeling them; this guidance is also provided by
Rozman et al. [23]. The identification of anti-patterns was also covered by Lehmann
et al. [18], in which the authors discuss modeling anti-patterns in Enterprise Architec-
ture (EA) models, proposing 18 anti-patterns based on [16] for this specific class of
models.
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Dias et al. [7] researched the subject of anti-patterns in modeling tools, selecting
ten anti-patterns among the ones described by Rozman et al. [23] and modeling them in
four commercial modeling tools to analyze how modeling tools react to these patterns.
To the best of our knowledge, no other related works analyze the current behavior of
modeling tools regarding anti-patterns, motivating RQ1.

3.2 Visual Feedback About Problems in Business Process Models

Visual feedback about problems in process models has been studied in the last few
years by Stein Dani et al. [26], who performed a Systematic Literature Review (SLR)
regarding the visualization of business process models. The authors selected 46 papers
and classified them into six categories,visual feedback concerning problems detected in
process models among them, described by the authors as “less explored” and represent-
ing “challenges for further exploration.”

Based on this SLR [26], Stein Dani et al. [25] performed a survey with 57 partici-
pants to understand the demands of process modelers regarding visual feedback about
problems in process models. Combining its results with the literature and the behavior
of analyzed modeling tools, the authors proposed recommendations on how modeling
tools should provide feedback to modelers, covering scenarios with both small and large
models [25]. We found no further studies on how modeling tools react visually to busi-
ness process modeling problems. Therefore, to the best of our knowledge, there is no
study more updated than [26] regarding the current state of visualization of problems in
business process models.

4 Analysis of Business Process Modeling Tools Behavior
Regarding Business Process Modeling Problems

This section presents the application of our methodology’s first and second stages. The
first stage deals with the analysis and selection of process modeling tools in the paper.
In the second stage of the methodology, we recreate the experiments described by Dias
et al. [7] with the selected process modeling tools.

4.1 Process Modeling Tools Selection

Our goal is to understand how modeling tools currently react to process modeling errors
and compare these findings to recommendations in the literature. Therefore, we estab-
lished three selection criteria for process modeling tools: i) The tool must support the
creation (or importing) of BPMN models; ii) The tool must support the validation of
syntax and correctness of BPMN models; iii) The tools must be free or offer a free
available version (e.g., trial or academic edition). Table 1 displays the selected tools,
each with the edition, availability, and version used in our study.
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Table 1. Edition, availability, and version of the selected process modeling tools

Modeling tool Edition Availability Version

Adonis [4] Community Web 11

ARIS [1] Basic Web 10.0.13.1

Bizagi modeler [3] Standard Local 3.8.0.191

Bonita BPM [5] Community Local 7.12.1.1

Camunda modeler [6] Standard Local 4.6.0

IBM blueworks live [13] Standard Web June 2021

Microsoft visio [20] Professional Local 2106

Oracle BPM studio [22] Standard Local 12c

QualiBPMN [11] Standard Web -

Signavio process manager [24] Academic Web 14.16.0

One of our objectives is to recreate the experiments performed by Dias et al. in [7].
Therefore, all modeling tools in those experiments are included in the initial selection
of modeling tools. Also included for initial selection are tools enumerated in [9]. We
also included the 6 top modeling tools rated by customers in [12]. Finally, additional
research found OracleBPM and QualiBPMN as viable options to be analyzed. From
this initial selection of process modeling tools, iGrafx and Mavim were excluded as
they did not satisfy selection criteria iii.

When the tool had only one available edition, it was labeled Standard. We found no
official version information for QualiBPMN. We limit our study of these tools to their
modeling and validation features, regardless of any others they might have, due to our
focus on business process models.

4.2 Experiment Parameters

To review, update and complement the analysis of Dias et al. [7], which contains doc-
umented results for four of the ten selected tools, we model the same modeling anti-
patterns used in the experiments performed by Dias et al. [7] in every selected tool in
order to enable us to understand the current state of problem feedback in modeling tools.
These anti-patterns are: (1) Activities in one pool are not connected; (2) Process does
not contain an end event; (3) Sequence flow crosses sub-process boundary; (4) Sequence
flow crosses pool boundary; (5) Gateway receives, evaluates, or sends a message; (6)
Intermediate events are placed on the edge of the pool; (7)Hanging intermediate events
or activities; (8) Each lane in the pool contains a start event; (9) Exception flow is not
connected to the exception; (10) Message flow used inside the pool.
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Since QualiBPMN had no modeling feature, we consider that i) the tools allowed
modeling if the model was successfully imported and the anti-pattern is visually dis-
played and that ii) modeling feedback is the outcome of the validation performed on an
imported model. As the other nine tools have native modeling functionalities, we model
each anti-pattern from empty models on them.

Modeling tools can respond differently when dealing with anti-patterns. Tools may
allow the anti-pattern to be modeled or not, and in either scenario, may provide feedback
about the problem or not. For every anti-pattern, in each tool, we inform if the tool i)
enables modeling the problem and ii) provides feedback about it.

4.3 Overall Results

Figure 4 displays the grouped results for each anti-pattern and tool. A dark dot means
the tool provided visual feedback about the problem, and a cross within the dot indicates
the tool allowed modeling. Signavio is the only tool that provides feedback for all anti-
patterns, while Adonis only presented feedback for two of them. Anti-pattern 6 was the
only anti-pattern observed in all modeling tools, and anti-pattern 10 had feedback in
only three of them, which were the only ones in which the problem could be modeled.

Five of the selected modeling tools were ranked in the top ten business process
tools: Visio, ARIS, Adonis, Signavio, and Blueworks [12]. All of those are propri-
etary and related to large companies [1,4,13,20,24]; we refer to them as “premium”
for simplification. The remaining modeling tools all have at least one version perma-
nently available [3,5,6,11,22]. From instances where feedback was observed, 51.6%
were in “premium” tools, with the remaining 48.4% being in free tools, as illustrated
in Fig. 5(a). Several tools from both groups were not consistent in detecting and pro-
viding feedback about problems; therefore, the fact that a tool is paid and maintained
by a large vendor does not correlate directly with it providing better feedback about
modeling problems.

When analyzing anti-patterns by classification, six of the ten are syntax errors, three
are pragmatical, and two are semantic issues (anti-pattern 1 is both syntactically and
pragmatically incorrect [23]). The anti-patterns detected with feedback by the selected
tools were semantic issues in 40.8% of cases, syntactical in 30.6%, and pragmatical in
28.6%, as illustrated in Fig. 5(b); therefore, although syntax problems are more com-
monly detected by modeling tools [23], this tendency is not observed in the visual feed-
back provided by these tools.
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Fig. 4. Updated results for anti-pattern feedback in modeling tools. Source: The authors.

Fig. 5. Results of modeling anti-patterns in business process modeling tools. Source: The authors.

Although better results were observed for semantic issues, the validation of these
problems can be complicated, demanding a human expert with business knowl-
edge [27]. Our models have no business context, being less challenging to detect for
automated tools; therefore, the observed results do not indicate that good semantic
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feedback was perceived but that BPMN syntax validation is not necessarily trivial for
these tools.

4.4 Comparison with Related Work

Figure 6 compares our results for the four tools documented by the literature. The num-
ber of anti-patterns for which feedback was provided increased for Camunda and Sig-
navio. No differences were found for Bonita, as visual feedback was observed for the
same patterns. Finally, the number of anti-patterns covered by Bizagi decreased. The
tool currently prohibits modeling a problem that was possible to model and detected
as incorrect. However, Bizagi does not provide any guidance on why modeling is not
allowed. In the results documented in the literature, each modeling provided feedback
for, on average, 5 anti-patterns [7]. In our study, this average increased to 6.2; therefore,
although there is an improvement in the presented feedback, it is too discrete to confirm
that the tools were updated for this purpose.

Fig. 6. Comparison of previous and current number of anti-patterns detected per modeling tool.
Source: the authors, with literature results from [7].

5 Visual Feedback Implemented byModeling Tools in Comparison
with the Literature

In this section, we review and complement the analysis of how the modeling tools pro-
vide visual feedback. We illustrate how literature recommends visual feedback to be
presented and then model this in the modeling tools to compare the results to the litera-
ture. The results shown in Sect. 4 were highly heterogeneous; no one pair of modeling
tools behaved equally for all anti-patterns, and no single anti-pattern was both allowed
to be modeled and had feedback provided by the tools. Therefore, we could not use the
same group of patterns in all tools.
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For each tool, one small and one large model were designed, as visual feedback
problems can manifest differently in them [25], with a set of anti-patterns for which
detection and feedback were known to happen. The subset of anti-patterns 2, 7, and 9
used to evaluate ARIS, Bonita, Camunda, Oracle BPM, QualiBPMN, and Visio is an
example.

After proposing and validating the process models, we design how the literature
recommends that feedback should be displayed for problems. Table 2 exhibits the visual
feedback recommendations about problems presented in the literature for small and
large models [7].

Table 2. Recommendations for visual feedback about problems on small and large business pro-
cess models, adapted from [25]

Recommendations for small process models

1 Highlight the problem with a visual element (e.g., an icon)

2 Highlight the problem through the coloring of the problematic element

3 Provide explanations when hovering the mouse on the problem

4 Provide a list of all the problems in the model

5 Link the problematic element with the respective entry of the problem list

6 Provide problem documentation or suggestions on how to fix it

Recommendations for large process models

1 When viewing the entire model, without zoom, problems should be grouped
into problematic areas, according to their type (error or warning)

2 When zooming in a problematic area, the modeling tool should focus on the
problems included in the area, providing details about them

3 When zooming in a problematic area, the problem list should contain the
problems included in the area

4 When zooming in a problematic area, the modeling tool should visually show
where the other problems are in the model

5.1 Applying Recommendations for Small Process Models

An example of the outcome of applying recommendations to small problems in our
models is displayed in Fig. 7. All problems therein are highlighted with icons and col-
ors, fulfilling recommendations 1 and 2. Per recommendation 3, an explanatory floating
message is provided when hovering the mouse on the problem. While the list called
Problems Detected (recommendation 4) presents all problems, the hovered problematic
element is highlighted on the list, as described in recommendation 5. Finally, recom-
mendation 6 is implemented by providing access to the problem documentation through
the blue icon with an interrogation point in the pop-up and the overall list.
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Fig. 7. Recommended feedback applied in a small process model. Source: the authors, following
recommendations of [25]

5.2 Applying Recommendations for Large Process Models

A model can be considered large when it cannot be adequately displayed in the model-
ing area of a modeling tool [25]. The large models used in this paper were tested in the
tools analyzed and considered large due to the high impairment of readability in their
elements. Moreover, BPMN modeling guidelines a 50 element threshold per model, as
larger models are more likely to generate errors [19]. Our models pass this threshold.
Examples applying recommendations in a model with anti-patterns are presented in
Figs. 8 and 9.

For large process models, two complementary visualizations are recommended. The
first one provides a view of the entire model, grouping problems into problematic areas.
The second is shown when the user zooms the screen in a problematic area. In the latter,
details for each problem are provided through the same visual indicators used for small
models (e.g., icons and coloring).

When displaying the entire model, as in Fig. 8, recommendation 1 is implemented
through colored circles, grouping problems by type (red for errors, yellow for warn-
ings). The zoomed visualizations, portrayed in Fig. 9, follow the other three recommen-
dations by providing details about the problems in the area in both the model and the
list while indicating where other problems are through colored arrows, following the
same color-coding. These arrows contain a number, informing how many problems of
that type can be found in the pointed directions, and allow the modeler to decide which
problem area they want to solve first [25].

None of the ten evaluated modeling tools implement any of the four recommen-
dations for visual feedback about problems in large models. All tools behaved equally
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Fig. 8. Recommended feedback applied in a large model when viewing the entire model. Source:
The authors, following recommendations of [25].

Fig. 9. Recommended feedback when zooming into a part of the model. Source: The authors,
following recommendations of [25].

to what they did when facing problems in a small model. When viewing the entire
model without zoom, details are still presented about each error individually. The lack
of the problematic areas, as suggested by recommendation 1, leads to one visualization
with several errors and warning symbols, which makes it difficult to understand the
problems.

No visual feedback changes are observed when the zoom is applied to an area in
the model. In addition, there is no form of highlight for the problems in the area, and
the list of detected problems does not focus on the issues on screen, not following
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recommendations 2 and 3. Finally, no navigation helpers, defined by recommendation
4, were provided to indicate where other problems are located in the model.

5.3 Comparison of the Literature and the Visual Feedback Provided by Tools

As shown in Fig. 10, Signavio implements five out of ten recommendations, followed
by Adonis, Bonita, and QualiBPMN, which implement four out of ten each. Among
the ten analyzed tools, the visual feedback behavior observed on these four tools is the
most similar to what the literature recommends. On average, each modeling tool follows
three out of ten recommendations on visual feedback about problems.

Fig. 10. Visual feedback about problems recommendations implemented by each modeling tool.
Source: the authors.

Recommendations 1, 3, and 4 for small models - highlighting issues with icons, dis-
playing floating problem messages, and providing a problem list - are the most recur-
rent among tools, while recommendation 2, coloring the problematic element, is the
least recurrent. Regarding recommendations for large models, no tool implements any
of these four recommendations, which implies a major difference between what tools
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provide and what the literature recommends. Furthermore, apart from the ones cov-
ered by the recommendations, the tools offered no other distinct visual feedback. These
findings answer our RQ2.

6 Conclusion

In this paper, we presented the current state of visual feedback about modeling problems
in process modeling tools. We reviewed and complemented the experiments of Dias et
al. [7], confirming there is still no common ground on how process modeling tools
react to modeling problems. All tools behaved differently when facing the same set of
problems, and only one problem out of ten was detected by all tools, each tool behaving
differently towards the problem.

Our analysis shows no significant differences in problem detection and feedback
between “premium” and free modeling tools. Furthermore, though literature indicates
syntax validation on business process models is less challenging for the automated val-
idation in process modeling tools, our results indicate this class of problems is still not
trivial for them.

When analyzing the visual aspects of feedback about problems, we verified that
there is still a distance between literature recommendations and what modeling tools
actually display to their users. From the recommendations of Dani et al. [25], we identi-
fied that process modeling tools are inconsistent in implementing recommendations for
small models and implement none of the suggested helpers for visualization of prob-
lems in large process models. We believe the presented analysis can be helpful to both
process modelers and process modeling tools developers in understanding how process
modeling tools currently detect and visually respond to modeling problems.

A possible limitation of our study is the unavailability of some business process
modeling tools, such as iGrafx and Mavim. No free or trial versions of these two top-
ranked commercial modeling tools were found, limiting our analysis of how they react
to problems and provide visual feedback. Additionally, short trial periods, such as 30
days for Blueworks and Visio, hinder the recreation and revalidation of the experiments.

In future work, we aim to investigate the lack of feedback directed at large models
in business process modeling tools. A possible reason is that larger models are consid-
ered a modeling smell in the literature, and keeping models small is a process modeling
guideline. However, none of the ten modeling tools studied indicated that the model
should be decomposed. Additionally, we intend to develop a process modeling pro-
totype following the visual feedback about problems recommendations in Stein Dani
et al. [25], complemented by a survey to more comprehensively evaluate user satisfac-
tion with the recommended visual feedback elements.
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Abstract. In the last years, researchers have contributed to the process
mining domain with several techniques and tools supporting the discov-
ery of business processes. Almost all these contributions rely on event
logs stored in the information systems of single organizations. In con-
trast, the discovery of collaborative scenarios where the information sys-
tems are distributed among different interacting organizations has been
disregarded. In this context, we propose a novel technique for discov-
ering collaboration models from sets of event logs stored in distributed
information systems. Given the distributed logs of interacting organiza-
tions, the technique discovers each organization’s process through one of
the available algorithms introduced by the process mining community.
It also analyzes the logs to extract information on messages exchange.
This information permits automatically combining the discovered pro-
cesses into a collaboration diagram representing the distributed system’s
behavior and providing analytics on messages exchange. The technique
has been implemented in a tool and evaluated via several experiments.

Keywords: BPMN collaborations · Processes discovery · Messages
analysis

1 Introduction

Nowadays, organizations increasingly need to interact to achieve their goals col-
laboratively and create new forms of business. This requires organizations to
form distributed systems, guaranteeing their interoperability. However, this task
is made complex by the need to coordinate the interactions of various partici-
pants, dealing with requirements, constraints, and regulations coming from dif-
ferent organizations. Effective cooperation among organizations demands the
compatibility of their business processes. Such cooperation can be supported by
the observations of systems’ behavior rather than by sharing documentation that
is often incomplete and out of date [6].

In this direction, the most significant contributions come from the process
mining community, referring to the automated discovery of business process mod-
els from data produced by IT systems, i.e., event logs [17]. Despite “there is no
foundational reason why” to not apply process mining in presence of multi-
ple organizations [16], thus using distributed event logs, the techniques already
c© Springer Nature Switzerland AG 2022
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available consider mostly the point of view of a single organization, focusing on
(re-)discovery of individual business processes from a single log source [19]. Only
a few research lines, i.e., cross-, intra-, and inter-organizational process mining,
address, albeit marginally, the problem of discovering on a whole the collabo-
rative behavior of the involved parties and their interactions. This results in a
lack of techniques for discovering collaborative models and for detecting issues
that typically occur in distributed systems. We refer to problems implied by the
interplay among control- and message-flow, e.g., pending messages caused by a
lack of synchronization, or a deadlock resulting from activities that are stuck
waiting for messages [7,8].

To fill the gap discussed above, we propose a novel technique for discov-
ering a collaboration model from a set of event logs of a distributed
system. The technique adopts BPMN [14] collaborations as target notation,
since they provide a suitable modeling abstraction where different organizations
exchange messages. It consists of four phases: (i) logging, where each system
participant locally logs events related to its process execution; (ii) processes dis-
covery, producing a process model for each participant using a given discovery
algorithm; (iii) messages analysis, extracting information suitable to generate the
collaboration diagram and to provide analytics on messages exchange; (iv) col-
laboration building, generating a BPMN collaboration model as a combination of
the process models and tailoring it to consider distinctive collaboration aspects
related to communication. Notably, the technique is parametric to the algorithm
used for processes discovery. This allows exploiting algorithms already validated
and their reliable implementations defined by the process mining community.

We call colliery (collaboration discovery) the technique described above.
To foster its adoption, we propose a tool that supports the colliery’s phases.
The feasibility of colliery has been evaluated in several experiments via logs
we produced using a log generator tool, which is a by-product of this work that
we also make available.

The rest of the paper is organized as follows. Section 2 provides a running
example and introduces the colliery technique. Section 3 presents the related
tool. Section 4 reports on the technique evaluation. Section 5 reviews related
works. Finally, Sect. 6 concludes and discusses directions for future work.

2 The colliery Technique

This section introduces the BPMN collaboration representing a collaborative
scenario used for better presenting the colliery technique and its phases.

The collaboration model in Fig. 1 illustrates a healthcare scenario combining
the activities of a Patient, a Gynecologist, a Laboratory, and a Hospital as follows.
The Patient provides details about his/her health status and waits for informa-
tion related to the home treatment or to hospitalization. The Gynecologist coor-
dinates the activities of the Laboratory and Hospital, caring of blood analysis
and hospitalization respectively. The collaboration starts when the Patient sends
the information about the disease to the Gynecologist. Then, the Gynecologist
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Fig. 1. A healthcare business process collaboration.

examines the Patient and, in parallel, draws a blood sample and sends it to the
Laboratory. The Laboratory analyzes the sample and gives back the results to
the Gynecologist. When both the Patient has been examined and the analysis
results are received, the Gynecologist decides whether to send a medicine pre-
scription or hospitalize the Patient, and informs the Patient accordingly. Only in
the latter case, the Gynecologist triggers the Hospital by requesting the Patient
admission and sending the analysis results. When the Hospital starts its process,
it creates a medical record for the Patient, and then decides whether to consider
the results of the blood analysis already done or ask for a new analysis; in any
case, then it sends the admission information to the Patient.

Distributed systems like that can be discovered with the colliery tech-
nique we are going to introduce. Figure 2 depicts the structure of the technique,
highlighting the phases by which it is composed.

Logging Phase. Process mining relies on the assumption that systems record
events about the actual execution of their processes. These events are collected in
the so-called (event) logs. A log consists of a set of cases, each of which refers to
a list of events, i.e., a possible run of the system. An event refers to the execution
of system activity and is described by a set of attributes, e.g., the activity name
and the timestamp. The sequence of events related to a given case is called trace.

The colliery technique relies on logs as well. However, since its goal is to
extract information from distributed systems, it has to work on sets of logs. We
call process log the log of a single participant of a distributed system, and collab-
oration log the set of process logs of all participants of a system. Collaboration
logs have the following distinctive features. Firstly, the process logs included
in a collaboration log register information about the messages exchanged via
communication activities. For example, in our running scenario, an event corre-
sponding to the execution of the activity “Communicate disease” by the Patient
keeps trace of the sending of a message of type “disease”. Secondly, a run of the
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Fig. 2. The colliery technique.

distributed system, namely a collaboration case, corresponds to a set of cases
one for each involved participant. Figure 3 shows an excerpt of the collaboration
log of our running example, where we highlighted the events belonging to two
different collaboration cases. In particular, we considered a case of a patient that

Fig. 3. Example of collaboration cases.

has been hospitalized (events in
blue bounded by a solid line),
and a case of a patient that
did not need hospitalization and
directly received a prescription
from the Gynecologist (events in
yellow bounded by a dotted line).

The logging activities of par-
ticipants are kept independent to
ensure the loose coupling of sys-
tem participants, which is a typ-
ical requirement of distributed
systems. Hence, we do not rely
on any identifier for collaboration cases, which would have required an agree-
ment among the participants. Although the content of each process log is inde-
pendently produced, events stored in different logs belonging to the same col-
laboration case may have causal dependencies, which are indeed determined by
the exchanged messages through their content. Our technique correlates the col-
laboration cases assuming the presence of the same message instance identifier
among the attributes of the sending and receiving events as already done in
[10]. This is not a limitation of the approach since unique message identifiers are
already applied in several communication protocols, e.g., web-service addressing
and HTTP cookie.

Like almost all process mining techniques and tools, we consider event logs
compliant with the eXtensible Event Stream (XES) format [12], which is the
standard for storing and exchanging event logs. To keep track of the additional
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Fig. 4. An event with message in XES
format.

Fig. 5. Hospital’s process discovered
by the Split Miner.

information about messages and event types required by the colliery tech-
nique, we have extended the log format by relying on the extensibility mech-
anism of XES. Figure 4 shows an example of an extended event drawn from
the gynecologist’s XES log. This is a receive event (key communicationMode),
corresponding to the system activity Receive disease info (key concept:name)
performed by the Gynecologist participant (key org:group), who has received
on October 30, 2021 at 11:22 (key time:timestamp) the message of type dis-
ease (key msgType) uniquely identified by disease 38 (key msgInstanceID); the
key eventType indicates that this event corresponds to the starting event of the
enclosing case for the gynecologist’s log. Notably, we assume an asynchronous
communication model with point-to-point interactions, meaning that the deliv-
ered messages are inserted into queues, and for each message, there is exactly
one sender and one receiver.

Processes Discovery Phase. This phase has been specifically designed to
exploit process discovery algorithms already defined, and possibly implemented,
by the research community. It takes as input a collaboration log under considera-
tion, and generates the corresponding BPMN processes. The models’ generation
can be realized by means of any process discovery algorithm that produces pro-
cess models in the BPMN notation, or in other notations that can be automat-
ically translated into BPMN [4]. At the time being, we considered the following
algorithms as instantiations for this parameter in our experimentation: Alpha
[18], Alpha+ [18], Heuristic Miner [20], Inductive Miner [13], and Split Miner
[3]. As a matter of example, by applying the Split Miner algorithm to the Hos-
pital’s log of our running scenario, we obtain the BPMN process in Fig. 5. The
process is similar to the one enclosed on the Hospital pool in Fig. 1, except for
the communication aspects that are not dealt with by the Split Miner algorithm.

Messages Analysis Phase. In this phase, the messages exchange analyzer
inspects all process logs to correlate the information concerning the sent messages
with the received ones. The aim of this phase is twofold. Firstly, it produces
information on communication aspects necessary in the next phase to properly
build a BPMN collaboration diagram from the discovered processes. Secondly,
analytics on messages delivery and consumption, and related time, are produced
to help the user to identify potential issues affecting the proper functioning of
the distributed system under analysis.

Let us first focus on the information used for building the collaboration.
In the following, we will use a, a1, a2, . . . to denote activity names (which
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correspond to the values of key concept:name within an event element in the
XES logs), m, m1, m2, . . . to denote message flow names (which correspond
to the values of key msgType in the XES logs) and o, o1, o2, . . . to denote
organization names (which correspond to the values of key org:group in the
XES logs). The information passed to the collaboration builder contains firstly a
set M of quintuples of the form (o1, a1,m, o2, a2), meaning that the send activity
a1 in the pool of organization o1 has to be linked to the receive activity a2 in the
pool of organization o2 by means of a message flow labeled by the message name
m. In addition, the collaboration builder receives the set L of message flows in
which one or more messages have been lost (i.e., messages that are sent but not
consumed), the set S of activities corresponding to starting events (identified by
the value start for the eventType key), and the predicate rc(m1,m2) that holds
if m1 and m2 are in race condition. More specifically, rc(m1,m2) holds if m1

and m2 are both sent in the same trace and only the message sent for first is
consumed by a receiving event.

Let us consider now the analysis of message exchanges in the collaboration log
performed to obtain analytics for the user. For each type of message (a.k.a. mes-
sage flow in the BPMN model) we compute the following information: (i) number
of sent and lost messages; and (ii) minimum, average, and maximum stay time
in the queue corresponding to the message type. The information (i) is simply
computed by counting the number of sending and receiving events in the logs for
a given value of the msgType key. The information (ii), instead, requires taking
care of the timestamp of events and properly determining the amount of time
elapsed between the sending and the corresponding receiving events. For the sake
of simplicity, we assume as irrelevant the transmission time (i.e., the amount of
time from inserting the message in the queue), and we do not consider clocks
de-synchronization issues, i.e. we assume that logs are generated by systems
relying on a clock synchronization solution (see, e.g., [15, Ch. 6]) or working in
contexts where the clock drift effects are irrelevant. Even if this analysis is not
particularly sophisticated, the produced results may be very effective in identify-
ing communication-related issues in the considered system. The analysis results
are visualized in intuitive charts to facilitate both quick interpretation and deep
analysis. It is worth noticing that, differently from the message exchange anal-
ysis required by the collaboration building, this part of the analysis could be
extended or customized according to specific user requirements. The messages
analysis for our running example identifies that there are some lost messages.
This information would allow the user to intervene in the system to fix the issues
causing the loss of messages. We discuss the results of this analysis in Sect. 4.

Collaboration Building Phase. The last phase of the colliery technique
concerns the building of the BPMN collaboration from the products of the pre-
vious phases. Firstly, we enclose each BPMN process discovered in the second
phase within a pool element, whose name corresponds to the system partici-
pant that has generated the log (recorded in the key org:group). At this point,
we have a collaboration with disconnected pools, whose processes only include
non-communicating activities. For example, given the processes and the set of



A Technique for Collaboration Discovery 69

Fig. 6. Collaboration building example.

Fig. 7. Fixing communication aspects.

quintuples in Fig. 6(a), the collaboration resulting after these initial operations
is the one in Fig. 6(b). Then, send and receive activities in all processes are
identified, and hence properly specified in the model. These data can be easily
retrieved from the set M of quintuples produced in the third phase: the set of
sending activities for an organization o is {a | (o, a,m, o2, a2)∈M}, while the set
of receiving activities is {a | (o1, a1,m, o, a)∈M}. For example, using the quin-
tuples in Fig. 6(a), we obtain the model with specialized activities in Fig. 6(c).
Finally, the communicating activities are connected through message flows: for
each quintuple (o1, a1,m, o2, a2) in M , it is inserted in the collaboration model
a message flow labeled by m starting from the activity a1 in the pool o1 and
ending in the activity a2 in the pool o2. The final result for the considered simple
example is the model in Fig. 6(d).

Since the used process discovery algorithms disregard communication events,
the collaboration models obtained so far may present issues. Therefore, a second
step in the collaboration building phase is needed to refine the model and properly
represent communication aspects. Figure 7 reports the transformation we apply
to fix the communication issues. The first transformation, Fig. 7(a), replaces a
receive task at the beginning of a process, corresponding to a start event in the log
(condition A ∈ S, where S is the set of starting activities computed in the third
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Fig. 8. Examples of model fragments with (a) lost messages, (b) race condition due to
parallel gateway, (c) race condition due to multiple sender participants.

phase), by a BPMN message start event element. In this way, in the execution of
the resulting BPMN collaboration model, the considered process will be instan-
tiated and started only when a message of type m is actually received. The sec-
ond transformation, Fig. 7(b), replaces an exclusive choice (realized in BPMN by
means of an XOR gateway) between receive activities by a message-driven choice
(realized in BPMN by means of an event-based gateway). The figure depicts only
two activities, but the transformation works likewise with more than two activi-
ties. This transformation is applied when either (i) there are no lost messages for
the involved receives (condition m1,m2 �∈ L, where L is the set, computed in the
third phase, of message flows that have lost messages) or (ii) there is a race condi-
tion from the messages incoming into the involved receives (condition rc(m1,m2),
where rc is the race condition predicate computed in the third phase). In fact, the
event-based gateway may not be appropriate when the condition (i) is not sat-
isfied, because the gateway permits to receive any type of message between m1

and m2. Instead, as in the example in Fig. 8(a), the use of an XOR gateway can
lead to situations where a participant is waiting for a given message, say m1, while
another is sending another type of message, say m2; in such a case, the message
of type m1 will be lost (m1 ∈ L). Notably, this transformation is a heuristic rule;
in fact, there may be issues (e.g., a deadlock upstream) causing the loss of mes-
sages. Condition (ii) permits, instead, to apply the transformation also in some
cases of lost messages. In case of a race condition between messages (as in the
examples in Fig. 8(b)–(c)), the first arrived message triggers the corresponding
receiving activity and disables the others, hence the other messages will be lost.
In these situations, the event-based gateway is the appropriate gateway, as it is the
BPMN element specifically devoted to dealing with race conditions. Finally, the
third transformation, Fig. 7(c), aims at fixing misbehavior concerning the block-
ing capability of receive activities. Indeed, process mining algorithms do not dis-
tinguish between sending, receiving, and internal activities, hence it considers all
of them as non-blocking elements. However, when asynchronous communication
enters the game, a receive activity has to wait for the corresponding message, pos-
sibly forever. Consider, for example, a collaboration log composed of: the process
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Fig. 9. Examples of discovered collaboration (a) before and (b) after the transformation
in Fig. 7(c).

Fig. 10. colliery interfaces for (a) pending messages and (b) message delays.

log of the organization o1, containing h occurrences of trace 〈ABC〉 (withB receiv-
ing a message m) and k occurrences of trace 〈A〉, and the process log of the organi-
zation o2, containing h occurrences of trace 〈DEG〉 (with E sending a message m)
and k occurrences of trace 〈DFG〉. In this case, every mining algorithm properly
discovers the process corresponding to the o2’s log, while for the o1’s log the model
may differ: the Alpha and the Alpha+ generate a process producing only 〈ABC〉
traces, the Inductive generates an overfitting model, and only the Heuristic and
the Split miners properly discover the process. For instance, the collaboration in
Fig. 9(a) has been discovered with the Split Miner. In this case, the coexistence
of traces 〈ABC〉 and 〈A〉 has been interpreted as the possibility of skipping activ-
ities B and C after the execution of A, which would be a correct interpretation
if one did not take into account the blocking behavior of the receive activity in
a communicative scenario. However, this collaboration model does not faithfully
represent the behavior registered in the collaboration log, because it allows exe-
cution traces where activity E is performed while activities B and C are skipped,
leading to losses of messages of type m that do not occur in the log. Instead, the
collaboration in Fig. 9(b), resulting from the application of the transformation in
Fig. 7(c), does not exhibit this issue, but it precisely represents the content of the
collaboration log.

3 The colliery Tool

We present here the colliery tool implementing three out of the four phases
of the technique presented in Fig. 2, since the Logging phase is charged to the
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distributed system itself. The colliery tool takes as input a set of logs of
different organizations and generates a BPMN collaboration model along with
a communication analysis report. The tool is developed in Java, to guarantee
compatibility with any operating system, and exploits external libraries, which
helped us to implement the colliery’s phases. For the Processes discovery phase
we make use of the open-source platform PM4Py (https://pm4py.fit.fraunhofer.

de/), as it implements many discovery algorithms, i.e., Alpha, Alpha+, Induc-
tive Miner, and Heuristics Miner, and the transformation algorithm to obtain
BPMN models. For the Split Miner we used the Java implementation introduced
in [3]. In this way we decouple the process discovery functionalities from the rest
of the tool, thus supporting the integration of different discovery algorithms and
mining tools. Notably, colliery allows (where applicable) the specification of
parameters influencing the discovery algorithms (e.g., the dependency threshold
for the Heuristic algorithm). For the Messages analysis phase, the colliery tool
parses and manages the input XES files using OpenXES. Finally, the Collabo-
ration building phase uses the Camunda API to generate a fresh collaboration
diagram on which to insert the discovered processes and decorate the elements.
The colliery tool is provided as a runnable jar file; the binary files and the
source code, instructions, and examples are available at https://pros.unicam.it/

colliery/. Part of its graphical interface is shown in Fig. 10(a)–(b).

4 Experimental Evaluation

This section presents the technique evaluation carried out with the tool on a set
of scenarios, including the running example, to check the quality of the discovered
collaborations, and to discuss the outcomes of the communication analysis.

Dataset. The following experiments have been conducted on ten collaboration
logs representing the executions of distributed systems. Usually, real(-istic) event
logs are made available by open-access repositories (e.g., https://data.4tu.nl), or
are synthetically generated by tools (e.g., https://plg.processmining.it). In both
cases, the logs that can be obtained represent the executions of single organi-
zation processes in which the communication events are missing. Therefore, we
developed a new tool for logs generation, which is a by-product of this work that
we also make available. It executes BPMN collaborations and records activity
and message events into XES files, one for each participant, as discussed in
Sect. 2. In addition to the running example, we selected artificial and realistic
collaboration models, and we generated collaboration logs from their execution.
Notably, the models we selected differ in: the number of participants (from 2 to
4), size (from 16 to 42), and the number of messages (from 2 to 8). Moreover,
for making the dataset as heterogeneous as possible, some models are unsound,
unsafe, unstructured, or contain loops. The generator of collaboration logs, the
models, the event logs, and all the data used and produced in the evaluation are
made available at http://pros.unicam.it/colliery/.

Evaluation Approach. Discovery techniques are evaluated through confor-
mance checking [17]: it assesses the quality of a discovered model by comparing

https://pm4py.fit.fraunhofer.de/
https://pm4py.fit.fraunhofer.de/
https://pros.unicam.it/colliery/
https://pros.unicam.it/colliery/
https://data.4tu.nl
https://plg.processmining.it
http://pros.unicam.it/colliery/
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Table 1. Results of the evaluation (f stands for fitness, and p for precision).

Artificial 1 Artificial 2 Artificial 3 Artificial 4 Artificial 5

f p f p f p f p f p

alpha 1 0.7242 0.9261 0.6348 0.9573 0.4565 1 0.6050 0.9149 0.3973

alpha+ 1 0.7242 0.9350 0.6378 0.9573 0.4714 1 0.6050 0.9149 0.3973

heu. 1 0.7242 0.9350 0.6378 0.9573 0.4133 1 0.6050 0.9149 0.3973

ind. 1 0.7242 0.9350 0.6378 0.9460 0.4457 1 0.6050 0.9149 0.3973

split 1 0.7242 0.9605 0.6121 0.9563 0.3865 1 0.6050 0.9149 0.3973

Real 1 Real 2 Real 3 Real 4 Real 5

f p f p f p f p f p

alpha unb. unb. unb. unb. unb. unb. unb. unb. unb. unb.

alpha+ unb. unb. unb. unb. unb. unb. unb. unb. unb. unb.

heu. unb. unb. 0.7867 0.6613 unb. unb. 0.9999 0.7593 unb. unb.

ind. 0.7913 0.6629 0.8753 0.3832 0.9663 0.2729 0.9945 0.7866 0.7786 0.7043

split 0.7457 0.6176 unb. unb. unb. unb. 0.9220 0.7570 0.7437 0.6863

the behavior observed in an event log with the one described by a process model.
Unfortunately, the conformance checking techniques and tools available today
compare process models (usually Petri nets) with process logs while lacking
approaches that compare collaboration models and collaboration logs.

To apply conformance checking in our context it is necessary to transform
each discovered collaboration into a Petri net, and appropriately merge the traces
of each participant into a collective event log, i.e., a single log file where the
traces contain ordered lists of events triggered by any participant. Concerning
the collective logs, they are generated by the above-introduced log generator
tool we developed. Instead, the translations of the BPMN collaborations into
behaviorally equivalent Petri nets have been performed in two steps. The first
step consists of using the Convert BPMN diagram to Petri net (control-flow)
plugin of ProM (www.promtools.org) to produce a set of Petri nets, each of which
represents the control-flow of a participant process. In the second step, we com-
bine these Petri net processes to include also the message-flow. This is achieved
by connecting through a place each transition that represents a sending action
to the transition that represents the corresponding receiving activity. Therefore,
with such data and the aid of ProM, we performed conformance checking to
measure fitness, i.e., the ability of a model to reproduce the behavior contained
in a log, and precision, i.e., the ability of a model to generate only the behavior
discovered in a log, following respectively the approaches proposed in [1] and [2].

Evaluation Results. Hereafter, we present the result of the experiments. For
the sake of presentation, we discuss in detail only the results obtained on the
running example. Independently from the mining algorithm selected for the dis-
covery phase, the collaboration models obtained using colliery on the collab-
orative log of the running example report the four pools of the original model

www.promtools.org
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(Fig. 1), correctly labeled with the corresponding organization name. All the
message flows, the event-based gateway in the Patient pool, and the message
start events in the Hospital, Laboratory and Gynecologist pools are discovered.
Moreover, referring to the collaboration discovered by colliery with the Induc-
tive Miner algorithm, also the participant processes are identical in the topology
to the original ones, while the other algorithms fail in reproducing properly the
block of parallel tasks. For instance, with the Heuristics Miner this block of
tasks ends with an exclusive join gateway (instead of a parallel one), and the
task Receive blood analysis results is placed after the block. This discrepancy
changes the behavior of the whole system, introducing unsafeness. This is not
due to the Collaboration building phase; it is due to the discovery of the Gyne-
cologist process made by the Heuristics Miner. In fact, considering a different
discovery algorithm we obtain a different result. In particular, by selecting the
Inductive Miner, the Gynecologist process results identical to the original model
(see the repository we made available online).

About the results of the conformance checking, only the collaborations of
the running example discovered using the Inductive and Split Miner can be
analyzed, as the others cannot be transformed into bounded Petri nets. The
collaboration discovered by means of the Inductive Miner has the higher results
(fitness ≈0.79 and precision ≈0.66), strictly followed by the results of the Split
Miner (fitness ≈ 0.75 and precision ≈ 0.62). In both cases, the values of the
conformance checking show that the collaborations discovered by colliery are
good in reproducing the behaviors shown in the logs without overfitting them
too much. The values of fitness and precision achieved for the other examples
with different discovery algorithms are resumed in Table 1. The first five rows
regard the collaborations discovered from event logs of artificial (and structured)
models. In this case, we can always calculate fitness and precision values because
all the collaborations discovered by colliery are bounded. While the last five
rows regard collaboration discovered from real (and often unstructured) models
that in fact result very often in unbounded nets for which we cannot apply
conformance checking. Overall, the observed values are high, especially for the
fitness that reaches in some cases the maximum (i.e., 1).

Regarding the communication analysis performed on the event logs of the
running example, Fig. 10(a) reports the number of messages exchanged or lost
for each message flow name. From this plot, we can observe a problem with mes-
sages of type patient analysis. Specifically, 26 messages have been sent but not
received, while 24 have been correctly received. This information permits to spot
a potential problem in the distributed system under analysis, whose identifica-
tion is facilitated by the discovered model that provides an abstract view of the
system behavior. Indeed, the Gynecologist always forwards the patient analysis
to the Hospital that, in its turn, can skip the receive task Receive patient analy-
sis. Figure 10(b) reports the minimum, the maximum, and the average number
of seconds elapsed between a send event and a receive event with the same mes-
sage instance identifier. Notably, in the case of lost messages, the tool depicts
a maximum time equal to infinite, together with the maximum time calculated
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considering only the received messages. This information opens the possibility
to monitor and predict the delays related to message exchanges, thus enabling
the identification of bottlenecks.

Threats to Validity. Since process mining focuses almost entirely on process
logs rather than on collaboration ones, datasets and approaches supporting the
evaluation of techniques like colliery are missing, as also reported in [9]. A
possible solution would be to transform existing event logs into distributed logs
suitable for our technique. However, this would imply manually inserting com-
munication events, thus knowing the system that generates these logs. Another
concern regards the absence of conformance checking approaches and related
tools supporting the evaluation of discovery techniques for collaborative scenar-
ios. We managed to arrange collaboration logs and BPMN collaborations to work
with existing conformance checking approaches, but a conformance technique
specific for this collaborative setting would avoid or reduce errors introduced by
logs and models transformations. Indeed, despite very often colliery discovers
exactly the original model, fitness and precision values are lower than 1.

5 Related Works

Despite almost all process mining approaches being devoted to gathering knowl-
edge on single organization processes, works exploiting process mining in collab-
orative settings exist in the literature. These techniques come under the umbrella
of cross-, intra-, and inter-organizational process mining. Cross-organizational
process mining aims at spotting differences between processes of the same or
different organizations [17]. Intra-organizational process mining tends to detect
resources, roles, and departments involved in single organization processes [23].
While, more in line with our work, inter-organizational process mining deals with
logs distributed over different organizations [10,16]. Here we discuss approaches
somehow similar to ours.

Zeng et al. present in [22] a framework for the discovery of cross-
organizational models, where participants can communicate. The framework
relies on distributed logs, each of which permits the discovery of a colored Petri-
net enriched with resources and communication. Then, these nets are grouped
in a collaborative workflow via coordination patterns. Differently from us, this
approach does not allow the selection of the desired discovery algorithm. More-
over, the use of Petri-nets, instead of BPMN collaborations, results in a less
intuitive modeling notation, reducing the comprehension of the system behav-
ior significantly. Finally, the approach does not give insights about the message
exchange, and no tool support is given. Bernardi et al. define a similar app-
roach in [5] resulting in the discovery of business rules, instead of models. In
the same fashion, Zeng et al. provide in [21] an approach for building Petri-nets
from distributed event logs. The approach produces a top-level process model
enriched with abstract transitions representing coordination models among the
participants. Every abstract transition refers to a single participant process given
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as output using standard Petri-nets. Finally, the participant processes are inte-
grated with the coordination model obtaining the whole collaboration. Even this
approach has not been implemented in a tool, and no support to high-level nota-
tion, like BPMN, and no insights on the communication are given. Differently,
Engel et al. [10] present a framework addressing the inter-organizational process
mining of organizations interacting via the Electronic Data Interchange (EDI)
messages standard. The framework permits getting insights from EDI data by
transforming them into event logs. However, the focus of this work is more on
extracting information about the interactions, than on producing collaboration
models. Indeed, on the produced logs, the authors apply existing discovery algo-
rithms that cannot produce collaborations. Hernandez-Resendiz et al. present in
[11] a methodology to discover choreographies from the logs of distributed orga-
nizations. The methodology merges the logs on the basis of a similarity matrix
obtained by calculating the distance between the traces of each participant and
discovers the choreography by means of the Split Miner. Differently from us, no
automatic tool is provided, the possibility to use other discovery algorithms is
forbidden, and the number of participants is limited to two. Finally, Elkoumy et
al. show in [9] an approach for applying process mining in collaborative scenar-
ios without exposing sensitive data, business secrets, etc. The approach makes
the organizations’ logs anonymous and extracts from them a directly-follows
graph, to which apply the discovery. This work points out the security problems
that may arise when we deal with data from different organizations. Despite our
technique does not address this problem, we could easily extend it to preserve
privacy: the Processes discovery phase could be performed internally to each
organization, while the Messages analysis phase can be performed in the same
way on logs that have been anonymized.

6 Concluding Remarks

This paper presents colliery: a technique for discovering collaboration models
from distributed event logs. colliery exploits existing discovery algorithms to
re-create process models of organizations involved in a distributed system, then
it merges them into a BPMN collaboration. The resulting model is decorated
in order to reproduce the communication aspects extrapolated from the logs.
Moreover, colliery provides an analysis of the communication events to get
insights about message exchanges. Finally, colliery has been implemented in
a tool we used to evaluate the technique against several logs.

Discussion. We were motivated by the increasing adoption of distributed
paradigms in IT systems and by a general lack of process mining solutions suit-
able for these scenarios. In particular, almost all the discovery techniques con-
sider the perspective of single organizations. Driving process mining to deal with
distributed scenarios can bring the advantage of gathering information on mes-
sage exchanges and on their impact on the involved processes. The technique we
propose could have practical applicability in many research fields around which
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the BPM and the process mining communities are spending a lot of efforts such
as the Internet of Things, Cyber-physical systems, and microservices, in which
the distribution of the information is even more evident.

Future Work. We plan to implement the colliery technique within exist-
ing process mining frameworks, e.g., ProM. On the one hand, this would allow
increasing the number of supported discovery algorithms. On the other hand,
researchers would have the possibility to develop related techniques such as con-
formance checking or model enhancement suitable for collaborations. Moreover,
we plan to support other methods for correlating the collaboration cases to make
colliery works also in case message identifiers are not present, for instance,
using pattern matching or other heuristics on the attributes contained in the
message events.
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Abstract. Non-Profit Organisations (NPOs) are crucial in society, but many have
not adopted systematic Business Process Management (BPM). This qualitative
case study explains how and why three South Africa NPOs manage their business
processes without adopting BPM. Through inductive thematic analysis of inter-
views and organisational documents, we describe how NPOs manage processes
instinctively and using strategic approaches. Maximising their use of technology
was a useful method employed. The main drivers for managing processes were
found to come from their governance and external bodies. The influential role of
donors and auditors is described.Thesefindings should helpNPOs, theirmanagers,
donors, auditors, and consultants identify how to improve NPO processes.

Keywords: Non-profit · BPM adoption · Business process management

1 Introduction

Non-ProfitOrganisations (NPOs) are crucial in society, supporting government in service
delivery, social and developmental issues [1]. Yet, many struggle to deliver their out-
comes and comply with legislative obligations [2]. Organisational inefficiency reduces
funding, highlighting the need for process management [3] and a lack business process
management (BPM). BPM is a strategic management approach that improves organisa-
tional performance, flexibility, and strengthen competitive advantage through business
processes [4]. A growing NPO market and a declining donor constituency, increase the
need for competitive advantage [1]. Literature covers why organisations adopt BPM, but
not non adoption and how NPOs informally manage processes. The BPM community
has called for empirical case studies to understand organisational issues with BPM [5].
Hence, we tried to answer: Why is there a lack of BPM adoption in NPOs and how
do NPOs who have not adopted BPM manage their processes? This paper now briefly
reviews literature, the method, findings, limitations, and conclusion.

2 Literature Review

Process work is stated to currently be in a lull between hypes, and transforming into
digital transformation [6]. While 84% of companies surveyed are committed to business
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process work, only 23% consider it a strategic commitment and only 15% have an orga-
nized BPM group. Process focus has waned to merely improving specific departmental
processes. An organisational innovation is as an idea or behaviour that is new to the
organisation [7]. BPM is considered as an organisational innovation for NPOs, hence
the conceptual framework of organisational innovation adoption (CFOIA) framework
[8] could explain BPM non-adoption. According to CFOIA, the adoption decision goes
through the stages of awareness, consideration, and intention to adopt which are. influ-
enced by the perceived characteristics of the innovation, the adopter characteristics and
environmental influences. The perceived innovation characteristics are influenced by
supplier marketing efforts, the social network and environmental influences [8]. During
awareness, organisations learn about their inefficiencies, obtain the desire to change and
learn about BPM [9]. NPOs using BPM, did recognise their problems and saw BPM as
the solution [2]. A lack of BPM awareness is a general concern [10], in Bosnia, a lack of
BPM awareness across NPOs was noted [11]. If NPOs are aware of BPM they may not
have made a decision to reject BPM. Once an NPO recognises BPM as a solution, it can
consider if it is necessary and what the alternatives are. Issues that negatively affect BPM
adoption can include: a lack of practical guidelines to ensure critical success factors are
achieved [12], a lack of awareness of process-orientation [11], the confusion of BPM
with WFM [2] and the difficulty of affecting process-based work despite considerable
investment into BPM initiatives [13].

3 Research Method

Our purpose was to understand Process Management in NPOs without formal BPM.
The interpretive paradigm followed in this study seeks to understand the way humans
interpret their roles as social actors with emphasis placed on conducting research among
people in their natural environment [14]. In this study, a NPO was considered to be
the case and unit of analysis. Yin [15] suggests that something needs to make the case
special. The distinctive event defining a case in this study, is the non-adoption of BPM.
This study included three South African NPOs who had not adopted BPM. The three
NPOs selected are all classified as Small to Medium Enterprises. The research design
was submitted to the university’s ethics committee for approval prior to data collec-
tion. The primary data was semi-structured interviews supplemented by secondary data.
Using purposive critical case sampling [16], we selected to interview members of senior
management at NPOs, based on their critical knowledge of their NPO’s decisions. All
signed a participant consent form and were given a unique code (P1–P7) to keep their
identities confidential. The three cases are nowdescribed.NPO-A, a registered non-profit
company, publishes religious artefacts to make them accessible in suitable formats to all
people in South Africa in all 11 official languages and has a literacy program for school
children. NPO-B, a voluntary association in the sports sector, has as a core focus the
administration of a sport (which is not revealed to protect anonymity) within a province,
spanning grassroots development to the professional provincial team. They are affiliated
to a national body, their primary funder. NPO-C, a religious institution, is a voluntary
association. Their core focus is to train, encourage and coordinate religious workers in
South Africa. The regional office included in this study, reports to the national office,
but is run autonomously.
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Table 1 shows the data collected. The data was analysed following the inductive
thematic analysis procedure of Thomas [17] and used the Nvivo software package.
Firstly, raw datawere prepared by transcribing the audio files into text files and importing
them into Nvivo. Coding initially revealed seventy-three codes which were iteratively
revised to 15 codes and were then categorised into seven theme categories.

Table 1. Data collected

NPO Id Interviewee data (Years of Experience) Secondary data

NPO-A Head of IT (20), Head of Finance (9), CEO (4) Annual Reports (SD1, SD2)

NPO-B Company Secretary (10), Services Manager
(3)

Annual Report (SD3)

NPO-C Regional Director (4.5), Staff Worker (1.5) Minutes (SD4), Website (SD5)

4 Findings and Discussion

Our findings are now discussed. Our first finding was that in all NPOs, there was a
distinct lack of BPM awareness and no formal decision, to not adopt BPM was taken.

4.1 There is a Lack of BPM Awareness, BPM Evaluation and BPM Resources

BPM was not clearly understood by NPOs, who assigned their own definitions to BPM.
Only one of the respondents had previous BPM experience while employed at a large
corporation. Respondents that were aware of BPM, were confused about what BPM
was and hence did not think it was necessary. Their awareness of BPM did not make
the link between their inefficiencies and adopting BPM as a potential solution. None
of the NPOs had considered adopting BPM and hence had not formerly decided to not
adopt BPM. This confirms what was found in literature, that NPOs need to know what
BPM is before they can accept it [9]. Even if they were aware of BPM, resourcing was
a challenge to BPM consideration. When asked what it would take to run processes
optimally, respondents in two NPOs referred to resources as a challenge, as funding and
capacity are a problem. The number of posts in many cases are restricted and hence
many strategic implementation projects can’t be implemented. BPM implementations
are costly and time-consuming [18] which is a barrier to BPM adoption. When asked
about alternatives to BPMmost respondents didn’t think that there were any, citing BPM
as the only way to improve organisational performance. This is not reflected in the data,
as there are other ways they manage processes which we now describe. The final list of
codes and categories with sample quotes in support are in Table 2.
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Table 2. Data coding results

Categories and (Sub-Themes) Data quote [Data source]

A Lack of BPM Awareness I am aware of business process management, we
didn’t call it that, we called it business optimisation
and we used it mainly to review our internal structure
[P4]

BPM has not been Formerly
Considered or Evaluated

A Lack of Resources for BPM In terms of the plan for the next five years, the
organization realized that it lacked capacity to fully
actualize strategic thrusts [SD3]

NPOs Instinctively Manage Processes Well I think that it’s something instinctively that is
part of our leadership approach at the moment. I think
it’s part of our governance [P3]

(By Maximising the Use of
Technology)

I went to visit them in February live.. and people
thought I was their best friend because they know me
from the Skype and they gave us a very generous
gift… but that’s amazing what technology can
actually do [P5]

(By Maximising Human Resources) That is why they are appointed.. they get measured
against an execution agreement and an internal
performance review [P7]

(Through Organisational Learning) Because this issue has arisen, how do we function not
only how do we manage it well, do our policies and
procedures, are they up to date enough to manage this
incident and inform us of how we operate [P6]

NPOs Employ Strategic Approaches to
Manage Processes

We have policies and procedures in place, to manage
the efficiencies and make sure that the operational
processes are in place [P7]

(Using Structural Re-alignment) This restructure will allow for a more sharply focused
sales division on the one hand, and on the other a
marketing division that will focus fully on marketing
not only the products but indeed the total brand and
mission [SD2]

(Through External Collaboration) [NPO] is in competition with other sports… but the
way to deal with it is by joining forces with them. For
example, hosting [two other sports] matches [SD3]

(Through For-profit Revenue
Activities)

We did have a team of marketers, but now it was
expanded to sales people [P1]

(By Using Audit Controls to Manage
Processes)

In our auditing processes and the controls that we
have introduced for stock control and stock levels as
well, also the cash handling as far as donations is
concerned and so on, then it is in terms of standard
business practice [P1]

(continued)
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Table 2. (continued)

Categories and (Sub-Themes) Data quote [Data source]

NPO Governance Drives Process
Change

Whilst the strategic direction of the organisation is
determined by the Board of Directors and
institutionalised by its subcommittees, the strategy is
operationalised through the Chief Executive and his
Executive Management team [SD3]

(NPO Boards Ensure Strategic
Objectives are Achieved)

(Processes are Controlled by Donors) We took some funding which was around our life
skills stuff, but it actually messed up our basic ethos
and key functions of what we were doing, so instead
of us utilising life skills as another objective, it
actually became the tail that wags the dog and a lot of
those, what we were known for, got lost [P6]

External Bodies Impact Processes [NPO] finished fourth on the [mother body] Incentive
Scorecard system - that rewards members who
exceed in delivering the basic activities and
compliance requirements of the [mother body] [SD3]

(Through Advice from Auditors and
Consultants)

We had the auditors as well, that came as advice, so
we felt if we don’t have the knowledge ourselves, we
can always call in external guys [P2]

(Through Advice from Sister
Companies)

Ongoing consultations with the [sister NPO1] and
[sister NPO2], [mother body] and it’s peer the [sister
NPO3] and any improvements applicable to [NPO] is
implemented [P4]

(Through Legislative Compliance) If we didn’t get certification then we wouldn’t be able
to host matches here, be it domestic or international
matches [P4]

4.2 NPOs Instinctively Manage Processes

While they had not adopted BPM, the NPOs were functioning with sufficient efficiency.
All NPOs had to report to their governance structures, and management teams had to
deliver results and without making performance improvements, this requirement would
not be met. Therefore, changes made to processes to improve performance, are seen
as instinctive as organisational performance was attained without a formal approach to
managing processes. Literature shows that governance is one of the core elements of
BPM [19]. In the sameway that BPMgovernance ensures good performance from a busi-
ness process, governance structures at NPOs ensure good organisational performance.
How they instinctively perform process management is now discussed.

All NPOs had seen significant benefits from the use of IT, althoughmost respondents
acknowledge that they have can improve their technological state. IT greatly impacted
the efficiency of the operational processes at NPOs and helped create a space for new
funding and the fulfilment of their social causes. One NPO found direct access to new
funding from an international donor using video conferencing. This confirms literature
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[20], that when NPOs adopt technology, they are likely to increase their funding. IT use
was reported in annual reports presented to donors and, in line with literature [21], that
using enterprise systems benefitted NPO’s process performance.

Maximising human resources was seen to be instinctive management of their pro-
cesses. NPOs try to employ talented staff, making sure that the employee’s skills and
capabilitiesmatch roles adequately. Performance of employees is thenmanaged to ensure
that the NPO receives maximum return on investment from staff. Employees are also
trained to ensure that they remain productive. NPOs realise the importance of their
employees as a core element of organisational performance. This is like the importance
BPM literature places on people, where business process performance is as a direct result
of people capabilities [19], a core BPM capability.

NPOs deal with problems when they arise and often make improvements based
on these events. Organisational learning is then used to mitigate future occurrences of
the event. Two of the NPOs referred to this for dealing with problems. Organisational
learning is defined as process where organisations learn from their understanding and
consequent management of their experiences [22].

4.3 NPOs Employ Strategic Approaches to Manage Processes

While process management was instinctive, strategic approaches, other than BPM, were
also employed. NPOs confirmed that they have strategic plans in place to achieve
improved efficiency through four strategic approaches. Firstly, NPOs realign their struc-
ture to achieve their efficiency strategic goals. Commitment to process-orientation often
leads to structural redesign in BPM [23]. It is interesting to note the similarity between
re-aligning for process-orientation in comparison to NPOs re-aligning for strategic ends.
Secondly, to achieve improved efficiency, NPOs collaborate with like-minded competi-
tors as an alternative to gaining a competitive advantage on them. All NPOs acknowl-
edged the existence of competition within their respective sectors and surprisingly iden-
tified a preference for collaboration as opposed to gaining competitive advantage over
them. As NPOs seek to benefit society rather than make profit, they choose to work
together, mitigating the risk of unnecessary competition. Thirdly, while NPOs are not
competing for profits, they sometimes employ for-profit activities to fund their social
causes and gain a competitive advantage [24]. All three NPOs had for-profit activities
as an alternate source of funding to donations. One NPO found that they could rent
the unutilised sections of their property and one NPO adapted roles to suit for-profit
activities. A final strategy employed by all NPOs, is to follow audit controls within their
processes. This puts stakeholders at ease, as compliance with audit requirements reduces
mismanagement of NPO resources. Data found in annual reports stress the importance
of audited financial statements, defining them as imperative to fiduciary responsibility.
Audit controls drive the sustainability of NPO’s performance and process change. There
is related to the growing understanding that BPM is needed ensure a connection between
strategy and compliance [6].
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4.4 NPO Governance and External Bodies Drive Process Change

The respondents described drivers of process management. The dominant driver cate-
gory was NPO governance that can sustain and improve organisational performance.
All NPOs have good governance structures, where their executive management teams
are accountable to their respective boards. This accountability strengthens the perfor-
mance of the NPO, as strategic objectives get implemented operationally. Two NPOs
demonstrated a clear boundary between the board and the executive management team
which reduces the risk of board members influencing operational decisions and allows
the management team to freely decide on the operational activities needed to deliver
strategic objectives. Two NPOs found that their processes were controlled by funding
which had both positive and negative implications for the NPOs. This can either erode or
improve organisational performance, having positive and negative implications for the
NPO’s business processes. This finding confirms literature that NPOs often relinquish
some decision-making to secure a donor’s financial support [1, 24]. Most participants
could identify at least one source of external advice, such as auditors or consultants, that
used to improve their processes. NPOs also look to their sister organisations to share
solutions and then adopt solutions that have been found to have some success. Literature
speaks of the degree of interconnectedness between NPOs having an influence on the
decision of NPOs to adopt BPM [8]. If BPM is discussed within the social circles, it is
likely to be adopted. This is somewhat confirmed by the findings of this study, NPOs
do adopt innovations shared within their social circles, but they have not found BPM
yet. Government often has a role to play in the environment of an NPO, as legislative
requirements set by government often force an NPO to adapt its processes. Two of the
NPOs expressed concern about legislative compliance affecting their processes. Liter-
ature case studies exist demonstrating the successful implementation of BPM and the
benefits of legislative compliance as a direct result [9, 25]. In this study NPOs were
adapting processes to ensure legislative compliance.

5 Conclusion

While NPOs play a crucial role in society, there is evidence that many could benefit from
BPM. This research aimed to understand how and why NPOs manage their business
processes when not using a formal BPM method. The findings are modelled in Fig. 1.
The three South African NPOs studied, had not made a formal decision to not adopt
BPM, were unaware of or misunderstood BPM, did not have the relevant resources
for it, and hence had not evaluated it. Yet they instinctively managed processes and
employed strategic approaches to manage processes. The dominant approaches were
using relevant technology and skilled staff and through structural alignment. The main
drivers for managing processes were from their governance and external bodies. From a
research perspective we have provided a description of process management dynamics
in NPOs. Yet this study has limitations. Firstly, the context is restricted to NPOs in
South Africa who had not adopted systematic process management. It would be useful
to study NPOs who have adopted BPM and NPOs in other regions. Secondly, while the
interpretive method gives richness of understanding, it has limitations. Another method,
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such as critical realism, could give a richer understanding of the mechanisms driving
process management and why they are not always successful.

Fig. 1. Model of NPO process management
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Abstract. Often business processes deviate in a positive or negative
way from their expected or desired behavior. Deviance mining aims at
detecting deviant process executions and at revealing their causes. In this
paper we propose a novel approach for identifying the causes of a deviant
process execution based on redescription mining, which extracts knowl-
edge in form of logical rules. By analyzing, combining, and filtering these
rules we identify the reasons for the deviating behavior of a business pro-
cess in general as well as of particular process instances. Afterwards the
results of this analysis are transformed into an understandable and well-
readable natural language text that can be taken by business analysts
and process owners to optimize processes in a reasoned manner.

Keywords: Deviance mining · Redescription mining · Process
mining · Natural language generation

1 Introduction

Process Mining aims to extract knowledge of business processes from process
event logs [2]. It encompasses, among others, techniques for automated process
model discovery, techniques for checking the conformance between a process
model and an event log, as well as several techniques for enhancing the execution
of business processes [2]. One of these enhancement techniques is deviance mining
that deals with identifying process executions which deviates from its expected
or desired behavior and uncovering the causes of the deviations by analyzing a
given event log [13]. Such deviations can be either of positive or negative nature,
depending on whether this deviance leads to a better process performance or
not. Depending on a particular application such process performance measures
can be, for instance, execution times, resource usage, costs or compliance.

Often deviance mining approaches only classify process instances as deviant
or not and the causes for the deviance initially remain unclear and must be even-
tually explored by business analysts. Other approaches, which extract the causes
of deviance, suffer from the fact that their output is not easily interpretable due
to their size (often these sets encompass several hundreds of rules) and very
formal structure (e.g. in form of logical rules). In this paper, we propose a novel
approach that takes process executions that were classified as deviant as starting
point and reveals the causes for the deviant behavior of a process in general as
c© Springer Nature Switzerland AG 2022
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well as for particular process instances. Therefore we use an unsupervised data
mining technique called redescription mining, which extracts knowledge in form
of logical rules (so called redescriptions) from a given dataset. We apply this
technique to process event logs with desired and deviant process executions to
extract rules for both, desired and deviant process executions. Analyzing these
sets of rules enables to explain the causes for the deviations. Additionally, we
deal with the problem of difficult understandable output by analyzing, combin-
ing, and filtering those rules and generate concise and well-readable statements
in natural language that explain the reasons why a process deviates in general
as well as the reasons for particular deviant executions.

The paper is structured as follows: Sect. 2 recalls basic terminology. Section 3
discusses existing work in the field of deviance mining and delimits our app-
roach from existing ones. Section 4 introduces the redescription mining tech-
nique. In Sect. 5 we propose our approach. Section 6 evaluates our approach.
Finally, Sect. 7 gives an outlook on future work.

2 Background

2.1 Event Logs

The main input of a process mining technique is a process event log (event
log for short). An event log consists of a set of records of already completed
process executions that are related to the same business process (model) [2].
These records, so called traces (or cases), are temporally ordered sequences of
events that belong to the same process instance. An event encapsulates the
execution of a process activity, i.e. a single step in a business process. Events are
described by various properties (so called event attributes) such as the time of
execution (timestamp), the name of the corresponding activity or further event
attributes (e.g., the executing resource or further data elements). The set of
attributes of an event is called its payload.

2.2 Deviance Mining

Deviance mining aims to identify process executions which deviates from their
expected or desired behavior and tries to reveal the reasons why a business pro-
cess deviates by analyzing and comparing records of deviant and non-deviant
process executions [13]. These analyses are carried out on single process instances
as well as across multiple instances and often take the underlying process model
into account. Deviant process executions are often called negative process exe-
cutions (regardless whether they deviate in a positive or negative way), while
non-deviant ones are called positive process executions. For investigating causes
of deviance, they are stored in separated event logs: positive log and deviant log
(also called negative log). This separation is most of the time done manually,
by heuristic rules or by approaches that were trained to identify deviant process
executions. The results of a deviance mining can help business analysts and pro-
cess owners to optimize their processes and helps to avoid mistakes in process
execution in a reasoned manner.
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2.3 Declare

Declare is a single-perspective declarative process modelling language originally
introduced in [1]. Instead of defining all valid execution paths in a process model,
Declare defines a set of constraints applied to activities that must be satisfied
throughout the whole process execution. All executions that do not violate these
constraints are allowed. Hence, the control-flow is implicitly specified by these
constraints, which makes Declare well-suited for modelling processes with a large
number of execution paths. The constraints are described in linear temporal logic
(LTL) over finite traces (LTLf ). Declare offers a broad repertoire of pre-defined
templates that can be instantiated for defining a constraint, so that the process
modeler must need not to be aware to the underlying logic formalism [3]. Table 1
summarizes the most common Declare templates. For a better understanding, we
exemplary consider the response constraint G(A → FB). This template means
that if A occurs, B must eventually follow sometimes in the future. We consider
for example the following traces: t1 = 〈A,A,B〉, t2 = 〈B,B,D〉, t3 = 〈A,B,B〉
and t4 = 〈A,B,A〉. In t1, t2 and t3 the response template is satisfied. In t2 this
constraint is trivially fulfilled since A does not occur. However, t4 violates the
constraint, because after the second occurrence of A no execution of B follows.
We say that an event activates a constraint in a trace if its occurrence imposes
some obligations on other events in the same trace. Such an activation either
leads to a fulfillment or to a violation of a constraint.

3 Related Work

Redescription mining is used in a plethora of different application areas, such as
biological, social, political, and economic sciences [7]. In the context of process
mining this technique was recently applied in [9] to extract data-aware con-
straints from event logs to enrich Declare constraints with data conditions. The
authors evaluated two redescription mining algorithms (ReReMi and SplitT) for
this issue and compare their performance with a combined approach of cluster-
ing and rule mining. They investigated that the clustering approach outperforms
redescription mining with regard to rediscover constraints. However, they state
that this technique could be used to discover outlier behavior, since constraints
with high confidence but low support are predominately detected. Hence, this
technique seems promising for deviance mining. In [13] a systematic review and
evaluation of deviance mining techniques in business process management is con-
ducted and reveals that existing deviance mining techniques are based mostly on
the extraction of frequent or discriminative patterns or sequence classification
techniques. In [4] the suitability of sequence classification for analyzing deviant
process executions are evaluated. Also deviance mining was subject of a mul-
titude of case studies. For example, in [20] a technique called delta-analysis,
which compares process models of deviant and non-deviant traces, was applied
in context of an insurance company to identify reasons for long processing times
of claims. In [21] association rule mining is applied to extract frequent patterns
for normal and deviant cases to identify reasons for non-compliant cases in a
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Table 1. Semantics for declare constraints in LTLf

Template LTLf semantics Activation Target

Responded existence G(A → (OB ∨ FB)) A B

Response G(A → FB) A B

Alternate response G(A → X(¬AUB)) A B

Chain response G(A → XB) A B

Precedence G(B → OA) B A

Alternate precedence G(B → Y(¬BSA)) B A

Chain precedence G(B → YA) B A

Not responded existence G(A → ¬(OB ∨ FB)) A B

Not response G(A → ¬FB) A B

Not precedence G(B → ¬OA) B A

Not chain response G(A → ¬XB) A B

Not chain precedence G(B → ¬YA) B A

procurement process. However most of such studies are focusing on the control-
flow perspective and neglect other perspectives. The general idea and aim of
deviance analysis is comparable with the emerging field of explainable artificial
intelligence (AI), which deals with the question, how decision of AI models can
be made transparent and comprehensible. This is why we also consider work in
that research domain as related to our research. Pioneer work in the intersec-
tion of explainable AI and process mining was done, for instance, in [16]. Also
deviance mining can be considered as partially related to predictive business
process monitoring, e.g. [11,12] where the authors try to predict business rule
violations. The same aim is pursued in [22] were an outcome-oriented predictive
business process monitoring method was proposed, that can predict business
process deviations with high accuracy, especially in case of processes with less
variants. Hence, this work differs from ours, since we are focusing on processes
with a large number of paths and are more interested in determining the reasons
for deviance rather than predicting them.

4 Redescription Mining

Redescription mining is a family of unsupervised techniques that aims at finding
correlations between subsets of elements in a dataset by providing two or more
different views on the same entities [7]. The data model for a redescription mining
task is a triple D = (E,A,V), consisting of sets of entities E, attributes A, and
views V. An entity e ∈ E is described by attributes A. Let a ∈ A be an attribute,
then the function πa : E → dom(a) assigns a value of the domain of attribute a
to an entity. Redescriptions provide different views on the data [7]. Therefore,
the set of attributes A is partitioned into a disjoint set of at least two views, i.e.

A =
k⋃

i=1

Vi,
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with Vi ∩ Vj = ∅ for all i, j ∈ N≤k with i �= j and 2 ≤ k ≤ |A|. Note, that in
the finest partition, i.e. k = |A| each view corresponds to a single attribute. We
denote the corresponding view of an attribute a with Va.

According to [7] this data model can be simplified to a table-based data model.
Here the data model consists of one or more tables. A table T over a set of
attributes is a subset of the cartesian product of the attributes domain, i.e. T ⊆
dom(a1)×· · ·×dom(an). Then the columns of the table represent the attributes
and the rows the entities in form of tuples. Hence, each view corresponds to
exactly one table.

Since, descriptions are logical rules, each attribute value of an entity must
be mapped to a boolean value. Hence, we define for each attribute a ∈ A a
predicate pa : E → {true, false}, e �→ [Pa(e)] that assigns a truth value to
attribute a of an entity based on a logical proposition [Pa(e)] [7]. Since the
attributes possess different domains (numeric, boolean, categorical, etc.) their
values must be transformed into a boolean value. Hence, we must define for
each attribute an appropriate logical proposition [Pa(e)]. In case of an attribute
that is already of boolean type we return its value directly. In case of categor-
ical attributes the proposition is defined as [πa(e) = X], where X defines some
constant. For further transformation of different domains we would like to refer
to [7]. Based on this transformation we can define a description as a boolean
query q : E → {true, false} over the predicates and their negations, by con-
catenating the different predicates via conjunctions and disjunctions. We denote
with attr(q) the set of attributes that appear in this query and with views(q)
the union of all views of attributes in q, i.e. views(q) = ∪a∈attr(q)Va. We can
evaluate this description by determining the support of q,

supp(q) = {e ∈ E | q(e) = true}
that returns all entities for which the description is true.

A redescription is now a pair (p, q) of descriptions p and q which forms a
logical formula of the form p =⇒ q, with disjoint views and with similar
support. Hence, we can think of a redescription as a way of characterizing the
same entities in two different ways by providing different views (p and q) on
the data. The requirement of disjoint views ensure that we get descriptions from
different angles, while the similarity prevents a redescription of different entities.
The similarity of the support sets is calculated by the Jaccard distance:

d(p, q) = 1 − | supp(p) ∩ supp(q) |
| supp(p) ∪ supp(q) | .

Note, that the Jaccard distance requires that either supp(p) �= ∅ or supp(q) �= ∅.
If d(q, p) = 0 then the support sets are identical. In case of a distance of 1
the support sets are completely different. In most cases we cannot expect that
the redescription matches exactly, so we must define a threshold τ ∈ [0, 1] until
which we accept q as a description of p, i.e. p ∼ q if and only if d(p, q) ≤ τ .

The goal of a redescription algorithm is now to find all valid redescription
(pi, qi) in a data model D which satisfy the a priori defined threshold τ .
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5 Deviance Mining Approach

In this section we describe our redescription based deviance mining pipeline.
We first give an overview on the total structure of the pipeline and afterwards
explain all steps in depth.

5.1 Overall Structure of the Pipeline

In summary our proposed approach comprises five successive steps. This pipeline
is depicted in Fig. 1. For our approach we need three artifacts as input: a positive
event log, a deviant event log, and a (Declare) process model. We limit ourselves
to Declare as modelling language, since our feature extraction relies on Declare
and Declare is a well accepted language for descriptive process modelling. Since
in practice a process model is often missing, our pipeline contains an optional
step (Fig. 1, step 1) for mining a process model from the positive event log. If
all the required inputs are available, we build two data models representing a
positive and a deviant event log, respectively (Fig. 1, step 2). Afterwards we
apply two redescription mining algorithms (ReReMi and SplitT algorithm) to
the data models to discover rule sets for positive and deviant cases (Fig. 1, step
3). In the fourth step we compare and analyze those sets of rules to get a detailed
explanation of why deviance is occurring. The results of this analysis are then
passed into a natural language generation component that produces a human-
readable natural language text explaining the causes for deviance of the event
logs in general as well as their process executions (Fig. 1, step 5).

Sec. 5.2GENERATE MISSING INPUT

MINING DECLARE 
CONSTRAINTS

PROCESS MODEL

POSITIVE EVENT LOG POSITIVE & DEVIANT 
EVENT LOG

PROCESS MODEL

FEATURE EXTRACTION

REDESCRIPTION MINING

DATA MODEL POSITIVE LOG

COMPARISON AND ANALYSIS OF REDESCRIPTION RULES

RULE SET POSITIVE CASES
RULE SET DEVIANT CASES

Sec. 5.3

Sec. 5.4

Sec. 5.5

NATURAL LANGUAGE GENERATION COMPONENT Sec. 5.6

HUMAN READABLE EXPLANATION OF DEVIANCES

TEXT PLANNER SENTENCE PLANNER LINGUISTIC REALIZATION

DEVIANCE SET

DATA MODEL DEVIANT LOG

DEVIANT EVENT LOG

Fig. 1. Overview of the deviance mining pipeline
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5.2 Generate Missing Input

Often only records of historical process executions are given in form of two
process event logs depending on whether they are classified as deviant or not.
However, the underlying process model is unknown. In this case we extract
a Declare process model from the positive event log by applying the approach
proposed in [17], which applies SQL queries to an event log to discover declarative
constraints. This technique requires event logs in the relational XES format
(RXES) [6], why we must convert the positive event log to RXES format. Note
that this approach of mining can be replaced by any declarative mining approach.

5.3 Declare Constraint Based Feature Extraction

Before we can carry out the redescription mining, we have to build a data model
for each of the two event logs. Therefore, we extract features for representing
the event logs. Since, we are interested in detecting deviances, these features
must link the event logs and the process model. For this issue, we use the same
strategy as proposed in [9]: The idea for linking an event log with a process model
is to build pairs of activation events and corresponding target events for all of its
Declare constraints. Therefore, we apply the following steps to each trace in the
event log: For each constraint in the process model we create two vectors: a vector
ida for representing the position of the activation occurrences and a vector idt for
representing the position of the target occurrences in the trace. For example, for
trace t = 〈A,A,A,B,A,B,A,B〉 and a response(A, B), we get ida = (1, 2, 3, 5, 7)
and idt = (4, 6, 8). Based on ida and idt we can build pairs of activation and
target by combining the elements of the vectors in an adequate way. In case of
the response template, we combine each element i of ida with the first element
of idt that is greater than i. In our example this leads to the following set of
pairs: {(1, 4), (2, 4), (3, 4), (5, 6), (7, 8)}. Note, that the way how to combine the
elements of ida and idt depends on the particular Declare template. We use this
set of pairs now to build up our data model. Each data model consists of two
views: a view Va for the activation component in the pairs and a view Vt for
the target component. We insert into them the payload of the events (attributes
Aa and At). Hence, we get data models Dp =

(
Ep, {Aap

,Atp}, {Vap
,Vtp}

)
and

Dd = (Ed, {Aad
,Atd}, {Vad

,Vtd}) that describe positive and deviant event log.

Fig. 2. Syntax tree for the redescription 4709 < Amount =⇒ Resource = Company
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5.4 Redescription Mining

In the redescription step we apply redescription algorithms to both Dp and Dd.
These algorithms discover for each of Dp and Dd a set of redescriptions (Rp

and Rd respectively). A redescription (p, q) is a logical formula, of the form
p =⇒ q with p ∼ q and d(p, q) ≤ τ . For example: 4709 < Amount =⇒
Resource = Company. This redescription states that in traces where a product
is bought more than 4709 times, the buyer of that product is mostly a company.
In this redescription 4709 < Amount represents p and Resource = Company,
represents q. Note, that p and q contain literals from Aa and At respectively.
For extracting those redescriptions, we apply redescription algorithms. In gen-
eral there are two classes of redescription algorithms: greedy-based and tree-
based algorithms. For our approach we select the most popular representative of
each class. The decision tree-based SplitT algorithm and the greedy algorithm
ReReMi.

SplitT Algorithm: The idea of this algorithm is to grow for each view a deci-
sion tree with the aim that they will be joined in their leaves. Therefore, the
expansion of each tree goes through the attribute sets of both views, until no
more attributes are available. After the trees are fully grown, the corresponding
leave nodes of the trees are melted together. Finally, the rules are extracted by
following all paths from the root of one tree to the root of the other tree [23].

ReReMi Algorithm: This algorithm starts from the redescription with the highest
confidence, that has only one variable on each side. Then, the algorithm extends
this rule by appending attributes, which are not already included in the rule
using conjunctions and disjunctions. The appending stops when the maximum
length of the rule is reached or when further appending does not improve the
performance of the rule anymore [7].

5.5 Comparisons and Analysis of Discovered Redescription Rules

For giving detailed explanations why a process deviates from the desired behav-
ior, we must compare and analyze the extracted sets of redescription rules. We
base the comparison algorithm on a tree structure, that allows us to compare
entire redescription rules as well as their subrules. We map the redescription
rules into a tree structure by deriving a syntax tree from a context-free grammar
G = (V,Σ,R, S) which describes any possible redescription rule. In this gram-
mar, V contains the non-terminals, which describe the different types (Implica-
tion, Subrule, Rule, Conjunction, Disjunction, Negation, Parentheses, Attribute,
Operator, NumericValue and TextValue) of a clause in the rule, Σ the set of all
names of events attributes, their corresponding domain values, and the opera-
tors (=, <) used in the rules, S is the starting variable (i.e. Implication), and R
represents the production rules of the grammar:
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Implication → Subrule Subrule | Subrule Rule | Rule Subrule | Rule Rule

Rule → Conjunction | Disjunction | Negation | Parentheses | Subrule

Conjunction → Subrule Subrule | Subrule Rule | Rule Subrule | Rule Rule

Disjunction → Subrule Subrule | Subrule Rule | Rule Subrule | Rule Rule

Negation → Subrule

Parentheses → Rule

Subrule → Attribute Operator NumericValue | NumericValue Operator

Attribute | NumericValue Operator Attribute Operator

NumericValue | Attribute Operator TextValue | Attribute

Operator → =|<

In the derived syntax tree the terminals are mapped to the leaf nodes, while
the inner nodes contain the non-terminal symbols, which describe the type of
a clause. Subrules are then represented as subtrees. Note, the production rules
enforce that a subrule contains exactly one attribute. An example of such a
syntax tree is depicted in Fig. 2. After converting each redescription rule to a
syntax tree, we associate positive rules and deviant rules that deal with the
same attributes. These corresponding rules are then analyzed with regard to
differences in their attribute values. This process is described in Algorithm 1.
The algorithm iterates over the syntax trees of the redescriptions extracted from
the deviant event log and compares each deviant rule with each positive rule.
Therefore, the algorithm first extracts the subrules of a deviant rule (line 3). For
each positive rule the algorithm checks whether the attribute set of the deviant
rule is a subset of the positive rule (line 6). If that is true all subrules of the
positive rule are extracted (line 7) and compared to each subrule of the deviant
rule (line 10–21). In case that the subrules of a positive and a deviant rule deal
with the same attribute, it is analyzed whether their attribute values differ (line
13). If the attribute values are identical this subrule does not provide insights
for the deviance and is neglected, otherwise the difference is stored.

Besides of explaining the deviance of a process in general, we also analyze the
causes for deviance of a particular process instance. Therefore we analyze for each
deviant trace, which positive redescription rules are violated (cf. Algorithm 2).
For each deviant trace, we check whether it fulfills a positive redescription rule.
Therefore, the activation and target event to which a redescription rule applies
is identified (line 3), afterwards we replace the attribute names on the left side
in the redescription rule by the corresponding attribute values of the extracted
activation event. The attribute values of the target event replace the attribute
names of the right side. For example, for rule 4709 < Amount =⇒ Resource
= Company and events ea(Activity = OrderProduct, Amount = 4972) and
et(Activity = PayOrder,Resource = Customer) we get as expression 4709 <
4972 =⇒ Customer = Company. Afterwards we evaluate this logical expression
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Algorithm 1: Comparing positive and deviant redescriptions
Input: Deviant redescription tree N and positive redescription trees P
Output: Set of tuples of comparisons between positive and deviant rules C.

1 C ← {}
2 for n ∈ N do
3 deviantSubrules ← extractSubrules(n)
4 positiveSubrules ← []
5 for p ∈ P do
6 if n.attributes ⊆ p.attributes then
7 positiveSubrules ← extractSubrules(p)
8 for deviantSubrule ∈ deviantSubrules do
9 for positiveSubrule ∈ positiveSubrules do

10 an ← deviantSubrule.attribute
11 ap ← positiveSubrule.attribute
12 if an == ap then
13 if an.value != ap.value then
14 listOfDifferences.append((ap, an))
15 end

16 end

17 end

18 end
19 C[n, p] ← listOfDifferences

20 end

21 end

22 end
23 return C

Algorithm 2: Analyse the causes for deviance of particular traces
Input: Set of deviant traces T and set of positive redescription rules P.
Output: Set of tuples of deviant traces with their violated positive rules D.

1 for t ∈ T do
2 for p ∈ P do
3 ea, et ← findEventsWithSameAttributeAsP(t, p.attributes)
4 expression ← replaceValuesInRule(p, ea, et)
5 if ! evaluateBooleanExpression(expression) then
6 rulesViolated ← rulesViolated ∪ p
7 end

8 end
9 D ← D ∪ {(t, rulesViolated)}

10 end
11 return D

(line 5). In case of a violation we store the information that this rule is violated
by the considered trace. The results of redescription mining are put together to
a so called deviance set DS = (Rp,Rd, C,D).
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5.6 Natural Language Generation

Finally, the deviance set is translated into a well-understandable natural lan-
guage text. Hereby, the structure of the natural language generation (NLG)
component follows the common architecture for NLG pipelines proposed in [15],
consisting of three subsequent stages: (i) text planning, (ii) sentence planning,
and (iii) linguistic realization. Since the elements of the deviance sets possess a
clear structure and there are only a limited number of subrule types that can
appear throughout the redescription mining, we use a template based approach,
i.e. the information are represented as boilerplate text and parameters that must
be inserted into the boilerplate [15].

Text Planning: The text planning stage handles the non-linguistic input (i.e. the
deviance set) and process them into a formal format that enables the generation
of a linguistic result. In our pipeline this task is trivial, since the previously
generated syntax trees are already well-suited.

Sentence Planning: Sentence planning describes the process of refining and reor-
ganizing content before the syntactic realization of phrases [19]. This encom-
passes the definition of templates that can be used for text generation. We define
these templates in two different ways: (i) as simple parameterizable text mod-
ules, and (ii) as sentence planning trees. In both cases we define a template
for each type of subrule. For example, a subrule of form [Attribute Operator
TextValue], is represented by the text module “the [Domain Entity] [Attribute]
is equal to[TextValue]”. In the second way we use the Sentence Planning Lan-
guage (SPL) proposed by [8] to specify a template for each type of subrule. In
SPL a sentence is described by a fixed set of attributes and values, and allows
values themselves again to contain attributes and their values [15]. Also it allows
to specify for the replacement of the parameters which word type, tense, and
role must be fulfilled. For a more sophisticated text we apply a domain entity
generation to the activity name. This step extracts the proper noun (if available)
from the activity name to extract objects that are processed in an activity. For
example, the activity OrderProduct is mapped to the domain entity Product.

Linguistic Realization: Finally, we instantiate the templates with the information
of the deviance set, to generate a syntactically, morphologically, and orthograph-
ically correct text. In our approach we used for this task two linguistic realizer:
(i) the Komet-Penman Multilingual realizer (KPML)1, (ii) and an own simple
customized realizer. While our custom realizer instantiates the text modules, the
KPML realizer instantiates the sentence planning trees.

1 http://www.fb10.uni-bremen.de/anglistik/langpro/kpml/README.html.

http://www.fb10.uni-bremen.de/anglistik/langpro/kpml/README.html
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Fig. 3. Sample process order-to-cash

Table 2. Descriptive statistics for the generated process event logs.

Positive event log Deviant event log

No. of cases No. of activities No. of cases No. of activities

Order-to-Cash 325 4 200 4

Repair Example 804 3 1000 3

Road Traffic Fines 612 4 1000 4

Credit Application Subset 766 3 1000 3

6 Implementation and Evaluation

We have implemented our pipeline as an open-source prototype tool2. For per-
forming the redescription mining step we include the SIREN3 framework. We
conducted different experiments to show the feasibility of our approach. Accord-
ingly, we investigated the following research questions: Which redescription min-
ing algorithm meets the requirements for deviance mining better? Which NLG
approach performs better with regard to text quality and understandability?

6.1 Datasets

A common problem in conducting an evaluation of deviance mining approaches
is that there are barely datasets of real-life event logs available that provide
both positive and deviant process executions. Hence, we decided to use artificial
event logs generated via the MP-Declare generator tool [18]. MP-Declare is an
extension of Declare that also incorporates further process perspectives, like
data-oriented or organizational perspective. It is necessary to use a MP-Declare
model, because otherwise the event logs would be limited to the control-flow
perspective. The generator tool allows both the generation of traces that satisfy
2 The source code can be accessed at https://github.com/engjellahmeti.
3 http://cs.uef.fi/siren/main/intro.html.

https://github.com/engjellahmeti
http://cs.uef.fi/siren/main/intro.html
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Table 3. Evaluation metrics (ReReMi algorithm is denoted as Re and SplitT as ST).

# Pos. rules # Dev. rules BLEU ROUGE TER

Re ST Re ST Re ST Re ST Re ST

Order-to-Cash 7 10 3 6 0.98 0.98 0.99 0.91 0.08 0.01

Repair Example 3 3 2 3 0.83 0.83 0.94 0.95 0.3 0.28

Road Traffic Fines 4 4 2 3 0.98 0.92 0.99 0.98 0.17 0.19

Credit Application 5 10 3 4 0.99 0.94 1 0.85 0.14 0.03

the process model (positive traces) as well as of traces that violate the process
specification (deviant traces). We evaluate our approach on four handcrafted
process models with diverse characteristics that are summarized in Table 2. Due
to the limited space we explain the experiment setup in general, but discuss only
one process model in detail and go directly over to discuss our total findings. All
further evaluation files are provided in a GitHub repository [See footnote 2].

For detailed discussion we use a fictive order-to-cash process (cf. Fig. 3).
When a product with a price higher than 4,000 euros is ordered, then eventually
a fast delivery of that product is carried out (response constraint C1). When less
than 3,500 products are ordered, then eventually a slow delivery of that amount
of product is carried out (C2). If a product with price higher than 4,000 euros
is ordered, eventually a payment of that order with a discount higher or equal
to 15% is performed (C3). If less or equal to 5,000 products with price lower
or equal than 4,000 euros are ordered, a payment of that order from a non-
company customer is carried out (response constraint C4). A fast delivery of an
order should be provided in order to gain a discount more than 15% (responded
existence constraint C5). A product bought by a customer (not company) with
a discount smaller or equal to 15% is required in order to have a slow delivery
(responded existence constraint C6). If an order is closed and paid through a
bank transfer, then this event is always preceded by a slow delivery (precedence
constraint C7). If an order is closed and paid through PayPal, then this event is
always preceded by a fast delivery (precedence constraint C8).

6.2 Evaluation Setup

We applied the ReReMi and SplitT algorithm with the SIRENs default thresh-
old and processed the output with both realizers. For each run of the experi-
ment we analyzed the discovered redescription rules and the textual output. Due
to the synthetical data it is ensured that there are no contradictions between
the both event logs. Hence, the detected deviances are always correct, which
is why we can neglect the evaluation of the correctness and usefulness of the
redescription rules. To measure the quality of the generated text, we manually
corrected grammar errors of the generated text and compared the generated
one with the edited one calculating the following common metrics: (i) Bilingual
Evaluation Understudy (BLEU Score) [14], (ii) Recall-Oriented Understudy for
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Table 4. Mined redescription rules from deviant event log (above) and of positive
event log using ReReMi algorithm

ID C A/T A/T rule NLG

r2 C2 Order Product 7344 < Amount < 9642 If the product amount stretches from

Deliver Order Delivery = Slow 7344 to 9642 that implicates that the order delivery

is Slow

r10 C3 Order Product 18022 < Price < 19671 | If the product price varies between

3941 < Amount < 6237 18022 and 19671 or the product amount

Pay Order 13 < Discount < 15 ranges from 3941 to 6237 that implies the order

discount ranges from 13 to 15

r23 C8 Close Order PaymentType = PayPal If the order payment type is equal to

Deliver Order Delivery = Slow PayPal that implicates that the order delivery is

equal to Slow

ID C A/T A/T Rule NLG

r2 C1 Order Product 3697 < Price If the product price is above 3697 that

Deliver Order Delivery = Fast implies that the order delivery is Fast

r5 – Order Product 4709 < Amount If the product amount is higher than

Pay Order Resource = Company 4709 that implicates that the order resource is

Company

r7 C4 Order Product Amount < 4704 If the product amount is below 4704

Pay Order Resource = Customer that implicates that the process is executed by

Customer

r9 C5 Deliver Order Delivery = Fast If the order delivery is equal to Fast

Pay Order 17 < Discount < 47 that implicates that the order discount stretches

from 17 to 47

r11 – Pay Order 17 < Discount < 47 If the order discount stretches from 17

Deliver Order Delivery = Fast to 47 that implicates that the order delivery is

equal to Fast

r12 C7 Close Order PaymentType = Transfer If the order payment type is Transfer

Deliver Order Delivery = Slow that implies the order delivery is Slow

r13 C8 Close Order PaymentType = PayPal If the order payment type is PayPal

Deliver Order Delivery = Fast that implies the order delivery is Fast

Gisting Evaluation (ROUGE) [10] and (iii) the Translation Error Rate (TER)
(cf. Table 3). While the first two metrics measure how much the words in the
generated text appeared in the manual edited one and vice versa, the TER met-
ric determines the number of required post-editing. Especially, the BLEU-Score
is known for correlating well with human judgement [5]. Since it is the first NLG
approach for describing deviances of event logs, we cannot compare with other
approaches.

6.3 Discussion of the Order-to-Cash Process

For the order-to-cash sample process we observed the positive and deviant
redescriptions presented in Table 4. Note, that the number of redescriptions rules
and the length of the natural output depend in general on the size of the event
log and the complexity of the rules. Within this table each mined redescription is
enumerated with a unique ID. Furthermore, we stored, whether a redescription
is a rediscovery of a constraint of the process model (column C), activation and
target activity (column A/T), and the discovered redescription rule (where the
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Table 5. Excerpt of the deviance report in natural language text

Deviances of the event logs in general:

The first mined negative rule is ’If the order payment type is equal to PayPal

that implicates that the order delivery is Slow. (r23) and its subrules compari-

sons to the positive subrules are below:

- The payment type for the event ’Close Order’ is equal to PayPal in the

negative rule, while in the positive rule r12, it is Transfer.

- The delivery for the event ’Deliver Order’ is Slow in the negative rule,

while in the positive rule r13, it is Fast.

Analysing traces in detail:

- The process execution with ’Case No. 103’ is deviant because the order delivery

differs from Fast (r6).

- The process execution with ’Case No. 198’ is deviant because the product price

goes lower than 3697 (r6) and the product amount is not bigger than 4709 (r13).

first line represents the left side (p) and the second line the right side of the rule
(q)). In the last column the representation as natural text is given. In Table 5
the created report as natural language text that describes the deviance of the
process in general as well as the causes for deviance of single traces is shown.
For example, if we take rules r12, r13, and r23 from Table 4, we can see that
the ReReMi algorithm has discovered opposite behaviours of the order-to-cash
business process. For example, it shows that in a normal execution of the process
paying with PayPal leads to fast payment, and therefore it is succeeded by a fast
delivery. However, in deviant execution paying with PayPal was succeeded by
a slow delivery. Also some redescriptions are refinements or descriptions of the
behavior from different perspectives (e.g. r5 and r7 in Table 4).

6.4 Overall Results and Conclusion

Our overall analysis shows that the performance of our approach is similar on
all datasets used for evaluation. The natural language output can be judged to
be of high quality (cf. Table 3) and confirms that a template-based approach is a
good choice for translating redescription rules. Note, that the used realizer does
not affect the text quality, since they use the same templates and data. However,
a manual review of the natural text reveals, that the ReReMi algorithm is better
suited, since it extracts rules with less clauses. This is caused by the fact, that
the ReReMi algorithm guarantees by design that a rule contains an attribute at
most one time, while in the SplitT algorithm a attribute can occur arbitrarily
often within a rule. Hence, the SplitT algorithms leads to very long sentences
which hampers the understanding drastically. However, this fact is not reflected
in the used metrics, since they do not take the sentence length into account.
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7 Future Work

In this paper we proposed a novel approach for deviance mining based on
redescription mining. Given event logs with normal and deviant process exe-
cutions the reasons for the deviance are investigated and outputted in form of
a human-readable natural text. We evaluated the approach on four handcrafted
process models. Our evaluation shows that the ReReMi algorithm is well-suited
for this task, while the SplitT algorithm leads to long and complex rules that
cannot be processed into well-readable natural output. In future work we plan
to extend the evaluation to real-life event logs and to improve the analysis step
to draw more general conclusions for process optimization. Also, the generation
of the natural text should be improved to deliver more fluent explanations by
replacing the template based approach by deep learning techniques.
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Abstract. One of the most important goals for process models is
to enable users to visualise the control-flow information of a process.
Because some activities can happen at anytime during the execution of
a process, the execution of these activities are not necessarily dependent
on the control-flow information of the process. Such activities are called
context activities. Acknowledging that context activities can affect the
performance of any process discovery algorithms, such potentially useful
information will be lost once they are discarded from the event logs. In
this paper, we propose a method with the goal to automatically detect
context activities in event logs. The detected context activities can then
be further analysed to get deeper insights about the process after the
process discovery stage. Both synthetic and real-life datasets are used
for evaluation to show the capabilities of our proposed method.

Keywords: Process science · Data science · Complex behaviours
detection · Context activities

1 Introduction

One of the most important goals of process discovery algorithms is to capture
the order of activities being executed in given traces as control-flow information
[2]. The construction of process models is to present the control-flow information
of event logs.

In some processes, there can be some activities which do not have strict causal
relations with others [9,21]. Some activities can execute at any time during the exe-
cution of a process, and the execution of these activities may be dependent on other
factors other than the control-flow information. For example, lab tests can be taken
at anytime during a healthcare process [9]. It could be important for us to investi-
gate how these lab tests are triggered to avoid the waste of medical resources. In a
goods transportation process, the routes can be frequently recalculated due to var-
ious complex road and weather conditions [19]. Studying the relationship between
the route recalculation and transportation could help improving the efficiency of
the delivery process. Besides, some activities can be triggered by a specific tempo-
ral event (e.g. every hour, every Friday, every month, etc.) [10]. In this paper, we
refer to such activities as context activities. Different from outliers, context activ-
ities frequently execute and are part of the process.
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The performance of existing process discovery algorithms can be heavily
affected when context activities exist in event logs [21]. In some cases, “spaghetti
models” (i.e. process models which are too complex to be understood) or “flower
models” (i.e. process models with high fitness but low precision) are examples
resulting from the situation when there are context activities in event logs. Var-
ious methods have been proposed in order to filter out outliers from event logs
[20]. Context activities would be treated as noises and dismissed to satisfy quality
measures like fitness, precision and generalization. In these occasions, important
knowledge captured in context activities are ignored.

A method proposed in [21] applies information theory concepts to filter out
“chaotic activities” from event logs. Although it could identify context activities
as “chaotic activities”, context activities are mixed with outliers and are removed
from event logs. In addition, it cannot show that the identified activities can
execute under various contexts in the event log (i.e. it cannot show the identified
activity can happen at anytime during the execution of the process).

According to Breunig et al. [6], a data object is considered as an outlier if
there is typically a large distance between the data object and its most similar
neighbour. As shown in Fig. 1, when considering each event as a data point,
although context activities can happen at any time during the execution of the
process, the distances between its points are small (blue points). However, if an
activity is considered as outlier, its events will be far away from their neighbors
(red points).

Fig. 1. An example 2-D dataset representing an event log, each point represents an
event. The black points represent an activity in the control-flow of the process, blue
points represent a context activity and red points represent an outlier activity (Color
figure online)

In this paper, we propose a novel method to detect context activities from
event logs. Our proposed method can accurately detect context activities from
event logs and distinguish context activities from outliers. The detected activities
can then be used for further analysis of the process behaviours. The rest of the
paper is structured as follows: Sect. 2 is a motivation example to demonstrate
the concept of context activities. Section 3 is a literature review of related work.
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Section 4 introduces some preliminary concepts. Our method is presented in
Sect. 5 and is evaluated in Sect. 6 and Sect. 7. Finally, Sect. 8 concludes our paper.

2 Motivation Example

To illustrate the definition of context activities, a motivation example is provided
in this section. Suppose there is an event log L1, and M1 (Fig. 2) is the process
model mined from L1 using the inductive miner [15]. M1 can accurately describe
the process described in L1 since it has a precision of 0.96 and a fitness of 1.
Now, assume there is a context activity X. Events of X are randomly inserted
into L1, and the number of inserted events is 10% of the number of total events
in L1. A new event log L2 is obtained after insertion. M2 (Fig. 3) is the process
model discovered from L2 using the inductive miner. It only has a precision of
0.5 and is a so-called “flower model” allowing too many behaviours which are
not described in L2. As around 10% of events are the execution records of X,
it cannot be simply filtered out and ignored from the event log. The context
activities may be removed during the process discovery stage in order to get a
more comprehensive process model, but should be preserved and used for further
analysis to get deeper insights about the process.

Fig. 2. Process model M1 without context activities

Fig. 3. Process model M2 with context activity X
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3 Background

Although various process discovery algorithms have been proposed, comprehen-
sive process models often cannot be discovered when event logs contain complex
behaviours [2,4]. In order to translate from event logs with complex behaviours
into process models, some algorithms are proposed to improve current process
discovery algorithms. For example, the alpha algorithm [1] is extended to handle
short loops [8], invisible tasks [12,22] and non-free-choice behaviours [12]. The
inductive miner [15] is also extended to handle infrequent behaviours [16], switch
behaviours [18] and cancellation behaviours [14]. Besides improving existing pro-
cess discovery algorithms to handle complex behaviours, some methods focus on
filtering out information in the event log which can affect the performance of
process discovery algorithms [20], others cluster the event log and use multiple
process models to describe the process behaviours in the event log [23]. How-
ever, algorithms to handle context activities need to be further investigated and
developed.

Due to the representation bias of process modeling languages [3], traditional
process modeling languages like Petri nets and BPMNs are often unable to ade-
quately present context activities in the process model. Dees et al. [9] propose
a method using colors to visualize context activities on the edges of process
models. It relies on users to select the set of context activities from event logs.

Tax et al. [21] propose a method based on information theory concepts to fil-
ter out activities which can happen at arbitrary points in time, and these filtered
activities are called “chaotic activities”. The goal is to remove “chaotic activ-
ities” from event logs so that the f-scores of discovered process models can be
improved. Each activity is given an entropy value, and an activity is considered
as a “chaotic activity” if it has a high entropy value (i.e. if an activity can follow
or be followed by many different activities). Although context activities can be
classified as “chaotic activities”, Tax et al. [21] is unable to distinguish outliers
from context activities. For example, if an activity only randomly happens a
few times in a small number of traces, although it has complex directly-follows
relations, and removing it from the event log can increase the f-scores of discov-
ered models, it is insufficient enough to conclude that the activity is a context
activity which can happen at anytime.

In this paper, we propose a method to automatically discover context activ-
ities in event logs. The discovered context activities can be used as input for
other tools to do further analysis of the processes.

4 Preliminaries

Definition 1 (Event log, Trace, Activity, Event). An event log L is a
multiset of traces. A trace t, t ∈ L, is an ordered sequence of events. Assuming
A is the set of all possible activities, an event e is an execution record of an
activity a ∈ A. #n(e) denotes the value of attribute n for event e. For example,
#activity(e) refers to the activity label associated with e, and #timestamp(e) refers
to the timestamp of event e.
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Definition 2 (k-Prefix and k-Suffix of an Event). Given a trace t ∈ L
where t = <e1, e2, e3, ..., en>. The k-prefix of event ei where ei ∈ t is the
ordered sequence <ei−k, ei−k+1, ..., ei−1>, and the k-Suffix of event ei is the
ordered sequence <ei+1, ei+2, ..., ei+k>. In this paper, when talking about the
prefix and suffix sequences, we refer to the activity sequences. For example, the k-
suffix of event ei refers to the ordered sequence <#activity(ei+1),#activity(ei+2),
...,#activity(ei+k)>.

5 The Proposed Method

Event Log Build Context Traces Build Point Cloud

Construct Convex Hull 
for the Event Log

Return Context Ac�vi�es Construct Convex Hulls for Each 
Ac�vity and Calculate Behavioural
Coverages

Context 
Ac�vity: A

Fig. 4. Overview of our proposed method

The goal of our proposed method is to detect context activities which are parts
of the process but cannot be described by process models. These activities may
frequently happen during the execution of the process, and they should not be
treated as outliers. Although the existence of such activities can heavily impact
the performance of process discovery algorithms, we should not simply filter out
the context activities and ignore them.

Figure 4 shows an overview of our proposed method. Our algorithm con-
verts the behaviours of the event log into a n-dimensional container, and the
behaviours of each activity are then represented by sub-containers within it.
Ideally, the container of each activity only takes a small amount of place of the
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event log’s container. However, if there is a context activity, its container will
take a large amount of space since it can execute at anytime during the execution
of the process.

5.1 Build Context Traces

Firstly, we convert each event into a k-context trace. Each k-context trace is
an ordered sequence which concatenates the k-prefix and k-suffix of an event.
The context trace represents the behaviour of an event. Two events may have
similar context traces if they are the execution records of the same activity or
their activities are close in the process model (e.g. they have similar neighbors
and locations). The formal definition of a context trace is given below.

Definition 3 (k-Context Trace). Given a trace t ∈ L where t = <e1, e2, ...,
en>. The k-context trace of event ei where ei ∈ t is the concatena-
tion of the activity sequences of its k-prefix and k-suffix (i.e. <#activity

(ei−k),#activity(ei−k+1), ...,#activity(ei−1),#activity(ei+1),#activity(ei+2), ...,
#activity(ei+k)>). Zero padding will be added to the context trace if i− k < 1 or
i + k > n.

For example, assume an event log L = [<A,B,C,D>10, <E, F,G,
H>10, <I, J,K,L>10]. The 3-context traces of activity A’s context traces are
all <0, 0, 0, B,C,D>, and the 3-context traces of Activity G’s events are
<0, E, F,H, 0, 0>.

5.2 Build a Point Cloud

In this step, we convert the context traces of all events into a set of data points in
a n-dimensional space so that each single data point can represent the behaviour
of a single event. The data points of two events will be close if they have similar
behaviours, and they will be far away from each other if their behaviours are
different. To achieve this goal, we applied the Trace2Vec [7] algorithm. Trace2Vec
is an extension to the Doc2Vec [13] algorithm which is an unsupervised algorithm
that learns vector representations of sentences and text documents. Trace2Vec
treats each trace in the event log as a sentence, and each activity label as a word.
By applying the Trace2Vec algorithm, each context trace can be represented by
a vector in a n-dimensional space.

At this point, the event log is translated into a point cloud in a n-dimensional
space where each data point represents the behaviour of an event. Figure 5 (left)
shows the 3-D point cloud built from L2 described in Sect. 2.

5.3 Construct Convex Hulls for the Event Log

Once the point cloud has been built, a container is supposed to be constructed
which can just fit all the data points. In other words, the container can be seen
as an upper approximation of the event log’s behaviours. To build the container,
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Fig. 5. Point cloud of L2 (left) and its convex hull (right). outliers have been detected
by DBSCAN (eps = 0.1, minPts = 5) and removed from the point cloud

a convex hull is learnt for the point cloud. A convex hull is the smallest shape
that encloses all the data points without concavity.

However, if the event log contains outliers (i.e. data points which are far
away from their neighbors), or if the data points can be divided into multiple
clusters, and the clusters are far away from each other, using one convex hull
to accommodate all data points may not give an accurate approximation of the
process behaviours.

To solve the problem, DBSCAN [11] is firstly applied to cluster the data
points and filter out outliers. DBSCAN is a density-based clustering algorithm
which requires two parameters: the maximum radius of a neighborhood (eps)
and the minimum amount of points required to form a dense region (minPts).
DBSCAN does not require the number of clusters as a user input. In addition,
data points which do not belong to any clusters are classified as outliers.

Instead of building one convex hull to accommodate all the data points in
the point cloud, we build a convex hull for each cluster separately. Finally, the
sum of all convex hulls’ volumes are calculated, which will be used as input for
the next step. Figure 5 (right) shows the convex hull built for event log L2. As
only one cluster is discovered by DBSCAN, one convex hull is used to represent
L2. outliers are removed from the point cloud before building the convex hull.

The pipeline of this step is presented in Algorithm 1. The point cloud is
firstly clustered by the DBSCAN algorithm, and outliers are removed (lines 1–
2). Then for the data points in each cluster, a convex hull is learnt and its volume
is calculated (lines 4–11). Both the set of filtered data points and the sum of all
convex hulls’ volumes are returned by the algorithm.
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Algorithm 1: Calculating Total Volume and Filtered Points
Input: Points, minPts, eps

1 Clusters, Outliers ← DBSCAN (Points, minPts, eps)
2 FilteredPoints ← Points \ Outliers

// Remove outlier points

3 TotalVolume ← 0
4 for cluster in Clusters do
5 clusterPoints ← getPointsInCluster(cluster, FilteredPoints)
6 if A convex hull cannot be built then
7 continue
8 end
9 C ← getConvexHull(clusterPoints)

10 V ← getVolume(C)
11 TotalVolume ← TotalVolume + V

12 end
Output: FilteredPoints, TotalVolume

5.4 Construct Convex Hulls for Each Activity and Calculate
Behavioural Coverages

In Sect. 5.2, the event log is converted into a set of data points where each point
represents the behaviour of a single event. Since each event is an execution record
of an activity, the set of data points representing the behaviours of an activity
should be a subset of the point cloud which represents the behaviours of the
whole event log. As a result, the convex hulls to accommodate the data points
of a single activity should be within the convex hulls which accommodate the
behaviours of the whole event log.

For the data points to represent the behaviours of single events, two points
are close if their corresponding events share similar behaviours, and they are far
away from each other if the behaviours of the events are different. As context
activities can happen at any time during the execution of the process, their
corresponding data points should span over the whole point cloud of the event
log. As a result, their corresponding convex hulls have larger volumes.

In this section, a point cloud of each activity is firstly built. Then similar to
Sect. 5.3, DBSCAN is applied to cluster the data points and filter out outliers.
A set of convex hulls are then built to represent the behaviours of each activity,
and the sum of their volumes are then calculated. We propose a concept called
behavioural coverage to measure the complexity of an activity’s behaviours. The
definition of behavioural coverage is presented in Definition 4. The behavioural
coverages for context activities should be much larger than normal activities in
the control flow of a process.

Definition 4 (Behavioural Coverage). Assume a ∈ A is an activity of event
log L, PL is the set of convex hulls to represent the behaviours of L, and Pa is the
set of convex hulls to represent the behaviours of a. If VL is the sum of volumes
of convex hulls in PL (i.e. VL =

∑
p∈PL

V olume(p)), Va is the sum of volumes
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of convex hulls in Pa (i.e. Va =
∑

p∈Pa
V olume(p)), the behavioural coverage of

activity a is the proportion of Va to VL (i.e. Coverage(a) = Va/VL).

It is important to notice that by applying the DBSCAN clustering algorithm,
normal activities (activities belong to the normal control-flow of the process)
which can execute under different contexts will not be incorrectly classified as
context activities (e.g. when the process model has duplicate activities (Fig. 6,
right) or if an activity is in the middle of two exclusive choice structures (Fig. 6,
left)).

The pipeline of this step is presented in Algorithm 2. For event log L2, the
behavioural coverage for activity X is 0.82, while the behavioural coverages for
all other activities are below 0.4. Figure 7 shows the convex hulls for activity
A and X. It is clear to see that the convex hull of activity X takes a large
amount of space of the convex hull for L2 while the convex hull for activity A
is much smaller, which indicates that activity X can happen at anytime during
the execution of the process.

A D

B E
C

A B C

D B F

Fig. 6. Artificial process model M3 (left) and M4 (right). Activity C in M3 and B in
M4 can execute under different contexts

Fig. 7. Convex hulls for event Log L2 (blue), activity A (red), and activity X (yellow)
(Color figure online)
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Algorithm 2: Calculating Behavioural Coverage for Each Activity
Input: Activities, FilteredPoints, TotalVolume, minPts, eps

1 for act in Activities do
2 actPoints ← getPoints(FilteredPoints, act)

// Get all data points of act’s events from FilteredPoints

3 BehaviouralCoverage ← {}
// A dictionary containing all activities and their corresponding

behavioural coverages

4 Clusters, Outliers ← DBSCAN (actPoints, minPts, eps)
5 actPoints ← actPoints \ Outliers
6 actVolume ← 0
7 for cluster in Clusters do
8 clusterPoints ← getPointsInCluster(cluster, actPoints)
9 if A convex hull cannot be built then

10 continue
11 end
12 C ← getConvexHull(clusterPoints)
13 V ← getVolume(C)
14 actVolume ← actVolume + V

15 end
16 actCoverage ← actVolume / TotalVolume
17 BehaviouralCoverage.add({act, actCoverage})

18 end
Output: BehaviouralCoverage

5.5 Identify Context Activities

Once the behavioural coverage for each activity has been calculated, a thresh-
old can be set so that an activity will be classified as a context activity if its
behavioural coverage is larger than the threshold. Besides, we can also rank the
behavioural coverages for all activities in descending order and investigate the
activities with highest behavioural coverages separately.

6 Evaluation on Synthetic Data

Our method is implemented as a stand-alone python program based on the
PM4PY [5] framework. All our code, data and results are publicly-available1.

To evaluate our proposed method, we firstly collect 2637 synthetic event logs2

from [17]. The logs are generated from 2637 synthetic process models3 containing
various different behaviours (e.g. loops, invisible tasks, parallel tasks, etc.). Each
artificial process model contains 10, 15 or 20 activities, and each generated event

1 https://github.com/bearlu1996/context activities.
2 https://doi.org/10.4121/uuid:ea90c4be-64b6-4f4b-b27c-10ede28da6b6.
3 Only the original event logs generated from artificial process models are used.

https://github.com/bearlu1996/context_activities
https://doi.org/10.4121/uuid:ea90c4be-64b6-4f4b-b27c-10ede28da6b6
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log contains 1000 traces. An example artificial model in the dataset is presented
in Fig. 2.

As shown in Fig. 8, for each artificial event log, we randomly insert 1, 3, 5
context activities. The number of events inserted for each activity ranges from
10% to 20% of the total number of events in the event log. In addition, for each
log with context activities, we insert the same number of noisy activities, each
takes 1% of the total number of events. For example, an event log with 3 context
activities will also contain 3 noisy activities, each takes 1% of the total number
of events.

Event Log

Context Ac�vi�es

Noises

Our method
/Baseline

Iden�fied
Context 
Ac�vi�es

Accuracy

Fig. 8. Artificial Process Model M3 (left) and M4 (right). Activity C in M3 and B in
M4 can execute under different contexts

For our proposed method, we use 3-context traces to represent the context of
each event, and each context trace is represented by a 3 dimensional vector. We
keep all other default settings for the Trace2Vec algorithm. For the DBSCAN
algorithm, minPts is set to 5, and eps is set to 0.1.

To demonstrate the effectiveness of the proposed method, the direct entropy-
based activity filtering method proposed in [21] is also implemented as a baseline.
As the goal of [21] is to filter out activities with undesired behaviours, we slightly
modify it in order to detect context activities. For each activity a ∈ L, an entropy
H(a, L) = H(dfr(a, L) + dpr(a, L)) is calculated. H(X) = −∑

x∈PX
xlog2(x),

dfr(a, L) (or dpr(a, L)) is a vector which measures the probability that activity a
is followed by (or follows) other activities (including artificial end or start activi-
ties). For example, for event log L = [<a, b, c, x>10, <a, b, x, c>10, <a, x, b, c>10],
dfr(a, L) = <0, 20

30 , 0,
10
30 , 0 >, dpr(a, L) = <0, 0, 0, 0, 1>.

Suppose the number of inserted context activities is n, for our method, we
report the n activities with the highest behavioural coverages as context activ-
ities, For the baseline, we report the n activities with the highest entropy as
context activities. As the number of reported activities is always the same as
the number of actual context activities, we use accuracy to measure the per-
formance of both methods. The accuracy is the proportion of the number of
detected context activities to the number of all context activities.

Table 1 reports the average accuracy values for our method and the baseline
when noises are not added into the event logs. Each accuracy is the average of
2637 results. The accuracy values for both our method and the baseline are very
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high, indicating that almost all inserted context activities can be successfully
identified. Table 2 reports the accuracy values when noisy activities are inserted
into the event logs. When noisy activities are inserted into the event logs, our
method can still successfully detect most of the context activities. However, the
baseline can only successfully detect 50% of the context activities on average.

It has to be noted that although our method performs better than the baseline
when noises are added into the event log, the original aim of the baseline method
is not to differentiate context activities from noises.

Table 1. Average accuracy of our method and the baseline when no noises are added
into the event logs. For example, “5 context activities, 10%” means 5 context activities
are inserted into the event log, and the number of events for each inserted activity is
10% of the number of total events

Our Method Baseline
5 Context Ac vi es, 10% 0.96 0.99
5 Context Ac vi es, 20% 0.98 0.98
3 Context Ac vi es, 10% 0.95 0.99
3 Context Ac vi es, 20% 0.98 0.97
1 Context Ac vity, 10% 0.95 0.99
1 Context Ac vity, 20% 0.99 0.99

Table 2. Average accuracy of our method and the baseline when adding noisy activities
into event logs. The number of inserted noisy activities is the same as context activities.
Each takes 1% of the total number of events

Our Method Baseline
5 Context Ac vi es, 10% 0.90 0.73
5 Context Ac vi es, 20% 0.98 0.61
3 Context Ac vi es, 10% 0.88 0.59
3 Context Ac vi es, 20% 0.98 0.45
1 Context Ac vity, 10% 0.91 0.40
1 Context Ac vity, 20% 0.98 0.23

7 Evaluation on Real-Life Data

We evaluate our method on a publicly-available event log which describes pro-
cesses to deal with sepsis patients in a hospital4. The event log contains 16 activ-
ities, 15214 events and 1050 traces, of which 846 are distinct traces. According
to [9], three activities in the event log are related to lab tests (i.e. CRP, Lactic
Acid and Leucocytes), and they can execute at anytime during the execution
of the process. We apply our method on the event log. Similar to the previous
section, the event log is converted into a 3-dimensional convex hull, and for the
DBSCAN algorithm, we set minPts to 5, and eps to 0.5.
4 https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460.

https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
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The behavioural coverage for each activity is then calculated by our proposed
method. The three activities with highest behavioural coverages are Leucocytes
(Coverage = 0.9), CRP (Coverage = 0.86) and LaticAcid (Coverage = 0.71)
respectively, which conform to the domain knowledge provided in [9]. In addi-
tion, the behavioural coverage for Admission NC is 0.60, and the behavioural
coverages for all other activities are below 0.4. Figure 9 shows the convex hulls
for the Sepsis event log, a context activity (CRP) and a normal activity (Release
C). It is clear to see that the behavioural coverage for CRP is much larger than
it for Release C.

Finally, we remove the three context activities from the event log. While the
event log still has 1050 traces, the number of distinct traces drops from 846 to
182, which indicates a simpler model can be discovered to represent the main
control-flow of the process. Further analysis can then be conducted on the three
context activities (lab tests).

Fig. 9. Convex hulls for the Sepsis event Log (1 blue convex hull), activity CRP (1 red
convex hull), and activity Release C (2 yellow convex hulls) (Color figure online)

8 Conclusion

In this paper, we propose a novel method to detect context activities which can
happen at anytime during the execution of the process. Different from outliers,
context activities are a part of the process and should not be ignored when
studying the process behaviours. Comparing to the baseline, both methods can
successfully detect activities which do not belong to the control flow of the pro-
cess. In addition, our method can distinguish context activities from outliers.
After context activities are detected, they can be removed from the event log
when discovering process models, but further attention needs to be attracted to
analysis the roles of these context activities in the process (e.g. if the detected
context activity is triggered by other external factors such as the weather condi-
tion, etc.). Besides, the output of our method can also be used as input for tools
such as [9] to visualise context activities.
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A drawback of our method is that when there are many context activities
in event logs, the context for all other activities may also become more com-
plex, which could lead to a higher behavioural coverage for all other activities.
It has to be noted that in this paper, we only use 3-dimensional vectors to rep-
resent the behaviours of events, and 3-context traces are used to represent all
events. Although evaluation results show that the current settings are capable
of detecting context activities, it would be interesting to investigate how the
number of dimensions and the number of events in context traces can affect the
performance of the method and the behavioural coverages in the future.
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Abstract. This paper presents the results of an industry expert sur-
vey about event log generation in process mining. It takes academic
assumptions as a starting point and elicits practitioner’s assessments of
statements about process execution, process scoping, process discovery,
and process analysis. The results of the survey shed some light on chal-
lenges and perspectives around event log generation, as well as on the
relationship between process models and process execution, and derive
challenges for event log generation from it. The responses indicate that
particularly relevant challenges exist around data integration and qual-
ity, and that process mining can benefit from a systematic integration
with more traditional and wide-spread business intelligence approaches.

Keywords: Process mining · Event logs · Business process
management

1 Introduction

Started as an academic discipline, the focus of process mining has mostly been
on concepts and algorithms that analyze observed process behavior and compare
it to behavior that has been defined in process models. Process mining is based
on event logs, which represent real-world business process executions. More con-
cretely, an event log consists of a sequence of events, each of which includes at
least a case identifier and an activity reference. Until recently, the assumption
has been that event logs of this structure are readily available [5]. With the
industrial uptake of process mining, this assumption has been challenged, and
the importance of event log generation has become evident. Practical experiences
indicate that the generation of event logs incurs substantial efforts [4,7].

In order to better understand the practical challenges of event log generation
in process mining, the authors have conducted a survey with different stakehold-
ers ranging from domain experts to systems designers and software engineers.
This paper describes the structure of the survey as well as the main results of
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Fig. 1. Overview of process mining concepts and tasks.

the empirical study, and it derives focal areas for industrially relevant research
in event log generation, and – more broadly – in process mining.

The remainder of this paper is organized as follows. After introducing the
main concepts in process mining, we motivate the survey and provide the
research questions that we aim to answer. The survey is presented and its results
are discussed, before concluding remarks complete the paper.

2 Process Mining Overview

For more than a decade, the academic process mining community has developed
an impressive arsenal of process mining methods, techniques, and tools. Several
of those have recently found their way to industrial practice. In this section, the
main tasks that can be performed in process mining projects are categorized and
the role of event log generation is highlighted. In Fig. 1 important concepts in
process mining are presented, and the different process mining tasks are shown.

Business process management is based on process models that provide an
abstract representation of the business processes of an organization. These pro-
cess models are used in different ways. So-called as-is process models describe the
current state of the business processes. They are analyzed and improved, leading
to to-be process models, which represent new and improved business processes
that will be implemented in the organization. Since they acts as blueprints for
business processes, we refer to them as “blueprint process model(s)” in Fig. 1.

A blueprint process model is used to implement the corresponding business
process, configuring a process execution environment as specified in the process
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model. It is worth noting that processes are not always implemented exactly
as specified by the blueprint process model. In fact, finding and quantifying
deviations of the blueprint process model and the executed process instances is
one important challenge in process mining. Blueprint process models can even
be missing, so that the process is implemented based on a traditional require-
ments engineering effort, or merely based on the understanding that the systems
engineers have of the process.

During process execution, process execution data is generated. This data
is located in different data stores. It can be of an arbitrary structure, ranging
from well-structured data stored in relational databases to spreadsheets and text
files. Event log generation is facing the challenge of integrating those data sources
and to provide an appropriate basis for the main process mining tasks process
discovery, conformance checking (and other analyses), and process enhancement.

In process discovery, the event log is used to “re-engineer” a process model
whose instances have been observed in the event log. Ideally, the generated pro-
cess model matches the blueprint process model. As experience shows, this is
hardly ever the case. Conformance checking provides techniques and tools to
compare an event log with the blueprint process model. Valuable insights can
be inferred from conformance checking, for instance about missing activities or
activities that have been observed in the event log and that cannot be found
in the blueprint process model. Obviously, conformance checking can only be
performed if a blueprint process model is available. In process enhancement, we
analyze the discovered process model and draw conclusions on how to improve
– or, enhance – the blueprint process model. This task is typically performed by
domain experts that are knowledgeable about the process and can interpret the
discovered process model properly.

3 Motivation, Research Questions, and Survey Structure

While at first sight event log generation seems like a straightforward task, in
practice, it turns out that it is not. The complicating factors are manifold, rang-
ing from heterogeneous data sources and data quality issues to challenges that
are related to the goal of the process mining task at hand.

To motivate challenges in process mining and their effect on event log gen-
eration, we consider a process mining project in a hospital setting that looks at
medication aspects of patients with lower back pain syndrome. An important
aspect of event log generation is the definition of a case identifier. In the hos-
pital example, we might choose the patient identifier as case identifier. This is
convenient, since the data entries that we find always have a patient identifier
associated. However, selecting the patient identifier as case identifier might lead
to undesired outcomes during process analysis. This is due to the fact that a
case does not only contain activities that are related to lower back pain, the
disease we are interested in. Instead, other diseases that the patient has suffered
from are also part of the process that we mine (and its instances). If a patient
suffered from an arm fracture, she might have been administered painkillers
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already, which would be falsely associated with her lower back pain condition
that we are interested in. This example illustrates that the selection of the case
identifier has severe implications on event log generation.

Based on these considerations, the survey aims at answering the following
research questions.

RQ1: How do process models impact process executions and how are process
mining opportunities affected?

RQ2: What are the main conceptual challenges in event log generation?
RQ3: What are the main technical challenges in event log generation?

To provide a holistic view on the different challenges of event log generation and
to address the research questions, the following areas are covered by the survey.

– Process Execution: Since event logs are based on data that is generated during
business process execution, it is essential to investigate how business processes
are actually executed. This area of questions involves the role of process mod-
els as well, because those are required for specific process mining tasks, for
instance for conformance checking [2].

– Process Scoping: If events in an event log belong to different business processes
and we use that log in process discovery, the resulting process model becomes
complex and does not reflect the desired process properly. One reason is
improper scoping of the process, which is another important aspect that needs
to be covered when generating event logs [1].

– Data Sources and Event Logs: Event logs use data that might be stored in
different, heterogeneous data sources [5]. The questions in this area address
the quality and number of data sources used in process mining projects as
well as the effort that is incurred by event log generation.

– Process Discovery: In process discovery, we are interested in discovering pro-
cess models from event logs. We can compare those discovered process models
with process models that have served as blueprints of the process execution.
To find out more about these aspects, the survey contains questions related
to issues in process discovery that might point to problems related to the
event log that was used as input to process discovery.

– Process Analysis: Even though process discovery can be regarded as a subset
of process analysis, we have decided to separate these two areas. In process
analysis, we ask questions related to performance indicators of the process.
The questions are important for event log generation, since we have to make
sure that the relevant data attributes actually find their way to the events in
the generated event log.

In each area mentioned, the survey asked for the assessment of several state-
ments, such as “It is straightforward to find the correct scope of a process,
from start to end.”. The survey invited answers based on a 5-point Likert
scale (Strongly disagree/SD, Disagree/D, Neutral/N, Agree/A, and Strongly
Agree/SA). The area Data Sources and Event Logs was augmented by two addi-
tional questions about the typical number of data sources of an event log and
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common types of data sources. Broader open text feedback could be provided as
well, but is subject to organizational nondisclosure requirements1.

4 Survey Results

The authors have conducted the survey from December 2021 through January
2022. Employees of a large enterprise systems vendor have been asked to partic-
ipate, and respondents were sampled from teams of process mining and business
process intelligence experts. Subjects have different educational and professional
backgrounds, from technical and engineering to business and management. They
also serve in different roles in the company, including solutions, engineering, and
product innovation. In the remainder of this section, we focus on the demograph-
ics of subjects, before considering the responses to the survey questions.

Prior to the survey, a pilot survey was conducted to gather feedback from five
selected experts; the refinement based on the feedback resulted in the presented
survey. For each Likert-scale assessment, a bar chart with the responses is pro-
vided, alongside a table that provides (for the overall group of respondents, as
well as for demographic groups) the median, mode, and a simplified mode (Sim.
Mode) that aggregates “strongly disagree” (SD) and “disagree” (D) to “disagree”
(D), as well as “strongly agree” (SA) and “agree” (A) to “agree” (A). One ques-
tion asked for an approximate quantification (as a categorical answer/selection).
The content of one free-text answer is aggregated and summarized.

Because the differences between demographic groups are not the main focus
of the study, and because it was not possible to control for confounding features
like team-level organizational assignment or role changes over time, no analysis
of the statistical significance of the assessment differences between demographic
groups is made. We merely observe that general alignment with respect to the
assessment direction typically brings with it alignment between demographic
groups. In contrast, investigating the demographic impact on the lack of align-
ment as observed in the assessments of some statements is out of the scope of
this paper and would require further research.

To comply with page limitations, diagrams that visualize the results have –
with one exception – not been included in the paper. An extended version of this
paper that features an appendix with diagrams, as well as with tables that give
an overview of the medians and modes of responses for different demographic
groups, is available at https://arxiv.org/abs/2202.02539.

4.1 Demographics

Overall, the survey was answered by 32 subjects. Demographic information can
be summarized as follows.

1 Let us highlight that no open feedback that contradicts the other survey results was
received.

https://arxiv.org/abs/2202.02539
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Years of industry work experience: 2 subjects (6.3%) reported 0–1 years;
4 (12.5%) 1–3 years; 11 (34.4%) 3–5 years; 2 (6.3%) 5–10 years; 13 (40.6%)
more than 10 years.

Years of process mining work experience: 3 subjects (9.4%) reported 0–1
years; 15 (46.9%) 1–3 years; 13 (40.6%) 3–5 years; 1 (3.1%) 5–10 years.

Educational background: The survey offered a range of options, as well as
an open text field to specify the educational background. Aggregated, the
categories Science/Engineering : 23 (71.9%) and Mixed/other : 9 (28.1%) were
obtained.

Role in the organization: the survey provided a selection of prevalent internal
roles, as well as an open text field. The results were then aggregated into the
categories Product/Engineering (abbreviated as Pro./eng.): 15 (46.9%) and
Solutions/Consulting (Sol./cons.): 17 (53.1%).

One respondent reported more process mining work experience than industry
work experience, which can potentially be explained by work experience in a
non-industry context, such as in academia. As another aggregated category, the
experience levels are aggregated to Experienced (Exp) (14, 43.8%) and Newcom-
ers (New) (18, 56.2%), where falling into the former category requires at least
three years of process mining experience, as well as at least five years of industry
experience.

4.2 Process Execution

The to-be-assessed statements regarding process execution aimed at eliciting a
broader, nuanced perspective on the roles that (formal) process models play
in business process execution. Assessments of the following statements were
requested.

1. Business processes are executed exactly as specified in process models. This
statement reflects the traditional academic assumption that process models
are executable specifications. Not surprisingly, most respondents disagreed
(14) or strongly disagreed (12) with this statement, while merely two respon-
dents agreed (one of the two strongly agreed)2. No substantial differences
between demographic groups seem to exist.

2. Process models are used as requirements specifications that are then imple-
mented in IT systems. This statement can be considered a relaxation of the
previous one: if process models are not ‘directly’ executed, they at least inform
the specification of systems that execute business processes. There is no con-
sensus about this statement, but a simple majority (14: 10 A, 4 SA) of the
respondents agreed with the statement, while relatively few (7) disagreed (no
one strongly disagreed). Consultants reported to agree more with this state-
ment than product managers and engineers; the same applies to respondents
with technical education vs. ‘other/mixed’ education and experienced prac-
titioners vs. newcomers.

2 Here and henceforth, the number of neutral responses can – if not explicitly stated
– be determined by subtracting the number of all other respondents from 32.
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3. Process models are not used to implement processes. This statement can be
considered a contradiction of the former statement. Indeed, no respondent
expressed agreement with this statement and with the former statement.
Most respondents disagreed (6) or strongly disagreed (15), whereas only two
respondents agreed (no one strongly agreed). The assessment is consistent
across demographic groups.

The responses suggest that process models are rarely directly executed, but still
relevant for execution in that they inform business process implementation in
IT systems in some ways. While this conclusion is not particularly surprising
from an industry perspective, it allows for the conclusion that academically it is
important to acknowledge that many process models are primarily for humans
to understand and discuss and not necessarily for machines to automatically
execute.

4.3 Process Scoping and Data Sources

The statements regarding process scoping aimed at eliciting an assessment of
how challenging the identification of events and the data sources that provide
them actually is. Assessments of the following statements were requested.

1. It is straightforward to find the correct scope of a process, from start to end.
This statement challenges the assumption that identifying the scope of a
process, from start to end, is indeed challenging. Most respondents strongly
disagreed (7) or disagreed (15) with this statement; a small minority of respon-
dents (3) agreed with the statement (no one strongly agreed). Disagreement
is consistent across demographic groups.

2. It is straightforward to group events to process instances (finding the case
ID, group by case ID). This statement challenges the assumption that event
correlation is challenging. Respondents broadly disagreed (15) or strongly dis-
agreed (5) with the statement; however there is some misalignment among
respondents, with seven respondents reporting agreement and two strong
agreement. Still, disagreement is dominant across demographic groups.

3. It is straightforward to locate the data sources that we need for generating an
event log. The statement claims that locating data sources for event log gen-
eration is trivial. While most respondents strongly disagreed (3) or disagreed
(13) with this claim, there are also some who agreed (7) or strongly agreed
(1). Overall, the median is between disagreement and a neutral attitude. We
find differences among the demographic groups. The median is ‘disagree’ for
respondents who work in product development, as well as for respondents
who have a not exclusively technical education and respondents who are rela-
tively new to process mining or industry work. It is ‘neutral’ for respondents
with technical education, respondents who work in solutions/consulting, and
respondents who are generally more experienced. While some form of dis-
agreement is the most common response type across all demographic groups,
the responses are largely inconclusive: locating data sources may be a chal-
lenge, but is not necessarily so.
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4. Typically, data quality issues do not affect event log generation. The statement
challenges the practical assumption that a key problem in process mining is
obtaining high-quality data and mitigating data quality issues. Most respon-
dents strongly disagreed (13) or disagreed (12) with this statement, while
there was little agreement (3) and strong agreement (1). Disagreement dom-
inates across demographic groups, suggesting that addressing issues around
data quality is in fact a challenge when generating event logs.

The responses suggest that scoping business processes regarding their temporal
scope (from start to end), as well as correlating events to cases (identifying
case IDs) is challenging. Also, data quality issues are prone to affect event log
generation. It could not be confirmed that the identification of data sources poses
a substantial challenge.

4.4 Event Logs

The requests for assessment were augmented with additional questions about
data sources for event logs. Assessments of the following statements/answers to
the following questions were requested.

1. Event log generation incurs significant efforts in process mining projects. This
statement reflects the assumption that a substantial part of overall efforts in
process mining are spent on event log generation. Most respondents strongly
agreed (13) or agreed (13) with this statement. Merely 2 respondents dis-
agreed (and no one strongly disagreed). Agreement is largely consistent across
demographic groups.

2. Extract-Transform-Load (ETL) pipelines provide all information needed in
an event log. The statement asks for an assessment of the extract-transform-
load pipeline architecture for event log generation. A simple majority of
respondents assessed the statement as neutral (13), whereas eight respon-
dents agreed, ten disagreed and one strongly disagreed (no one strongly
agreed). Disagreement is somewhat stronger among respondents with a prod-
uct/engineering background, as well as among respondents with a non-
technical or hybrid education. Overall, no clear signal of support or opposition
to the statement could be elicited.

3. How many backend systems are typically providing the data for a single event
log? The statement challenges the assumption that event logs are typically
generated from the data provided by a single system. Generally, there is no
agreement on how many systems are typically used; six respondents stated
that one system is used (6/“one”); otherwise the responses are: (8/“two”),
(1/“three”), (9/“more than three”), and (8,“I don’t know”). The relatively
large proportion of participants that answered “I don’t know” can poten-
tially be explained by the fact that some respondents wanted to indicate
that there is no simple answer, i.e., the number of systems varies between
projects. Interestingly, respondents who work as consultants most frequently
stated that typically, one backend system is used, whereas respondents with
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an exclusively technical education equally frequently reported the use of one
and of two backend systems; respondents with substantial industry and pro-
cess mining experience most frequently selected “two” (however, equally many
selected “I don’t know”); these modes are lower than the overall mode, and
the modes provided by other demographic groups. The responses allow draw-
ing the conclusion that event logs are not necessarily generated from a single
backend system.

4. In a given system, the information needed for an event log is stored in a
single relational table. This statement somewhat naively asserts that event
log data can be extracted from exactly one relational database table but
does not directly contradict the previous statement (as it is possible that the
data can be provided by several systems, but by exactly one table in each
system). Most respondents strongly disagreed (17) or disagreed (10) with this
statement; merely one respondent agreed with the statement (no one strongly
agreed). Disagreement is largely consistent across demographic groups. The
results suggest that typically, event logs cannot straightforwardly be extracted
by reading out data from one specific database table.

5. What are typical data sources of event logs? (E.g., relational database tables,
document collections, CSVs, ...). The question aims at getting an overview
of typical data sources. After manually clustering the responses (considering
that one participant can provide multiple responses as part of the free-text
answer), the following categories are obtained and populated. i) relational
databases and tables thereof (RDB): 16 respondents; ii) API access or sim-
ilar to enterprise systems (API): 8; iii) CSVs files (CSVs): 8; iv) Database
(generic, DBG): 5; v) no SQL/big data storages/data lakes (NoSQL/DL): 5;
vi) Message queues/event-based (MQS): 3; viii) JSON content (JSON): 2;
XES or XML files, or logs: 1 each. Figure 2 displays the categories and the
number of responses that reflects each category.

The responses confirm the assumption that event log generation efforts are
substantial and that sources for event logs are often relational databases of enter-
prise systems or CSVs, whereas data lakes and event-based systems seem to be
emerging as alternatives. In contrast, XES is – apparently – typically not used
(and possibly not available), which raises questions about the practical impor-
tance of the XES XML standard3. Additionally, the responses suggest that event
logs are typically not extracted from a single database table and not necessarily
from a single backend system.

4.5 Process Discovery

The statements regarding process discovery aimed at gauging the relevance of
mining complex control flows from an industry perspective. Assessments of the
following statements were requested.

3 This finding is to some extent confirmed by the results of another recent expert
survey [8].
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Fig. 2. Data sources for event log generation.

1. In process discovery, we encounter complex process models. The statement
asserts that process complexity plays a role in process discovery. Almost all
respondents strongly agreed (18) or agreed (13) with this statement (no one
disagreed or strongly disagreed). Agreement is largely consistent across demo-
graphic groups, with respondents working in product or engineering roles
expressing slightly less strong agreement. This lets us conclude that manag-
ing complexity plays a relevant role in process discovery.

2. In process discovery, the ordering of activities is important to me (e.g., it is
important to know that “activity A always precedes activity B”). This state-
ment asserts that the notion of a process as an ordered sequence of activities
is practically relevant when discovering processes. Almost all respondents
strongly agreed (14) or agreed (15) with this statement (no one strongly dis-
agreed or disagreed). Across demographic groups, agreement strength varies,
but there is generally clear agreement, which supports the conclusion that
activity ordering is indeed important.

3. Most discovered processes are sequential (no branching or concurrency). This
statement challenges the assumption that process complexity in terms of vari-
ance and concurrency matters and stands in contrast to the first statement in
this group. Most respondents strongly disagreed (8) or disagreed (14), whereas
relatively few agreed (3) or strongly agreed (2). Disagreement is somewhat
consistent across demographic groups, although respondents working in con-
sulting exhibit a more neutral attitude. Disagreement is relatively strong
among respondents with substantial experience or with a not exclusively tech-
nical background. The results allow us to carefully draw the conclusion that
discovered processes tend to be not sequential. Interestingly, the signal we get
from these responses is weaker than the signal that we get from the responses
to the first statement, indicating that branching and concurrency may not
account for all complexity that we encounter in process discovery.
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The responses suggest that managing complexity, activity ordering and (to a
slightly lesser extent) variants, are indeed practically relevant challenges.

4.6 Process Analysis

The statements regarding process analysis aimed at eliciting an assessment of
the relevance of Key Performance Indicators (KPIs), conformance checking, and
traditional Business Intelligence (BI) in the context of process analysis. Assess-
ments of the following statements were requested.

1. An important goal of process mining is the calculation of KPIs. The statement
asserts that Key Performance Indicators (KIPs, or, in the context of business
process management: Process Performance Indicators, PPIs) play an impor-
tant role in process mining. Most respondents strongly agreed (10) or agreed
(17) with this statement. Merely two respondents disagreed (no one strongly
disagreed). Agreement is consistent across demographic groups, which lets us
conclude that KPI calculation is indeed important.

2. In process mining, it is difficult to identify meaningful KPIs. The statement
asserts that identifying meaningful KPIs is a challenge, which is a widely
accepted premise for performance measures in general. There is broad dis-
agreement among the respondents with respect to this statement. While
no respondent strongly agreed, many (12) agreed, and many strongly dis-
agreed (3) or disagreed (11). Respondents that work as consultants or have
an exclusively technical background expressed more agreement than other
demographic groups. The results merely allow for the conclusion that it is
not clear whether identifying meaningful KPIs is difficult; it may be difficult
in some scenarios and straightforward in others.

3. Comparing the event log with a process model is important in process analysis.
This statement reflects the notion of conformance checking, which is a key
aspect of academic research on process mining. Most respondents strongly
agreed (9) or agreed (13), while few strongly disagreed (1) or disagreed (4).
Agreement is largely consistent across demographic groups, which lets us
conclude that comparing event logs with blueprint process models is indeed
important.

4. A better integration of Business Intelligence (BI) and process mining would
be valuable. This statement reflects the practical intuition that process mining
and related analyses is related to business intelligence and hence should be
integrated with it. Most respondents strongly agreed (11) or agreed (17) with
the statement, whereas merely one disagreed (no one strongly disagreed).
Agreement is largely consistent across demographic groups. The results con-
clude that the integration of BI and process mining is indeed a relevant fron-
tier for research and innovation.

The responses suggest that KPIs play an important role in process mining, and
that the integration of business intelligence and process mining is a practically
relevant research direction, but also that comparing event logs with manually
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created process models (which relates to the academic research field of confor-
mance checking) appears to be an important aspect. Whether it is difficult or
not to identify KPIs cannot be answered by our study.

5 Discussion

It is important to highlight that the survey’s findings need to be seen in the light
of its limitations. In particular, the survey was conducted among employees of a
single enterprise software system vendor with strong expertise in process man-
agement and process mining. Our ‘insider’ access allowed for a precise targeting
of potential respondents. Considering that respondents are i) from different parts
of an organizational unit that has been recently (prior to the survey) created
as the result of an acquisition and ii) relatively diverse given their experience
levels and roles in the organization, the strong alignment of results across demo-
graphics suggests that many of the findings can potentially (but not necessarily)
be generalized by broader follow-up studies. Such studies are relevant future
research, considering the specific population that the survey sampled from, as
well as the relatively small sample size. The remainder of this section discusses
the key findings of the survey.

5.1 Questioning Academic Assumptions

The academic business process management and process mining community has
traditionally close contacts to industry, which is evident given the many uni-
versity spin-offs (startups) in the area and many collaboration projects between
academia and industry. Still, the focus of academia and research is, by nature, dif-
ferent from the main objectives of industry organizations. While industry focuses
on practical challenges that provide value to customers, academia’s main interest
is well-scoped, intellectually challenging problems that look for elegant solutions.
To come up with those solutions, academic assumptions have to be made.

With this survey we could confirm some of those assumptions, while rejecting
others. Traditionally, academia has frequently assumed that process models are
interpreted by process engines that would enact the process exactly as speci-
fied. More recently, academia is increasingly critical about this assumption, even
challenging the value of process models. The survey provides interesting findings
in this regard. It rejects the idea that business process models are exact specifi-
cations of processes that run in the real-world. At the same time, process models
provide significant value by their role in defining requirements during systems
development.

It is worth noting that the finding questions the direct link between model and
execution, as depicted by Fig. 1. We have to read this link as information flow,
being used in a translation from model to executable process. This translation
requires human interpretation, typically with the help of dedicated systems for
enterprise system configuration. More broadly speaking, because process models
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may be useful in ways that diverge from academic assumptions, approaches to
assessing their correctness need to be re-thought as well4.

5.2 Relevance of Academic Research

The results indicate that well-established research directions that are concerned
with the mining of process control flow and variants therein, as well as with the
comparison of expected (modeled) and factual (mined) flow are important from
an industry perspective. These findings are to be interpreted carefully, i.e., there
are process mining practitioners who believe in the importance, but industry
experts that focus on traditional business intelligence or machine learning-based
analytics may assess the corresponding statements differently – or are not aware
of their potential. Process complexity is regarded as an important problem, which
might hint at the challenges in process scoping, discussed above. If processes are
not well scoped, this means that events of different processes are used in process
discovery. Since these processes might run independently from each other, events
occur concurrently, leading to complex process structures.

5.3 Emerging Research Directions

The findings suggest that questions of particular importance evolve around data
quality, event correlation, and the integration of event log-based process mining
with traditional business intelligence. While recent research starts to address
some of these challenges, in particular around data on-boarding and integra-
tion [4,6,7], as well as event correlation and object-centered process mining [3],
the free text feedback gathered from the survey points to largely unexplored ques-
tions, e.g., to the aforementioned integration of business intelligence approaches
into process mining and to the use of models as tools for event log generation
and process scoping.

6 Conclusion

The survey results presented in this paper shed some light onto challenges around
event log generation. In particular, the results allow drawing the following con-
clusions: i) process models are typically not directly executed, but rather serve
as input for enterprise software system specification and configuration, which
is obvious from an industry perspective, but is potentially a useful insight for
academia; ii) identifying process start and end, as well as event correlation is a
challenge; iii) data quality issues have an impact on event log generation; iv) clas-
sical academic questions in process discovery about process complexity, activity
ordering and process variants are practically relevant; v) event log generation
incurs indeed substantial effort and event logs are usually generated based on

4 To allude to the famous quote that “[e]ssentially all models are wrong, but some of
them are useful”, as commonly attributed to George Box.
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several relational database tables, and frequently based on data from several
backend systems; vi) data sources for event log generation are most commonly
traditional relational databases of enterprise systems whose content is sometimes
transferred into CSV format as a ‘low tech’ export/import procedure, but event-
based systems and data lakes are emerging as sources as well; vii) the mining
of control flow is practically relevant, and so is the generation of KPIs and the
integration of process intelligence and business intelligence. As a broader conclu-
sion, the survey results suggest that the role of process models in process mining
and event log generation, but also generally in architectural perspective on the
process management life-cycle, needs to be re-assessed. In particular, the results
indicate that while the connection between designed blueprint process models
and executed process instances is rather indirect than direct. Models i) play a
role in process implementation, but not as strong of a role as often assumed by
academia; ii) can be used to better inform process scoping and event correlation;
iii) can ideally combine knowledge-based and data-driven process insights.
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Abstract. Successfully developing domain-specific languages (DSLs)
demands language engineers to consider their organizational context,
which is challenging. Action design research (ADR) provides a concep-
tual framework to address this challenge. Since ADR’s application to the
engineering of DSLs has not yet been examined, we investigate apply-
ing it to the development of threat modeling DSLs based on the Meta
Attack Language (MAL), a metamodeling language for the specification
of domain-specific threat modeling languages. To this end, we conducted
a survey with experienced MAL developers on their development activ-
ities. We extract guidelines and align these, together with established
DSL design guidelines, to the conceptual model of ADR. The research
presented, aims to be the first step to investigate whether ADR can be
used to systematically engineer DSLs.

Keywords: Domain specific language (DSL) · Language engineering ·
Action design research (ADR)

1 Introduction

Cybersecurity is a key concern and fundamental aspect of information technology
(IT) and operational technology (OT). Cyberattacks on these systems can have
severe consequences [9]. At the same time, it is difficult to assess the security
of IT systems, which demands identifying system assets, their weaknesses, and
mitigations. To proactively address security concerns, threat modeling [45,54]
and attack simulations [22] can be used to assess the cybersecurity and make it
more difficult for attackers. Threat models serve as inputs for attack simulations
to simulate cyberattacks, identify weaknesses, and provide quantitative security
measurements [12,20]. The required concepts are highly domain-specific (i.e.,
modeling automotive threats vs. Industry 4.0 threats). Hence, the employed
threat modeling languages need to be domain-specific as well.
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Previously, the Meta Attack Language (MAL) [22] was proposed, which
serves as a basis to develop domain-specific languages (DSLs) for specific attack
modeling contexts. MAL is a meta-language featuring generic concepts that are
needed for modeling systems, threats, and attacks in different domains. The
resulting instances of MAL are DSLs for threat modeling. To date, several MAL
DSLs have been devised [16,27,28,40,55]. However, the development process
of these MAL DSLs varies. To unify the development of MAL DSLs, we pro-
pose a software language engineering (SLE) approach to develop MAL instances
(i.e., MAL DSLs) using action design research (ADR). This approach aims to
systematically collect guidelines and structure them to obtain a comprehensive
overview for MAL DSLs’ development. To this end, we conducted a survey with
eleven experienced MAL developers to understand their developing methods.
From these surveys, we extract guidelines and align these, together with estab-
lished DSL design guidelines, with the conceptual model of ADR. Our approach
is a novel application of ADR to develop DSLs through the lens of MAL DSLs
with the intention of generalizing the method for other DSLs in the future. Hence,
the contributions of this paper are threefold: (1) We provide the first ADR-based
approach towards the systematic development of MAL DSLs and maybe DSLs
in general; (2) We provide a comprehensive overview of how DSL guidelines can
be used for developing MAL DSLs; and (3) We retroactively demonstrate our
approach on three existing and documented MAL DSLs.

2 Background

2.1 Design Science Research

In information systems research, DSR is a popular approach to develop and eval-
uate designed artifacts [18]. As the initial proposal seemed to be too abstract to
effectively steer research, alternatives have been proposed. One of the most pop-
ular alternatives proposes an iterative six-step process [38]: (1) The researcher
defines the problem. (2) The objectives of a suitable artifact are determined. (3)
The actual artifact is designed. (4) It is demonstrated that the designed artifact
solves the given problem. (5) An evaluation is conducted, in which the researcher
shows that the new artifact is performing better than existing solutions. (6) The
outcomes are communicated. This process, however, has been criticized for not
involving stakeholders sufficiently. To address this action design research (ADR)
was devised [43]. ADR is characterized by a much closer exchange between
researchers and stakeholders and mimics the development from the waterfall
process to agile methods in software engineering.

2.2 Meta Attack Language

A MAL DSL contains the main elements that are encountered on the domain
under study, called assets (cf. MAL metamodel in Fig. 1). The assets contain
attack steps, which represent the actual attacks that can happen to them.
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Fig. 1. The metamodel of MAL

An attack step can be connected with creating an attack path. These are com-
bined to create attack graphs on which the attack simulation is run. An attack
step can be of type OR or AND, respectively indicating that performing any
individual parental attack step is required (OR) or performing all parental
attack steps is required (AND) for the current step to be performed. Addi-
tionally, each attack step can be related to any combination of impact types
(i.e., confidentiality, integrity, and availability) to specify the risks. A defense
is an entity that prohibits connected attack steps to be performed if they
are enabled. Finally, probability distributions can be assigned to attack
steps to represent the effort needed to complete the related attack step and
which is expressed on the time to compromise (TTC) in the simulation results.
Assets have associations and related cardinalities between them. Inheritance
between assets is allowed and each child asset inherits all the attack steps.

3 Method

To design our approach, we follow a four-step process: First, we opt for an
established guiding approach. Our approach relies on the principle of DSR [18]
since we are creating a concrete artifact that will be used in an information sys-
tems environment. Various interpretations of DSR as well as decision support to
choose the best approach [50] have been developed. Therefore, research differenti-
ates between objectivist, positivist and subjectivist, interpretive methodologies:
if one expects the designed artifact to be the best solution for a generalized tar-
get group that behaves the same, then the objectivist, positivist methodologies
are best. As we expect that each created DSL will serve a purpose and might
not be completely generalizable [15], we opt for the latter. Those methodologies
are distinguished by the domains they address. As most of the MAL DSLs are
developed for a single organization, we decide to adapt ADR [43].

Second, we investigate how other research addresses the stages of ADR. For
the stages “Problem Formulation”, “Reflection and Learning”, and “Formaliza-
tion of Learning”, we consider articles citing the original ADR description [43]
explicitly addressing these stages. While these stages are similar for all artifacts,
the second stage “Building, Intervention, and Evaluation” is dependent on the
artifact(s) to be developed. Consequently, we consider for this stage research on
building threat models [31,42,47,56] and creating DSLs [5,19]. Next, we follow
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1. Problem Formulation

3. Reflection and Learning

G-1.1: Problem definition

G-1.2: Stakeholder involvement

G-1.3: Problem-specific types

G-3.1: Co-Creation

G-3.2: Stakeholder involvement

G-3.3: Stakeholder motivation

2. Building, Intervention, and Evaluation

DSL based guidelines
G-2.1: Define language rules

G-2.2: Specification by a language metamodel

G-2.3: Error prevention and model checking

G-2.4: Comprehensibility and learnability

G-2.5: Language extensibility

G-2.6: Adopt existing domain notations

G-2.7: Design for language evolution

G-2.8: Balance generality and specificity

G-2.9: Reuse and compose existing language definitions

G-2.10: Assessment of quality and correctness

G-2.11: Perform analytical methods

Threat modeling-based guidelines
G-2.16: Adopt existing domain terms 

G-2.17: Use an appropriate ontology 

G-2.18: Interview domain experts 

G-2.19: Stakeholder involvement 

G-2.12: Perform experimental testing

G-2.13: Compare to language design patterns

G-2.14: Appropriateness

G-2.15: Testing on language users

4. Formalization of Learning
G-4.1: Outcome of formalization

G-4.2: Design principles

G-4.3: Formalization approach

G-4.4: Artifact contribution

G-4.5: Artifact nature

G-4.6: Contribution maturity

Fig. 2. ADR method: stages and guidelines (adapted from Sein et al. [43])

the conceptual-to-empirical approach [35] based on the identified literature and
create categories and labels to classify the different tasks in the creation of MAL
DSLs. This is independently performed by all authors, who subsequently dis-
cuss their results to come to one set of categories and labels and to reduce the
subjective influence. We used deductive coding [33], i.e., the labels are defined
before the coding, and the survey responses do not influence the labels (Fig.2).

Third, we perform a survey among experienced MAL DSL developers to
gather information on their language development. We received eleven fully
answered questionnaires. Considering 19 MAL DSLs [15], this corresponds to
a return rate of 63%, which is satisfying for an online survey [10]. Moreover, we
check if the survey is answered for all published MAL DSLs, which is the case.

The questionnaire1 consists of 41 questions. The first section comprises ques-
tions about the MAL developer’s educational and professional background. The
second section asks questions regarding which MAL DSL is referred to. The
third section inquiries about the purpose of the MAL DSL, the fourth section
asks about the language engineering approach, and the fifth section about the
language artifact. Finally, the last two sections comprise validation and mainte-
nance questions. To analyze the open-ended questions, we employed coding to
identify recurring themes [39]. This method is suitable as we aim to find and
categorize common or contradicting methods of developing MAL DSLs.

We work with two independent groups to codify the findings and align it with
the stages of ADR. Given the categories and labels from the second step, the
answers are classified. Following [35], we complement the categories and labels
if an aspect is not covered yet. Afterward, the groups discuss their results to
come to a unified understanding of the actions in the single stages and reflect
our approach on the documented development processes of three MAL DSLs.

1 MAL Survey https://forms.gle/Wuv5sJgqZSctgP4LA (Accessed 2021-06-01).

https://forms.gle/Wuv5sJgqZSctgP4LA
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4 The Approach: Applying ADR to Create MAL DSLs

4.1 Stage 1 - Problem Formulation

The first stage of ADR is about the formulation of the problem to be solved,
which can be typically identified either by practitioners or by researchers. In
this step, the initial scope of the problem, the roles and scope of each stake-
holder, and the initial research questions are defined. The problems formulated
in this stage can be assigned to one of the following two problem principles: i)
practice-inspired research and ii) theory-ingrained artifact. For the first princi-
ple, the problem that is perceived by practitioners should be induced to a class
of problem(s), a process that creates an opportunity for new knowledge to be
generated. The problem identified will then be used to exemplify that knowledge.
For the second principle, it is suggested that all the artifacts created to solve a
problem are based on some previous theory to: (1) to structure the problem, (2)
to identify solution possibilities, or (3) to guide the design of the artifact.

The labels that were detected from the reviewed literature and correspond to
the formulation of the problem can be categorized into three discrete categories:

G-1.1: Problem Definition. Performing a systematic literature review (SLR) is a
way of detecting a problem [1,23,36]. Alternatively, systematic empirical investiga-
tions, focus groups meetings, or expert interviews work [32,36]. A problem can also be
encountered during the organizations’ operations [32] or cause-effect diagram modeling
can detect a problem [1].

G-1.2: Stakeholder Involvement. The possible involved stakeholder types are: 1)
researchers, 2) end-users, and 3) practitioners [14,32]. Then, the involvement of the
stakeholders can be achieved via the following detected dimensions: 1) expert interviews
[32,36], 2) focus groups [32,36], 3) surveys [36], and 4) status seminars [36].

G-1.3: Problem-Specific Types. The problem itself can either be categorized as

an abstract problem or an instantiated problem [1]. Further, we can differentiate two

types of gaps: theoretical or design [1]. For a theoretical gap, theoretical knowledge

is missing to justify the artifact’s design. The design gap refers to knowledge that is

missing regarding the created artifact rather than the theoretical foundations.

Application on MAL DSLs: The survey performed with MAL DSLs devel-
opers showed that in most cases, the definition of the problem was identified
through interviews with experts and by performing an SLR. The stakeholders
usually came from the industry, while researchers came second. In some other
cases, sponsors were mentioned with small influence in the design process. The
stakeholder’s involvement in the design process was commonly achieved through
focus group meetings and surveys. Finally, the problem originated from a design
gap, while the percentage of the instantiated problems is larger than abstract.

4.2 Stage 2 - Building, Intervention, and Evaluation

Stage 2 employs an iterative design cycle with three steps to achieve the real-
ized design of the artifact: 1) building of the IT artifact, 2) intervention in the
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organization, and 3) evaluation (BIE). The initial design of the artifact is based
on the problem statement. After the first BIE cycle, the artifact is refined and
build upon the feedback. By deploying the artifact to the organization early,
practitioners get to experience and test the design. They can influence it by giv-
ing feedback on how well the design performs. This feedback is evaluated and in
case the organization adopts or rejects the artifact, a new BIE cycle starts. The
labels identified from the literature related to the second stage can be classified
into two parts: 1) DSL guidelines and 2) threat modeling guidelines.

DSL Guidelines: To achieve a better quality of the language design and
improve acceptance among language users, DSL guidelines guide language
designers in the process of DSL development. We gathered DSL design guide-
lines from literature and selected the ones that apply to the development of MAL
languages as well as to DSL development in general.

G-2.1: Define Language Rules [30]. Models often have to adhere to rules derived
from the domain they are applied to, the language itself, or usage conventions. Lan-
guage rules or well-formedness rules enable early error detection and prevent invalid or
unwanted models. The language rules for a MAL DSLs, are defined by the MAL.

G-2.2: The Modeling Language is Specified by a Language Metamodel
[21]. Specifying the modeling language in a language metamodel includes defining the
abstract syntax, concrete syntax, well-formedness rules, and semantics. This meta-
model facilitates easy understanding of the scope and elements of the language and
provides a standardized way for further changes and adaptions. In the case of a MAL
DSLs, the language metamodel is dictated by the MAL.

G-2.3: DSL’s Support for Error Prevention and Model Checking [24]. Error
prevention and model checking are important for producing reliable programs. Because
often the inspection of all relevant parts of a model for errors and completeness are
either missing or incomplete, DSLs need improvement in this area.

G-2.4: Comprehensibility and Learnability [24]. For DSLs to be comprehensible,
language elements have to be understandable to be able to design programs with it.

G-2.5: Provide for Language Extensibility [44]. Software languages are software
too [6] and, hence, often subject to evolution beyond the conceptions leading to its
first release(s). This especially holds where languages are relatively generic and will be
specialized by future users, such as the UML with MechatronicUML [4] or UML/P [41].

G-2.6: Adopt Existing Domain Notations [26,51]. For the language to be suitable,
its concrete syntax should reflect concepts known by the modeler. These concepts,
generally, originate from related domains, that flatten the learning curve by providing
an intuitive understanding of notations. For MAL DSLs, such notations can be used
as part of the asset or attack step names.

G-2.7: Design for Language Evolution [29,51]. As languages will evolve, they
should be designed accordingly. This includes the modularization of concepts.

G-2.8: Balance Generality and Specificity [26,51]. Modeling languages should
abstract from implementation details. However, at the same time, they have to offer
appropriate expressive modeling techniques for their use case. Because these require-
ments often contradict each other, finding a balance between both is crucial.
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G-2.9: Reuse and Compose Existing Language Definitions [26,29,51]. Modeling
languages often are composed of and reuse existing concepts of other languages to
reduce the implementation and maintenance effort and to increase sustainability in
developing new languages. For MAL DSLs, parts of other DSL that share common
assets and/or attack vectors can be re-used, via inheritance, to achieve this.

G-2.10: The Language is Assessable Regarding its Quality and correctness
[21]. To ensure a certain quality and correctness of the language, the DSL should be
evaluated and refined constantly throughout the development process.

G-2.11: Perform Analytical Methods [49]. To ensure that the modeling language
fulfills certain functional requirements it is important to perform analytical methods,
e.g., static analysis, architecture analysis, optimization, and dynamic analysis.

G-2.12: Perform Experimental Testing, and Descriptive Methods [49]. To
measure and to ensure that the language in development fits functional and non-
functional requirements, experimental and descriptive methods should be applied. One
example of testing MAL-based DSLs is via unit and integration tests.

G-2.13: Compare to Language Design Patterns [2]. Research already published
a multitude of language design guidelines, patterns, and best practices. During the
development process of DSLs, they should be constantly compared to these guidelines
to further improve the DSL in the next development iteration.

G-2.14: Users Can Recognize Whether the DSL is Appropriate for Their
Needs [24]. For the DSL to be successful it needs to fulfill the requirements stated by
its users. To achieve this, the users should be enabled to recognize whether or not the
DSL is appropriate for their needs.

G-2.15: Testing: Test the Language Design on Language Users [53]. For the

DSL to meet the language user’s needs, it is important to constantly involve the

intended users in the development process by letting them test the language design.

Example methodologies of testing MAL DSLs on real users, are hands-on evaluation

sessions with domain experts, as well as the Feigenbaum methodology.

Application of DSL Guidelines to MAL DSLs: The survey that was per-
formed with MAL DSL developers showed that some of the guidelines presented
above were already included in the MAL development process. The survey indi-
cates that most of the language developers defined language rules for their lan-
guages. The presented DSL guidelines are taken into account at different stages
of stage 2. When designing or building their DSL, they reused existing documen-
tation or reused already existing language definitions to define the rules for their
language. 75% of the survey participants explicitly stated that they designed
their DSL for language evolution. For instance, they used abstract assets to be
easily extendable in future versions. Regarding balancing specialty and gener-
ality, some participants answered that they wanted their DSL to be specialized
enough to cover the security aspects of their application, but also wanted it
to be general enough for it to be applied to other domains. In the interven-
tion, often, adopting the existing domain notation was a requirement for the
design of the developed DSL, e.g., the DSL should enable to model the security
aspects of AWS as close as possible. This was ensured by involving stakeholders
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of the language and users that can recognize whether the DSL is appropriate
for their application. For the evaluation, the language developers performed a
static analysis of their languages and models by constructing attack paths as
well as unit tests. By using their language to model-real world attack scenarios
for cloud environments, e.g., AWS, and model known security issues, they per-
formed experimental testing. Only a few of the participants evaluated their DSL
by comparing it to existing language design patterns.

Threat Modeling Guidelines: In addition to the DSL guidelines addressed
above, the labels identified from the reviewed literature that correspond to threat
modeling guidelines are presented as follows.

G-2.16: Adopt Existing Domain Terms. In the building stage, using easy-to-
understand icons (symbols) associated with the elements of a threat modeling lan-
guage can support the communication among participants. Thus, the threat modeling
language can be easily understandable and support in-depth risk analysis [52].

G-2.17: Use an Appropriate Ontology. Because an appropriate ontology can pro-
vide a formal and comprehensive knowledge base, it can be used to address the lack of
domain knowledge issue in modeling threats to a system [42].

G-2.18: Interview Domain Experts. Interviewing domain experts helps to propose
a valuable threat model, and the interview results can help to refine the initial threat
identification and as a knowledge base for identifying countermeasures [42].

G-2.19: Stakeholder Involvement. Stakeholders shall be involved in identifying the

assets of the system [31], who can potentially validate the threat modeling results.

Application of Threat Modeling Guidelines to MAL DSLs: According to
all the answers to the questionnaire, all the four categories above are addressed.
Regarding the requirement of building a DSL, 81.8% of the respondents require
to reuse a threat library/existing artifacts/standards [11,47], and 27.3% of them
require to use an appropriate ontology [42]. To customize the DSL, 72.7% of the
respondents require to use easy-to-understand icons (symbols) [52]. In terms of
validating the DSL, 90.9% of the DSLs are validated through test cases, while
only 9% of the DSLs are validated through industry/security experts or Turing
tests. However, some dimensions are missing from the answers, e.g., validating
the modeling language by the Delphi method [8]. Specifically, threat model-
ing work can lack semantics making it difficult for both humans and systems
to understand the architecture deception exactly and commonly, and ontology-
based approaches can be applied to solve this issue [25]. Also, the Delphi method
has not been addressed by the answers or at least fully used when evaluating the
built DSLs, which is a forecasting process framework based on the results of mul-
tiple rounds of questionnaires sent to a panel of experts. While security experts,
domain experts are found to be involved in the intervention and evaluation steps
of several DSLs, e.g., sclLang [40], powerLang [16], and coreLang [27].
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4.3 Stage 3 - Reflection and Learning

The two previous stages focus on a problem and its solution for a single instance
in stage 3, the solution is conceptualized to address a broader class of prob-
lems [43]. Stage 3 parallels the previous stages and fosters a conscious reflection
on the problem, the applied theories, and the emerging artifact. Moreover, the
researchers should alter the research process based on evaluation results if nec-
essary. To reflect on the developed artifact, the MAL DSL developers mentioned
different approaches that were also highlighted in the literature.

G-3.1: Co-Creation. For learning activities, the co-creation of artifacts [17] between
MAL developers and stakeholders were reported. However, for successful learning a
tight coupling between researchers and stakeholders is necessary as well as a contin-
uous exchange between these two groups [17]. The latter is also observable in the
questionnaires, as some of the participants acknowledge a continuous evaluation of the
artifact in close exchange with the stakeholders. Complementary, Haj-Bolouri et al. [17]
name also prototypes, the direct implementation in an organization, and continuous
documentation of the artifact as means for reflection.

G-3.2: Stakeholder Involvement. According to our participants, the exchange
between the developers and the stakeholders takes place in workshop formats, in which
the artifacts are presented and discussed. Additionally to these workshops, scientific
literature [17] mentions training sessions to foster teach the stakeholders about the
artifact. Such training sessions can be a useful supplement to the existing approaches
to communicate MAL DSLs.

G-3.3: Stakeholder Motivation. There are two drivers for the stakeholders to par-

ticipate in the aforementioned workshops. On the one hand, the stakeholders are inter-

ested in assessing the security of their systems. On the other hand, the interest is on

automating the existing assessment. Hence, we can see a maturation of the stakehold-

ers’ interest in MAL related to their actual application of security measures.

4.4 Stage 4 - Formalization of Learning

Finally, in stage 4, the objective is to formalize the findings by providing a
general solution to a class of problems [43]. Therefore, the researcher is supposed
to reflect on the accomplishments realized in the artifact and characterize the
organizational impact.

G-4.1: Outcome of Formalization. Research related to the formalization differenti-
ates between two different artifact types in the realm of ADR [17,32]: either the solution
is focused on an information system or on changing the organization. As expected, we
found in all answers of the questionnaire that the research was related to information
systems. We could not generate deeper insights for the formalization with the question-
naires. Most likely, this is caused by the fact that MAL DSLs are usually designed to
solve a certain problem and the efforts to generalize these languages to a broader corpus
of problems are omitted. Exceptions can be found [15], where an ecosystem of MAL
DSLs to foster reuse among the languages is proposed. To enable future formalization,
the development of MAL DSLs can benefit from the existing DSR.
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G-4.2: Design Principles. One approach to formalize the outcomes of the research
is to distill design principles. These design principles can relate to the artifact itself
and its properties [7,13,14], the purpose and context of the artifact [3,7,14,48], the
design process of the artifact [3,7], and the evaluation process of the artifact [7,14].

G-4.3: Formalization Approach. The formalization can also be guided by different
approaches such as problem structuring [14,48], utility theory [48], hypothesis building
[48], grounded theory [14,32], heuristic theorizing [14], or engaged scholarship [14,36].

G-4.4: Artifact Contribution. Depending on the abstraction level of the solution,
we can differentiate between three classes of solutions [13,48]: a well-developed design
theory, a nascent design theory, and a situated implementation. For classical MAL DSLs
(e.g., [16,28]), the contribution is expected to be a situated implementation, while for
some approaches (e.g., [15,27]) one can also argue for a nascent design theory.

G-4.5: Artifact Nature. The resulting artifact can either be of descriptive or pre-
scriptive nature [1,13]. The MAL DSLs describe classically known vulnerabilities
related to certain assets and their relations. Hence, the contribution is descriptive.
However, those descriptive languages can be used to describe possible future configu-
rations and, thus, the contribution can be prescriptive.

G-4.6: Contribution Maturity. The contribution can be classified to its maturity

[13]. If a known solution is applied to a known problem (Routine Design), there is

no significant contribution to the work. If an existing solution is extended to a new

problem (Exaptation), there is a research opportunity and a knowledge contribution.

The same contribution holds for the cases if there is a new solution for a known problem

(Improvement) or if there is a new solution for a new problem (Invention). As MAL

DSLs are relying on an existing solution (i.e., MAL) and are developing for a new

domain that is not covered yet, the contribution is expected to be an exaptation. If a

language is redesigned, an improvement is also possible.

5 Demonstration

To demonstrate the applicability of our findings, we retroactively detect their use
on three existing MAL instances and reflect how the rules could improve their
quality. We observe that not all guidelines from all stages were actively used
in the languages. This could be an early indicator of a possible problem in the
languages, but it might as well not cause a true problem. For example, missing
out stage 3 guidelines, threatens the practical applicability of the language due
to missing involvement of stakeholders. However, it is still possible that the
language is sufficiently designed.

The vehicleLang [28] is a DSL for the automotive domain, and the problem
that tries to solve is how to perform cyber-attack simulation on vehicular infras-
tructures. In the process followed for the development of this language and by
following the four stages of the ADR we can identify the following labels.

Stage 1. Regarding the first stage, the main method for information gathering
and defining the problem was an SLR of the domain (G-1.1) and some limited
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input from experts. Then the problem that this language tries to solve can be
categorized as an instantiated problem (G-1.3).

Stage 2. The building of the language was heavily based on existing literature
and therefore clear language rules were set (G-2.1). Additionally, since MAL was
used as the development framework, a metamodel frames the structure of the
language (G-2.2). When it comes to stakeholder intervention/involvement, this
was minimal, since only a few interviews with one domain expert were conducted
during the development phase (G-2.18). Then, regarding validation, again one
interview with a domain expert was used together with unit tests (G-2.15).

Stage 3. A reflection on the created artifact was done both by writing a scientific
paper but also on presenting it in both a conference but also a workshop. Finally,
a formalization and generalization of the created artifact was not done, since an
attempt to solve a very specific problem was the main goal of it. To improve
vehicleLang, stakeholders should have been involved more, because this would
also allow a higher level of validation of the artifact in stage 2.

Stage 4. Finally, the final stage of the ADR process is completely missing.
To improve here, the language should be built with future extensions in mind.
Additionally, one could elaborate on the generalization of the designed artifact.

The coreLang [27] was designed as basis for other MAL DSLs.

Stage 1. Although the problem identification is not clearly stated, the language
reduces redundant work for developing new MAL DSLs, which can be character-
ized as an instantiated problem that addresses an implementation gap (G-1.3).

Stage 2. coreLang adopts a common terminology (G-2.6) found on all IT infras-
tructures. Stakeholder were highly involved, since weekly meetings with domain
experts were conducted for both brainstorming (G-2.19) but also for providing
feedback and improvements. Finally, test cases and unit tests (G-2.15) were used.

Stage 3. Due to the high involvement of the stakeholders, coreLang covers
most of the processes found on this stage (G-3.2 and G-3.3). Additionally, a
generalization comes as a natural consequence. This was supported by evaluating
coreLang against the MITRE ATT&CK matrix.

Stage 4. coreLang was built with future extensions in mind, and a MAL DSL
ecosystem was proposed [15] (G-4.1).

The powerLang [16] was designed to enable organizations in the power
domain to assess the security of their IT and OT environments. Therefore, it
reuses two existing languages (coreLang [27] and sclLang [40]) to provide assets
for office and for substation environments. To bridge the gap between these
two worlds, icsLang was proposed to represent the environment controlling the
substation.

Stage 1. The problem identification is not explicitly elaborated. However, we
can deduce that stakeholders have been involved (G-1.2). The problem itself can
be categorized as instantiated addressing a design gap (G-1.3).
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Stage 2. A main characteristic of powerLang is that it reuses and composes
existing language definitions (G-2.9). To ease the use of powerLang by practi-
tioners, it further adopts their terminology (G-2.6, G-2.16). However, to find
a balance between generality and specificity (G-2.8), icsLang –as a subset of
powerLang– uses the terminology of industrial control systems but is not further
tailored to the power domain. The development process of powerLang is not fur-
ther detailed. It is solely stated that icsLang is build using MITRE ATT&CK
for Industrial Control Systems2 (G-2.1). Concerning evaluating the language
(G-2.15) unit tests have been developed and it is demonstrated on a real-world
attack.

Stage 3. There are no activities to involve stakeholders and, thus, no joint
learning activities. Consequently, stage 3 has not been addressed.

Stage 4. There are two contributions to formalization. Firstly, icsLang is
designed to cover also other domains (G-4.3). Secondly, design principles are
suggested to ease the linking of different MAL DSLs (G-4.2).
Reflecting on the development process of powerLang, we can presume that there
is an opportunity for improvement. Especially, it is recommended to involve
stakeholders to a greater extend. This includes the problem definition, but also
the development of the language and the paralleling learning activities.

6 Related Work

We provide guidelines for developing MAL DSLs. Since MAL is both a domain-
specific and a threat modeling language framework, we consider both as related.
There are guidelines for framing the design of DSLs, e.g., by describing patterns
in the phases of DSL development [34]: decision, analysis, design and implemen-
tation. Comparing their patterns to our approach, they describe implementa-
tion in detail, which we do not since the method we have developed is for MAL
instances and therefore these patterns are already decided by the MAL frame-
work. Two of their patterns from the design phase have been adapted in our
work. Other researchers propose guidelines regarding purpose, implementation,
contents, syntax of a DSL [26]. Three of their guidelines have been adapted in our
work. Compared to our guidelines, they do not provide any guidelines regarding
reflection and learning but focus on the development itself. Since some of these
guidelines are implementation and syntax specific, and are already inherited
from the MAL framework, they are not included in our method.

Torr divides the threat modeling process into determining scope, gathering
background information, describing the component, and recording any weak-
nesses [46]. Finally, the author outlines how to gather threats for the model by
brainstorming. This is similar to how we base our approach on previous MAL
developer’s experience, but we fit this into the ADR framework. Other research
identifies a process of four steps [11]: create a Dataflow Diagram (DFD), gather-
ing attacks with the help of a threat library, assessing the risks, and mitigating
2 https://collaborate.mitre.org/attackics/index.php/Main Page.

https://collaborate.mitre.org/attackics/index.php/Main_Page
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the risks. The stages are identification of assets, architectural overview, fragmen-
tation of the system, identification of threats, documentation of these threats,
and lastly rating them. Overall, these guidelines, are similar to those in stage 2
of the ADR but do not focus on insights into the other three stages.

7 Discussion and Conclusion

We have investigated whether ADR, a form of DSR tailored to creating IT arti-
facts that are shaped by their organizational context during development and
use, can be used to create DSLs based on of the Meta Attack Language. Even
though the focus in this paper is on MAL, our intention is to generalize the
method to other DSLs in the future. To this end, we have surveyed experienced
developers of such languages. From their answers and literature on DSL devel-
opment, we extracted guidelines for the development of MAL DSLs using ADR.

Our approach is subject to various threats to validity. First, the few partici-
pants, which is due the small population of MAL developers so far. Among these,
a response rate of 63% was achieved, which is above average for online surveys
[10]. However, the participants were only from two closely linked to each other
organizations, which leads to a similar socialization of the participants. Accord-
ingly, there is a risk for uniform answers from the participants. To mitigate this,
we could have taught MAL to other DSL developers to gather their experiences,
but this could introduce other biases to the survery. Instead, we consider con-
ducting a similar survey on other families of modeling languages (such as UML
or SysML) to better understand how our findings generalize.

Second, we opted for open-ended questions to gather a wide spectrum of
answers and to prevent steering the answers of the participants. The formaliza-
tion of these answers then becomes more challenging and subjective. Yet, we
opted against closed questions, which would ease the formalization, and priori-
tized the opportunity to gather unexpected results over more objective results,
which we will address in our future work. In the future, we plan to experiment
with more objective methods that rely on numerical measures [37].

Moreover, our research cannot argue for prioritizing the guidelines in any
way. Which guidelines are considered necessary to follow for a ‘proper’ DSL
strongly depends on the shape of the DSL as well as on its context. Similarly,
different guidelines might conflict with another. Engineering DSLs always is an
optimization problem and where guidelines conflict, developers must adjust to
the context of the DSL accordingly.
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Abstract. Transparency is increasingly perceived as a relevant require-
ment for the design and use of software in general, and for systems using
machine learning (ML) algorithms in particular. The existing approaches
to ensuring software transparency however, among others, often follow
only a one-sided perspective on transparency and, at the same time,
neglect the organizational context of software design and use. Since enter-
prise modeling (EM) allows to analyse enterprise information systems
(EIS) and organizational aspects in tandem, in this paper we focus on
how EM can support transparency while designing and using software.
To this aim, we propose an interactive understanding of transparency,
which has the collaboration of different stakeholders at its core. Based
on this understanding, we derive a set of requirements, and use them
to extend a selected EM approach. We evaluate the extended approach
two-fold: against requirements and using an exemplary scenario.

Keywords: Transparency · Enterprise modeling · Machine learning

1 Introduction

In recent years, the demand for transparency has become central part of many
debates. On the one hand, it seems to be caused by striving for democracy and
equality, which may be put at risk by information asymmetries [38,58]. On the
other hand, it seems to be raised by the increasing usage of software systems
in private and professional contexts. For instance, as software systems support
business processes, those systems determine the processes execution paths and
the decisions being made, however, at the same time, they often remain black
boxes to involved stakeholders [58,75]. Considering it, many (legal) institutions
and organizations have become aware of the importance of transparency with
respect to software systems [1,37,55], leading to transparency of some systems,
e.g., those relying on machine learning (ML), being required by law [19,20]. Here
the transparency of algorithms [1,31], models [23], and data [19], is called for.

Subsequently, various initiatives emerged that focus on transparency of soft-
ware systems. Examples include the provision of source code or pseudo code [40],
using transparency audits [11,33,52], or, with respect to ML, explainable artifi-
cial intelligence (XAI) [32]. While existing approaches relate to domain-specific
c© Springer Nature Switzerland AG 2022
A. Augusto et al. (Eds.): BPMDS 2022/EMMSAD 2022, LNBIP 450, pp. 157–172, 2022.
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views and come with specific strengths, the practical implementation of trans-
parency of software systems causes several challenges. Aside from harmonizing
partly juxtaposing notions of transparency, different, rather simplistic concep-
tions, e.g., considering transparency only as a provision of (one-sided) informa-
tion that relates to specific views, can be dysfunctional to each other, and result
in unintended effects like information overload or resignation [3,44,75].

Therefore, based on our analysis of different understandings of transparency,
cf. Sect. 2, we argue for an interactive understanding, which allows to align
transparency-demands and corresponding activities. Specifically, we argue that
an instrument to support transparency of software should not only be understood
as a mere form of information disclosure in one-way communication to interested
parties, but should also account for: (1) different perspectives of involved stake-
holders, (2) their views on individual and shared objects, (3) organizational
context, and (4) enabling critical analysis and interactions among stakeholders.
Consider, e.g., usage of ML: not only there is a diverse understanding of artifacts
that are subject of related discourses [6,67], but also, a broad knowledge of the
application domain and usage context seems to be of relevance to evaluate and
challenge the results of ML to avoid domain-specific pitfalls [17,63].

Considering different facets of transparency of software systems, an instru-
ment is needed that would reduce complexity, increase understanding, and enable
multi-perspective analyses. A promising instrument seems to be the application
of conceptual modeling (CM), which can be roughly defined as “the activity of
formally describing some aspects of the physical and social world around us for
purposes of understanding and communication” [53]. We deem it as a promis-
ing since (1) different modeling languages applied together may offer a multi-
perspective view of a software system, and the way it is used by an organization,
(2) application of a modeling language forces one to be concrete, which seems
to be beneficial with a contested term such as transparency, and (3) applica-
tion of CM fosters communication among stakeholders, thus promoting a shared
understanding of features of software systems used. From the vast field of CM,
especially enterprise modeling (EM) seems to be a promising instrument to sup-
port our interactive understanding of transparency, by accounting for EIS and
an organizational action system in tandem, cf. [25]. Such a multi-perspective
model may not only enable a cross-disciplinary exchange and collaboration (e.g.,
by outlining differences and similarities between conceptual notions of different
software artifacts), but also models of usage context of software systems (e.g.,
process or goal models) support the corresponding evaluation and reflection.

Although EM has been already explicitly [66,72] or implicitly related to
transparency, e.g., by referring to related terms like clarity [76, p. 277], or com-
prehensibility and understandability of models [53, p. 52]; elaborated or more
explicit conceptions of transparency are not considered. Particularly, while some
works focus on transparency of EM and related activities [10,22], others are
focusing on conceptual models only, ignoring the demand for cross-disciplinary
analysis and collaboration, resulting in more one-sided representations [36,45].
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Further contributions like, e.g., [16], acknowledge the need for different kinds of
models to foster transparency, but focus on specific stakeholders only.

Against this background, we follow two interrelated aims: (1) to propose
a broader conception of transparency while designing and using software sys-
tems that (i) comprises different conceptions of transparency, and (ii) supports
different activities and collaboration; and based on it, (2) to investigate how
enterprise modeling can be used in order to support it. This contribution follows
the design-oriented research paradigm [56]. Furthermore, we adopt the paradigm
of constructivism. Thus, in line with, among others [65], we essentially under-
stand models as means of representation of socially constructed knowledge. The
modeling process is understood as the process of constructing, representing and
sharing this knowledge between the involved participants.

To reach our aims, first, based on the review of the current use of the term,
we derive an interactive understanding of transparency (Sect. 2). Then, by ana-
lyzing its main features and contemplating a use scenario, we derive a set of
requirements that an EM approach should fulfill (Sect. 3). As none of the existing
approaches addresses the identified requirements to the full extent, we select an
enterprise modeling approach Multi-Perspective Enterprise Modeling (MEMO)
[25], and extend an already existing domain-specific modeling language (DSML)
focusing on modeling IT infrastructures, called ITML [27,34], with additional
concepts and properties (Sect. 4). To perform the desired extensions, we follow
the language development method proposed by [24]. We evaluate the proposed
artifact twofold: (1) against the identified requirements to check consistency and
comprehensibility, and (2) using an exemplary case scenario (Sect. 5).

2 Towards an Interactive Understanding of Transparency

As already indicated, transparency is a contested term, especially when it comes
to the use of software and ML [41,49,71]. In this section, we first discuss the
term transparency in general, and then in the context of software design and
use. Finally, we propose the interactive understanding of transparency.

Transparency in Organizations. Originally coined in a physical context [54,
62], the term was adopted in a figurative manner to social contexts to, e.g., hold
members of governments and other organizations legitimate, accountable, or to
derive an inter-subjective truth and knowledge about their behavior and actions
[35]. Considering it, the term today is widely recognized for its ameliorating
potential [7]. Although the early conceptions of transparency were based on the
direct observability of actors, inline with the physical sense, the intended motives
mentioned above presumed a critical public, e.g., in form of a public-opinion
tribunal, to challenge deceptive self-representations [8, p. 158].

While this classical form of transparency still can be found in grass-
roots democratic initiatives, nowadays the term is widely brought down to
information-disclosure, e.g., on financial or social affairs of organisations [48,71].
Even if this understanding seems to be intuitive and widely accepted [2,74],
it causes several problems. E.g., as information does not equal facts and often
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results in self-interested representation, this might lead rather to obfuscation
than legitimate knowledge or accountability [15,40,70]. In a similar vein, it is
argued that transparency reduced to information disclosure might result in an
information overload, hindering a proper assessment [3,44], or that the skills and
legibility of a transparency-requester have to be considered, so that information
is understood in the intended way [21,49]. As a remedy some propose to view
transparency as a process, where stakeholders look actively into an organization
by evaluating, if the information provided meets their needs and seems relevant
[2,44,70].

In-/Transparency of Software. Even if software and related terms, such as
algorithms or models, seem to be easy to grasp, a closer look reveals that software
can be represented in several ways, e.g., code, documentation, or metrics, as used
especially by data scientists to evaluate ML software [14,47,75]. While these
views often correspond to transparency-demands in intra-disciplinary settings,
such narrow technical understanding of software is of little use, when it comes to
transparency-demands of other stakeholders [6,67]. As stated above, also in case
of software, provision of narrow and one-sided information might not be sufficient
to satisfy related goals of transparency, or even worse, might be dysfunctional
to the intended motives of transparency-demands [43,75].

For example, [28] argues that transparency as proposed by the General Data
Protection Regulation (GDPR) [19] will more likely result in self-interested repre-
sentations, than in what was intended by the regulation, namely gaining insights
and knowledge about the use of personal data for the data-subject. Similarly,
but related to Algorithmic-Decision Making (ADM) Systems, [4] argue that “[t]o
ask to ‘look inside the black box’ is perhaps too limited demand and ultimately
an ill-fitting metaphor” (p. 982) to gain knowledge. By referring to [50, p. 6],
[4] stress that the creation of knowledge as well as individual understanding,
both need many views, especially when it comes to such complex systems as
ADM. In particular, when transparency should improve accountability, narrow-
technical views might intentionally occlude [4, p. 980][18, p. 1830] therefore, to
foster accountability, it is demanded to consider responsible persons as well.

With respect to ML systems, apart from the problem that the access to soft-
ware might not be possible for good reasons (e.g., intellectual property rights,
security reasons), or require specialist knowledge [12], in some cases (e.g., artifi-
cial neural networks) parts of the software are rather complex and are difficult to
be interpreted and explained also by experts [12, p. 4][63, p. 206]. While for data
scientists several metrics are proposed to estimate the behavior of the model [32],
for (potential) users of such a software system they are of little help, since they
are hard to interpret and do not at all explain reasons for decisions [63]. There-
fore, to give potential users at least a chance to gain knowledge about a system,
other notions of transparency have been proposed. For instance, under the label
of practical transparency, it is demanded to inform users about assumptions and
potential risks, and to enable their interactions with a system to learn how it
behaves [59,61]. Furthermore, several questionnaires have been proposed to help
users evaluate, if a system is appropriate for the intended context [29,51].
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Fig. 1. Interactive understanding of transparency in the design&use of software

Interactive Understanding. Based on the conducted analysis, we propose to
consider transparency in the design and use of software in organizations not as
a state, but as an interactive process, that comprises various activities between
stakeholders, and that depends on the motives of transparency-demand, which
often will go beyond the ordinary provision of information, cf. Fig. 1. While
in intra-disciplinary settings the provision of a view demanded might satisfy
the transparency-demand (e.g., source code for programmers or algorithms and
hyperparameters for data scientists), especially in those settings where different
stakeholders with different professions strive for transparency, other activities
might be of relevance too. In particular, if the demand for transparency is related
to social ambiguous concepts like accountability or legitimacy, other activities
get relevant to capture the ameliorating potential of transparency. We term these
activities mitigating activities and present them in Fig. 1, where they are related
to potential motives of transparency by colored squares. In addition, we also list
dysfunctions that are discussed in literature when transparency is understood
as a pure disclosure. Please note that due to space limitations, neither is the
list of motives comprehensive, nor is the list of mitigating activities complete.
Nevertheless, this selection allows us to show in following sections, how EM can
be used to support this conception, while avoiding dysfunctional effects.

3 Goals, Requirements and Existing Approaches

We argue that CM can foster the introduced interactive understanding of trans-
parency in various ways, e.g., by capturing domain-specific knowledge [46], or
by documenting information exchanges [36]. In line with the proposed under-
standing of transparency on the one hand, and the specifics of software design
and use on the other hand, we focus here on those scenarios and requirements
( denoted ‘Rx’) that facilitate the interaction between stakeholders of software
systems, e.g., user, programmer, data scientists, while providing support for
specific views, and related analysis. The requirements have been systematically
derived in line with [24]. Due to space restrictions we introduce the identified
requirements on a high-level only.
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Goals and Requirements. The main goal of the targeted approach is to pro-
vide support for the interaction of different stakeholders that are related to
design and/or use of software, so that they can satisfactorily fulfill their trans-
parency needs. To this aim, the modeling approach should provide systematic
support for different domain-specific perspectives (R1), while at the same time
capture relations between those perspectives to support interactions (R2). The
targeted approach is to be used in an inter-disciplinary setting, where different
stakeholders assign and assess transparency-demands related to a software and
its usage. Since software (i) can be quite complex, and (ii) is amorphous and
may be represented in various views (e.g., source code for programmers or user
interface for users), the approach should provide means to relate these various
representations to abstract notions that matter in relevant discourses, i.e., on a
language level. With respect to complexity, it should also provide (i) means for
decomposition, and (ii) differentiated information on its parts (R3). At the same
time, the approach should relate different views to a view-independent, rather
abstract software concept, that is subject of the overarching discussion (R4).

To align views on a software with corresponding competencies, e.g., code-
literacy, of stakeholders, the following questions should be considered: (Q1) What
stakeholders are related to a software and its usage? (Q2) What are the com-
petences of a stakeholder and what domain-specific views are related to them?
(Q3) Which views on a software artifact are available? (Q4) Does a stakeholder
have access to the available views? (Q5) Who can grant access, if a view is already
available? (Q6) Who is responsible for a software artifact and might support the
construction of a view? In line with these questions, the approach should sup-
port the representation of stakeholders and their competencies, as well as views
onto a software that fits those competencies (R5). Additionally, stakeholders
with transparency-demands can be manifold, and range from specific individ-
uals to specific types, e.g., programmers. Similarly, also transparency-demands
can be assigned to individuals, or types of stakeholder. Therefore, the approach
should provide dedicated abstractions differentiating among stakeholder groups
and accounting for individual stakeholders (R6).

In line with the proposed interactive understanding, it is important to not
only provide information, e.g., in the form of certain views, but also to con-
sider the purpose(s) of transparency demands, e.g., to avoid unintended or dys-
functional effects. While these purposes can be manifold and need specific con-
siderations that cannot be discussed here in detail, e.g., for transparency and
accountability, cf. [4,43], we point here to the purpose of legitimacy due to its
specific relevance. Namely, acknowledging that stakeholders may reject to work
with an organization due to a perceived lack of legitimacy [30], it is of central
relevance to strive for legitimacy that can be understood as “a generalized per-
ception or assumption that the actions of an entity are desirable, proper, or
appropriate within some socially constructed system of norms, values, beliefs
and definitions” [68, p. 574]. For the software itself and its use, this means that
even if access to information is granted and well-understood by a stakeholder,
they might consider the circumstances that information expresses as illegitimate,
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risking frustration [18] and turning away. To support the discussion of a legit-
imate use of a software, the approach should provide concepts that document
reasons, e.g., for decisions made, or for rejecting transparency-demands (R7), as
well as the state of legitimacy perceived by stakeholders (R8). In addition, it is
necessary to document the purpose of a transparency-demand to provide a basis
for discussions of unintended or dysfunctional effects (R9).

With respect to the development and use of, e.g., ML, the modeling approach
can support what was introduced as practical transparency (cf. Sect. 2). Apart
from providing diagrams that allow to answer different questions, by capturing
assumptions and (not-)intended use cases of (ML) software, the approach might
help potential users evaluate, if the software is appropriate for their use (R10).
In addition, questionnaires already included in diagrams and directly associated
with specific software artifacts might be of help (R11). Even if the different
questionnaires are already in use and provide a good orientation for users [60],
we propose that CM might foster reuse, if questions and assumptions can be
collected during implementation (R12), while being evaluated in diagrams of
their context of use (R13). Finally, considering the risk of inappropriate and
deflective diagrams or models [13, p. 164][42, p. 2], the information on software
provided should be linked to its actual implementation (or its model). It should
be indicated whenever the information might be outdated (R14).

Existing Approaches. Various (standalone) modeling approaches exist that
support understanding of selected business-related and IT aspects. However, as
these standalone modeling approaches focus on selected aspects of an enter-
prise only, they do not allow for a comprehensive, integrated analysis account-
ing for multiple perspectives (cf. R1&R2). Such an integrated perspective is
offered, as already mentioned, by enterprise modeling approaches. Several EM
approaches exist that support modeling of IT infrastructure (cf. R3) in the
context of an enterprise action system, e.g., ArchiMate [69], Architecture of
Integrated Information Systems (ARIS) [64], and Multi-Perspective Enterprise
Modeling (MEMO) [25] with the IT Modeling Language (ITML) [27,34]. Each
of these approaches has been designed with a set of intended scenarios in mind
[9], supporting transparency analyses, as discussed in this paper, not being one
of them. Therefore, to support our vision some extensions to those approaches
would be required. Although these approaches exhibit similarities, cf. [9], they
also differ substantially in terms of the domain coverage and semantic richness
of offered concepts, which is necessary to address the identified requirements (cf.
e.g., R3). While ArchiMate and ARIS favor a concise language design by focusing
on a small set of essential enterprise (architecture) concepts, MEMO provides
domain stakeholders with elaborate reconstructions of the (technical) concepts.
Particularly, while ArchiMate, ARIS and MEMO offer means to describe IT
infrastructure, they do so at different levels of granularity. And so, ArchiMate
provides a set of generic concepts where attributes can only be specified per
instance, but not on a language level, which would be however required to dif-
ferentiate various software artifacts (cf. R3). Similarly, although ARIS offers
an extensive set of diagram types, its individual diagram types offer generic
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concepts with few attributes and relations only. In contrast, MEMO ITML offers
a set of more fine-grained concepts with a rich set of attributes (cf. R3&R4). Con-
sidering the above, MEMO seems to be a promising approach to support our
aims. However, it lacks the ability to, among others, express different views on
software and relate them to different competencies of stakeholders, support stat-
ing transparency demands or documenting results of analysis, cf. R7 and R8. It
also falls short, when it comes to supporting analysis of suitability of a system
to certain scenarios (R10), transparency questionnaires (R11–R13), or linking
the information to software implementation (R14). Therefore, we take MEMO
as point of departure and propose corresponding extensions.

4 Extensions to MEMO in Support of Transparency

Several means of defining a modeling language exist. However, the one frequently
used, also in case of MEMO, is by specifying a meta model. As we extend already
existing DSMLs, we use the MEMO method’s common Meta Modeling Lan-
guage (MML) [25], and thus, integrate the extensions made into the MEMO
method’s language architecture. Compared to ‘traditional’ meta modeling lan-
guages, MML provides additional language constructs for expressing: (a) intrin-
sic attributes and relations, and (b) language-level types. Intrinsic attributes
and relations are instantiated only on the instance level, but not on the type
level. They are visualized with a white letter ‘i’ on a black background. In turn,
language-level types are instantiated on the type level only, but not further.
They are visualized with a grey-background of the concept’s name [25].

In terms of the employed language design method, cf. [24], it is notable that:
(1) we consider the use scenarios as the first class citizens that drive the design of
the language, cf. previous section; and (2) we employ the guidelines for concept
inclusion from [24]. Extensions as well as new concepts are shown in Fig. 2. Please
note that due to space restriction only selected concepts, attributes, relations and
Object Constraint Language (OCL) constraints are shown.

The core concept of interest is Software, cf. Fig. 2, originally defined in the
ITML, characterized through a rich set of attributes (e.g., version, documenta-
tion, source code) and associated with other concepts as, e.g., programming lan-
guage implementing it, libraries used, functions provided and used, or UseCases
it is supposed to support (R10). A software may be represented and stored as
a File. A software can be used in various usage contexts (UseContext), e.g.,
in processes (AnyProcess, defined in OrgML [25]), or to satisfy certain goals
(AbstractGoal, part of MEMO GoalML [57]). In a given usage context, a soft-
ware provides a SpecificSupport with such attributes as IT artifact relevance
or support quality. This allows for instance to express, whether a given process
type can be also realized without the support of a given type of software artifact.

A Software can be decomposed (R3) via a part-of relation. Thus, it is pos-
sible to model, e.g., an ERP System (as ApplicationAndSystemSoftware), and
to decompose it into its different modules (e.g., HR management, financial man-
agement) down to the level of sub-routines, if of relevance for transparency
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Fig. 2. Meta model excerpt: extended ITML & integration with other DSMLs.

discussions. The software and corresponding modules can be represented by
different Views (R4) encompassing a property of interest and a way it should
be derived/calculated. Those views can belong to a ViewSet, which considers
the TransparencyDemand of different stakeholders. In addition, each ViewSet
requires some Competency to be understood.

The meta class TransparencyDemand is central, as it allows to capture the
current view of a stakeholder on a software, which helps derive the specific state
of transparency in an interactive setting where various users participate (cf.
also R7). For example, if a particular user demands on a certain date access to
the source code (view) (R4) of a software, e.g., (R9, via justification) to learn
about its behavior, e.g., in form of if-else statements, then this demand can
be expressed with the attributes on the instance level and the auxiliary type
TransparencyState in this case is ‘demanded’. If all users, e.g., in the position
of HR recruiters, demand this access, this can be expressed on the type level.

To account for different stakeholders and their groups, we use the abstract
meta class UnitOfWork from MEMO OrgML [25], specialized into other organi-
zational concepts (e.g., Organizational Unit), to express information on the type
level, and through intrinsic attributes and relations, on the instance level (R6).
The UnitOfWork can be related to Competences, which allows to analyze, if the
access onto views, if granted, can be of use for the stakeholders (R5).
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In order to capture whether the state of social affairs realized by a software
(e.g., a hetero-normative view in a registration software) is considered legitimate
by the stakeholders, TransparencyState provides a corresponding attribute to
capture it (R8). However, when it comes to the use of a software, we propose
that (il)legitimacy can be also the result of a UseOfContextEvaluation that
can be conducted several times (captured by intrinsic attributes), but where
most relevant seems to be the result of the last evaluation (derived from the
intrinsic attributes). These evaluations can be based on QA-Sets (R11), i.e., to
guide the evaluation per UseContext as specific as possible, and also support
practical transparency in the case of ML systems. Even if those QA-Sets can be
independently defined, they can also stem from a DevelopmentEvaluation that
is performed during the design phase of a software, independent from its context
of use. Here also assumptions and potential risks can be collected (R12), via
dedicated concepts, that developers have in mind when publishing a software.

When it comes to the development of ML systems, we consider induc-
tion from a DataInput as a central characteristic of class of software using
ML (InductiveSystem). The induction can be based on various ML Models
(e.g. CART/C 4.5, Artificial Neural Networks) that come with specific con-
figurations and hyper-parameters an InductiveSystem is based on. Impor-
tant is however, that the process of building such a model depends on var-
ious activities, among others, e.g., data cleansing or preparation. We cap-
ture such activities with the meta class DataManipulation that can be part
of CompositeDataManipulation. Since these activities can be used to mit-
igate Issues that stem from evaluation of InductionInput, a relation to
DevelopmentEvaluation has been defined.

5 Exemplary Application

As we have pointed to the fulfillment of identified requirements already while
describing the extended meta model, here we illustrate how the extended app-
roach may be used in support of transparency analysis.

Figure 3 shows three integrated diagrams supporting interactive trans-
parency. At the very bottom, we present a ML Development diagram that is
used to document activities, assumptions and rationale during the development
of a specific (inductive) software system. The content of the diagram is inspired
by a dataset provided in Kaggle [39], a platform for data scientists. It shows
the development of a software called leaveCompPrediction (LCP), which should
support the UseCase of predicting the probability of a job change. Develop-
ers can use this diagram for an intra-disciplinary form of transparency, i.e.,
to document what data is taken as InductionInput, and how it is processed
(DataManipulation steps). In addition, inline with the discussion about the kag-
gle dataset [39,46], several issues, activities and rationales are documented,
which allows developers of the software not only to provide information about
narrow technical software artifacts, but also, e.g., to behave responsibly (in the
sense of the capacity to respond [73]) towards users of the software. Next, this
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Fig. 3. Diagrams in support of an interactive transparency

diagram captures also assumptions, potential risks and questions, which should
be considered during the use of the LCP. For instance, the LCP is based on the
assumption that the risk of a job leave can be predicted only via the variables
such as gender, university, duration of last job and hours of training within the
current company. All assumptions, risks and potential questions can be bundled
by the developers as a UseOfContextEvaluation with a state proposed, and
provide a basis for a critical reflection of the software in support of a practical
transparency. This critical reflection can be supported via the Diagram for the
Context of use evaluation, where a Software and its related Risks, Assumptions
are presented. Answers to the UseOfContextEvaluation can be captured per
use case, and engage a discussion on the appropriateness of the specific software
in this UseContext. In this case the LCP is used as part of an HR contract
management Software for a business process in a specific company. Answers to
the UseOfContextEvaluation are provided by various stakeholders (not shown
here), and the Head of HR as responsible UnitOfWork that seems at least to
be satisfied. However, during the use of the LCP the Work Council of our case
company has a TransparencyDemand to clarify complaints about discrimination
during contract renewals. Via a business process model (not shown here) the
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Work Council identifies that the LCP is associated with this process, and that
an evaluation was conducted by the Head of HR. To get a first impression they
ask the Data Scientist who is technically responsible for specifications of the soft-
ware. The Data Scientist rejects this decision however, due to the risk of gaming
the system. The Work Council considers this reason as legitimate and asks the
Recruiting Agents that use the LCP. To behave responsible to the Work Council,
the Recruiting Agents ask for an access to the metrics, which is granted. How-
ever, by discussing the assumptions, i.e., the factors used for the prediction, the
Recruiting Agents come to the conclusion that the software is not legitimate. By
considering that the transparency demand relates to discrimination, the Head
of HR starts a discussion about fairness. The Transparency Interaction diagram
captures this situation, and allows to answer questions about responsibilities or
available views and their accessibility, and whether stakeholders might make.

6 Conclusions

In this paper, based upon the conducted analysis, we propose an interactive
understanding of transparency and identify requirements that an EM approach
should fulfill to support this understanding. As none of existing approaches
fulfills all requirements, we extend MEMO, in particular the ITML, to sup-
port transparency analysis of software design and use. Then, we show how the
extended ITML can be applied to an exemplary scenario.

The extensions introduced into ITML enhance the set of available analysis
scenarios, among others, assessing legitimacy of software design and use. Please
note however, that while most of the requirements are being fulfilled through
dedicated concepts and relations, some of the aspects have been only superfi-
cially addressed, e.g., the concept of competencies and cognitive skills of involved
stakeholders related to ideas of views and perspectivity, or not at all, e.g., link-
ing the information on a software artifact to its actual implementation (R14).
In addition, due to space limitations, we have focused here on a selected class
of software systems only, namely induction-based systems by taking more prag-
matic considerations into account. We acknowledge also that a process model
guiding the use and adoption of the extended MEMO might be needed. Cur-
rently, its usage requires specific skills, and the judgment of transparency mea-
sures is dependent on those involved. Finally, while the application of MML
allowed us to take advantage of the intrinsic features and relations, and thus, to
refer to the instance level, we have faced numerous challenges pertaining to the
restrictions given by the type/instance dichotomy or the semantic differences
between instantiation and specialization, cf. [26]. As in conventional meta mod-
eling, there is no ‘perfect’ solution to the mentioned challenges, cf. [5,26], for
our future research the application of multi-level modeling [5,26], seems promis-
ing. In addition, as some multi-level modeling approaches support integrated
modeling and programming [26], also R14 could be in this way fulfilled.
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Abstract. Among the many sources of event data available today, a
prominent one is user interaction data. User activity may be recorded
during the use of an application or website, resulting in a type of user
interaction data often called click data. An obstacle to the analysis of
click data using process mining is the lack of a case identifier in the
data. In this paper, we show a case and user study for event-case cor-
relation on click data, in the context of user interaction events from a
mobility sharing company. To reconstruct the case notion of the process,
we apply a novel method to aggregate user interaction data in separate
user sessions—interpreted as cases—based on neural networks. To vali-
date our findings, we qualitatively discuss the impact of process mining
analyses on the resulting well-formed event log through interviews with
process experts.

Keywords: Process mining · Uncertain event data · Event-case
correlation · Case notion discovery · Unlabeled event logs · Machine
learning · Neural networks · word2vec · UI design · UX design

1 Introduction

In the last decades, the dramatic rise of both performance and portability of com-
puting devices has enabled developers to design software with an ever-increasing
level of sophistication. Such escalation in functionalities caused a subsequent
increase in the complexity of software, making it harder to access for users. The
shift from large screens of desktop computers to small displays of smartphones,
tablets, and other handheld devices has strongly contributed to this increase in
the intricacy of software interfaces. User interface (UI) design and user experi-
ence (UX) design aim to address the challenge of managing complexity, to enable
users to interact easily and effectively with the software.
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In designing and improving user interfaces, important sources of guidance are
the records of user interaction data. Many websites and apps track the actions of
users, such as pageviews, clicks, and searches. Such type of information is often
called click data, of which an example is given in Table 1. These can then be
analyzed to identify parts of the interface which need to be simplified, through,
e.g., pattern mining, or performance measures such as time spent performing a
certain action or visualizing a certain page.

Table 1. A sample of click data from the user interactions with the smartphone app
of a German mobility sharing company. This dataset is the basis for the qualitative
evaluation of the method presented in this paper.

Timestamp Screen User Team OS

2021-01-25 23:00:00.939 pre booking b0b00 2070b iOS

2021-01-25 23:00:03.435 tariffs b0b00 2070b iOS

2021-01-25 23:00:04.683 menu 3fc0c 02d1f Android

2021-01-25 23:00:05.507 my bookings 3fc0c 02d1f Android

...
...

...
...

...

In the context of novel click data analysis techniques, a particularly promising
subfield of data science is process mining. Process mining is a discipline that aims
to analyze event data generated by process executions, to e.g. obtain a model of
the process, measure its conformance with normative behavior, or analyze the
performance of process instances with respect to time.

Towards the analysis of click data with process mining, a foundational chal-
lenge remains: the association of event data (here, user interactions) with a
process case identifier. While each interaction logged in a database is associated
with a user identifier, which is read from the current active session in the soft-
ware, there is a lack of an attribute to isolate events corresponding to one single
utilization of the software from beginning to end. Aggregating user interactions
into cases is of crucial importance, since the case identifier—together with the
activity label and the timestamp—is a fundamental attribute to reconstruct a
process instance as a sequence of activities (trace), also known as control-flow
perspective of a process instance. A vast majority of the process mining tech-
niques available require the control-flow perspective of a process to be known.

In this paper, we propose a novel case attribution approach for click data. Our
method allows us to effectively segment the sequence of interactions from a user
into separate cases on the basis of normative behavior. We then verify the effective-
ness of ourmethodby applying it to a real-life use case scenario related to amobility
sharing smartphone app. Then, we perform common process mining analyses such
as process discovery on the resulting segmented log, and we conduct a user study
among business owners by presenting the result of such analyses to process experts
from the company. Through interviews with such experts, we assess the impact of
process mining analysis techniques enabled by our event-case correlation method.
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The remainder of the paper is organized as follows. Section 2 discusses exist-
ing event-case correlation methods and other related work. Section 3 illustrates a
novel event-case correlation method. Section 4 describes the results of our method
on a real-life use case scenario related to a mobility sharing app, together with a
discussion of interviews of process experts from the company about the impact
of process mining techniques enabled by our method. Finally, Sect. 5 concludes
the paper.

2 Related Work

The problem of assigning a case identifier to events in a log is a long-standing
challenge in the process mining community [5], and is known by multiple names
in literature, including event-case correlation problem [3] and case notion discov-
ery problem [13]. Event logs where events are missing the case identifier attribute
are usually referred to as unlabeled event logs [5]. Several of the attempts to solve
this problem, such as an early one by Ferreira et al. based on first order Markov
models [5] or the Correlation Miner by Pourmiza et al., based on quadratic pro-
gramming [17] are very limited in the presence of loops in the process. Other
approaches, such as the one by Bayomie et al. [2] can indeed work in the presence
of loops, by relying on heuristics based on activities duration which lead to a set
of candidate segmented logs. This comes at the cost of a slow computing time.
An improvement of the aforementioned method [3] employs simulated annealing
to select an optimal case notion; while still very computationally heavy, this
method delivers high-quality case attribution results.

The problem of event-case correlation can be positioned in the broader con-
text of uncertain event data [15,16]. This research direction aims to analyze event
data with imprecise attributes, where single traces might correspond to an array
of possible real-life scenarios. Akin to the method proposed in this paper, some
techniques allow to obtain probability distributions over such scenarios [14].

A notable and rapidly-growing field where the problem of event-case correla-
tion is crucial is Robotic Process Automation (RPA), the automation of process
activities through software bots. Similar to many approaches related to the prob-
lem at large, existing approaches to event-case correlation in the RPA field often
heavily rely on unique start and end events in order to segment the log, either
explicitly or implicitly [9,10,18].

The problem of event-case attribution is different when considered on click
data—particularly from mobile apps. Normally, the goal is to learn a function
that receives an event as an independent variable and produces a case identifier
as an output. In the scenario studied in this paper, however, the user is tracked
by the open session in the app during the interaction, and recorded events with
different user identifier cannot belong to the same process case. The goal is
then to subdivide the sequence of interactions from one user into one or more
sessions (cases). Marrella et al. [11] examined the challenge of obtaining case
identifiers for unsegmented user interaction logs in the context of learnability
of software systems, by segmenting event sequences with a predefined set of
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start and end activities as normative information. They find that this approach
cannot discover all types of cases, which limits its flexibility and applicability.
Jlailaty et al. [7] encounter the segmentation problem in the context of email
logs. They segment cases by designing an ad-hoc metric that combines event
attributes such as timestamp, sender, and receiver. Their results however show
that this method is eluded by edge cases. Other prominent sources of sequential
event data without case attribution are IoT sensors: Janssen et al. [6] address the
problem of obtaining process cases from sequential sensor event data by splitting
the long traces according to an application-dependent fixed length, to find the
optimal sub-trace length such that, after splitting, each case contains only a
single activity. One major limitation of this approach that the authors mention
is the use of only a single constant length for all of the different activities,
which may have varying lengths. More recently, Burattin et al. [4] tackled a
segmentation problem for user interactions with a modeling software; in their
approach, the segmentation is obtained exploiting eye tracking data.

The goal of the study reported in this paper is to present a method able
to rapidly and efficiently segment a user interaction log in a setting where no
sample of ground truth cases are available, and the only normative information
at disposal is in the form of a link graph relatively easy to extract from a UI.
Section 3 shows the segmentation technique we propose.

3 Method

In this section, we illustrate our proposed method for event-case correlation on
click data. As mentioned earlier, the goal is to segment the sequence of events
corresponding to the interactions of every user in the database into complete
process executions (cases). In fact, the click data we consider in this study
have a property that we need to account for while designing our method: all
events belonging to one case are contiguous in time. Thus, our goal is to deter-
mine split points for different cases in a sequence of interactions related to the
same user. More concretely, if a user of the app produces the sequence of events
〈e1, e2, e3, e4, e5, e6, e7, e8, e9〉, our goal is to section such sequence in contiguous
subsequences that represent a complete interaction—for instance, 〈e1, e2, e3, e4〉,
〈e5, e6〉, and 〈e7, e8, e9〉. We refer to this as the log segmentation problem, which
can be considered a special case of the event-case correlation problem. In this
context, “unsegmented log” is synonym with “unlabeled log”.

Rather than being based on a collection of known complete process instances
as training set, the creation of our segmentation model is based on behavior
described by a model of the system. A type of model particularly suited to the
problem of segmentation of user interaction data—and especially click data—is
the link graph. In fact, since the activities in our process correspond to screens
in the app, a graph of the links in the app is relatively easy to obtain, since it
can be constructed in an automatic way by following the links between views in
the software. This link graph will be the basis for our training data generation
procedure.
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We will use as running example the link graph of Fig. 1. The resulting nor-
mative traces will then be used to train a neural network model based on the
word2vec architecture [12], which will be able to split contiguous user interaction
sequences into cases.

3.1 Training Log Generation

To generate the training data, we will begin by exploiting the fact that each
process case will only contain events associated with one and only one user. Let
L be our unsegmented log and u ∈ U be a user in L; then, we indicate with Lu

the sub-log of L where all events are associated with the user u.
Our training data will be generated by simulating a transition system anno-

tated with probabilities. The construction of a transition system based on event
data is a well-known procedure in process mining [1], which requires to choose
an event representation abstraction and a window size (or horizon), which are
process-specific. In the context of this section, we will show our method using
a sequence abstraction with window size 2. Initially, for each user u ∈ U we
create a transition system TSu = (Su, Eu, Tu, i) based on the sequence of user
interactions in the sub-log Lu. Send

u ∈ Su denotes the final states of TSu. All
such transition systems TSu share the same initial state i. To identify the end of
sequences, we add a special symbol to the states f ∈ S′ to which we connect any
state s ∈ S if it appears at the end of a user interaction sequence. To traverse
the transitions to the final state f we utilize as placeholder the empty label τ .

We then obtain a transition system TS′ = (S′, A, T ′, i) corresponding to the
entire log L, where A is the set of activity labels appearing in L, S′ =

⋃
u∈U Su,

and T ′ =
⋃

u∈U Tu. Moreover, S′end =
⋃

u∈U Send
u . We also collect information

about the frequency of each transition in the log: we define a weighting function
ω for the transitions t ∈ T where ω(t) = # of occurrences of t inL. If t /∈
T , ω(t) = 0. Through ω, it is optionally possible to filter out rare behavior
by deleting transitions with ω(t) < ε, for a small threshold ε. Figure 2 shows
a transition system with the chosen abstraction and window size, annotated
with both frequencies and transition labels, for the user interactions Lu1 =
〈M,A,M,B,C〉, Lu2 = 〈M,B,C,M〉, and Lu3 = 〈M,A,B,C〉.

In contrast to transition systems that are created based on logs that are seg-
mented, the obtained transition system might contain states that are not reach-
able and transitions that are not possible according to the real process. Normally,
the transition system abstraction is applied on a case-by-case basis. In our case,
however, we applied the abstraction to the whole sequence of interactions that
is associated with a specific user, consecutive interactions that belong to differ-
ent cases will be included as undesired transitions in the transition system. In
order to prune undesired transitions from the transition system, we exploit the
link graph of the system: a transition in the transition system is only valid if it
appears in the link graph. Unreachable states are also pruned.

We will assume a sequence abstraction in TS. Given a link graph G =
(V,E), we define the reduced transition system TS = (S,A, T, i), where T =
{(〈. . . , a1〉, a2, 〈. . . , a1, a2〉) ∈ T ′ | (a1, a2) ∈ E} and S =

⋃
(s1,a,s2)∈t{s1, s2}.
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Figure 1 shows a link graph for our running example, and Fig. 2 shows how this
is used to reduce TS′ into TS.

Fig. 1. The link graph of a sim-
ple, fictional system that we are
going to use as running exam-
ple. From this process, we aim
to segment the three unsegmented
user interactions 〈M,A,M,B,C〉,
〈M,B,C,M〉, and 〈M,A,B,C〉.

Fig. 2. The transition system TS′ obtained
by the user interaction data of the exam-
ple (Fig. 1). During the reduction phase,
the transition (M,A) to (A,M) is removed,
since it is not supported by the link graph
(M does not follow A). The state (A,M)
is not reachable and is removed entirely (in
red). Consequently, the reduced transition
system TS is obtained. (Color figure online)

Next, we define probabilities for transitions and states based on the values for
ω(t). Let Tout : S → P(T ) be Tout(s) = {(s1, a, s2) ∈ T | s1 = s}; this function
returns all outgoing transitions from a given state. The likelihood of a transition
(s1, a, s2) ∈ T is then computed with ltrans : T → [0, 1]:

ltrans(s1, a, s2) =
ω(s1, a, s2)∑

t∗∈Tout(s1)

ω(t∗)

Note that if s1 has no outgoing transition and Tout(s1) = ∅, by definition
ltrans(s1, a, s2) = 0 for any a ∈ A and s2 ∈ S. We will need two more supporting
functions. We define lstart : S → [0, 1] and lend : S → [0, 1] as the probabilities
that a state s ∈ S is, respectively, the initial and final state of a sequence:

lstart(s) =

∑

a∈A

ω(i, a, s)
∑

s∗∈S
a∈A

ω(s∗, a, s)

lend(s) =
ω(s, τ, f)

∑

s∗∈S
a∈A

ω(s, a, s∗)

In our running example of Fig. 2, lstart((M)) = 3
3 = 1, and lend((C,M)) =

1
3 . Given a path of states 〈s1, s2, . . . , sn〉 transitioning through the sequence
〈(i, a1, s1), (s1, a2, s2), . . . , (sn−1, an, sn), (sn, τ, f)〉, we now have the means to
compute its probability with the function l : S∗ → [0, 1]:

l(〈s1, s2, . . . , sn〉) = lstart(s1) ·
n∏

i=2

ltrans(si−1, ai, si) · lend(sn)

This enables us to obtain an arbitrary number of well-formed process cases as
sequences of activities 〈a1, a2, . . . , an〉, utilizing a Monte Carlo procedure. We can
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sample a random starting state for the case, through the probability distribution
given by lstart; then, we compose a path with the probabilities provided by ltrans
and lend. The traces sampled in this way will reflect the available user interaction
data in terms of initial and final activities, and internal structure, although
the procedure still allows for generalization. Such generalization is, however,
controlled thanks to the pruning provided by the link graph of the system. We
will refer to the set of generated traces as the training log LT .

3.2 Model Training

The training log LT obtained in Sect. 3.1 is now used in order to train the
segmentation models. The core component of the proposed method consists one
or more word2vec models to detect the boundaries between cases in the input log.
When applied for natural language processing, the input of a word2vec model
is a corpus of sentences which consist of words. Instead of sentences built as
sequences of words, we consider traces 〈a1, a2, . . . , an〉 as sequences of activities.

The training log LT needs an additional processing step to be used as train-
ing set for word2vec. Given two traces σ1 ∈ LT and σ2 ∈ LT , we build a training
instance by joining them in a single sequence, concatenating them with a place-
holder activity �. So, for instance, the traces σ1 = 〈a1, a2, a4, a5〉 ∈ LT and σ2 =
〈a6, a7, a8〉 ∈ LT are combined in the training sample 〈a1, a2, a4, a5,�, a6, a7, a8〉.
This is done repeatedly, shuffling the order of the traces. Figure 3 shows this pro-
cessing step on the running example.

The word2vec model [12] consists of three layers: an input layer, a single
hidden layer, and the output layer. This model has already been successfully
employed in process mining to solve the problem of missing events [8]. During
training, the network reads the input sequences with a sliding window. The activ-
ity occupying the center of the sliding window is called the center action, while
the surrounding activities are called context actions. The proposed method uses
the Continuous Bag-Of-Words (CBOW) variant of word2vec, where the context
actions are introduced as input in the neural network in order to predict the cen-
ter action. The error measured in the output layer is used for training in order to
adjust the weights in the neural network, using the backpropagation algorithm.
These forward and backward steps of the training procedure are repeated for
all the positions of the sliding window and all the sequences in the training set;
when fully trained, the network will output a probability distribution for the
center action given the context actions. Figure 4 shows an example of likelihood
estimation for a center action in our running example, with a sliding window of
size 3.

3.3 Segmentation

Through the word2vec model we trained in Sect. 3.2, we can now estimate the
likelihood of a case boundary � at any position of a sequence of user interactions.
Figure 5 shows these estimates on one user interaction sequence from the running
example. Note that this method of computing likelihoods is easy to extend to
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Fig. 3. Construction of the training
instances. Traces are shuffled and
concatenated with a placeholder
end activity.

Fig. 4. The word2vec neural network.
Given the sequence 〈A, ?, C〉, the net-
work produces a probability distribution
over the possible activity labels for ?.

an ensemble of predictive models: the different predicted values can be then
aggregated, e.g., with the mean or the median.

Next, we use these score to determine case boundaries, which will correspond
to prominent peaks in the graph. Let 〈p1, p2, . . . , pn〉 be the sequence of likeli-
hoods of a case boundary obtained on a user interaction sequence. We consider
pi a boundary if it satisfies the following conditions: first, pi > b1 · pi−1; then,

pi > b2 · pi+1; finally, pi > b3 ·
∑i−1

j=i−k−1 pj

k , where b1, b2, b3 ∈ [1,∞) and k ∈ N

are hyperparameters that influence the sensitivity of the segmentation. The first
two inequalities use b1 and b2 to ensure that the score is sufficiently higher than
the immediate predecessor and successor. The third inequality uses b3 to make
sure that the likelihood is also significantly higher than a neighborhood defined
by the parameter k.

Fig. 5. A plot indicating the chances of having a case segment for each position of the
user interaction data (second and third trace from the example in Fig. 1).

These three conditions allow us to select valid case boundaries within user
interaction sequences. Splitting the sequences on such boundaries yields traces
of complete process executions, whose events will be assigned a unique case
identifier. The set of such traces then constitutes a traditional event log, ready
to be analyzed with established process mining techniques.
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Fig. 6. DFG automatically discovered from the log segmented by our method.

4 User Study

In order to validate the utility of process mining workflows in the area of user
behavior analysis, a case study was conducted. Such study also aims at assessing
the quality of the segmentation produced by the proposed method in a real-life
setting, in an area where the ground truth is not available (i.e., there are no
normative well-formed cases). We applied the proposed method to a dataset
which contains real user interaction data collected from the mobile applications
of a German vehicle sharing company. We then utilized the resulting segmented
log to analyze user behavior with an array of process mining techniques. Then,
the results were presented to process experts from the company, who utilized
such results to identify critical areas of the process and suggest improvements.

In the data, the abstraction for recorded user interactions is the screen (or
page) in the app. For each interaction, the system recorded five attributes:
timestamp, screen, user, team, and os. The timestamp marks the point in time
when the user visited the screen, which is identified by the screen attribute, our
activity label. The user attribute identifies who performed the interaction, and
the team attribute is an additional field referring to the vehicle provider asso-
ciated with the interaction. Upon filtering out pre-login screens (not associated
with a user), the log consists of about 990,000 events originating from about
12,200 users. A snippet of these click data was shown in Table 1, in Sect. 1.

We applied the segmentation method presented in Sect. 3 to this click data.
We then analyzed the resulting log with well-known process mining techniques.
Lastly, the findings were presented to and discussed with four experts from the
company, consisting of one UX expert, two mobile developers and one manager
from a technical area. All of the participants are working directly on the appli-
cation and are therefore highly familiar with it. We will report here the topics of
discussion in the form of questions; for reasons of space, we will only document
a selection of the most insightful questions.
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Fig. 7. DFGs created by three of the process experts as part of Q1.

Q1: Draw your own process model of the user interactions
The participants were asked to draw a Directly-Follows Graph (DFG) describing
the most common user interactions with the app. A DFG is a simple process
model consisting in a graph where activities A and B are connected by an arc
if B is executed immediately after A. The concept of this type of graph was
explained to the participants beforehand. The experts were given five minutes in
order to create their models. A cleaned up representation of the resulting models
can be seen in Figs. 7 and 8.

For comparison, we created a DFG of the segmented log (Fig. 6). Such model
was configured to contain a similar amount of different screens as the expert
models. The colors indicate the agreement between the model and the expert
models. Darker colors signify that a screen was included in more expert models.
The dashed edges between the screens signify edges that were identified by the
generated model, but are not present in the participant’s models.

The mobile developers (models A and B) tend to describe the interactions
in a more precise way that follows the different screens more closely, while the
technical manager and UX expert (C and D) provided models that capture the
usage of the application in a more abstract way. The fact that the computed
model and the expert models are overall very similar to each other suggests that
our proposed method is able to create a segmentation that contains cases that
are able to accurately describe the real user behavior.
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Fig. 8. DFG created by one of the process experts as part of Q1.

Q2: Given this process model that is based on interactions ending on
the booking screen, what are your observations?
Given the process model shown in Fig. 9, the participants were surprised by the
fact that the map-based dashboard type is used significantly more frequently
than the basic dashboard is surprising to them. Additionally, two of the experts
were surprised by the number of users that are accessing their bookings through
the list of all bookings (my bookings). This latter observation was also made
during the analysis of the segmented log and is the reason that this process
model was presented to the experts. In general, a user that has created a book-
ing for a vehicle can access this booking directly from all of the different types
of dashboards. The fact that a large fraction of the users take a detour through
the menu and booking list in order to reach the booking screen is therefore sur-
prising. This circumstance was actually already identified by one of the mobile
developers some time before this evaluation, while they were manually analyz-
ing the raw interaction recordings data. They noticed this behavior because they
repeatedly encountered the underlying pattern while working with the data for
other unrelated reasons. Using the segmented user interaction log, the behavior
was however much more discoverable and supported by concrete data rather
than just a vague feeling. Another observation that was not made by the partici-
pants is that the path through the booking list is more frequently taken by users
that originate from the map-based dashboard rather than the basic dashboard.
The UX expert suspected that this may have been the case, because the card
that can be used to access a booking from the dashboard is significantly smaller
on the map-based dashboard and may therefore be missed more frequently by
the users. This is a concrete actionable finding of the analysis that was only
made possible by the use of process mining techniques in conjunction with the
proposed method.

Q3: What is the median time a user takes to book a vehicle?
The correct answer to this question is 66 s. This was calculated based on the median
time of all cases in which a vehicle booking was confirmed. Three participants gave
the answers 420 s, 120 s and 120 s. The fourth participants argued that this time
may depend on the type of dashboard that the user is using and answered 300 s
for the basic dashboard and 120 s for the map-based dashboard. When asked to
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Fig. 9. A process model created using Disco, with the booking screen as endpoint of
the process.

settle on only one time, the participant gave an answer of 180 s. Overall this means
that the experts estimated a median duration for this task of 3 min and 30 s. This
again is a significant overestimation compared to the value that was obtained by
analyzing the real user behavior. Again, a mismatch between the perception of the
experts and the real behavior of the users was revealed.

Q4: Given this process model that is based on interactions ending on
the confirm booking screen (Fig. 10), what are your observations?
Several of the experts observed that the screens that show details about the vehi-
cles and the service, such as tariffs, insurance details and car features,
are seemingly used much less frequently than expected. In only about 2–10% of
cases, the user visits these screens before booking a vehicle. When considering the
concrete numbers, the availability calendar screen (which is used to choose a
timeframe for the booking) and the tariffs screen (which displays pricing infor-
mation) are used most frequently before a booking confirmation. This suggests
that time and pricing information are significantly more important to the users
than information about the vehicle or about the included insurance. These find-
ings sparked a detailed discussion between the experts about the possible reasons
for the observed behavior. Nonetheless, this shows that models obtained from seg-
mented user interaction logs are an important tool for the analysis of user behavior
and that these models provide a valuable foundation for a more detailed analysis by
the process experts. Another observation regarding this modelwas, that amajority
of the users seem to choose a vehicle directly from the dashboard cards present on
the app rather than using the search functionality. This suggests that the users are
more interested in the vehicle itself, rather than looking for any available vehicle
at a certain point in time.
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Fig. 10. A process model based on cases that begin in any dashboard and end on the
confirm booking screen.

Q5: Discuss the fact that 2% of users activate the intermediate lock
before ending the booking
The smartphone application offers the functionality to lock certain kinds of vehi-
cles during an active booking. This is for example possible for bicycles, which can
be locked by the users during the booking whenever they are leaving the bicycle
alone. To do so, the intermediate lock and intermediate action screens are
used. During the analysis, it was found that 2% of users use this functionality in
order to lock the vehicle directly before ending the booking. This is noteworthy,
as it is not necessary to manually lock the vehicle before returning it. All vehicles
are automatically locked by the system at the end of each booking. One expert
argued that this may introduce additional technical difficulties during the vehicle
return, because the system will try to lock the vehicle again. These redundant
lock operations, discovered analyzing the segmented log, may introduce errors
in the return process.

Q6: Discuss the fact that only 5% of users visit damages and cleanliness
The application allows users to report damages to the vehicles and rate their
cleanliness, through the homonymous pages. It was possible to observe that
only a small percentage of the users seem to follow this routine, which was
surprising to the experts. For the vehicle providers it is generally important that
the users are reporting problems with the vehicles; optimally, every user should
do this for all of their bookings. According to the data, this is however not
the case, as only a small percentage of the users are actually using both of the
functionalities. The experts, therefore, concluded that a better communication
of these functionalities is required.
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5 Conclusion

In this paper, we showed a case and user study on the topic of the problem of
event-case correlation. This classic process mining problem was presented here
in the specific domain of application of user interaction data.

We examined a case study, the analysis of click data from a mobility sharing
smartphone application. To perform log segmentation, we proposed an original
technique based on the word2vec neural network architecture, which can obtain
case identification for an unlabeled user interaction log on the sole basis of a
link graph of the system as normative information. We then presented a user
study, where experts of the process were confronted with insights obtained by
applying process mining techniques to the log segmented using our method. The
interviews with experts confirm that our technique helped to uncover hidden
characteristics of the process, including inefficiencies and anomalies unknown to
the domain knowledge of the business owners. Importantly, the analyses yielded
actionable suggestions for UI/UX improvements. This substantiates both the
scientific value of event-log correlation techniques for user interaction data, and
the validity of the segmentation method presented in this paper.

Many avenues for future work are possible. The most prominent one is the
need to further validate our technique by lifting it from the scope of a user study
by means of a quantitative evaluation, to complement the qualitative one showed
in this paper. Our segmentation technique has several points of improvement,
including the relatively high number of hyperparameters: thus, it would benefit
from a heuristic procedure to determine the (starting) value for such hyperpa-
rameters. Lastly, it is important to consider additional event data perspectives:
one possibility, in this regard, is to add the data perspective to the technique,
by encoding additional attributes to train the neural network model.
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Abstract. To deal with increased competition and technological change,
organizations need to strive for a continuous improvement of their busi-
ness processes. To realize this, simulation models offer a suitable approach
to test different process alternatives. In particular, discrete-event simu-
lation employs stochastic models to support operational decision-making
inside the organization. However, this operational focus might cause sub-
optimization with respect to higher-level organizational goals. Therefore,
an integrative view on the business architecturemight align strategic, orga-
nizational and process perspectives. This has resulted in the expansion of
the Process-Goal Alignment modeling technique with a simulation mecha-
nism. This paper augments the previous research efforts by including sim-
ulation results expressed by confidence intervals, such that the results of
process simulations can be accurately integrated with the overall business
performance. The design of the business architecture simulation technique
is guided by the Design Science Research methodology. This paper com-
municates about both the design and the demonstration of the simulation
technique, while the evaluation of this artifact is subject to future research.

Keywords: Discrete-event simulation · Business architecture · Design
science research

1 Introduction

Over the years, businesses have been facing intensified competition and an accel-
erated pace of technological change [1]. To keep a competitive advantage in this
dynamic environment, they are continuously looking for ways to improve their
business operations. During improvement processes, different alternative process
designs need to be explored and the impact of strategic decisions needs to be
evaluated with accuracy and speed [2]. However, it is often complicated to adjust
business processes in practice as multiple adjustment rounds are needed to fine-
tune the operational design and unforeseen circumstances can occur. This brings
high risks and costs, which might endanger the business operations.

Simulation is used as a cost effective, accurate and rapid approach to analyze
business processes and to evaluate different redesign alternatives by comparing
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their performance [2]. In particular, discrete-event simulation (DES) is an analyt-
ical approach that is useful to support decision-making activities [3] by making
use of stochastic models that consider processes as queues of activities, where
state changes occur at discrete points of time [4]. Although this DES applica-
tion can result in process optimization on an operational level, the impact on
the overall business performance is overlooked [5]. Consequently, it is not pos-
sible to realize the simultaneous optimization of operational performance and
profitability [6]. This causes suboptimization when making business decisions.

To tackle this problem, the PGA (i.e. Process-Goal Alignment) modeling
technique [7] offers an integrative representation of the business architecture by
combining the strategic, infrastructural and process perspectives. In [8], a PGA
simulation technique was developed to support the analysis of possible business
process improvements. However, this technique assumes that process simulation
results are expressed by a single value. As simulation results expressed by confi-
dence intervals give more accurate information [2], the PGA simulation technique
proposed in [8] needs further development such that accurate operational perfor-
mance results obtained by process simulations can be integrated with the overall
business performance (i.e. objective 1). The further development of the simula-
tion technique must also enable to evaluate different process designs at an overall
business performance level, such that decision-making within organizations can
be improved [3,5] (i.e. objective 2).

To address the solution objectives, the proposed business architecture simu-
lation technique extends the work in [8] by a refinement of the following mech-
anisms: (i) obtaining process simulation results with a confidence interval that
allows to make a univocal statement about the performance, (ii) propagating
process simulation results throughout the business architecture hierarchy and
(iii) analyzing the impact of operational changes on the realization of the orga-
nizational goals.

The proposed business architecture simulation technique is developed accord-
ing to the Design Science Research (DSR) methodology. Besides the background
literature in Sect. 2, this paper presents work-in-progress that includes the follow-
ing DSR activities [9]: problem identification and motivation (Sect. 1), definition
of the objectives for a solution (Sect. 1), design and development of the business
architecture simulation model (Sect. 3) and the demonstration by means of an
illustrative case example of a company operating in the industry of beauty prod-
ucts (Sect. 3). The evaluation of the artifact is not yet performed and is subject
to future research. In this respect, Sect. 4 discusses what is needed to evaluate
the functionality and effectiveness of the proposed artifact, such that further
improvement opportunities can be detected [10].

2 Background

2.1 Related Work

Related research has attempted to link process simulation with goal model-
ing approaches. In [11], the i* modeling language is extended to represent
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the dynamic interactions between goals and dependencies, which establishes a
link with the action language ConGolog and allows for process simulation. A
similar idea is adopted in [12], which proposes a methodology to map an i*
Strategic Rationale diagram to ConGolog by process specification annotations.
Kushnareva et al. [13] introduce an approach to design a process from intentions
to executable scenarios. This approach makes use of the MAP formalism to cap-
ture the intentions behind a crisis management process, while statecharts are
employed at the operational level. This allows to analyze how process goals can
be achieved by various scenarios. In [14], an approach is presented that employs
the User Requirements Notation to model goals and processes and to build Key
Performance Indicator models. This is combined with a Business Intelligence
tool to monitor and measure business processes, with the aim of an iterative
improvement of the business goals and processes.

The presented business architecture simulation technique adopts a different
perspective as it considers the infrastructure perspective as the key intermedi-
ate layer to align the organizational goals and processes [15]. This is important,
as it considers the business architecture as a multi-perspective blueprint of the
enterprise that provides a common understanding of the formulation of the orga-
nizational objectives (i.e. the strategy perspective), the implementation of the
strategy (i.e. the infrastructure perspective) and operational process decisions
(i.e. the process perspective) [16].

The work in [17] executes attack simulations based on system architecture
models. This is realized by the integration of the Meta Attack Language with
an approach to visually model security domains in ArchiMate. Although this
approach specifically focuses on cybersecurity, it shows the benefit of integrating
simulation results with a multi-perspective view on the problem domain.

2.2 PGA Modeling Technique

The PGA technique [7] is an enterprise modeling language that aims at realizing
strategic fit by providing a coherent view on the business architecture. Strate-
gic fit means the alignment of the company’s strategy with the organizational
activities or processes [18]. Within the business architecture, the infrastructure
perspective covers the implementation of the enterprise strategy and therefore
acts as an intermediate layer to align the strategy and process perspective of an
organization [15]. Hence, the PGA modeling technique consists of the different
elements that are part of the strategy, infrastructure or operational perspec-
tives. The strategy perspective contains the organizational goals that describe
the vision and strategy of the company. The infrastructure perspective repre-
sents strategy implementation, that describes which processes a company needs
to perform and what is needed (i.e. capabilities and resources) to create and
deliver value. The organizational processes and activities that create or deliver
this value are embedded in the operational perspective. To ensure strategic fit
between the different business architecture elements, the PGA modeling tech-
nique combines the following features: (i) alignment is realized by a modeling
language including the different perspectives in the business architecture, (ii)
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a performance measurement mechanism that serves as a guideline for organi-
zational operations to support the intended strategic business objectives and
(iii) a heat mapping visualization that it is comprehensible for different types of
business stakeholders. More specifically, a color code (i.e. red, orange or green)
is used to express the performance and importance of different business archi-
tecture elements. For more background information, we refer the reader to [7].

2.3 PGA Simulation Technique

The PGA simulation technique [8] combines the PGA modeling technique with
a simulation mechanism to assess the impact of process simulation results on the
overall business performance. This is realized in four steps: (i) building a business
architecture hierarchy by means of the PGA modeling technique, (ii) simulat-
ing the operational performance measures, (iii) propagating the simulated per-
formance throughout the business architecture hierarchy and (iv) performing a
strategic fit improvement analysis to assess whether the simulated process change
sustains a better realization of the organizational goals. The previously devel-
oped simulation technique only considered a single mean as simulation result.
However, when considering simulation results, it is important to assess the reli-
ability of that estimate. Compared to a single mean, confidence intervals give
a better idea on the true performance measure value as they capture both the
sample mean and variance of a simulation result.

3 Business Architecture Simulation Technique

The procedure of the simulation technique contains four steps: building a busi-
ness architecture hierarchy (Sect. 3.1), performing a process simulation that
generates simulation performance results in the form of a confidence inter-
val (Sect. 3.2), the propagation of the confidence interval for the performance
measure throughout the business architecture hierarchy (Sect. 3.3), analyzing
if the simulation of a process alternative provides the expected improvements
(Sect. 3.4). In the description, PGA meta-model elements are capitalized and
model content of the running example is indicated by single quotation marks.

3.1 Building a Business Architecture Hierarchy

Design. When representing the business architecture by making use of the PGA
modeling technique, there is a clear and coherent view on how different processes
and activities are related to other elements in the business architecture. Roelens
and Poels [8] highlight that a particular constraint is needed in the context of
simulation. As the simulation technique aims to evaluate the impact of opera-
tional changes upon the overall business performance, it is important that the
operational elements are also explicitly included in the business architecture.
Therefore, one needs to make sure that each chain of valueStream relations in
the PGA business architecture ends at least at a Process or Activity element.
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An improvement analysis can reveal where operational enhancements are pos-
sible within the business architecture. In case of unachieved business objectives,
this allows to determine where the cause of the problem is situated. This is done
by the identification of a critical path, which is a chain of valueStream relations
that mostly have a high or medium importance and that connect business archi-
tecture elements on different hierarchical levels of which the performance can be
improved [7]. For problematic operational elements, different alternative designs
can be evaluated by applying the remaining steps of the business architecture
simulation technique.

Demonstration. The company operates in the industry of beauty products and
adopts a vertically integrated value chain as it manufactures products as well as
sells them in the company’s own stores. Currently, the company is looking for
ways to increase both profit and customer satisfaction as competition is entering
the market. Figure 1 visualizes the business architecture of the company.

Starting from the two goals, ‘increase customer satisfaction’ represents a
Customer Goal and ‘increase profit’ is a Financial Goal set by the company. To
support the Financial Goal, a Financial Structure layer is added, structuring the
costs and the revenues by making use of the components ‘increase sales volume’
and ‘decrease costs’ in the business architecture.

Next, the Value Proposition layer contains the different products and ser-
vices that are offered by the company. Firstly, the company offers ‘quality beauty
products at a competitive price’. By offering these high-quality products, both
an ‘increase in sales volume’ and ‘customer satisfaction’ can be realized. Addi-
tionally, the efficiency within the company’s production to offer ‘quality products
at a competitive price’ supports the ‘decrease of costs’. The company also sells
‘additional innovative products’ that are not manufactured in-house, but are
purchased from various start-up businesses. As the company’s industry is sensi-
tive to trends and innovation of products, ‘offering additional innovative prod-
ucts’ will ‘increase the sales volume’ and the ‘customer satisfaction’. Besides its
highly qualitative and innovative products, the company also ‘offers services to
the products’, such as workshops and classes on how to use the products and
on how to keep up with the latest beauty trends. By ‘offering extra services’,
‘sales volume’ and ‘customer satisfaction’ will be increased as hosting workshops
on product usage and trends supports the company’s image of high quality and
innovation. Also, ‘additional services offered’ will guarantee more direct contact
with the customers. This will result in a decrease of the number of complaints
that needs to be handled by the customer service department and thus will have
a positive impact on the ‘decrease of costs’.

The Competences of the company represent the strengths of the company that
are needed to offer its products and services. One of the three Competences of the
company under study is the practice of ‘high quality and effective operations’. This
is an important Competence that addresses the in-house production department
of the company and ensures that ‘quality products can be offered at a competitive
price’. This Competence is supported by three Processes, the ‘purchasing process’,
the ‘production process’ and the ‘distribution process’, that consequently make



The Integration of Process Simulation Within the Business Architecture 193

up the lowest level in the business architecture. Another Competence of the busi-
ness is the offering of ‘exceptional customer service’ to its customers, which focuses
more on the end of the value chain and is supported by the ‘sales process’, ‘com-
plaint handling’ and ‘customer training programs’. ‘Exceptional customer service’
is important to all the components in the Value Proposition layer. It is clear that
customer service is crucial when ‘offering services to the products’, but also to guar-
antee total product quality. A third Competence is the involvement of the company
in ‘innovative partnerships’. Without the partnering with innovative start-ups, it
is not possible for the company to ‘offer additional innovative products’ that are

Fig. 1. Business architecture heat map of the current company situation.
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not made in-house. Moreover, some of the workshops hosted are focusing on those
innovative products and consequently also require the support of the partners.

As can be seen in Fig. 1, the performance of the company’s Financial Goal,
‘increase profit’, is ‘bad’ and calls for improvement. The performance of the Cus-
tomer Goal, ‘increase customer satisfaction’, on the other hand is ‘as expected’.
However, as the company is experiencing increased competition they would like
to further improve this goal by increasing the satisfaction and perception of their
customers. When following the critical path starting from the Financial Goal,
it is clear that improvements are needed within the ‘production process’. To
improve the Customer Goal, the critical path indicates the need for improve-
ments in the ‘sales process’. In this case example, alternative ‘production’ and
‘sales process’ designs are simulated and their impact on the overall business per-
formance is evaluated. Regarding the ‘sales process’, the company has employed
two warehouse pickers and stores are able to reorder items every two weeks, only
on Fridays. After analyzing the current situation, it seemed that often too many
restock orders arrive at the same time and that the two pickers in the ware-
house are not able to timely process these orders. Therefore, alternative designs
with more warehouse pickers or different reorder policies, such that orders of the
stores to the warehouse are divided more equally, could improve the company’s
situation. Within the current ‘production process’, it seems that the product lead
time is too long. Therefore, it was proposed to add extra quality checks through-
out the production line. In that way, bad quality products might be detected
earlier, without going through the whole chain of production steps before being
filtered and sent back for remake. Additionally, the company could also improve
the performance (i.e. lower the percentage of quality violation) of the different
production steps by, for example, investing in better machines.

3.2 Simulate the Performance Level of Process Elements

Design. First, processes are simulated based on the current situation. When
accurate simulations are used, the results of these simulations will be comparable
to the actually measured performance measures of the current situation. These
process simulations require different key components, such as the control-flow,
simulation environment, activity durations, decision rules, resource requirements
and probability distributions. Thereafter, alternative designs of these processes
are evaluated. It is important that the simulated performance confidence interval
is smaller than the defined acceptance interval to make a univocal statement
about the performance of a process element. To achieve this, the following steps
need to be performed:

Step 1. Define the desired half width h of the confidence interval as being smaller
or equal to the half width of the ‘as expected’ performance interval, which can
be calculated as follows:

h � PerformanceGoal · AllowedDeviation%. (1)
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Step 2. Run the model for a small number of replications n0 and determine the
confidence interval. Depending on the size of the model and the time it takes to
execute it, the number of replications might be 5, 10 or 15 [19].

Step 3. If the half width of the confidence interval based on the n0 replications is
smaller than h, one can stop the procedure. In this case, the generated confidence
interval is smaller than the acceptance interval and a performance statement
can be made. Proceed with the propagation of the performance measures (see
Sect. 3.3).

If the half width based on the preliminary run is bigger than h, the confidence
interval will be too big to make a univocal statement about the performance level.
In this case, proceed to step 4.

Step 4. One needs to calculate the minimum number of replications needed to
obtain a half width smaller than the ‘as expected’ performance half width as in
(2). In this equation, S(n0) is the variance computed based on the simulation
with n0 replications and z is the statistical z-score associated with the confidence
interval.

n = �(zS(n0)
h

)2�. (2)

Step 5. Rerun the process simulation with n subruns and determine the confi-
dence interval for the performance measure.

Demonstration. In the case example, the ‘sales’ and the ‘production process’
of the company must be simulated. Given the page limit, the description is
restricted to the simulation results of the ‘production process’, which was imple-
mented in CPN tools [20]1

The ‘production process’ is oriented towards how the company’s high-quality
products are manufactured. In this case example, the ‘production process’ is
represented by one production line, which exists of multiple production steps and
produces exactly 500 products with an approved quality. The performance of the
‘production process’ is expressed by the product lead time. The product lead time
is calculated based on the time (in s) that it takes to collect production materials
and the duration of the different production steps. Independent subruns are
generated by performing five replications, which each contain 500 observations.
As the subruns are independent and identically distributed, it allows to calculate
a sample mean = 82.757s, variance = 2.757s2 and 95% confidence interval =
[79.303s, 86.149s] for the simulation.

Step 1. Based on formula (1), a desired half width h of the confidence interval
for the product lead time can be determined based on a performance goal of 65s
and an allowed deviation of 2%.

h = 65s · 2% = 1.3s. (3)
1 The basic CPN models can be found via https://doi.org/10.13140/RG.2.2.30599.

68006.

https://doi.org/10.13140/RG.2.2.30599.68006
https://doi.org/10.13140/RG.2.2.30599.68006
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Step 2. The 95% confidence interval based on the simulation with n0 = 5 repli-
cations is [79.303s, 86.149s] with half width:

86.149s − 79.303s
2

= 3.423s. (4)

Step 3. The half width of the 95% confidence interval based on five simulation
runs 3.423s is larger than 1.3s, so additional simulation runs are needed to obtain
meaningful results.

Step 4. The minimum number of simulation replications is calculated as

n = �(2.776 · 2.757
1.3

)2� = 35 (5)

Step 5. After rerunning 35 replications of the simulation, the 95% confidence
interval for the product lead time is [81.361s, 82.931s]. Now, the half width
of the 95% confidence interval (i.e. 0.785s) is smaller than h (i.e. 1.3s) and a
univocal statement about the performance level is possible.

3.3 Propagation of Performance Measures

Design. In the third step, the simulated performance is propagated throughout
the business architecture hierarchy to assess the impact on the performance
of the overall business objectives. This step consists of three substeps [8]: (i)
rescaling the performance, (ii) aggregating the rescaled performance to higher
levels in the business architecture hierarchy and (iii) adapting the border color
of the business architecture elements based on the resulting performance levels.

Rescaling the Performance. It is first needed to rescale the simulated performance
levels such that they can be interpreted independently of specific measurement
details (i.e. measure type, performance goal and allowed deviation %). The for-
mulas proposed in [8] need to be adjusted as the technique considers confidence
intervals for the simulated performance. Four rescaled indicators are needed:
upper performance upper acceptance level (UPUAL), lower performance upper
acceptance level (LPUAL), upper performance lower acceptance level (UPLAL),
lower performance lower acceptance level (LPLAL).

When considering a positive performance measure, formulas (6)–(9) are
relevant:

UPUALp =
UpperBoundConfidenceInterval

PerformanceGoal · (1 + AllowedDeviation%)
(6)

LPUALp =
LowerBoundConfidenceInterval

PerformanceGoal · (1 + AllowedDeviation%)
(7)

UPLALp =
UpperBoundConfidenceInterval

PerformanceGoal · (1 − AllowedDeviation%)
(8)
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LPLALp =
LowerBoundConfidenceInterval

PerformanceGoal · (1 − AllowedDeviation%)
(9)

To cope with negative performance measures, formulas (10)–(13) are needed:

UPUALn =
PerformanceGoal · (1 − AllowedDeviation%)

LowerBoundConfidenceInterval
(10)

LPUALn =
PerformanceGoal · (1 − AllowedDeviation%)

UpperBoundConfidenceInterval
(11)

UPLALn =
PerformanceGoal · (1 + AllowedDeviation%)

LowerBoundConfidenceInterval
(12)

LPLALn =
PerformanceGoal · (1 + AllowedDeviation%)

UpperBoundConfidenceInterval
(13)

Based on the values of the rescaled indicators, the performance level of an
element can be determined. Based on the above formulas, the upper performance
score is mathematically higher than the lower performance (i.e. UPUAL �
LPUAL and UPLAL � LPLAL) and the lower acceptance score is higher
than the upper acceptance (i.e. UPLAL � UPUAL and LPLAL � LPUAL).
Consequently, five performance levels can be distinguished (i.e. ‘excellent’, ‘pos-
itive ambiguous’, ‘as expected’, ‘negative ambiguous’ or ‘bad’). Table 1 indicates
how to interpret the rescaled performance values.

Table 1. Performance level based on the rescaled indicators.

Aggregation to Higher-Level Business Architecture Elements. The rescaled indi-
cators are used to aggregate the performance of lower-level elements to the appro-
priate higher-level element. For each of the rescaled indicators, the aggregation
value must be calculated. Afterwards, the analysis of Table 1 can be used to
determine the performance level of the higher-level element.

When a clear mathematical relation exist between the performance measures
of the lower- and higher-level elements in the business architecture, business for-
mulas (e.g. financial ratios) can be used to calculate the aggregated performance.
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If there is no mathematical relation between the performance measures of
two related elements in the business architecture, the Analytic Hierarchy Pro-
cess (AHP) [21] can be used. As can be seen in Fig. 1, each valueStream relation
between two hierarchical elements in the business architecture is characterized by
an importance value (i.e. indicated by a number and corresponding color). These
values express how important each lower-level element is to support the value of
the higher-level element in the hierarchy. To calculate the rescaled performance
of higher-level elements, the weighted average of the rescaled lower-level perfor-
mances can be calculated by incorporating the appropriate importance values as
weights.

As the goal is to obtain the impact on the overall business goals, this aggrega-
tion will be repeated in the business architecture until the simulated performance
is propagated to all higher levels in the hierarchy.

Adapt Border Color in Business Architecture. After propagating the operational
simulation results throughout the business architecture, each element will be
characterized by a simulated performance level. Based on the results, the visu-
alization of the element border can be adapted (see Table 1). As we define two
new performance levels, the original PGA color-coding is extended.

Demonstration: Production Process
Rescaling the Performance. The product lead time is a negative performance
measure, such that the simulated performance of the product lead time [81.361s,
82.931s] can be rescaled as follows:

UPUALproduction =
65s · (1 − 2%)

81.361s
= 0.783 (14)

LPUALproduction =
65s · (1 − 2%)

82.931s
= 0.768 (15)

UPLALproduction =
65s · (1 + 2%)

81.361s
= 0.815 (16)

LPLALproduction =
65s · (1 + 2%)

82.931s
= 0.799 (17)

Based on the values in (14)–(17), the performance level of the ‘production
process’ can be determined. As all the values are smaller than one, it can be
concluded that the performance level is ‘bad’.

Aggregation to Higher-Level Business Architecture Elements. In the case exam-
ple, the AHP mechanism is applied to aggregate the performance to the higher-
level elements in the company’s business architecture. As an example, the
UPUAL of the Competence ‘high quality and effective operations’ is calculated
as the following weighted average, see (18):

1 · UPUALpurchasing + 8 · UPUALproduction + 2 · UPUALdistribution

1 + 8 + 2
= 0.816

(18)
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The remaining rescaled performance values for ‘high quality and effective
operations’ are: LPUAL = 0.805, UPLAL = 0.879 and LPLAL = 0.868. Based
on these values, it can be concluded that the performance level is ‘bad’.

Adapt Border Color in Business Architecture. Based on the performance levels,
the visualization of the border of ‘production process’ and ‘high quality and
effective operations’ can be adapted accordingly. Figure 1 shows the current heat
map of the company after the simulated performance is aggregated through the
complete business architecture.

3.4 Improvement Analysis

Design. This step is oriented towards the analysis of the impact of the opera-
tional changes on the different business architecture elements. Based on the visu-
alized performance levels, it can be determined whether an operational change
leads to a better realization of the organizational objectives and which of the
improving designs are most preferable for the company to implement. For this
purpose, the simulated performance of each design combination is studied, while
taking into account the investment in time and costs, as indicated by the number
of required changes.

Demonstration. To improve the current situation, the company identified two
possible alternative designs for each process. Table 2 shows the different com-
binations of the alternative production and ‘sales process’ designs with their
simulated impact on the goals of the business. The last column indicates how
many operational changes are made compared to the processes in the current
business situation (i.e. scenario #0).

Scenario #0 represents the current situation, in which the ‘production pro-
cess’ contains only one quality check (i.e. 1QC) and the replenishment of stores
in the ‘sales process’ occurs biweekly on Fridays by two warehouse pickers (i.e.
2P, 2W, Fri). A first alternative design for the ‘sales process’ is to adjust the cur-
rent reorder policy of the company’s stores (i.e. biweekly on Fridays) to weekly
and to keep the current number of warehouse pickers (i.e. two pickers) intact (i.e.
2P, 1W). A second, more drastic and therefore costly adjustment to the ‘sales
process’ is to both change the number of pickers to three and the reorder policy
to a weekly reorder (i.e. 3P, 1W). For the ‘production process’, a first possible
alternative design for the company is to introduce three quality checks into the
production line instead of only one (i.e. 3 QC). When this alternative design
does not suffice, additionally quality improvement can be made to the first, fifth
and sixth production step (i.e. 3 QC + QI). The underlying reason is that the
time between these production steps and the subsequent quality check is longer
compared to other production steps, which implies that it takes longer to detect
products with a bad quality.

The results in Table 2 show that design combinations #3 and #6 do not have
a positive impact on the performance of the business goals and are therefore not
worth pursuing. As design combinations #1, #2, #4, #5 and #7 all have the
same impact on the business performance (i.e. both goals are ‘as expected’),
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Table 2. Impact of different operational changes upon the business goals.

# Process
design: Sales

Process design:
Production

Goal performance:
Increase profit

Goal performance:
Increase customer
satisfaction

# changes
required

0 2P, 2W, Fri 1QC Bad As expected 0

1 2P, 2W, Fri 3QC As expected As expected 1

2 2P, 2W, Fri 3QC+Q1 As expected As expected 2

3 2P, 1W 1QC Bad As expected 1

4 2P, 1W 3QC As expected As expected 2

5 2P, 1W 3QC+Q1 As expected As expected 3

6 3P, 1W 1QC Bad As expected 2

7 3P, 1W 3QC As expected As expected 3

8 3P, 1W 3QC+Q1 As expected Excellent 4

design combination #1 is preferred because it requires the least operational
changes. Finally, design combination #8 improves both business goals compared
to the current situation, but has a high implementation cost with four operational
changes. It is advisable for the company to gradually make improvements in its
business. In the short term, the company should implement three quality checks
in the ‘production process’ to improve short-term profit (i.e. design #1). In
the long term, when more resources and time are available, additional quality
improvements need to be made to the ‘production process’ and also the ‘sales
process’ needs to be revised (i.e. design #8), such that customer satisfaction
further increases.

4 Conclusion

This paper presents and demonstrates the design of a business architecture simu-
lation technique that allows to evaluate the impact of alternative process designs
on the overall business performance. The simulation technique is based on an
integrative business view and therefore provides a solution to the problem of
suboptimization of existing process simulation techniques. More specifically, the
business architecture can be defined by using the PGA technique, which visual-
izes the different business architecture elements and their valueStream relations.
The proposed technique defines how to integrate the output of process simula-
tions with other elements in the business architecture. The design extends the
work in [8] to express simulated operational performance by means of a confi-
dence interval. This enables a more accurate analysis of the impact of process
performance on the overall business performance.

Several mechanisms are extended to realize this. First, the performance of
different strategic decisions needs to be determined by performing process sim-
ulations. To obtain accurate and meaningful information on the performance of
processes, the results are expressed by performance confidence intervals, which



The Integration of Process Simulation Within the Business Architecture 201

are based on multiple observations of multiple simulation runs. Next, the sim-
ulated processes need to be embedded into the overall business architecture.
Based on the rescaled performance indicators (i.e. UPUAL, LPUAL, UPLAL
and LPLAL), that can be propagated them to higher-level elements in the busi-
ness architecture (i.e. by business formulas or the AHP mechanism), the ele-
ments can be labeled with a performance level (i.e. ‘bad’, ‘negative ambiguous’,
‘as expected’, ‘positive ambiguous’ or ‘excellent’) and an according visualization.
Finally, the overall impact of alternative process designs can be analyzed, which
offers a tool for organizational decision-making.

Important for future research is to evaluate the functionality and relevance
of the proposed simulation technique by applying it in a real-life case study. This
offers the possibility to evaluate the effectiveness and accuracy of the model as
results can be compared to reality. More specifically, it is interesting to check for
the accuracy of the performance measure aggregation mechanism, by compar-
ing the performance results obtained by aggregation with the real performances
measured in the business architecture. Also, a real-life case study allows to set
up more complex simulation models. This is particularly useful to analyze the
scalability of the new mechanisms, such as the feasibility of specifying the con-
fidence interval width upfront. Additionally, an opportunity for future research
is to automate the calculations for the rescaled performance indicators and the
propagation through the business architecture. Therefore, it would be interest-
ing to extend the existing PGA tool support2 with the concept of confidence
intervals and to include the propagation mechanism. Finally, it is worth exam-
ining how an automated link could be provided between the results of process
simulation tools and the PGA tool, such that simulated process performances
can be automatically introduced into the PGA business architecture.
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Abstract. The creation of blockchain-based software applications
requires today considerable technical knowledge, particularly in software
design and programming. This is regarded as a major barrier in adopting
this technology in business and making it accessible to a wider audience.
As a solution, no-code and low-code approaches have been proposed that
require only little or no programming knowledge for creating full-fledged
software applications. In this paper we review academic approaches from
the discipline of model-driven engineering as well as industrial no-code
and low-code development platforms for blockchains. We further present
a case study for an integrated no-code blockchain environment for demon-
strating the state-of-the-art in this area. Based on the gained insights we
derive requirements for the future development of no-code and low-code
approaches that are dedicated to the field of blockchains.

Keywords: Blockchain · Low-code · No-code · Model-driven
engineering · Software development

1 Introduction

With the further maturing of blockchain technologies and the soon expected
transition to more energy-efficient and faster protocols with higher transaction
volumes [11,13,24], a more widespread adoption of these technologies seems
within reach. However, one considerable barrier limiting the adoption is the tech-
nical and organizational complexity that users are confronted with when creating
blockchain-based applications [18]. This complexity originates on the one hand
from the underlying technical foundations, which build on distributed and decen-
tralized systems, cryptography, and algorithmic processing [2]. Blockchains such
as Ethereum combine these properties for storing transactions in an append-only
data structure, where each new block has a cryptographically verifiable link to
its predecessor. Thus, users are part of a decentralized network that minimizes
the degree of trust required towards other participants who continuously vali-
date the links of the blockchain. In addition, organizational barriers such as the
c© Springer Nature Switzerland AG 2022
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involvement of new regulatory requirements, the development of new skills and
competencies, and the availability of financial and human resources may prevent
adoption in practice [8].

From the perspective of software engineering, the lack of specialists for pro-
gramming may today be partly compensated with so-called low-code platforms
[4,12,31]. These development platforms are typically available as cloud services
with visual, diagrammatic interfaces and declarative languages. In our view, they
constitute the next step in the industry adoption of academic model-driven engi-
neering (MDE) approaches and its predecessors where models are regarded as
primary development artifacts for software engineering [5,10,36]. While low-code
approaches allow a user to produce results without having to understand source
code and there may be an underlying model integrated with features of the plat-
form [4], the model may not conform to an explicit formalization [10]. Further,
we consider so-called no-code approaches as a subset of low-code approaches
that operate at an abstraction level above code, not showing code to the user
at all. Today, a large number of such platforms and tools are available that
either support the development of complete software applications or focus on
providing specific functionality, e.g. for entering data in a form and saving it to
a database [26].

For easing the creation of blockchain-based applications it seems obvious to
revert to MDE and low-code approaches. These carry the potential to abstract
from the technical complexity and enable users to focus on usage scenarios and
the organizational embedding. In the following we investigate academic and indus-
trial approaches for realizing blockchain applications using these methods. We
will do this along the following three research questions. RQ1: Which academic
MDE approaches exist for the development of blockchain-based applications?,
RQ2: Which low-code and no-code platforms permit the realization of blockchain-
based applications?, RQ3: What are requirements for future blockchain develop-
ment platforms that are informed by MDE, no-code and low-code?

In particular, we will regard approaches that are already available for creat-
ing blockchain-based software applications or offer interfaces to other platforms
enabling this. This will permit to describe the state-of-the-art in this area and
derive requirements for the development of future approaches. The remainder
of the paper is structured as follows. Section 2 will outline related work in the
form of previous studies and lead over to our research methodology in Sect. 3.
Subsequently, we will present in Sect. 4 our review of academic MDE approaches
and in Sect. 5 the review of no-code and low-code development platforms used in
industry. Section 6 presents a blockchain use case using state-of-the-art low-code
platforms, resulting in the discussion of requirements in Sect. 7.

2 Related Studies

Developing blockchain-based applications requires a high level of expertise and
understanding of the underlying technologies. Blockchain-based applications
are empowered by smart contracts, i.e. programs executed on the blockchain.



Blockchain Application Development 207

These smart contracts often involve financial transactions or deal with issues
related to trust. As such, their correctness is of utmost importance. Due to the
immutable nature of blockchains, mistakes in smart contract implementations
are difficult to rectify. This can be eased through different visual languages for
smart contracts, which have been reviewed and compared in [15]. While visual
programming languages aim to reduce complexity and improve accessibility for
the programmer, they do not correspond in general to low-code development
approaches, which may involve visual programming but also deal with the gen-
eration and life-cycle management of software artifacts. Approaches and tools for
the analysis and development of smart contracts have been reviewed in [19,33].
While both studies discuss issues related to software engineering, such as code
analysis and testing, model-driven or low-code techniques to develop blockchain-
based software are not regarded.

The study by Ait Hsain et al. [1] focuses on MDE for Ethereum smart con-
tracts, however the review process is not elaborated. Sánchez-Gómez et al. [29]
review model-based testing and development approaches. Since the publication
of their study, newer approaches have emerged. A more recent review of MDE
methods was conducted by Levasseur et al. [21]. In comparison to their work,
we applied a broader search methodology and identified more approaches. None
of these studies consider industrial approaches such as platforms and focus pre-
dominantly on smart contracts.

In summary, while numerous studies on issues regarding smart contract devel-
opment have been conducted, to the best of our knowledge, a comprehensive
review of the state-of-the-art of MDE and low-code/no-code approaches from
both academia and industry in this field is missing so far.

3 Research Methodology

For answering the three research questions we will employ the following
research methodology. At first we review existing academic MDE approaches
for blockchain applications in the form of a structured literature review (SLR).
Thereby we follow the guidelines by Webster and Watson [35] and vom Brocke
et al. [6]. The initial corpus of the SLR was generated by searching all key-
word combinations from two groups, where group one included ‘blockchain,
distributed ledger, smart contract ’ and group two ‘enterprise model, conceptual
model, business model, model-driven, no-code, low-code’. These keywords were
selected based on the domain understanding of the authors. We expected the
relevant concepts to be dispersed, thus we chose a broad set of keywords.

For discovering relevant industrial approaches, we reverted to expert knowl-
edge from industry in the field of low-code development combined with our own
searches. On this bases, we conducted (1) a survey of available platforms towards
suitability for blockchain application development and (2) the implementation
of a blockchain use case as an evaluation. This exploratory research approach
is directed towards discovering requirements for future platforms that combine
blockchain application development with the state-of-the-art from academia and
industry.
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4 Academic MDE Approaches

In the following subsections, we review approaches of the academic discipline
model-driven engineering in regard to development solutions for blockchains.

Model-driven engineering introduces models as primary artifact to the soft-
ware development process in order to address numerous challenges of software
engineering [5,27]: First, the common understanding of software artifacts can
be facilitated by domain-specific models, as such models are easier to interpret
for humans than code. Second, model-based reasoning allows the verification
of software, e.g., to determine the fulfillment of security properties. And third,
well-defined models allow developers to create software artifacts in an automated
fashion, which are correct-by-construction, with no or reduced coding effort. To
identify existing MDE approaches that target specifically the development of
blockchain applications, we conducted a systematic literature review as elabo-
rated in the following.

4.1 Review Process

The systematic review process as shown in Fig. 1 follows the guidelines by [35]
and [6]. To obtain an initial corpus of publications, we performed keyword
searches in step (S-1) on ACM, Springer, and IEEE Explore with the search
strings shown in Table 1. From the resulting corpus, duplicates were removed in
step (S-2). Due to the large number of documents, we filtered the publications
by outlets in step (S-3) that typically publish papers in software engineering,
model-driven engineering or information systems. Before the full-text analysis,
the reduced corpus was then screened by titles in step (S-4).

ACM Springer IEEE
Explore DBLP

(S-1)
Keyword
searches

2292 2064(S-2)
Duplicate
removal

352(S-3)
Outlet
filtering

124(S-5)
Manual
outlet

screening

87(S-4)
Title

screening

107

(S-6)
Merge

39

(S-7)
Paper

assessment

280

(S-8)
B/F

search

(S-11)
Final

selection

108(S-10)
Concept
selection

4010 (S-9)
Pass

assessment

Fig. 1. Academic literature review process

As basis for this fourth step we formulated keyword criteria, whereby the title
should contain one of “conceptual”, “model”, “process”, “execution”, “process”,
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“architecture”, “framework”, “design”, “development”, “pattern”, “use case”,
“supply chain”, “database”, “storage”, “verification”, “generation”, “language”,
and mention a blockchain-related word, such as “distributed”, “chain”, “contract”.
Additionally, we analyzed all titles to capture promising publications. In parallel,
we screened in step (S-5) the table of contents of selected outlets in software engi-
neering and related disciplines by applying the same process as in (S-4). That is, we
screened all proceedings, workshops, issues, etc., published in one of the following
outlets from 2015 to Nov. 2021: BCCA, BMSD, BPMDS/EMMSAD, BRAINS,
COINS, CSIMQ, CVCBT, DAPPCON, DK, EMISA, ER, ICBC, ICBCT, IEEE
Blockchain, IEEE ICBC, IJISMD, MoDELS, PoEM and SoSyM. These two sets
of publications were then merged and duplicates removed (S-6).

Table 1. Simplified search strings used and results found on ACM, IEEE Explore, and
Springer. The concrete syntax of search strings varies for each search portal.

Search string Results

(“blockchain” OR “distributed ledger” OR “smart contract” OR “smart-contract”) AND
(“All “business model” OR “business modeling”) AND (year>2014)

1625

(“blockchain” OR “distributed ledger” OR “smart contract” OR “smart-contract”) AND
(“All “enterprise model” OR “enterprise modeling”) AND (year>2014)

40

(“blockchain” OR “distributed ledger” OR “smart contract” OR “smart-contract”) AND
(“All “conceptual model” OR “conceptual modeling”) AND (year>2014)

370

(“blockchain” OR “distributed ledger” OR “smart contract” OR “smart-contract”) AND
(“All “model driven” OR “model-driven”) AND (year>2014)

181

(“blockchain” OR “distributed ledger” OR “smart contract” OR “smart-contract”) AND
(“All “no code” OR “no-code” OR “low code” OR “low-code”) AND (year>2014)

76

In the next step, the publications were assessed by at least reading the
abstract and reviewing tables and images (S-7), considering the inclusion cri-
teria that (i) the publication should be directly related to distributed ledger
technologies, and (ii) creates, discusses, or presents a modeling approach. Pub-
lications using models to only illustrate software, systems, or a use case, e.g., by
means of a standard UML use case diagram, were excluded. For the remaining
publications, we then performed a recursive backward-forward search, as pro-
posed in [34] (S-8): references and citations were screened, seemingly relevant
publications added to the set, and subsequently assessed as in step (S-7). For all
relevant new additions, a backward-forward search was again performed.

Eventually, no new relevant publications could be found and the backward-
forward search was concluded. Of all thus collected publications, 108 fulfilled the
assessment criteria (S-9). We further filtered by contained concepts in step (S-
10), i.e., (i) the approach has MDE characteristics, (ii) it must be tool-assisted,
and (iii) include generation of code, application artifacts, or some executable
specifications. The motivation for choosing these criteria is founded in the com-
monalities of low-code/no-code and MDE, as elaborated in Sect. 1. Finally, we
selected 10 approaches we consider representative for the full spectrum of aca-
demic approaches.
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4.2 Results

In Table 2, the final selection of academic approaches from (S-11) is shown. We
further evaluated the approaches regarding the required user expertise - see col-
umn Expertise. Approaches where a user must not write any code and only basic
understanding of blockchain concepts is required, we consider suitable for non-
technical users. In contrast, approaches that require understanding of advanced
concepts or chain-specific features, e.g. gas costs in Ethereum, we consider suit-
able for non-programmers. Finally, if the user has to write any code, the approach
is only suitable for programmers.

For the comparison of the academic approaches, we classified them in addi-
tion using three layers, which are based on the traditional layers of ArchiMate1.
This choice is motivated by a previous application of ArchiMate in the context
of Blockchain use cases [9]. Approaches on the (i) business layer integrate
modeling of business concepts, such as use cases from a top-down perspective.
The (ii) application layer includes approaches which integrate life-cycle and
deployment management, or integration facilities. Finally, on the (iii) technol-
ogy layer, we consider approaches whose scope is limited to the generation of
smart contract code from models.

Table 2. Selected academic, model-driven approaches for blockchain application devel-
opment that apply code generation.

Ref. Name BP Modeling language Layer Impl. platform Expertise OS

[3] Archi2HC H ArchiMate Business Archi • • • –

[22] Caterpillar E BPMN Application custom (Node.js, bpmn-js) • ◦ ◦ +

[17] ChainOps E domain-specific Application AstraKode Blockchain Modeler • ◦ ◦ –

[28] Das Contract E,C DEMO, BPMN, Blockly Technology custom (.Net, Node.js) • • ◦ ◦
[25] iContractBot MC domain-specific (iContractML) Technology Xatkit • ◦ ◦ ◦
[14] iContractML MC domain-specific (iContractML) Technology Obeo Designer (Eclipse Sirius) • ◦ ◦ ◦
[30] LATTE E domain-specific Technology custom (Electron) • • ◦ +

[32] LEMMA E domain-specific (LEMMA) Application LEMMA • • • ◦
[20] UML2Go H UML Technology Obeo Acceleo (Eclipse) • • ◦ –

[23] VeriSolid E domain-specific (state machine) Technology WebGME • • ◦ +

Name: Short name of the approach. If none was given by the authors we assigned one.
BP: Blockchain platform, E: Ethereum, C: Cardano, H: Hyperledger Fabric, MC:
Multi-chain. Expertise: Required experience, •: non-technical, ••: non-programmer,
•••: programmer. OS: open source, +: available, ◦: no license specified, –: not available.

In the entire corpus of publications, we could identify only one approach
which clearly lies on the business layer (i) and simultaneously permits the gen-
eration of code artifacts. Babkin et al. [3] propose a mapping between ArchiMate
concepts and Hyperledger Composer constructs. From an ArchiMate model, a
project artifact for Hyperledger Fabric is generated. However, a programmer
must implement the business logic manually. The Das Contract approach [28]
applies modeling languages of DEMO to design and generate smart contracts.
1 See https://www.opengroup.org/archimate-forum/archimate-overview.

https://www.opengroup.org/archimate-forum/archimate-overview
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While DEMO is traditionally used to model organizations, this is however not
part of of this approach.

On the application layer (ii) lie approaches and tools offering integra-
tion and management capabilities for the generated artifacts. Caterpillar [22]
is a process execution system, in which processes are modeled as BPMN in
a web-based visual editor. The models may be translated to Solidity code or
into an intermediate representation to be executed by an on-chain execution
engine. Furthermore, the tool offers a model repository and monitoring of pro-
cesses. In the ChainOps [17] framework, smart contracts are composed visually
from pre-defined templates, subsequently validated against domain-specific con-
straints and policies. Models then are sent to a REST service to be translated
and deployed. The vision of ChainOps is to offer a complete and integrated
Dapp life-cycle solution for the OntoChain2 ecosystem. The work of Trebbau
et al. [32] is an extension of LEMMA, a modeling framework for microservices.
Using the modeling languages of LEMMA, code artifacts for the connection to
chain networks and smart contract interaction may be generated. The focus of
this approach is the model-based integration of on-chain components.

Most identified approaches focus on the generation of smart contract code
without offering additional life-cycle capabilities, and are thus assigned to the
technology layer (iii). Suitable for non-technical users are approaches which
abstract blockchain and platform-specific concepts. The modeling language iCon-
tractML [14] has a visual notation with few elements for the specification of the
structure of smart contracts. Models are translated to DAML, which is compat-
ible with various chains. Based on this language, iContractBot [25] allows the
user to specify models conversationally. Another approach targeting multiple
chains is the aforementioned Das Contract, in which the behavior of a contract
is specified in Blockly. Since Blockly contains coding concepts, we do not con-
sider it suitable for non-technical users. Approaches specifically for Ethereum
are LATTE [30] and VersiSolid [23]. The former relies on a combination of form-
based definition of the structure of Solidity contracts and their implementation,
defined visually in a notation similar to flow-charts. In the latter, Solidity con-
tracts are modeled as state machines in visual fashion. This approach focuses on
the formal verification of the generated contract. Another platform-specific app-
roach is UML2Go [20] for Hyperledger Fabric. Contracts are modeled as UML
class and sequence diagrams and then translated to Go chaincode using model
transformation.

The results show that academic approaches predominantly focus on the
platform-specific generation of smart contract code, whereas holistic solutions
are sparse.

2 https://ontochain.ngi.eu/.

https://ontochain.ngi.eu/
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5 Industrial Low-Code and No-Code Approaches

For practitioners, an increasing number of low-code and no-code solutions is
available. In an informal compilation by Invernizzi and Tossell3, solutions from
145 companies were found, such as website and app builders, e-commerce ser-
vices, and data dashboards. The identified solutions differ substantially in the
scope and applications they target. With the aim of assessing the scope and
applicability of industrial approaches towards blockchain applications, we con-
ducted a review of state-of-the-art solutions. The data sources for this review are
(DS-1): the compilation by Invernizzi and Tossell, (DS-2): practical approaches
from prior research [15], and (DS-3): additional research on blockchain-specific
no-code and low-code solutions available on the web.

5.1 Review Process

We applied a three-step process, consisting of an initial filtering step (S-1), the
evaluation of scope and applicability for blockchains in step (S-2), and the classi-
fication of solutions applicable to blockchains (S-3). Initially, 169 solutions were
identified. In (S-1), we manually retrieved descriptions from the vendor websites
in addition to information provided by (DS-1), followed by filtering out duplicate
entries, those that could not be reached on the web, or did not provide sufficient
information on their websites (e.g. closed beta software). The remaining 150
solutions were evaluated in (S-2) regarding their scope of blockchain integration.
Finally, 40 solutions were identified as applicable for blockchains.

5.2 Results

For discussing available platforms and their blockchain integration, we distin-
guish between 1st degree and 2nd degree integration. A platform supports 1st
degree integration if it interacts directly with blockchains through its software
or services. 2nd degree integration is supported if an external service could be
integrated that offers 1st degree integration. The criteria for the selected plat-
forms (S-3) listed in Table 3 are that they (a) offer blockchain integration of 1st
or 2nd degree and (b) were considered a low-code or no-code approach.

Categories with 1st Degree Integration: 1st degree blockchain integration
has been found in 17 solutions intended for building websites and apps, workflow
automation, and smart contract development. Exemplary integration features in
the app builder category are the creation of decentralized apps (Dapps) and the
integration of cryptocurrency-related data, e.g. price information. App builders
such as Outsystems (5) and Bubble (7) support Dapps, where components of
a mobile, desktop, or web app can send blockchain transactions and call smart
contract functions, e.g. through the MetaMask browser extension.

3 https://pinver.medium.com/decoding-the-no-code-low-code-startup-universe-and-
its-players-4b5e0221d58b.

https://pinver.medium.com/decoding-the-no-code-low-code-startup-universe-and-its-players-4b5e0221d58b
https://pinver.medium.com/decoding-the-no-code-low-code-startup-universe-and-its-players-4b5e0221d58b
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Table 3. Low- and no-code approaches with 1st or 2nd degree blockchain integration.

Cat. Name Website d1 d2 s Cat. Name Website d1 d2 s

1 AM Adalo adalo.com – + ◦ 21 SC DAML daml.com + – +

2 AM BuildFire buildfire.com – + ◦ 22 SC Simba Chain simbachain.com + – –

3 AM Glide glideapps.com + + – 23 SC Dappbuilder dappbuilder.io + – +

4 AM Axonator axonator.com – + – 24 SP Airtable airtable.com – + –

5 AW Outsystems outsystems.com + – – 25 WA n8n n8n.io + – +

6 AW Builder.ai builder.ai + – – 26 WA Zapier zapier.com + + ◦
7 AW Bubble bubble.io + + – 27 WA Integromat integromat.com + + –

8 AW Landbot landbot.io – + – 28 WA Process Str process.st – + –

9 AW Draftbit draftbit.com – + ◦ 29 WA IFTTT ifttt.com + + –

10 D Parabola parabola.io – + – 30 WA NodeRed nodered.org + + +

11 D Gyana gyana.com – + ◦ 31 WA Aurachain aurachain.ch + – –

12 D Obviously AI obviously.ai – + – 32 WB Webflow webflow.com + + –

13 D Levity levity.ai – + – 33 WB Unstack unstack.com – + –

14 F Arengu arengu.com – + ◦ 34 WB Squarespace squarespace.com – + –

15 F Formstack formstack.com – + – 35 WB Linktree linktr.ee – + –

16 F Tally tally.so – + – 36 WB Pory pory.io – + –

17 IN Budibase budibase.com – + – 37 WB Softr softr.io – + –

18 IN Flowdash flowdash.com – + – 38 WB Xooa xooa.com + – ◦
19 IN Jet Admin jetadmin.io – + ◦ 39 WB ICME icme.io + – –

20 IN Windward windwardstudios.com – + – 40 WB Atra atra.io + – ◦
Cat.: Category, AM: app builder with mobile focus, AW: app builder with web focus,
D: data, F: forms, IN: internal tools, SC: smart contracts, SP: Spreadsheets, WA:
workflow automation, WB: website builders, d1: 1st degree integration, d2: 2nd degree
integration, s: open source, +: applicable, ◦: partially applicable, –: not applicable

For website builders, blockchain integration has only been found for integrat-
ing cryptocurrency-related data, with the exception of ICME (39). ICME is a
website builder for creating websites on the Dfinity blockchain. The app and the
resulting websites are hosted on Dfinity.

Workflow automation tools allow for the execution of user-defined workflows.
A workflow is entered via a visual flow-based editor, showing the subsequent
flow of steps for execution along with execution logic, or using dialogs or forms.
Exemplary integration features are transactions and smart contract support for
the Ethereum blockchain in Zapier (26) and Aurachain (31), and support for the
Hyperledger Fabric blockchain in NodeRed (30) and Aurachain (31). Further
services support crypto-currency data integrations.

Smart contract development is supported by integration features in Hyper-
ledger Fabric, Hyperledger Sawtooth, Amazon QLDB, and others in DAML
(21), a domain-specific language for textual descriptions of smart contracts. The
textual language uses a syntax with natural language elements that can be inter-
preted and deployed for the supported platforms. Smart contract design based

http://www.adalo.com
http://daml.com
http://buildfire.com
http://simbachain.com
http://www.glideapps.com
http://dappbuilder.io
http://axonator.com
http://airtable.com
http://outsystems.com
http://n8n.io
http://builder.ai
http://zapier.com
http://bubble.io
http://www.integromat.com
http://landbot.io
http://www.process.st
http://draftbit.com
http://ifttt.com
http://parabola.io
http://nodered.org
http://gyana.com
http://www.aurachain.ch
http://www.obviously.ai
http://webflow.com
http://levity.ai
http://www.unstack.com
http://arengu.com
http://www.squarespace.com
http://formstack.com
http://linktr.ee
http://tally.so
http://pory.io
http://budibase.com
http://www.softr.io
http://flowdash.com
http://xooa.com
http://jetadmin.io
https://www.icme.io
http://www.windwardstudios.com
http://atra.io
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on templates and a visual editor is found for Ethereum, Hyperledger Fabric, and
others in SimbaChain (22). The editor supports the creation of smart contracts
by defining assets and transactions. Dappbuilder (23) offers smart contract cre-
ation from pre-defined templates for Ethereum, Polygon, and others. The app-
roach limits applicability to standardized contracts, e.g. issuing tokens according
to the Ethereum ERC-20 and similar token standards.

Categories with 2nd Degree Integration: 2nd degree blockchain integration
has been found in 30 solutions intended for building websites, apps, or forms,
for workflow automation, internal tools for companies, and for data processing
and spreadsheets. 7 solutions also offer 1st degree blockchain integration. The
integration features across the categories rely on another services providing a
direct integration for blockchain applications. Among the no-code or low-code
applications, it is typical to integrate other services in the fashion of a composi-
tion, for example, creating an application in an app builder with data provided
by an external service. Blockchain integration features, due to this capability,
rely on other services for blockchain integration.

Notably, 28 of the 30 solutions integrate with Zapier (26), thereby offering
support for interacting with Ethereum smart contracts and transactions. These
concern website and app builders such as Glide (3), which can embed dialogs
for smart contracts and transactions in this way, in addition to integrating cryp-
tocurrency data. Similarly, form builders allow defining input fields and the pro-
cessing of submitted data through integrations. Arengu (14) is a typical example
which also supports visualization with a flow-based editor.

Workflow automation tools offer the integration as part of the executable
workflow definition. For example, a transaction may be sent after the workflow
has been started by another action such as entering data in a spreadsheet. This is
often accomplished by integrating AirTable (24). Internal tools include software
tools for enterprises, automating typical enterprise resource tasks or operational
tasks, e.g. using JetAdmin (19), or business processes as in Flowdash (18). Inte-
grations in this context can be triggered similar to workflow automation tools.

Data processing and spreadsheets tools permit integrating data sources,
thereby enabling for example the processing of newly appearing blockchain trans-
actions, filtering for specified criteria, and calculations such as the aggregation
of transferred amounts. Examples where this is possible are the spreadsheet tool
AirTable (24) and data analytics tools such as Parabola (10).

The results show that the integration possibilities for the creation of web-
sites or apps hinge on few services such as Zapier (26), predominantly found in
the workflow automation category. Typical integration features consist of access
to blockchain transactions or cryptocurrency data. Further integration possibil-
ities with APIs on a technical level are very common, however, they were not
considered no-code or low-code when using using Webhooks, Rest, other forms
of HTTP requests or technical API descriptions. For the development of smart
contracts, few no-code instances could be found in practice, with all of them
requiring expert knowledge in blockchains.
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6 Use Case for Low-Code Blockchain Development

For conducting a first evaluation of the state-of-the-art in realizing blockchain
applications using low-code and no-code approaches (RQ2), we implemented a
blockchain app with a smart contract in the area of supply chain tracking and
tracing. For this purpose, we selected the Outsystems low-code platform, which
targets developers, together with the SimbaChain platform as an exemplary no-
code platform that is directed towards end-users.

The goal was to provide a trusted and up-to-date IT system shared by dis-
tributed supply chain participants. In this domain, blockchain-based solutions
promise information that is available as a trusted source in near-time or real-time
among network participants [7,16]. In particular, the tracking of goods in inter-
national shipments is a challenging area, involving the coordination of material
flows from suppliers and manufacturers through container and sea freight com-
panies to distributors. Additionally, products and materials need to be traced
back to their source. Without a trusted IT infrastructure, shipments are mostly
documented using paper documents, with point-to-point communication by e-
mail, phone, and siloed IT systems, resulting in high transaction costs [7,37].

Supplier 1

Ethereum Blockchain

Vendor 1 Supply Chain 
Network Model

Network Layer

Application Layer

Manufacturer 1

Outsystems
App

Smart Contract Consensus Layer

Connector
Simba

REST API
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App
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Connector
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Fig. 2. Blockchain-based architecture for supply chain tracking and tracing.
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Figure 2 shows the implemented three-layer architecture with an exemplary
network. Using Outsystems studio, an app was designed for registering suppliers,
manufacturers, and vendors together with freight forwarding companies, com-
modities, and shipments. On the application layer, Supplier 1 might scan a ship-
ment through a Global Trade Item Number (GTIN) with a smartphone camera
and submit related IDs and attributes. For Manufacturer 1 and Vendor 1, this
data becomes available and is updated with shipment events by freight providers
and forwarders. Figure 3 shows this data in the app during development. The
Ethereum blockchain is integrated for establishing a consistent view of data on
the network and consensus layers of the architecture. In Outsystems, a REST
API hosted by Simba relays requests to the Ethereum smart contract. Smart
contracts and APIs are generated by SimbaChain from the model in Fig. 4.

7 Discussion and Requirements for Future Developments

The review of academic approaches for model-driven engineering for blockchain
applications has shown that most approaches focus on the technical level and
not all of them support code generation. Rather, many approaches target the
formal verification of smart contracts and only some approaches provide working
prototypes. Approaches that integrate the business, application, and technical
layer have not yet been proposed prominently in the literature. These would
however bring benefits in terms of a holistic view on blockchain application
design and should be investigated in the future.

Fig. 3. Design of mobile app (left-hand side) in Outsystems Service Studio (right-hand
side) using a flow-based editor for processing commodity data records of shipments.
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Fig. 4. Smart contract design in SimbaChain using a visual editor for a data model of
transactions (blue) and assets (red). (Color figure online)

The reviewed no-code and low-code approaches as used in industry showed
the high maturity of these platforms. This concerned in particular the high
usability, the availability of a broad range of interfaces for cloud-based and
blockchain integrations and the possibility of cross-platform development. On
the downside, it is hard to trace errors and debug applications on some low-code
platforms as implementation details are hidden. Although some platforms offer
the inspection of the generated code, this requires again technical know-how.

The practical use case permitted further insights. Regarding the blockchain
implementation through SimbaChain, a major architectural limitation is the gen-
eration of APIs used as relay when accessing the smart contract. Additional vali-
dation of the blockchain is required for assessing the consistency of data. From a
user perspective, the SimbaChain platform requires only high-level knowledge of
data types in addition to the visual entity concept documented in the platform.
While SimbaChain might thus be considered a no-code approach, it is limited
to the presented operations and its resulting implementation requires expert
knowledge for evaluating implementation trade-offs. The app development with
Outsystems allows for a visual modeling of program actions and control struc-
tures as shown in Fig. 3. The specification of the individual elements as well as
other application components required the knowledge of software development
concepts, such as variables, datatypes, event listeners, and HTTP request and,
in one case, debugging through the logging and interception of requests. On the
other hand, Outsystems might be considered a low-code approach with com-
plex capabilities suitable for developers. During development, code consistency,
spotting errors visually, discussing and communicating with domain experts, and
cross-platform generation have proven beneficial.
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8 Conclusion

In this paper we reviewed academic model-driven engineering approaches and
industrial low-code and no-code platforms for supporting the development of
blockchain-based applications. Whereas academic approaches mostly focus on
the technical aspects of development, industrial approaches showed a high matu-
rity in terms of usability and integration capabilities. For future developments,
more holistic, cloud-based approaches involving business, application, and tech-
nical layers seem desirable. With regard to academic approaches, the provision
of integration capabilities and sustainable prototypical implementations present
current major challenges.
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Abstract. The advent of socio-technical, cyber-physical and Artificial
Intelligence (AI) systems has broadened the scope of requirements engi-
neering which must now deal with new classes of requirements, con-
cerning ethics, privacy and trust. Unfortunately, requirements engineers
cannot be expected to understand the qualities behind these new classes
of systems so that they can conduct elicitation, analysis and operational-
ization. To address this issue, we propose a methodology for conducting
requirements engineering which starts with the adoption of an ontol-
ogy for a quality domain, such as ethicality, privacy or trustworthiness,
populates the ontology for the system-to-be and conducts requirements
analysis grounded on the populated ontology. We illustrate our proposal
with ethicality requirements.

Keywords: Requirements elicitation and analysis · Foundational
ontologies · Ethical requirements

1 Introduction

In a world where Artificial Intelligence (AI) is pervasive, controlling more services
and systems everyday, humans may feel threatened or at risk by giving up control
to machines. In this context, many of the potential issues are related to safety and
ethics. For example, AI systems may be biased towards a group of people in detri-
ment of others, they may lead to job loss and wealth inequality, and they may make
mistakes and even go rogue, by acting against the interests of humanity [4].

Providing a global solution to these problems is a challenging endeavor, but
one that has recently been recognized by different organizations, which have pro-
posed guidelines and standards aimed at addressing this pressing matter. Among
these, we may cite the IEEE Standard Model Process for Addressing Ethical
Concerns during System Design [5] and the European Union Ethics Guidelines
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for Trustworthy AI [3]. What these works have in common is proposing a set
of principles to which the system-to-be must adhere to be considered ethical.
The topic targeted in this paper is how to make sure that such principles may
effectively guide system development.

We claim that Requirements Engineering (RE) is the Software Engineering
area that may exert a bigger impact on developing ethical systems, emphasizing
ethical principles in system development from the start. RE is not only respon-
sible for producing the set of requirements that will conduct the design of the
system-to-be, but also for validating if such requirements have been properly
met, and for monitoring if they are still valid throughout the whole life cycle
of the system, even after it becomes operational. However, proposing concepts,
tools and techniques that support the incorporation of high-level societal con-
cerns and goals (such as ethicality) into the software development processes as
explicit requirements is still a challenge in the RE field.

The solution to the targeted issue involves a deep understanding of what
the proposed ethical principles mean and how they can be converted in con-
crete system requirements, which can then guide system design, besides being
validated and monitored. For that, we rely on an ontological approach, based
on a novel Requirements Engineering method we name Ontology-based Require-
ments Engineering (ObRE). The ObRE methodology consists of three activities:
1) adopt or develop an ontology to conceptually clarify the meaning of a class of
requirements (in this paper, ethicality requirements); 2) instantiate the ontology
for a system-to-be, resulting in a domain model; and 3) use the domain model to
guide analysis, resulting in requirements models, such as goal models, require-
ments tables, user stories etc. Besides presenting ObRE, this paper illustrates
its use with an example drawn from the driverless car domain.

Ontological analysis provides a foundation for ObRE as it enables a deep
account of the meaning of a particular domain. In turn, such analysis is based on a
foundational ontology to offer a domain-agnostic set of concepts drawing ideas
from Philosophy and Cognitive Science. Domain-agnostic identity and depen-
dency, taxonomic relationships and mereology are examples of concepts offered by
foundational ontologies. In turn, ontological analysis uses a foundational ontology
to develop domain ontologies, i.e., a set of concepts and relationships for a spe-
cific domain to be shared by a community of users [19]. It is important to highlight
that in our work, an ontology is a reference conceptual framework for conceptual-
izing a domain, rather than a mere logical specification to support automated rea-
soning.ObRE is based on theUnifiedFoundationalOntology (UFO) [20], extended
with concepts from the Non-functional Requirements Ontology (NFRO) [23]. The
use of NFRO is justified by the fact that the classes of requirements ObRE tar-
gets belong to quality domains (e.g. ethicality, trustworthiness and privacy) and,
as such, fall into the category of non-functional requirements, as explained in detail
in the next section of this paper. ObRE is intended to help a requirements analyst
cope with non-functional requirements where the analysts literally doesn’t know
where to begin in conducting elicitation and analysis, which is the case of ethical
requirements, the very focus of this paper. ObRE is intended to help by “semanti-
cally unpacking” requirements concepts thereby enabling requirements activities.
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The remainder of this paper is structured as follows: Sect. 2 discusses what
we mean by ontological analysis, and explains the ontological account of require-
ments adopted in this work; Sect. 3 presents the ObRE method; Sect. 4 illustrates
the proposed method with an example from the ethical AI systems domain;
Sect. 5 discusses related works; and finally, Sect. 6 presents final remarks.

2 Research Baseline

2.1 Ontological Analysis

The notions of ontology and ontological analysis adopted here are akin to their
interpretations in philosophy [10]. In this view, the goals of ontological analysis
are: (i) characterize what kinds of entities are assumed to exist by a given concep-
tualization of a set of phenomena in reality; (ii) the metaphysical nature of these
kinds of entities. An ontology, in turn, is a system of categories and their ties (here
represented as an artifact) that makes justice to what is uncover by (i) and (ii).

In this sense, an ontology is neither merely a logical specification nor it is mainly
concerned with making terminological and taxonomic distinctions. For example,
in addressing the domains of risk, one is less concerned with what specific subtypes
of risk exist (e.g., physical, biological, financial, electronic), but instead with what
exactly is risk? (What kind of entity is it? What is its nature?). Is it an object? an
event? a relationship? a complex property? If the latter, is a categorical or dispo-
sitional property? what is the bearer of such a property?, and so on.

Given the nature of this method of analysis, it must be supported by
a domain-independent system comprising the most general categories, hence,
crosscuting several domains (e.g., objects, events, relationships, dispositions,
etc.), i.e., what is termed a foundational ontology (aka top-level or upper-level
ontology). In this article, we adopt the Unified Foundational Ontology (UFO)
given its successful track record of supporting the ontological analysis of com-
plex notions such as value, risk, service, trust, legal relations, money, decisions,
economic preferences, among many others [20,22,29].

2.2 An Ontology for Requirements (NFRO)

The Non-Functional Requirements Ontology (NFRO) is defined as an extension
of UFO. As such, it adopts the UFO notion of Agent, an entity having mental
states such as belief, desire and intention and means to act accordingly. Also, the
notion of Intention that refers to a situation (state-of-affairs) that the Agent
commits to bring about by pursuing goals and executing actions. It is also impor-
tant to state that according to UFO, Agent can be categorized into Human (i.e.
a person), Artificial (i.e. artificial systems, such as information systems, cyber-
physical systems, etc.) and Institutional (i.e. organization). A Stakeholder may
be aHuman or an Institutional agent, while the system-to-be is anArtificial
one. For reasons of space, we do not include a figure showing this Agent catego-
rization, but we refer the reader to [21] (chap.3), for details.
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Requirements can be functional and non-functional, but the latter are most
relevant to ethical requirements, so we focus on them by adopting NFRO [23].
In NFRO, a requirement is a goal. Requirements are specialized into NFRs
(aka quality goals) and functional requirements (FRs). FRs refer to a
function (a capability, capacity) that a system can manifest in particular sit-
uations. NFRs refer to desired qualities taking quality values in particular
quality regions. For example, a software system is considered to have good
usability if the value associated to its “usability” quality maps to the “good”
quality region in the “usability” quality space.

This ontological account delineates different kinds of requirements, and clari-
fies the nature of NFRs as qualities that map a system artifact into a quality region
[23]. Figure 11 depicts a selected subset of the NFRO that is relevant here. For an
in-depth discussion and formal characterization of qualities, quality univer-
sals, quality regions, and quality spaces, we refer the reader to [19].

Fig. 1. A fragment of the ontology of non-functional requirements

3 ObRE Method

Figure 2 illustrates the process of the ObRE method, showing the three activities
mentioned in Sect. 1.

Fig. 2. The ObRE process

The process starts with 1) Domain Ontology Development, require-
ments analysts and ontology engineers perform ontological analysis for a class
1 In all OntoUML diagrams, we adopt the following color coding: types are represented

in purple, objects in pink, modes in blue, events in yellow, and abstract entities such
as numbers, sets and propositions in white.
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of requirements. We emphasize that ObRE does not prescribe that the require-
ments engineer is versed in the use of ontological analysis concepts. For that,
ObRE assumes the presence of an ontology engineer, and the requirements engi-
neer plays a role of a domain expert in the ontology development process. The
outcome of activity 1), is an ontology modelled in OntoUML2 This activity is
performed once for each class of requirements and doesn’t need to be repeated
for each new system development project. For example, in [7], we conducted
ontological analysis the notions of trust and trustworthiness in order to unpack
the meaning of trustworthiness requirements. According to the results of our
analysis a system is trustworthy if it is believed to have the capability to per-
form its required functions (Capability belief) and its vulnerabilities will not
prevent it from doing so (Vulnerability belief). Moreover, we define trustworthi-
ness as a composition of three other qualities, namely reliability in performing
its functions, truthfulness in presenting its credentials and transparency in its
operations. To judge how reliable a system is, we must understand how much
of the Stakeholder’s Capability Belief is actually met by the system’s opera-
tions. Note that reliability could have been defined in multiple other ways, for
instance, it could have been related to accessibility, i.e., how often will the sys-
tem be responsive to stakeholder needs; or inferred by the system possessing
a specific reliability certificate. The trustworthiness ontology has been recently
used in a real case study, reported in [8], showing promising results in defining
and monitoring trustworthiness requirements for a particular system. In case a
new trustworthy system needs to be developed, the same ontology can be fully
reused, and instantiated for the new system-to-be.

Having the requirements explicitly defined and understood, the analyst may
perform 2) Domain Ontology Instantiation. Here, the analysts focus on
a particular system and instantiate elements of the ontology. For a security
ontology, this step would identify stakeholders, vulnerabilities, attack types, etc.
for a particular system. This is intended to serve as domain model for conducting
requirements analysis. We highlight the importance of this step, since the same
class of requirements may lead to distinct concrete requirements for each system.
Thus, instantiating the ontology created in 1) helps identify these particular
requirements and opens the way for the system-to-be requirements analysis.

In activity 3) Requirements Analysis Method Execution, analysts use
the domain model to define and analyze system requirements. For instance, she
may simply define a requirements table, listing the requirements instantiated
with the help of the ontology. Or if she prefers a more sophisticated analysis
methodology, she may use goal modeling, defining the contribution of different
choices to accomplish a particular goal (i.e., requirement), and specifying how
goals relate to each other, as well as to relevant stakeholders’ resources and
tasks. Or yet, she may create user stories based on the identified ontological
instances. From this point on, the requirements analysis may progress as the

2 OntoUML is an UML-based language developed to represent UFO’s ontological cat-
egories, see [19,20] as well as the OntoUML Community Portal https://ontouml.
org/.

https://ontouml.org/
https://ontouml.org/
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chosen method prescribes, however, with the benefit of having the ontology and
ontological instances as guides.

As depicted in Fig. 2, steps 2) and 3) are intended to be carried out iteratively,
as with most RE methods. This supports the analyst in revisiting the previous
activities while maturing the requirements elicitation and analysis.

4 Applying ObRE to Ethical Requirements for Intelligent
Systems

We illustrate the application of ObRE to ethical requirements. But what is ethics
after all? And what are the characteristics of an ethical system?

According to the Markkula Center for Applied Ethics “ethics refers to stan-
dards of behavior that tell us how human beings ought to act” while playing
different roles, e.g. worker, driver, parent, citizen, friend etc. For each role, there
are ethical codes of conduct that capture such standards of behaviour [1]. Ethi-
cists and AI researchers have been studying the interplay of ethics and AI sys-
tems where the subjects of ethical codes are systems that play such roles, e.g.,
worker, driver. Floridi et al. [17] proposes five general principles that underlie
ethical codes and are role-independent. These have been adopted by the Euro-
pean Commission in a document concerning trustworthy AI [9]. The principles
are: Autonomy (respect human dignity), Beneficience (do good to others), Non-
maleficence (do no harm to others), Justice (treat others fairly), and Explicability
(explainability, transparently).

We can categorize ethical requirements for a system-to-be as types of Eco-
logical Requirements [24], in that they are derived from the ecosystem within
which the system-to-be is embedded. After all, it is that ecosystem that deter-
mine values and risks” that can lead to ethical behaviours by the system ([24],
p. 253). In a nutshell, value and risk are both types of dispositions [29], which
are properties that heavily dependent on contextual factors for their manifesta-
tion [26]. In fact, as mentioned in Sect. 1, the focus on ethics is motivated by
the emerging feeling of risk brought by the use of recent technologies. And these
risks must be accounted for and analyzed in contrast with the values delivered
by systems and services applying such technologies. For the notions of value and
risk, we rely on COVER [29] discussed in Subsect. 4.13, while Subsects. 4.2 and
4.3 illustrate the application of the ObRE process, the former focusing on the
first two ObRE process activities while the latter addresses the last activity.

3 Note that we present COVER here, as opposed to Sect. 2, because the selection of
this ontology is attuned to the particular application of ObRE that we choose to
illustrate in this section, and the role that value and risk play in unpacking some of
the ethical requirements addressed. Had we chosen a different type of application,
e.g., Run-Time Adaptability Requirements [15], a different ontology would have been
chosen to play this role.
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4.1 The Common Ontology of Value and Risk (COVER)

COVER breaks down Value Experiences into events, dubbed Value
Events. These are classified into Impact Events and Trigger Events. The
former directly impact a goal or bring about a situation that impacts a goal.
While Trigger Events are simply parts of an experience identified as causing
Impact Events, directly or indirectly. Within the category of Impact Events
we can further distinguish into Gain Event and Loss Event. The difference
between them rests on the nature of the impact on goals (positive for Gain
Events and negative for Loss Events). To formalize goals, COVER reuses
the concept of Intention from UFO [12].

Risk Experiences are unwanted events that have the potential of causing
losses, and are composed by Risk Events, which can be of two types, namely
threat and loss events. A Threat Event carries the potential of causing a loss,
intended or unintended. A Threat Event might be the manifestation of: (i)
a Vulnerability (a special type of disposition whose manifestation constitutes
a loss or can potentially cause a loss); or (ii) a Threatening Capability (capa-
bilities of a threat object that, hence, can dent the goals a Risk Subject). The
second mandatory component of a Risk Experience is a Loss Event, which
necessarily impacts intentions in a negative way. Figure 3 depicts a fragment of
COVER, which captures part of the aforementioned ontological notions.

Fig. 3. A fragment of COVER depicting value and risk experiences

4.2 Domain Ontology Development and Instantiation: Ethical
Requirements

We apply steps 1) and 2) of ObRE for ethical principles as qualities, and we
model ethical requirements as NFR refined into sub-NFRs related to such qual-
ities, following the definitions presented in Sect. 2.2. This is shown in Fig. 4.
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Fig. 4. Ethical requirements

Now, let us interpret ethical requirements in terms of value and risk. Value
can be seen as a relational property, emerging from a set of relations between the
intrinsic properties of a value object (or a value experience) and the goals of a
Value Subject [29]. The value of an object (or experience) measures the degree to
which the properties (affordances) of that object positively contribute (help,
make) to the achievement of value subject goals. Mutatis Mutandis, risk is a
relational property emerging from a set of relations between the intrinsic prop-
erties of an Object at Risk (vulnerabilities), as well as Threat Objects and Risk
Enablers (capacities, intentions) and the goals of a Risk Subject [29]. The risk of
an object at risk given threat objects and risk enablers amounts to the degree to
which the properties of those entities can be enacted to negatively contribute to
denting (hurt, break) the risk subject goals. Now, ontologically speaking, affor-
dances, vulnerabilities, capacities, intentions are all types of dispositions, which
are themselves ecological properties, i.e., properties that essentially depend on
their environment for their manifestation [26].

For reasons of space, we are going to analyze two of these sub-requirements
here, i.e., those of beneficience and nonmaleficience. This choice also allows us
to contrast these two related NFRs. Considering the definition of beneficience
as “doing good to others” [17], we can say that Beneficience Requirements are
related to “creating value” to stakeholders in the ecosystem in which the
system is included. It means that Beneficience Requirements can be seen as
goals related to an intention of positively impacting the goals of stakeholders
in this ecossystem. Analogously, considering the definition of nomaleficence as
“doing no harm to others” [17], we can say that Nonmaleficence Requirements are
related to “preventing risks” to stakeholders. Consequently, Nonmaleficence
Requirements can be seen as goals related to an intention of preventing the
occurrence of events that may negatively impact stekeholders’ goals.

Events that impact agents’ goals, either positively or negatively, are defined
in COVER [29] as Gain Events and Loss Events, respectively. In this sense,
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Beneficence Requirements intend to create Gain Events, which positively impact
stakeholders’ goals. Similarly, Nonmaleficence Requirements intend to prevent
the occurrence of Loss Events, which negatively impact stakeholders’ goals.
Figure 5 represents the OntoUML modeling of Beneficent and Nonmaleficent
Requirements.

As presented in Fig. 4, Requirement is modeled as a Goal, which is the
propositional content of an Intention of a stakeholder. We use the notion of
agent defined in UFO to model stakeholders. In UFO, agents are individuals
that can perform actions, perceive events and bear mental aspects. A relevant
type of mental aspect for our proposal is the intention. Intentions are desired
state of affairs of which the agent commits to pursuing [11]. In the ontology,
Intentions are represented as modes (an externally dependent entity, which can
only exist by inhering in other individuals [19]) that inhere in Agents. Quality
Requirement is a type of Requirement. Beneficence and Nonmaleficence
Requirements are types of Quality Requirements, which are related to a
Beneficence Intention and a Nonmaleficence Intention, respectively.
Beneficence Intentions are externally dependent on Gain Events as their
focus of interest is the creation of such events. As previously mentioned, Gain
Events are a type of Impact Event (as defined in COVER [29]) that positively
impact Agent’s goals. Nonmaleficence Intentions, in turn, are externally
dependent on Loss Events as their focus of interest is to prevent the ocurrence
of such events. As aforementioned, Loss Events are a type of Impact Event
that negatively impact Agent’s goals.

Fig. 5. Beneficence and nonmaleficence requirements

In the sequel, in Fig. 6, we instantiate the ontology with two examples (a
Beneficence and a Nonmaleficence Requirement) in the context of driverless cars.
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In the first example, the Passenger of a driverless car intends “not to be
late”. In order to address this, we have the Beneficence Requirement that
“the car should choose quicker rout towards destination” related to the Inten-
tion that the “drivelerless car arrives on time at destination”, which is a Benef-
icence Intention that aims at creating a Gain Event. The event “drivelers
car arrives on time at destination” is a Gain Event that positively impact the
Passenger’s goal of not being late.

In the second example, the Passenger intends “feel safe”. In order to address
this, we have the Nonmaleficence Requirement that “the car should adopt a
defensive driving behavior” related to the Intention of “preventing aggressive
direction”, which is a Nonmaleficence Intention that aims at preventing
the occurrence of a Loss Event. The event “passenger feels nervous as the car
drives aggressively” is a Loss Event that negatively impact the Passenger’s
goal of feeling safe.

4.3 Requirements Analysis Method Execution

We exemplify activity 3) of the ObRE process by analyzing the requirements of
a driverless car faced with ethical dilemmas.

In particular, we present both a requirements table and a goal model for
the driverless car case. We start by presenting Table 1, showing how a require-
ments table may be enriched with the inclusion of columns representing some
of the ontological concepts described in the previous subsections. This facili-
tates requirements elicitation, by using the right concepts for a particular kind
of requirement as guides. In the case of ethical requirements, concepts such as
impact event (both positive and negative) and ethical principles. All words high-
lighted in boldface in Table 1 refer to ontological concepts analyzed in Sect. 4.2,
while the ontological instances are written as non-emphasized text.

Fig. 6. Ontology instantiation
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Note that the ontological analysis of Sect. 4.2 makes very explicit all involved
ontological notions used in Table 1, thus supporting the communication and
avoiding misunderstandings between the stakeholder and the requirements ana-
lyst. For example, having the concepts of gain event or loss event as well as
the specialization of ethical requirements may guide the analyst in asking
the right questions during requirements elicitation. This is done by first cap-
turing first the positive and negative impact events concerning Driverless Cars,
then relating them with the ethical principles (Beneficence and Nonmaleficence,
in this case), and finally coming up with particular requirements for the system-
to-be to accomplish such principles. In particular, regarding the latter, these
are requirements for the developing of functions and capacities that enable the
manifestation of gain events, or that block the manifestation of loss events (e.g.,
by eliminating the vulnerabilities of the object at risk, or by changing either the
intention or the threatening capacities of the threatening agent).

As an alternative, consider a requirements analysis for the Driverless car
case using goal modeling. Figure 7 depicts a goal model for this case, using the
i* framework [13]4.

Due to space limitations, this model considers only three of the stakehold-
ers referred to in Table 1, namely, Passenger , Pedestrian and Nearby Car .
Moreover, the model depicts the dependency of each of these stakeholders and
the Driverless Car . Many of the dependencies and goals depicted in this model
have been already elicited by using the requirements table. For example, with
respect to the Passenger, the reaching destination on time goal dependency

Table 1. The result of the application of the proposed process in the driverless car
case

Stakeholder ID Impact event Principle Ethical requirement

Passenger 1 Arrive on time at destination
(positive)

Beneficence The car should choose quicker route towards
destination

2 Passenger feels nervous when
the car drives aggressively
(negative)

Nonmaleficence The car should adopt a defensive driving
behavior

Pedestrian 3 The car runs over a
pedestrian (negative)

Nonmaleficence The car should stop whenever a pedestrian
is crossing the road

4 Pedestrians waiting by a
crossroad have priority to
cross it (positive)

Beneficence The car should stop before the crosswalk
every time there is a pedestrian waiting to
cross it

Bystander 5 Be splashed if the car passes
by a puddle of water
(negative)

Nonmaleficence The car should slow down in case there is a
puddle of water near a bystander

Nearby cars 6 Be hit (negative) Nonmaleficence The car should slow down when it gets
around 20m in the rear of a nearby car

Nonmaleficence The car should make enough distance when
overtaking a car

Environment 7 Be polluted (negative) Nonmaleficence The car should turn off the motor every
time it stops

4 The model was drawn using the piStar tool, available at https://www.cin.ufpe.br/
∼jhcp/pistar/.

https://www.cin.ufpe.br/~jhcp/pistar/
https://www.cin.ufpe.br/~jhcp/pistar/
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Fig. 7. The driverless car requirements model using i*

relates to the positive impact event elicited to Passenger (see Table 1, first line),
while the feeling at ease dependency relates to the negative impact captured
for this same stakeholder (see Table 1, second line). Nevertheless, new dependen-
cies have been added, for instance, when drawing the model, we realized that
avoiding accidents dependency (previously only attributed to the Nearby Car
stakeholder, see Table 1, line 6) is also relevant for the Passenger5.

Besides dependencies, the goal model of Fig. 7 depicts the internal perspec-
tive of the Driverless Car, assisting in the analysis of the system’s requirements.
Note that both ethical principles of Beneficence and Nonmaleficence are repre-
sented there by qualities (consistent with our ontological notion of NFR). Then,
for each of these qualities, more specific goals and qualities are identified and
related to them by contribution links. For instance, the choosing quicker route
quality helps (i.e. partially contributes to) the achievement of Beneficence. Addi-
tionally, choosing quicker route may be indirectly related to the reaching
destination on time goal dependency of the Passenger.

The goal model also allows the requirements analyst to progressively identify
more concrete requirements and solutions and the resources needed to accom-
plish them. For example, the use a GPS with frequent map updates task
makes (i.e. fully accomplishes) the choosing quicker route quality, and the
GPS itself is a resource needed in this task.

5 We did not update our table on purpose, since although that would make both
models more consistent, this is an interesting case in which the visualization of
the goal model and its particular constructs (in this case, dependency, goals and
qualities) helped us realized a missing requirement for one of the stakeholders. In
this paper, the authors are playing the role of the requirements analyst, but cases
such as this one may easily happen in practice.
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Another task worth clarifying is use the 2 second rule . This is a well-
known rule for maintaining a safe distance between vehicles. It is adopted in
some countries as a good code for driver conduct for human drivers [2], and it can
also be adopted as a requirement for driverless cars. Note that this task makes
the keeping a safe following distance while driving quality. However, to
accomplish the higher level keeping a safe following distance quality, other
tasks and qualities are involved.

The reader may have noticed that each of the RE approaches has its advan-
tages and limitations. For example, the relation between the impact events,
principles and ethical requirements are easier to spot in the requirements table,
much easier and fast to create in comparison with the goal model. The goal
model, however, makes more explicit which intention (and thus which require-
ment) is related to each of the agents involved in our case. Moreover, it is visual
and it allows a much more detailed requirements analysis, in terms of more and
less abstract requirements, solutions and needed resources.

We emphasize that ObRE does not subscribe to a specific RE method, leaving
this choice for the requirements analyst, based on their particular preference or
skill. Another important point is that the choice for the RE approach may be
taken based on the approach’s underlying modeling languages. For instance, a
language offering the concepts of threat, value etc. may be a preferred choice
here.

5 Related Works

We examine related works in two directions. First, we take a look at ontology-
based methods for RE, especially those targeting NFRs, as these kinds of require-
ments are the main focus of ObRE. Next, we investigate works that aim at
embedding systems with ethics.

ElicitO [6] is an ontology-based tool aimed at providing guidance during
requirements elicitation, conducting the requirements analyst in performing a
precise specification of NFRs. Taking a similar direction, the work of Veleda and
Cysneiros [30] provides an ontology-based tool to help identify NFRs, making
explicitly their interdependencies and possible conflicts. Hu et al. [25] also aim
at detecting conflicts between NFRs, and conduct a trade-off analysis in case
such conflicts arise. This is done by representing NFRs in a softgoal interde-
pendency graph, which is formalized using an ontology. All these works follow
a different path in comparison to ours, focusing much more on the automation
of requirements analysis by the means of representing NFRs using OWL ontolo-
gies. Our work, on the other hand, uses reference ontologies to provide a deep
understanding of NFRs whose semantics are usually subjective and complex, by
interpreting these NFRs according to the particular domain of the system-to-
be. And by the means of this interpretation, our work attempts to guide the
requirements analyst in defining requirements that will support the analyzed
NFRs.

Nowadays, many researchers have been busy trying to come up with frame-
works and approaches targeting responsible AI and the development of systems



234 R. Guizzardi et al.

embedded with ethics. Interesting initiatives are those of Rashid, Moore, May-
Chahal and Chitchyan [28], Peters, Vold, Robinson and Calvo [27], Etzioni and
Etzioni [16], Dignum [14] and Floridi et al. [17]. The latter has been proposed by
several specialists, and has served as basis for the European Union Ethics Guide-
lines for Trustworthy AI [3]. All these cited research works bring very relevant
insight on how to develop ethical systems. However, their proposed frameworks
and guidelines are still in an abstract level, and we believe that approaches
specifically targeted at Requirements Engineering are still an open issue. Our
proposal is proposed with the goal of filling in this gap.

6 Final Remarks

In this paper, we illustrate how a novel RE method named ObRE is able to elicit
ethicality requirements. In particular, ObRE precisely defines the concepts that
underlie a class of quality requirements (NFRs) through an ontology and offers
these concepts for requirements analysis. ObRE aims to address the subjective
and ambiguous nature of many classes of requirements, especially the ones that
have become prominent recently with the advent of AI systems. As a result,
ObRE facilitates the communication between analysts and stakeholders, besides
assisting in the identification of requirements.

It is important to note that our approach does not prescribe a specific way to
implement the analyzed requirements in the system, for example, by developing
a rule-based system, or by having the requirements hardcoded. ObRE focuses
solely on the RE activity, supporting the elicitation of requirements, which can
then be analyzed, validated and monitored throughout the system’s life cycle.

The success of RE activities largely depends on the creation of a shared
understanding between stakeholders and analysts for a system-to-be [12,18].
Werner, Li, Ernst and Damian [31] conducted an empirical study to find out
why a shared understanding NFRs is so difficult in software organizations. Their
study shows that two of the main problems were lack of domain knowledge and
inadequate communication. They report on some interesting findings that we
believe could be alleviated by the application of ObRE, e.g., i) some NFRs are
considered complicated and out of the developers expertise; ii) there is no clear
understanding of what particular NFRs mean; and iii) when two or more people
are working simultaneously in the same system, even if they communicate, they
end up approaching a given NFR in a different way. Ethical requirements, which
are the focus of this paper, fit precisely into the situations just described.

Our agenda for the future includes, firstly, a full fledged implementation
and validation of the ObRE method, by doing real case studies and having
experts evaluate the results. Another interesting research direction is extending
the ethical requirements ontology to deal with ethical conflicts. Many problems
arise when intelligent systems face situations that involve ethical conflicts. For
example, for the driverless car, what happens if the system needs to choose the
lesser of two evils, such as either running over a bystander or a pedestrian? The
principles we adopted so far in our ontological analysis do not seem to account
alone for such cases, and we plan to address this limitation in the near future.
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Abstract. This paper presents a new agent responsibility framework designed to
help business professionals and IT experts collaborate around the analysis and
design of digital agents. The framework emphasizes roles, responsibilities, and
capabilities of digital agents in relation to work systems that they support. This
paper presents basic concepts related to digital agents, work systems, and facets of
work. It uses four examples to illustrate how the new agent responsibility frame-
work helps in visualizing roles and responsibilities of digital agents in relation to
work systems that delegate responsibilities to them.

Keywords: Digital agent ·Work system · Facets of work · Agent responsibility
framework

1 Toward a New Approach for Describing Digital Agents

Current trends toward digitization increase the need for analysis and design approaches
that are suitable for business professionals because their appreciation of business and
operational realities is essential for designing effective digital agents. That need fre-
quently encounters longstanding difficulties in establishing effective and mutually sup-
portive collaboration of business professionals and IT experts during the analysis and
design of computerized systems. Aside from differences in professional interests and
concerns, many aspects of this problem involve lack of fit between the interests and
concerns of business professionals and the tools, methods, and concerns of IT experts.
Many researchers have discussed related problems involving modeling method usage [1,
2], model comprehension [2–4], use of only a subset of the syntactic concepts provided
[5], poor fit with modelers’ aptitudes and knowledge [6, 7] excessive cognitive load [8],
lack of flexibility, dilemmas of control, and excessive prescriptiveness [9]. Part of the
problem is that widely used documentation tools and methods (e.g., BPMN and ERD)
are often too detailed to support collaborative visualization and discussion related to
system design and evaluation.

This paper follows the spirit of a 2018 BISE research note [10] that responded to the
above issues by promoting ways to move enterprise modeling from an expert discipline
toward “grass roots modeling” and “modeling for the masses” by accepting “softened
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requirements to completeness, coherence and rigor.” This paper reflects that spirit while
still calling for carefully defined concepts.

This paper’s approach for articulating intuitive understandings of systems is largely
separate from detailed documentation needed by development efforts. Its new agent
responsibility (AR) framework was inspired by Shneiderman’s human-centered AI
(HCAI) framework [11–13],whose two dimensions are low to high computer automation
and low to high human control. The AR framework’s horizontal dimension is a spec-
trum of digital agent roles in relation to specific work systems. The vertical dimension
is a series of facets of work to which digital agents might be applied in work systems.
This paper explains those ideas and presents four examples to illustrate their potential
use. Its emphasis on responsibilities of digital agents might facilitate analysis and design
related to increasingly common digital agents even though it will not overcome all known
problems related to requirements analysis.

Goal. This paper presents a new agent responsibility framework and explains how its
use by business professionals and IT experts might facilitate analysis and design related
to digital agents by helping them identify and discuss many types of roles and related
responsibilities that work systems might delegate to digital agents.

Organization. This paper builds on a long research stream related to work systems.
The next section presents a view of digital agents, which are a type of algorithmic agent.
Work system theory (WST) is summarized as the core of a perspective for describing the
usage context for digital agents. A hypothetical hiringwork system illustrates howdigital
agents can be treated in designing or evaluating a work system. The agent responsibility
(AR) framework is presented with emphasis on its two dimensions: a spectrum of roles
and responsibilities and different facets of work. Each of those dimensions is explained
in more depth through application to three additional examples of digital agents: an
ecommerce platform, a real time advertising auction, and a self-driving car’s information
system. A concluding section summarizes the overall implication that the use of WST
and the AR framework provide a practical approach for understanding and evaluating
roles, responsibilities, and capabilities of digital agents in their context of use.

2 Digital Agents as Algorithmic Agents1

Digital agents are digital entities whose roles and responsibilities are delegated by work
systems (defined later). They are algorithmic agents because they operate by executing
algorithms. Those algorithms may be as simple as a decision rule or as complex as an
advanced optimization method or an integrated algorithm for driving a self-driving car.
Given their nature as abstractions, algorithms cannot do anything by themselves and have
effect only when human or non-human actors use them to support, control, or perform
actions in the world.

Table 1 lists examples involving digital agents that might or might not use AI-related
capabilities. Some of themmight be simple decision rules such as allowing nomore than

1 This section is an abbreviated and revised version of a section in [14] that discusses algorithms.
A subsequent hiring example comes from the same source.
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40% of applicants to be classified in category X. Even a simple algorithm like that one
can have important and far reaching effects that favor one group of people over other
groups, as when category X is treated as qualification for employment or acceptance
into college. Digital agents that operate the internet or control autonomous vehicles are
more complex and have more far-reaching impacts.

Table 1. Digital agents described based on the activities that they perform

3 Work Systems as the Context for Using Digital Agents

The work system perspective (WSP) is a general approach for understanding systems in
organizations by treating those systems as work systems, as explained in [15, 16]. The
WSP’s core iswork system theory (WST),which consists of the definition ofwork system
plus two frameworks for understanding a work system: 1) The work system framework
(Fig. 1) is a static view for summarizing how a work system operates. 2) The work
system life cycle model (WSLC – Fig. 1) explains how a work system evolves through
planned and unplanned change. Earlier confusion about the relationship between core of
the work system approach and its various extensions was clarified when [16] identified
WST as a conceptual core underlying the work system method (WSM) which had been
developed over several decades as a semi-formal systems analysis method for business
professionals. Various versions of WSMwere tailored to instructional needs of different
courses,most ofwhichwere for employedMBAandExecutiveMBAstudents. Individual
students or teams of students used WSM templates to produce over 700 management
briefings recommending improvements of problematic IT-reliant work systems during
2003–2017, mostly in their own organizations (e.g., [17]). The goal of a work system-
based description or analysis is to understand a situation and often to communicate
and collaborate about it with others. When describing and analyzing work systems, the
identification and boundaries of the work system are choices that depend on the purpose
of the analysis. As discussed in many articles and books about systems approaches (e.g.,
[18, 19]), different observers may use work system ideas to describe the same system
(e.g., a sales system, purchasing system, or management system) somewhat differently
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even when they pursue similar purposes. Parts of those efforts might document system
components using rigorous tools such as BPMN and ERD, even though that level of
specificity might be unncessary elsehwhere in those efforts.

Fig. 1. Work system framework and work system life cycle model

Definition of Work System. A work system is a system in which human participants
and/or machines performwork (processes and activities) using information, technology,
and other resources to produce specific product/services for internal and/or external
customers [16]. Terms in that definition are stated in relation to work systems rather
than in relation to computer science or other discourses. Customer refers to any entity
using the work system’s outputs; product/service avoids distinctions between products
and services that are not helpful when discussing work systems; processes and activities
recognizes that activities in a work system may or may not be structured enough to call
a process. The first and/or in the definition addresses trends toward service-orientation
and automation by saying that work systems may be sociotechnical (human participants
perform some of the work) or totally automated (machines perform all of the work).

Information Systems and Projects as Special Cases of Work Systems. Instead of
seeing an IS as a tool, like a laptop or a hammer, the work system perspective treats
information systems as work systems most of whose activities are devoted to capturing,
transmitting, storing, retrieving, deleting, manipulating, and/or displaying information
[15, 16]. An IS may be sociotechnical (e.g., financial analysts creating economic projec-
tions with the help of modeling software) or totally automated (e.g., computers gener-
ating economic projections automatically after being programmed by people). Projects
are another important special case, i.e., work systems designed to produce specific prod-
uct/services and then go out of existence. Software development is a type of project (and
hence, a work system) that can be executed in many ways.

Digital Agents as Information Systems. Digital agents are totally automated informa-
tion systemswhose roles and related responsibilities are delegated by awork system. The
roles describe activities that a digital agent executes for the work system. The responsi-
bilities describe the expected level of performance regarding those activities. A digital
agent’s capabilities determine the extent to which the delegated roles and responsibilities
are feasible. A digital agent may be an integral component of the work system or may
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be completely separate from it, as in outsourcing of work. The somewhat similar idea
of delegation to agentic IS artifacts is explained in [20], which discusses many concepts
related to delegation, rights, and responsibilities.

Work System Framework: Elements of a Basic Understanding of a Work System.
Figure 1 identifies nine elements of a basic understanding of a work system’s form,
function, and environment during a period when it retains its identity even as incre-
mental changes may occur, such as minor process changes, personnel substitutions, or
technology upgrades. Processes and activities, participants, information, and technolo-
gies are completely within the work system. Customers and product/services may be
partially inside and partially outside because customers often participate in activities
within a work system and because product/services take shape within a work system.
Environment, infrastructure, and strategies are external to the work system even though
they have direct impacts on its operation.

Work System Life Cycle Model (WSLC): How Work Systems Change Over Time.
Figure 1 says that work systems (including digital agents, which are work systems since
they are information systems) evolve through a combination of planned change via
projects and unplanned change via adaptations and workarounds. Significant changes
typically affect multiple elements of the work system framework, not just technology.
Projects that pursue planned change in business settings traverse three main phases:
initiation, development, and implementation. Many aspects of the WSLC remain valid
even with nominally agile approaches. Those aspects include the emphasis on work
system changes rather than just software development, the focus on evolution over time
rather than one-time projects, the simultaneous importance of planned and unplanned
change, and the relevance of key responsibilities within each phase.

3.1 A Hypothetical Work System that Uses AI-Based Digital Agents

Table 2 is a work system snapshot (a tool fromWSM) summarizing a hypothetical hiring
system that is used here to illustrate a work system perspective in a situation that might
involve AI. In this example, PQRCorp implemented a new hiring work system two years
ago to improve a previous hiring work system that absorbed too much effort inside PQR
Corp and operated so slowly that qualified candidates sometimes took jobs at other com-
panies before receiving offers. Also, it hired too many unsuitable candidates who left
before becoming productive. The new hiring work system used AlgoComm and Algo-
Rank, digital agents controlled by software from a cloud-based suite of software tools
provided by AlgoCorp. AlgoComm provides capabilities for posting job ads, receiving
applications, setting up interview appointments, and performing other communication
with candidates. AlgoRank ranks candidates based on job criteria and amachine learning
application driven by AlgoCorp’s extensive database of job qualifications, salaries, and
other information. Both AlgoComm and AlgoRank are digital agents.

Management has become dissatisfied with the current hiring work system. Excessive
effort and delays have been reduced, but interviewers and applicants find the AlgoComm
interface mechanical, uninviting, and lacking a human feel. Also, three unsuitable hires



242 S. Alter

occurred in the last six months despite use of AlgoRank capabilities. Management wants
to launch a new project to upgrade the hiring work system once again. This may involve
eliminating the two digital agents, obtaining changes by AlgoCorp, or using either or
both digital agents in different ways.

Table 2. Work system snapshot of the current hiring system

A quick glance at Table 2 shows that the hiring work system involves much more
than the digital agents AlgoComm and AlgoRank. The transition from the previous hir-
ing system to the current hiring system started with a WSLC initiation phase (Fig. 1) in
which management decided to improve the existing hiring system by using a vendor’s
software. TheWSLC development phase acquired resources needed for implementation
in the organization. AlgoCorpwas selected as vendor. Developers initializedAlgoCorp’s
software, set values of parameters to fit PQRCorp’s needs, and adaptedAlgoCorp’s train-
ing material for PQR Corp’s users. Training during the implementation phase occurred
quickly. During the operation and maintenance phase AlgoCorp used machine learn-
ing to update AlgoRank to reflect job market changes. Several incidents during that
period involved managers working around the standard process (called adaptations by
the WSLC) when talented individuals might have gone to a competitor. Management
decided that a better hiring work system was needed.

This hypothetical hiring case was designed to illustrate how a work system perspec-
tive can help in visualizing and understanding applications of digital agents in real world
practice. The main point is that digital agents that affect people typically operate in real
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world contexts that are fundamentally about work systems achieving real world goals
and are not about just about creating or using computerized artifacts.

4 Facets of Work

Facets of work is an extension of WST that supports a deeper understanding of roles
and responsibilities of digital agents in work systems. That idea grew out of research
trying to bring richer and more evocative concepts to systems analysis and design and
to facilitate interactions between analysts and stakeholders, as explained in [21: 342–
344]. The notion of facet is an analogy to how a cut diamond consists of a single thing
with many facets. The idea of facet has been used with quite different meanings and
connotations in disciplines such as psychology, library science, information science,
and computer science (e.g., [22–27]).

Most activities in work systems consist of one or more common types of activi-
ties such as making decisions, communicating, and processing information. For current
purposes, those types of activities can be considered facets of work if they are easily
understood and widely applicable and if they satisfy a series of criteria: They apply to
both sociotechnical work systems and totally automated work systems; they are asso-
ciated with many concepts that are useful for analyzing system-related situations; they
are associated with evaluation criteria and typical design trade-offs; they have sub-facets
that can be discussed; they bring open-ended questions that are useful for starting con-
versations. Table 3 illustrates how the facet decision making satisfies those criteria. [21]
identifies and provides the same type of information for 18 such facets of work, while
recognizing that other researchers might have identified a different number of facets of
work that satisfy those criteria. Facets of work often are not mutually independent. To the
contrary, the facet making decisions often involves other facets such as communicating,
learning, and processing information. The main point is that each facet can be viewed as
part of a lens for thinking about where and how work systems might use digital agents.

Table 3. Why making decisions qualifies as one of 18 facets of work

Criterion Illustration of how making decisions satisfies a criterion

Applies to socio-technical and
totally automated systems

In a sociotechnical work system, marketing managers
allocate a corporate advertising budget. In a totally
automated work system, an optimization model allocates a
corporate advertising budget

Association with many concepts
that can be used for analysis

Decision, criteria, alternative, value, risk, payoff, utility,
utility function, tradeoff, projection, optimum, satisficing vs.
optimizing, heuristic, probability, distribution of results, risk
aversion

Association with evaluation
criteria

Actual decision outcomes, realism of projected outcomes,
ease of implementation, riskiness, decision participation,
concurrence

(continued)
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Table 3. (continued)

Criterion Illustration of how making decisions satisfies a criterion

Association with design
tradeoffs

Quick response vs. superficiality, model complexity and
precision vs. understandability, brevity vs. omission of
important details

Existence of sub-facets for
detailed description

Defining the problem; identifying decision criteria;
gathering relevant information; analyzing the information;
defining alternatives; selecting among alternatives;
explaining the decision

Related open-ended questions How do the available methods and information help in
important decisions? What decisions are made with
incomplete, inaccurate, or outdated methods or information?
How might better methods or information help in making
decisions? Where would that information come from?

5 The Agent Responsibility Framework

The hiring example summarized in Table 2 illustrates that digital agents can contribute
to activities in work systems. That straightforward observation says little about how
to understand roles of digital agents in greater depth. A designer or manager trying
to decide whether or how to produce and apply a digital agent could benefit from a
framework for identifying and visualizing potential design choices. As noted earlier,
the agent responsibility (AR) framework in Fig. 2 was inspired by Shneiderman’s 2 ×
2 human-centered AI (HCAI) framework [11–13], whose dimensions are low to high
computer automation and low to high human control. That framework is useful for
discussing human-centered AI but can be expanded to support analysis and design of
digital agents with responsibilities delegated by a work system.

The AR framework aims to serve that purpose by characterizing roles and related
responsibilities delegated to digital agents by work systems. Clarity about those roles
and responsibilities and the capabilities that make them practical requires attention to
whether and how a digital agent aims to support specific facets of work in the work
system, such as making decisions, communicating, or processing information. A work
system’s use of a digital agent occurs when that digital agent plays one or more roles (the
framework’s horizontal dimension) related to one or more of the work system’s facets
of work (the vertical dimension). The effectiveness of that use depends on the digital
agent’s capabilities. The brief description of the hiring example implied that roles played
by digital agents included providing information and executing activities related to facets
of work such as making decisions, communicating, and processing information but that
enhanced capabilities might have led to better results.

Figure 2 is a version of the AR framework with six roles that might be performed
in relation to any of six facets of work. Combining those two dimensions leads to
pinpointing responsibilities delegated to digital agents by work systems. Other versions
of the AR framework might include other roles and other facets of work.
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Fig. 2. Agent responsibility framework with six roles and six facets of work

The AR framework presents the six roles along a spectrum from the lowest to the
highest direct involvement in the execution of activities within a work system. The six
roles in Fig. 2 were identified based onmany iterations of trying to expand the horizontal
dimension in Shneiderman’s HCAI framework to make it more specific. For example,
an early iteration involved only three roles, i.e., support, control, and perform. Here
are ways in which those six roles might be performed more effectively in an improved
version of the hiring work system.

• Monitor a work system. Digital agents might monitor hiring activities to identify
important delays and might generate messages to management when aspects of a
planned hiring process seem likely to use interviewer resources excessively.

• Provide information. Digital agents might scan applications to identify areas of
important fit or misfit. Digital agents also might provide comparisons of current
applicants with past applicants or even a relevant sample of non-applicants.

• Provide capabilities.Digital agents might provide analytical, visualization, and com-
putational capabilities that help interviewers and managers compare applicants and
articulate their impressions about how well applicants fit current needs.

• Control activities. Digital agents might inspect all informational artifacts generated
by hiring activities to make sure that any evidence of bias, unnecessary delays, or
mistreatment of applicants is identified and corrected quickly.

• Coproduce activities. Digital agents might coproduce with applicants by initiating
and conducting screening interviews at times that maximize convenience for intervie-
wees. They might work collaboratively with interviewers by filtering excerpts from
voice and video responses that interviewers rate as important.

• Execute activities. Digital agents might search professional networks, listings from
independent contracting firms, and applications from past applicants to identify
potential candidates and send inquiries to those individuals.

The six facets in the vertical dimension are selected from 18 facets of work identified
in [21], which showed that all or most of those 18 facets of work are worth considering
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in many situations. The 12 other facets in [21] include learning, planning, improvising,
interacting socially, providing service, and seven others.

Before saying more about the two dimensions in Fig. 2 it is worth noting that the
AR framework encompasses ideas that can be used in many ways that do not rely on
an exhaustive search of all possible combinations of roles and facets. Simply thinking
about the different facets of work could encourage designers or managers to wonder
about needs to enhance specific facets of work in the design of specific work systems.
Similarly, the spectrum of roles in the horizontal dimension encourages designers or
managers to consider different possible roles of digital agents, related responsibilities
that might be assigned to them, and capabilities that would be required. There is no
reason to consider all or even many of the 36 possible combinations of 6 facets of work
and 6 types of roles/responsibilities (or of the 108 combinations based on 6 roles and 18
facets). Instead, practicality implies that designers and managers should look carefully
only at the combinations that are important for a specific work system.

6 Application of the AR Framework to Examples

The hiring example in Table 2 was introduced to help in visualizing the relationship
between digital agents and work systems. This section applies the AR framework to
three other examples to illustrate its potential use in many situations from both provider
and user viewpoints. 1) An ecommerce platform is a digital agent for a temporary work
system in which an individual or organization uses an ecommerce platform to identify
items to buy and complete the purchases. 2) A real time auction of ad placements in
online media is a digital agent for a firm’s advertising work system that purchases ad
placements in online media. 3) The information system in a self-driving car is a digital
agent for an individual’s temporary work system of driving from one location to another.

The following descriptions of these examples include tables containing a row for
each facet in Fig. 2. Each row shows in parenthesis one of the six roles in the AR
framework’s horizontal dimension and then summarizes how a digital agent playing that
role might be applied to that row’s facet of work. Table 4 applies the roles in the AR
framework in the same sequence in which they appear in Fig. 2. Tables 5 and 6 (for
two subsequent examples) use the same sequence but start with the second and third
roles, respectively, as a partial illustration that most of the roles can be applied to most
of the facets. Associating roles with facets in those different ways is significant only for
illustrating that most roles apply to most facets. A more detailed exercise of assigning
each role to all 18 facets from [21] would lead to tables containing 108 entries (6 roles
× 18 facets) that would not fit within this paper’s length limits.

6.1 Example: An Ecommerce Platform as a Digital Agent

This example is an ecommerce platform such as amazon.com orwalmart.com that serves
as a digital agent for an individual’s temporarywork systemof selecting items to purchase
and then purchasing those items. Table 4 shows how the six roles might be applied to
the six facets of work in Fig. 2. Table 4 takes the viewpoint of an ecommerce merchant
designing or updating a platform to maximize its utility.
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Table 4. Applying different digital agent roles in an ecommerce example

Facet Illustration of how an ecommerce merchant might think about
specific digital agent roles (in parenthesis and italicized) of an
ecommerce platform in relation to a specific facet of work in a
typical customer’s personal purchasing work system

Making decisions (monitor) The digital agent might monitor interim decisions revealed
in customer work system’s click stream, thus providing clues related
to customer goals and priorities and possibly leading to suggestions
of plausible options that customers had not yet considered

Communicating (provide information) The digital agent might provide information in
the form of URLs that would help customer work systems
communicate with other information sources that might validate
purchasing decisions

Processing information (provide capabilities) To demonstrate the ecommerce site’s low
prices, the digital agent might provide capabilities that customer
work systems could use for processing information to find
competitor’s prices

Coordinating (control activities) Coordination is not significant when an individual
uses an ecommerce site. A digital agent might control aspects of
coordination between multiple platform users in the same
organization to avoid duplicative purchases within the same
organization

Creating value (coproduce activities) The digital agent might help in creating value
for the platform and the customer by coproducing the identification of
nonobvious buying opportunities that would increase mutual benefits

Maintaining security (execute activities) The digital agent might help in maintaining
security for ecommerce customers by executing activities that protect
the security of email addresses, user names, and other personal
information

6.2 Example: A Real Time Advertising Auction as a Digital Agent

A totally automated ecosystem controls the insertion of ads into web-based content
such as online news articles. “It is a huge, real-time bidding process, whereby ads are
automatically assigned to media spaces across types of media and geographic regions
upon an individual user’s browser request. … the entire ecosystem’s exchange with
its hundreds of platforms operates ‘on-demand’ every time a user’s browser opens a
publisher website and triggers a real-time request for an ad. The whole exchange is
usually completed under 100 ms and remains entirely invisible to the user who may
experience a small lag in loading the publisher page.” [28]. The digital agent is a real
time auction serving an advertiser’s work system of buying ad placements in online
media. (see Table 5).
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Table 5. Applying different digital agent roles during in a real time auction for advertising slots

Facet Illustration of how a specific digital agent role (in parenthesis
and italicized) of a real time automated auction might be applied
to a specific facet of work in an advertising work system

Making decisions (provide information) The digital agent might provide information
about past auctions that would support the buying work system’s
decision making concerning economically feasible media targets

Communicating (provide capabilities) The digital agent might provide capabilities
that increase convenience for the advertisers who need to
communicate changing priorities and purchase limits as an auction
proceeds

Processing information (control activities) The digital agent might control aspects of the
work system’s processing of information about current priorities to
assure that media choices are not excessively duplicative in
advertising targets

Coordinating (coproduce activities) The digital agent might help in coproducing
advertising decisions of different groups in the firm by helping them
coordinate priorities in data submitted to the online auction

Creating value (execute activities) The digital agent might help in creating value
for the customer work systems by providing more complete
information about situations where other advertisers won auctions
for prized placements

Maintaining security (monitor) The digital agent might monitor bidding on auctions to
help customers maintain security by identifying suspicious patterns
of auction bidding results

6.3 Example: A Self-driving Car’s Information System as a Digital Agent

Self-driving cars are controlled by internal information systems that combine radar,
electronic maps, predictive techniques, advanced displays, monitoring of road and traffic
conditions,monitoring of the car’s internal operation, and automatic braking or swerving.
Those information systems help drivers drive safely and sometimes allow drivers to use
automatic driving capabilities. The work system is the individual’s temporary work
system of driving from one location to another. The digital agent is the car’s information
system that monitors current conditions, communicates with the driver, and takes control
under some circumstances (see Table 6).
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Table 6. Different digital agent roles for the information system that operates a self-driving car

Facet Illustration of how a specific digital agent role (in parenthesis
and italicized) of a self-driving car’s information system might
be applied to a specific facet of work in a personal driving work
system

Making decisions (provide capabilities) The digital agent might provide capabilities
for making decisions related to avoiding bottlenecks or slow traffic

Communicating (control activities) The digital agent might control aspects of the
driver’s communication with other drivers by activating blinkers,
sounding alarms that help the driver and other drivers avoid accidents

Processing information (coproduce activities) The digital agent might help coproduce
partially manual driving by processing information from the steering
mechanism and brakes to make sure that the driver does not
accidentally perform dangerous maneuvers

Coordinating (execute activities) The digital agent might automatically execute
evasive maneuvers to help in coordinating with other self-driving
cars that seem to be on a collision course with the car being driven

Creating value (monitor) The digital agent might monitor the extent to which the
car’s displays, heating and air conditioning systems, seating
adjustments, and other systems are creating value for the driver and
passengers

Maintaining security (provide information) The digital agent might provide information
that helps in maintaining security by warning the driver that an
outside entity is trying to detect electronic signals generated or used
within the car

7 Discussion and Conclusions

This paper presented the agent responsibility framework and used examples to explain
how it might help managers and designers imagine and evaluate a wide range of possi-
bilities for delegating aspects of the operation of specific work systems to digital agents.
It defined digital agent as a type of information system that operates autonomously once
launched although it may interact with users, with other digital agents, or with aspects of
the surrounding environment. The idea of digital agent may be applied by providers of
digital agents (people or organizations that build and deploy digital agents) and by users
of digital agents (people or work systems that assign responsibilities to digital agents
that their organizations may own or to commercial platforms or other types of digital
agents owned by others.

The core of this paper’s contribution is the notion that work systems delegate respon-
sibilities to digital agents and that those responsibilities involve performing one or more
roles along a spectrum of roles that may apply to one or more facets of work in the
work system. That notion leads to many different ways to visualize whether and how a
digital agent might be applied beneficially and whether and how its capabilities might be
improved to achieve greater benefits. This overall approach is designed to help in articu-
lating a range of concerns that is much broader than the range of concerns uncovered by
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widely used techniques such as use cases and user stories, which focus more on activities
performed by IT users and less on the broader needs of work systems as goal-oriented
systems. Similarly, tools such as BPMN and ERD are valuable for documenting details
but tend not to reveal many issues related to facets of work such as making decisions,
communicating, creating value, and so on.

The version of the AR framework presented here used a matrix of 6 roles× 6 facets
of work. As explained earlier, many other facets of work could be considered if those
facets of work were important for the work system being analyzed or designed. Those
additional facets might be among the 18 identified by [21] or might be other facets of
work identified by other researchers (assuming that those facets satisfied the usefulness
criteria for facets of work that were illustrated in Table 3).

Limitations. This paper used examples to argue for the practicality of its approach
for addressing important problems in real world practice. It did not provide empirical
validation. Also, it did not provide a full literature review of requirements engineering
or systems analysis and design. That type of literature review would have absorbed too
much of the limited space available for explaining this paper’s ideas.

Potential Use in Practice. Aspects of the AR framework can be used throughout
projects that create and implement both work systems and digital agents used by work
systems. Managers and executives can use the AR framework in the initiation phase
of the WSLC (Fig. 1) to visualize many aspects of the application situation, e.g., by
visualizing the relevant work system and exploring how new or improved digital agents
might lead to more successful execution of different facets of work in that work system.
In the development phase, developers can consider the extent to which the resources
being developed are likely to contribute to better results for important facets of work. In
the implementation phase, facets of work can be used to explain or discuss the respon-
sibilities, capabilities, and intended use of digital agents that are being introduced or
improved. The operation and maintenance phase can use the roles of digital agents in
relation to facets of work to identify possible improvements that might generate better
results in the future.

The detailed use of the AR framework and other ideas in this paper can unfold in
many different ways that look at how digital agents may have responsibilities related to
different roles and may touch multiple facets of work. A simple approach is just to focus
on roles in general, i.e., consider the spectrum of roles in the horizontal dimension of the
AR framework and think about whether those roles are played well in the work system,
regardless of which facets of work are involved. Another simple approach is to focus on
facets in a general sense by identifying facets of work that seem important for the work
system and evaluate how well those facets of work are performed. In more detail, it is
possible to look at responsibilities of a specific digital agent across the spectrum of roles
or its responsibilities in relation to various facets of work that seem important. A more
focused approach looks at a specific role and a specific facet of work and explores how
well one ormore digital agents satisfy their responsibilities in relation to that combination
of role and facet of work.

All of the above can be done with the 6 × 6 version of the AR framework or with
an expanded version that might involve more facets or more responsibilities that are not
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included in Fig. 2. As noted in Sect. 4, [21] explained how 18 different facets of work
meet the criteria for being considered a facet of work, even though it is impractical to
look in depth at every imaginable facet in a real world analysis.

Potential Use in Research. The AR framework and related ideas lead to a variety of
possibilities for research projects related to digital agents. Conceptual research could
compare this paper’s view of a work system’s delegation of responsibilities to digital
agentswith the discussion of concepts related to delegation and rights and responsibilities
of agentic IS artifacts in [20]. Interesting research topics for empirical study of projects
related to the design and implementation of digital agents correspond directly to potential
uses in practice: How do managers and executives conceive of digital agent capabilities
during the initiation phase? How do developers think about the potential use of digital
agent capabilities that they produce? What is the range and rationale of perceptions and
beliefs by work system participants concerning roles, responsibilities, and capabilities
of digital agent? In what ways do work system adaptations during ongoing operation
reflect attention to different facets of work and the adequacy of both capabilities and
responsibilities of digital agents?
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Abstract. In this paper a method is proposed for agile digital platform prototype
development based on organization-specific ontologies. The resulting prototypes
act as minimum viable product of the digital platform that is described by the
ontologies. Our method combines the strengths of agile practices, to speed up the
development process in a user-oriented manner, with the strengths of ontology-
driven development, improving the software structure, single terminology, and
communication between stakeholders. The method is demonstrated for the devel-
opment of the android application ‘SafaRide’, a digital marketplace for safari ride
sharing.

Keywords: Digital platform · Digital marketplace · Ontology-driven software
development ·MVP · UFO · OntoUML · DPO

1 Introduction

The platform economy refers to activities in business, culture and social interaction that
are performed on or are intermediated by digital platforms [1]. These digital platforms
like Airbnb, eBay, Etsy, Ticketswap, Tinder, Dropbox andUber intermediate in the inter-
action between their users. Digital platforms operating within the platform economy can
be categorized by platform type [2] including multi-sided platform, digital marketplace,
sharing platform, crowdfunding platform and on-demand platform. These platform types
share common functions, but also have substantial differences in functionalities offered
and also differ in the type of business model that is supported.

Software development and especially the development of web-based applications
is a multidisciplinary and difficult task, time-consuming and highly sensitive to human
interaction and teamwork [3, 4]. Due to the complexity in the platform economy domain,
developing platform software that offers the right functionality for the intended digital
platform is challenging. Nevertheless, this may be minimized using an efficient software
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developmentmethodology [4]. Therefore, developers adopted agile approaches that offer
fast feedback, are more client-focused, capitalize on continuous improvement, and build
on cross-functional teams. For agile prototype deployment, it is advised to launch a
Minimum Viable Product [5], or in this case Minimum Viable Platform (MVP) [6], fast
and efficient. An MVP is a product with enough features to validate the digital platform
idea in an early stage of the development cycle. Existing SaaS tools for developing an
MVP, like Sharetribe Go [7] which supports the development of digital marketplaces
and Ever Demand [8] which supports the development of on-demand platforms, have
the advantage that a developer doesn’t need to start from scratch and the MVP can be
developed in just a few hours. Unfortunately, these SAAS tools only focus on one specific
digital platform type and do not consider the full diversity within the platform domain.
Besides, they do not offer enough flexibility to develop a tailer-made MVP to the needs
of the digital platform initiative. Furthermore, only a limited number of business model
choices are configurable using these tools.

A solution to improve the communication between digital platform initiators and
software developers and thus fasten the development of a tailer-made and satisfying
MVP could be by using an ‘organization-specific’ ontology, which is an ontology that
describes a specific existing or intended digital platform [9]. In this paper we propose
a method for ontology-driven MVP development in the digital platform domain. This
method was constructed using the Design Science Research Method (DSRM) of Peffers
et al. [10]. Our method uses the Digital Platform Ontology (DPO) [2, 11] and continues
on the research of [12] who developed a method for ontology-driven user story develop-
ment, and the work of [13–15] who developed a method for ontology-driven (relational)
database design.We demonstrate the proposed method with the development of anMVP
running on Android called ‘SafaRide’ that intermediates in jeep ride sharing on a safari
trip. SafaRide can be categorized as a digital marketplace, as it targets two different types
of users and enables transactions between the user of both sides. This makes SafaRide a
good case-study to show the advantages of ontology-driven MVP development. In this
paper, we propose and demonstrate a first version of our method. In future research, we
plan to apply and evaluate our method on a diverse set of digital platforms operating
different business models.

This paper will proceed as follows. In Sect. 2 we briefly present the Digital Plat-
form Ontology (DPO), its use in developing organization-specific ontologies for digital
platforms and briefly discuss the research process of how our method is constructed. In
Sect. 3 we propose our method for ontology-driven MVP development. In Sect. 4 we
demonstrate our method on the development of the SafaRideMVP. In Sect. 5 we discuss
future work, and eventually we conclude in Sect. 6.

2 Previous Research

In the platform domain there was till recently no existing domain ontology that could be
reused and no clear framework to avoid developing an organization-specific ontology
(i.e., specific to a particular digital platform) from scratch [16]. This gap was filled by
(1) the development of a domain ontology, the Digital Platform Ontology (DPO) which
accommodates different digital platforms types [2], (2) aBusinessModel (BM) extension
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to theDPO (i.e., ExtendedDPO)whichmakes it easier for developers to analyze the influ-
ence of business model decisions on the creation of the platform software [11] and (3) a
method for developing an organization-specific ontology [9]. Such organization-specific
ontology is the result of reusing and combining classes, relationships and constraints
of the extended DPO to describe a specific instance of a digital platform for platform
software development purposes. Figure 1 represents the organization-specific ontology
for SafaRide which is the result of reusing and combining classes, relationships and
constraints of the extended DPO specific for the SafaRide business case.

Fig. 1. Organization-specific ontology of SafaRide

The ontology of SafaRide shows that SafaRide intermediates between trip providers
and trip customers for a one-time offline service (a free seat in a safari car). After
registration, a logged-in user can create a listing specifying the departure time, park, type
of car and offering price per seat. Afterwards, another user (called the target platform
customer) can search through the listings created using the filters and initiate a booking
creation becoming a trip customer. In case the provider accepts this booking creation,
the booking comes into existence capturing the booking price including a commission
fee. The booking price is transferred via an external provider, and the software allows a
conversation via messages between the two users after the booking. After the delivery
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of the service both a review by the provider and by the customer towards each other are
allowed.

In this paper an additional step in this research project is taken by designing amethod
for the development of an MVP starting from the organization-specific ontology for that
platform. The main objectives of the proposed method are improving the shared under-
standing of the terminology and functionality during the development of an envisioned
digital platform, decrease the perceived complexity of MVP development, improve the
quality of the requirements, and improve the flexibility during development. The pro-
posed method combines our previous research with some existing methods that use
ontologies in the context of agile software development [12–15]. The paper describes
the research process of how this method was designed, gives an overview of the steps
within the method and finally demonstrates the method with the development of the
SafaRide MVP android application.

3 A Method for Ontology-Driven MVP Development

Our method developed following the DSRM of Peffers et al. [10] integrates the methods
and guidelines of digital platform organization-specific ontology development by [9],
ontology-driven user story development by [12], process modeling based on user stories
by [17], and ontology-driven database design by [13–15], and adds UI prototyping and
MV* software design as additional elements for MVP development. An overview of
our method is given in Fig. 2 and includes four main steps: conceptualization, analysis,
MVP development and testing.

1. First, the developers and other platform stakeholders need to conceptualize the idea
of what they want to accomplish. This conceptualization is done in three sub steps.

a. The developers need to understand the domain, the goal(s) and the added value
of the envisioned software [12]. For this, significant research efforts might be
required just to harmonize the requirements, concepts and terminology [3]. If
the project had a previous state, historical project data can be collected [12]. But
when no historical data is available, it is possible to conduct brainstorm sessions
with different stakeholders.

b. This domain knowledge is required for the choice of the digital platform type(s)
using the typology of [2], and businessmodel of the desired digital platformusing
the business model taxonomy of [11]. The choice of platform type and business
model will influence the relevant ontology modules, and eventually shape the
organization-specific ontology modules.

c. Based on the digital platform type and business model, the developers can reuse
and combine theDPOontologymodules that describe parts of the businessmodel
that the envisioned platform will deploy into an organization-specific ontology
as explained in Sect. 2. This ontology now captures the user roles, required
functionality and other domain knowledge of the desired digital platform.
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Fig. 2. Method for ontology-driven MVP development

2. After, the developers need to analyze the organization-specific ontology and group
the classes and relationships into user stories and a process model that further guides
the MVP development process.

a. User stories are a simple narrative illustrating of user goals that a software func-
tion will satisfy [18], and articulated in the form of ‘As a [role], I want [goal],
so that [benefit]’. With [role] specifying a type of user, [goal] describing the
(inter)actions that the user wants the software to support, and [benefit] motivat-
ing the expected functionality from the user’s standpoint. Besideswriting them in
text, it is also possible to use an object-oriented language like OntoUML for user
stories writing [12]. The user stories of the envisionedMVP are already captured
in the organization-specific ontology where a certain user role (in red) partici-
pates in an event class (in yellow) to create a certain social construct or relator
class (in green) between himself and another user or the platform organization.
Therefore, grouping a user role, the participating event and the created relator
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within a separate model grasps the user story while keeping the object-oriented
presentation and ontological knowledge within the OntoUML model intact.

b. The event classes (in yellow) in the organization-specific ontology can be
reordered in a separate process model following the guidelines of [17] to visu-
alize the happy path or functionality of a single user through the envision MVP
software.

3. Within the agile philosophy, it is recommended to develop the user stories in order
of importance with the development of the database, back-end (server software) and
front-end (UI) software in parallel [19]. Therefore, theMVP should be incrementally
developed during sprints of a selection of user stories in three non-sequential steps,
with the organization-specific ontology representing the envisioned digital platform.

a. Design a User Interface (UI) prototype (e.g., in MarvelApp or Figma). A proto-
type demonstrates the basic UI functionality of the platform idea before building
the final version and is a fundamental part of the product design. It is possible
to demonstrate the prototype to stakeholders as this helps in understanding user
behavior [20]. Our experience learns that a prototype application screen or web
component is required for each event class in the ontology as the prototype needs
to capture the intended actions of the users. Eventually, the prototype should give
a clear indication of the flow, the look and feel of the envisioned application. It is
advised to do an intermediary validation of the UI prototype with potential users
and other stakeholders before continuing.

b. Ontology-driven database design is already described in a series of papers by
Rybola and Pergl [13–15]. The database stores and retrieves user, listing, booking
and other information in a structural way and because of the object-oriented
nature of OntoUML models the organization-specific ontology easily guides
the relational database design. The database development is in parallel with the
UI prototype and MVP software to guarantee a complete integration of data,
information, user functionality and interface.

c. An MVP both requires a backend connecting the application to the database
to store and retrieve data, and a UI frontend to interact with the user. For web
applications this is typically accomplishedusing aModel-View-Whatever (MV*)
software design pattern [21] that makes code easier to maintain and test with bet-
ter user experience. The term MV* represents a family of browser-based frame-
works that provide support for achieving a separation of concerns in the appli-
cation’s code base. The * in MV* can stand for Controller (MVC), ViewModel
(MVVM) or Presenter (MVP) and can be designed bymany popular frameworks
for application development (Android using Kotlin, Angular using Typescript,
WebObjects using Java, Django using Python, Rails using Ruby, .NET using
C# and other languages, Flutter using Dart, React using JavaScript, Vue.js using
JavaScript). More information on how the organization-specific ontology influ-
ences each component of the MV* software design pattern is given during the
demonstration of our method in Sect. 4.
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4. The last step tests the developed software and includes three non-sequential sub steps
named verification, validation and evaluation [4].

a. Verification is the demonstration of consistency, completeness, and correctness
of the MVP. Therefore, we use UI tests, integration tests, unit tests and verify if
the goal and benefit of each user story is fully integrated in our MVP software.

b. Validation is the determination of the satisfaction of the MVP considering user
needs and requirements. This can be accomplished by letting the users interact
with the UI prototype and MVP software, to make sure the functionality and
look and feel is sufficient to their needs.

c. At last, the goal of the evaluation process is to access the quality, usability,
and utility of the MVP from the point of view of those participated in knowl-
edge acquisition phase. This is accomplished by demonstrating the organization-
specific ontology, process model, UI prototype and MVP towards the manage-
ment, financers and other non-user stakeholders. Their feedback will influence
the next development iteration and can even adjust the digital platform type and
business model of the desired MVP.

Our method has an user-oriented, iterative character as we follow an agile way of devel-
opment. Through the iterative development process the organization-specific ontology
constantly evolves, as flexibility of requirements is amust for agile software development
projects [18].

4 Method Demonstration: SafaRide

The envisioned android application for SafaRide is meant for someone who rents a safari
car and still has empty seats available, but also for travelers travelingwith fewand looking
for an already booked car to share the ride. Both types of users can be considered as
‘peers’ or ‘prosumers’ setting SafaRide within the digital marketplace domain following
the definition of [22]. On top of that, the application intermediates in the rental of an
under-utilized good (free car seats), also setting SafaRide within the sharing platform
domain. The added value for these peers is lower costs and the social advantage of
traveling together, creating a win-win situation. The idea of ride sharing during a safari
trip is brand new, and no historical data concerning safari trips was available. Therefore,
we conducted brainstorm sessions with all stakeholders (in our case the four developers
of the application and one African travel expert) to align the idea behind SafaRide. The
conceptualization step includes the development of the organization-specific ontology
of SafaRide which is already discussed in Sect. 2.

4.1 Analysis

We use the object-oriented user story method of [12] to capture role-event-relator pat-
terns within the relationships and classes of our organization-specific ontology1. As an

1 A complete overview of the user stories can be found on https://model-a-platform.com/safaride-
user-stories/.

https://model-a-platform.com/safaride-user-stories/
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example, we discuss two user stories grouped within the organization-specific ontology
of Fig. 1: user story 1 – Registration and user story 3 – Listing creation. In user story
1, a platform visitor can perform a registration action to become a registered user. Only
a registered user can perform a login action that enables the creation of listings and
bookings. In user story 3, a trip provider can create a listing and set a price per seat,
car type, safari park, departure date and number of days within that listing to facilitate
a customer finding it during a future listing search.

The events within an OntoUML ontology can also be envisioned as a user activity
process using a process model language (e.g., Business Process Model and Notation,
BPMN). By placing the event classes (in yellow) within the organization-specific ontol-
ogy in the right sequence after each other, the happy path from registration until review
can be derived. Figure 3 gives part of the process model2 capturing the event classes
within user story 1 and 3. Because a logged-in user can choose the role she wants to play,
an OR-gateway was needed to visualize the actions a user of each role can perform.

Fig. 3. Part of the SafaRide user process model for registration and listing creation

4.2 MVP Development

We developed the UI prototype using the prototype software ‘MarvelApp’3. The UI
prototype mainly visualizes the flow, look and feel of the envisioned SafaRide software,
but doesn’t capture the database design, user roles and functionality. For each user
activity in Fig. 3, a prototype screen is designed.

In parallel, we constructed a relational database usingMySQL as this is still the most
popular type of data storage [13].We copy-pasted the organization-specific ontology into
a separate database model and followed the one table per hierarchy approach [15], lifting
all relationships and attributes of the child classes into their parent class. For SafaRide,
the registered user, trip provider, target platform customer and trip customer attributes
and relationships were captured into the parent class called ‘User’. After, we only keep
the object classes (in red), relator classes (in green) or type classes (in purple) required
for data collection and storage. For SafaRide, this was the case for user, listing, car type,
park, message, booking and review. We added the mode classes (in blue) as attributes

2 The complete BPMN model of SafaRide can be found on https://model-a-platform.com/saf
aride-bpmn-model/.

3 The UI prototype of SafaRide can be found on https://marvelapp.com/prototype/80ha0ha.

https://model-a-platform.com/safaride-bpmn-model/
https://marvelapp.com/prototype/80ha0ha
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in the related object or relator classes and added indirect relationships between classes
through events (e.g., user has a one-to-many relationship with listing through the listing
creation event). Finally,we converted theOntoUMLmodel into simpleUnifiedModeling
Language (UML) notation, adding primary and foreign keys to specify the relationships
while keeping the multiplicity constraints intact. If required, extra tables need to be
included to solve many-to-many relationships, and tables originated from type classes
with only one attribute can be included as enumeration types, but this was not the case
for the SafaRide model. The final database schema in UML used for the construction of
the MySQL database of SafaRide is represented in Fig. 4.

Fig. 4. SafaRide relational database schema in UML

The main contribution of this paper is the improvement of both the back-end and
front-end MVP development based on the organization-specific ontology. SafaRide4

was developed for android5 using the Kotlin programming language with a Model-
View-ViewModel (MVVM) design pattern. An overview of the MVVM design pattern
and its components for user stories 1 and 3 of SafaRide is given in Fig. 5.

First, the Model is the application’s dynamic data structure, independent of the
UI. It is connected to the database(s) and directly manages the data, logic, and rules
of the application. For the SafaRide android application, only a local data source, the
MySQL database is used. For each table in our database schema (Fig. 4), a data class and
repository are created. The main purpose of a data class is to hold data, and no functions
are created within the class body as the database fields are used as parameters in the
primary constructor. A repository on the other hand provides a clean API for data access
to the rest of the application, independent of the database system. It reverses the records
in the database to objects within the android application.

Next, the View is represented in a number of view components, and enables the
user functionality of the software. Therefore, the event classes within the organization-
specific ontology capture the required view components of the intended software. The
View in android includes fragments that represent a reusable portion of the app’s UI,

4 The latest version of the app can be found on http://model-a-platform.com/safaride-versions/.
5 For a guide to android app architecture: https://developer.android.com/jetpack/guide#separa
tion-of-concerns.

http://model-a-platform.com/safaride-versions/
https://developer.android.com/jetpack/guide#separation-of-concerns
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and activities that are mainly used to construct a single screen of your application [23].
For the SafaRide Android application, the View includes a separate UI folder with an
activity or fragment file (in Kotlin) and a layout file (in XML) for each event class in the
organization-specific ontology.

Fig. 5. SafaRide MVVM design pattern of user story 1 and 3

Finally, theViewModel provides triggering events for changing the state of theModel
and the View. This is captured in the relations between the object classes and the event
classes within the organization-specific ontology. For the SafaRide Android application,
a ViewModel file (in Kotlin) is created within each UI folder and connects the View to
the right repositories.

Clear terminology and naming conventions during theMVP development are impor-
tant; therefore, it is advised to name all classes, variables, and parameters according to
the classes in the organization-specific ontology. Good variable names makes the code
easier to understand and improves the development [25]. An overview of the conversions
from the two user stories in Fig. 1 to SafaRide MVP software is given in Table 1.

Of course, the organization-specific ontology doesn’t include all knowledge needed
to develop the MVP. Nevertheless, it structures the more complex relationships between
different concepts (listing, booking, user roles), improving the efficiency of the devel-
opment process. The MVP of SafaRide doesn’t yet include the commission, payment,
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Table 1. Conversions from organization-specific ontology to MVP software

Class MVP software

Platform Visitor, Registered User, Logged-in
User, SafaRide Trip Provider

Model: A User data class to define the user
objects and a user repository to connect the
application to the user table is created

Registration Action View: A registration XML file and registration
activity is created
ViewModel: A registration ViewModel file
transfers the user data from the registration
activity towards the registration repository

Login Action View: Login XML file and login activity is
created
ViewModel: A login ViewModel checks the
username and password with the relevant fields
of the database

Listing, Park, CarType Model: A Listing, Park and CarType data class
and repository are created to define the objects
and connect the application to the tables within
the database

Listing Creation, Set Price per Seat, View: ListingCreation XML file and
listingCreation fragment is created
ViewModel: A listingCreation ViewModel
transfers the listing data from the
listingCreation fragment towards the listing,
park and carType repository. This includes the
offered price per seat of the listing

booking conversation and review functionality, as these user stories were considered as
less urgent and will be developed in future development cycles following our method.

4.3 Testing

During the development of the SafaRide MVP, we designed several UI tests, integration
tests andunit tests to assure the quality of theMVPsoftware andverified the completeness
of the software with each user story. We also regularly validated the usability of the
UI prototype and application with several potential users who are familiar with safari
holidays, and evaluated the MVP by demonstrating the organization-specific ontology,
process model, UI prototype and MVP towards the African travel expert, and taking
his feedback into account during the following development iteration. The SafaRide
organization-specific ontology was modified after each sprint to keep the model in line
with the (intended) software structure.
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5 Discussion and Future Work

In this paper, we proposed a first version of our ontology-driven MVP development
method demonstrated by the development of one MVP. Besides being ontology-driven,
our method follows an agile approach focusses on the development of anMVP. Software
development is known as a complex activity that is highly sensitive to human interaction
and team work [3]. Therefore, an agile approach requires fast feedback, is user-focused
with continues improvements and cross-functional teams. Our method only considers
the happy path of the user process to launch an MVP as fast as possible, with regular
validations by users and other stakeholders. However, an agile approach also has a con-
siderable number of downsides. First of all, there is also a fragmented output as teams
work on different user stories without a clearly described finite end of the project [26].
Another issue is that teams can work on different user stories with a widespread use of
overlapping terminology and conflicting constraints for the components, user roles and
functionality of the intended software [9]. On top of that, there is a limited amount of doc-
umentation as software companies rapidly develop prototypes without saving complete
information or insights acquired in a structured semantic format [27]. Ontology-driven
MVP development solves these issues as the organization-specific ontology clearly cap-
tures the user stories and their interconnectedness. It describes the boundaries of each
user story, andwhat is required from theMVP before the project ends. It aligns the termi-
nology, improving the communication between teams working on different user stories
and helps in understanding how a certain user story fits within the complete project.
Besides, the ontology documents the MVP development in an easy, structural, and flexi-
ble manner. By regularly updating the requirements within our ontology throughout the
development process, our method supports easy comprehension of the project’s nature
and makes it easier for software reuse in future projects.

In future research, we plan to validate and further improve our method by support-
ing the development of a diverse set of MVPs of different platform types operating
a variety of business models. A test case will be set up with aspiring entrepreneurs
who plan to develop an MVP of their platform idea originated from a self-constructed,
DPO-based organization-specific ontology. During the development process, the ver-
sion and improvements of each iteration will be monitored using GitHub classrooms,
to visualize and analyze the influence of ontology modifications on the eventual MVP
software. In the end, the efficiency and perceived usefulness of our method will be quan-
tified with a questionnaire towards the software developers. Both single developers and
teams are composed for theMVP development, to test the efficiency and communication
improvements of our ontology-driven approach.

6 Conclusion

In this paper, we proposed a method for ontology-driven, Minimum Viable Platform
(MVP) development, constructed using the Design Science Research Method (DSRM)
of Peffers et al. [10]. An ontology is not only the collection of concepts, terms, con-
straints and relationships but also the formal, explicit, conceptual model of object ranges
in a computational representation [3]. Our method is ontology-driven, as it uses an



A Method for Ontology-Driven Minimum Viable Platform Development 265

organization-specific ontology [9] based on the Digital Platform Ontology (DPO) writ-
ten in OntoUML as a basis during the development process. A normal UML model
only makes distinction between the data classes, while OntoUML models also capture
the difference between objects events, social or financial benefit for each user. In the
organization-specific ontology, objects and relators portray the required data structure,
while events portray the required functionality of the intended software [9]. Therefore,
the organization-specific ontology can be divided in user stories with each user story
describing a user role, what the user of this role wants and how he benefits from that. The
ontology captures the required functionality of these user stories and transformations
between the organization-specific ontology and the code are used to construct the final
software.

A clear method for MVP development is important, because due to high costs and
duration of the project [28], competitors with less diversification but a superior technol-
ogy are still capable tomonopolize amarket [29]. Lowering the barrier of digital platform
development is therefore vital, as many existing platforms have the tendency to apply a
‘winner-takes-all” strategy to create amonopoly. An essential element that creates incen-
tives to enter and isolate the influence of competitors is increasing the differentiation
of digital platforms. This way, network effects are mitigated, and divide-and-conquer
strategies are less effective, which reduces the monopolization problem at the same time
[29].The proposed method helps to increase the knowledge of digital platform design,
which triggers the conception of alternatives for monopolistic companies such as Airbnb
and Uber, who are criticized for paying low wages, taking high commission fees, and
avoiding taxes [30]. This may facilitate the development of diverse, smaller, more alter-
native, and socially responsible platforms and thus contribute to the creation of a more
socially responsible platform economy.
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Abstract. Software models are the basis of the Model-Driven Engineer-
ing paradigm. The most popular modeling notation is UML class dia-
grams, which can be annotated with OCL predicates to describe complex
integrity constraints.

When creating and managing UML/OCL models, a challenge for
domain engineers is diagnosing faults. Problems like inconsistencies
among integrity constraints can render a model useless. While existing
verification tools provide ample support for detecting faults, users have
less support when trying to understand and fix them. In this paper, we
present a tool aimed at helping domain engineers locate, understand and
fix faults in UML/OCL class diagrams. This tool is built as a plug-in
within an existing UML modeling tool, the UML Specification Environ-
ment (USE).

Keywords: UML · OCL · Class diagram · Verification · Integrity
constraint · USE · Model debugging

1 Introduction

In the software development process, the relevant characteristics of a system can
be captured using a model, e.g., a UML diagram. Software models are power-
ful tools for communication among stakeholders and documentation of design
decisions. Moreover, in the Model-Driven Development paradigm, models are
the central asset of the software development process, from which other assets
like source code are (semi)automatically derived. As a result, the correctness of
software models affects the quality of the final software product.

UML class diagrams are a popular notation for modeling structural features.
This formalism can be enriched by defining complex integrity constraints using
the Object Constraint Language (OCL). OCL is a textual notation that enables
the definition of class invariants and pre/postconditions for operations.

As UML/OCL models grow more complex, it may be necessary to check that
there are no inconsistencies, e.g., constraints that become unsatisfiable due to
c© Springer Nature Switzerland AG 2022
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the interactions with other constraints. Detecting such errors is a complex task.
Furthermore, it is even harder to understand their causes in order to repair the
model, rewriting the incorrect constraints in a proper way.

In this paper, we present MVM (Model Validator Mixer)1, a modeling tool for
domain engineers that helps them locate, understand and fix consistency prob-
lems in UML/OCL class diagrams. To this end, MVM computes and organizes
information about groups of inconsistent constraints and sample instances that
satisfy most (but not all) integrity constraints. MVM is implemented as a plug-
in for the UML Specification Environment (USE) [4], a modeling tool offering
advanced features for the verification and validation of UML/OCL models.

2 Related Work

Several works have considered the formal verification of UML class diagrams
annotated with OCL constraints, e.g., PLEDGE [12], USE Model Validator [7],
UMLtoCSP/EMFtoCSP [2,5] or AuRUS [9], among others. These tools can
check correctness properties like finite satisfiability, i.e., whether there is a finite
instance of the class diagram that satisfies all UML and OCL integrity con-
straints simultaneously. If the property holds, an example instance is computed
as output, otherwise the method warns about the lack of satisfying instances.
Other tools such as the Alloy Analyzer [6] or VIATRA [10] can check equivalent
properties for closely related conceptual modeling formalisms.

Nevertheless, these tools focus on either detecting faults efficiently or gener-
ating high quality example instances (realistic, diverse, . . . ) [11,12]. Thus, once a
fault has been detected there is little support to help the designer locate, under-
stand and fix the problem(s). In the following, we discuss three approaches that
work in this direction: unsatisfiable cores, max-satisfiabilty and model repair.

An unsatisfiable core is a subset of integrity constraints that is unsatisfi-
able. If the class diagram is inconsistent, it is possible to compute a small (or
even minimal) unsatisfiable core of integrity constraints, helping to locate the
fault [8,9,13]. These techniques can be used for model debugging (also called
fault localization): identifying the fragment(s) of a specification that are caus-
ing the fault [14,17]. Conversely, using a maximum satisfiability algorithm it is
possible to compute the largest set of constraints that can be satisfied simulta-
neously [15,16].

A final set of techniques aim to generate repairs, i.e. small (or even minimal)
changes to a model that fix a particular fault. Some of these methods have targeted
Alloy specifications [1,14,17] and UML/OCL class diagrams [3]. As a drawback,
the catalog of fixes (mutation operators) has to be established a priori and, in some
cases, additional predicates to validate the fix must be defined. Instead, our app-
roach aims to help the designer locate, understand and fix faults. That is, it does
not assume that the model is almost correct and can be fixed with small updates.
Information such as unsatisfiable cores and max-satisfiability is combined with
examples and useful feedback to help the designer understand the fault.
1 You can download the tool at: https://github.com/juanto2021/MVM#readme.

https://github.com/juanto2021/MVM#readme
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3 Presentation of MVM

3.1 Context

Our goal with MVM is helping domain engineers debug problems with their
UML/OCL class diagrams. Rather than offering a stand-alone tool with yet
another syntax and GUI for creating model, we have aimed at extending an
existing toolkit. Thus, we have integrated MVM inside the UML Specification
Environment (USE).

USE already offers several features for the verification and validation of
UML/OCL class diagrams. First, it uses a textual syntax for enconding both
the class diagram and the OCL constraints. Then, it offers GUIs to visualize
the class diagram, instances (object diagrams) and constraints. Moreover, it can
check whether an object diagram satisfies all or some integrity constraints. And,
finally, it includes a plug-in called Model Validator [7] that can determine if the
constraints are satisfiable or not. To this end, it uses a bounded verification solver
that constructs a valid instance of the class diagram (satisfiable) or reports its
absence within the bounded domains (unsatisfiable). When the result is unsat-
isfiable, no further feedback is provided by USE (see Sect. 2 for the feedback
provided by other extensions).

MVM will supply feedback aimed at helping domain engineers diagnose and
fix the problem. It will use USE’s notation to describe the UML/OCL class
diagrams and USE’s GUI to visualize sample instances.

3.2 Feedback

A UML/OCL class diagram may contain one or more consistency errors that
need to be fixed. All of them will exhibit the same symptom (the model is
unsatisfiable), but their causes should be fixed independently.

Each consistency error may be caused by a single incorrect invariant or an
unintended interaction between several invariants. To this end, we will provide
the following information to the domain engineer:

– Minimal unsatisfiable cores: Sets of OCL invariants that cannot be simul-
taneously satisfied and that become satisfiable if any member of the set is
removed. While each unsatisfiable core is potentially an independent error,
several cores that share some constraints may indicate a problem in the con-
straints included in their intersection.

– Max-satisfiable constraints and instances: Sets of OCL invariants that can
be satisfied as a whole, together with sample instances satisfying only those
max-satisfiable constraints. The goal is showing the domain engineer what
such instances would look like, in order to help him have a better idea of how
the current constraints should be modified.

– “What-if” scenarios: Sample instances that would be legal if one constraint in
the unsatisfiable core is dropped. Again, the rationale is helping the domain
engineer figure out whether such instances should be made valid by rewriting
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Fig. 1. Model animals.

the corresponding constraint. For example, in Fig. 2 you can see in the right-
most tab which combinations are satisfiable if you eliminate this invariant.
Also, double-clicking on any of the proposed combinations creates an object
diagram with a sample valid instance.

The central idea is presenting this information in a cohesive and usable
way that helps the user understand the consistency problems that need to be
addressed, their causes and candidate repairs.

3.3 Running Example

In order to illustrate the operation of MVM, we will use the UML class diagram
in Fig. 1 as our running example. It contains 2 classes (Person and Pet), each with
different attributes, several invariants and an association. This model fragment
could reflect work in progress to add new features to an existing system.

This class diagram has two separate consistency issues. First, invariant
validAge cannot be satisfied. Age was probably intended to be in the range
from 1 to 99 years, but the relational operators got reversed by mistake:

context Person inv validAge: -- Invariant 5

self.age <= 0 and self.age > 99

The second problem affects invariants related to the weight of pets:
one (validSmallerThanWeight) establishes an upper bound of the weight
of pets, while two others require the existence of a heavier pet
(existsWeightGreaterPets) or require the pets owned by some person to be
heavier (allWeightGreaterPets). Intuitively, the upper bound for the weight
should be increased, or the requirements on heavier pets be lowered.
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Fig. 2. Errors tab in the MVM dialog box.

context Person inv allWeightGreaterPets: -- Invariant 4

self.pet→forAll(p|p.weight>5)

context Pet inv existsWeightGreaterPets: -- Invariant 6

Pet.allInstances()→exists(p:Pet|p.weight>5)

context Pet inv validSmallerThanWeight: -- Invariant 8

self.weight < 4

In the following, we will show how MVM can be used to identify these issues
and help domain engineers come up with potential solutions.

3.4 User Interface

MVM displays the information about consistency errors in a dialog box consisting
of three tabs: Errors, Best approximate solutions and Statistics.

Errors. In this tab, we show the minimal combinations of invariants that are
unsatisfiable (minimal unsatisfiable cores). It consists of the following panels:

– Faulty combinations: The leftmost panel shows the minimal unsatisfiable core.
When a combination is selected in this list, the following two views are syn-
chronized.

– Example instances without the selected invariant: This panel shows examples
of satisfiable combinations that do not contain one invariant from the core.
Double-clicking a combination (each excludes one invariant from the core)
creates an object diagram that satisfies the invariant in that combination.

– OCL for inv: For convenience, this panel displays the OCL definition of the
selected invariant.

Figure 2 depicts this user interface for the running example. In this dialog
box you can see in the upper left part, a list that shows three faulty combinations
of invariants that cannot be satisfied:
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Fig. 3. Object diagram depicting a scenario where invariants 5 and 7 are violated.

– 5 (validAge): This single invariant is unsatisfiable on its own.
– 4–8 (allWeightGreaterPets, validSmallerThanWeight): Even though each

invariant is satisfiable on its own, the combination of both is unsatisfiable.
– 6–8 (existsWeightGreaterPets, validSmallerThanWeight): Same as before.

The first core is disjoint from the rest, so this is a separate error that should be
repaired independently. Regarding the last two cores, their intersection suggests
a potentially shared cause within invariant 8 (validSmallerThanWeight). In
order to understand these faults, the domain engineer can inspect instances that
violate only one of the constraints in this unsatisfiable core, using the rightmost
panel. For instance, if we are studying invariant 5 (validAge), we can inspect an
instance that satisfies the combination of invariants 1-2-3-4-6-7 (which excludes
5). Figure 3 shows the object diagram depicting such instance, as shown in USE.

Best Approximate Solutions. This tab shows the satisfiable combinations
with the highest number of invariants:

– Invariants: The leftmost panel shows the list of satisfiable combinations with
the highest number of invariants.

– Combination panel: When clicking on a combination, the invariants that com-
pose it are shown in the upper right panel.

– OCL for inv: When clicking on a specific invariant, the definition of that
invariant is shown in the lower panel.

Figure 4 shows the information this tab. In a similar way to that described for
the “Errors” tab, when clicking on a combination, the invariants that compose
it will be shown in the upper right list and, when clicking on a specific invariant,
its definition will be shown in the lower part.

Statistics. The computation of unsatisfiable cores relies on USE’s Model Val-
idator to check if a given combination of invariants is satisfiable or not. If a
combination of invariants is deemed unsatisfiable, supersets of this combination
will also be unsatisfiable. Similarly, if a combination is found to be satisfiable, it
is not necessary to explore subsets of this combination. Thus, it is not necessary
to invoke the Model Validator for each combination: many calls can be pruned.
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Fig. 4. Best approximate solutions.

Fig. 5. Statistics

This tab shows information about the computation of unsatisfiable cores and
sample instances. It describes the CPU time spent searching for combinations,
the number of calls to the solver, and the number of calls that produced a
satisfiable/unsatisfiable result. Figure 5 depicts this panel.

4 Conclusions and Future Work

In this paper we have presented MVM, a tool for debugging consistency errors
in UML/OCL class diagrams. This tool complements existing UML/OCL tools
such as USE by detailing which are the unsatisfiable invariants and the best pos-
sible combinations, giving feedback to the user in the form of potential instances
for relevant scenarios.



274 J. A. Gómez-Gutiérrez et al.

As future work, we will improve the usability of the user interface, e.g.,
providing step-by-step suggestions to fix the model; and improve the efficiency of
the calculation, by introducing different strategies for enumerating unsatisfiable
cores and proposing heuristics tailored for OCL invariants.

Acknowledgements. This work is partially funded by the Spanish Agencia Estatal
de Investigación through the project “LOw-COde development of Smart Software”
(LOCOSS, PID2020-114615RB-I00/AEI/10.13039/501100011033).
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3. Clarisó, R., Cabot, J.: Fixing defects in integrity constraints via constraint muta-
tion. In: QUATIC 2018, pp. 74–82. IEEE (2018)
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Abstract. As knowledge increases tremendously each and every day, there is a
need for various means to manage and organize it, so to utilize it when needed.
For example, for finding solutions to technical and engineering problems. An
alternative for achieving these goals is through knowledge mapping that aims at
indexing the knowledge. Recently, we devised an approach called ME-MAP for
mapping out know-how, so to facilitate knowledge indexing. However, the chal-
lenge of handling large maps still exists. In this paper, we address this challenge
by proposing a simplification mechanism for ME-maps. In particular, we define
the meaning of simplification in ME-MAP, set simplification rules, and develop
an algorithm for simplifying ME-maps. In addition, we confirm the correctness of
the algorithm and its scalability, as well as its support for understanding domain
maps through a preliminary user study.

Keywords: ME-MAP · Know-how · Simplification · Reasoning

1 Introduction

Knowledge, especially in technology and engineering domains, is developing at a
tremendous pace. In such domains, we are especially concerned with know-how, the
kind of knowledge that guides action towards practical objectives, prescribing solutions
to technical problems, and evaluating alternative solutions [24]. Know-how manage-
ment can provide various benefits such as: domain review, trade-off analysis, and sup-
port for decision making. While there is almost instant access to published know-how
on-line, to the best of our knowledge, there has been little advance in how a body of
know-how is organized for easier access, understanding, and reasoning.

One way of addressing the know-how management challenge is through knowl-
edge mapping. “A knowledge map - whether it is an actual map, ‘yellow pages’ or
cleverly constructed database - points to knowledge but it does not contain it. It is
a guide not a repository” [6]. The need to refer to explicit knowledge structures for
complex information seeking situations has been discussed in e.g., [9], in which the
authors refer to the case of exploratory search which cannot be achieved through sim-
ple keyword search. Other usages of knowledge maps also include enhancing the results
of search engines [4] and increasing the efficiency of creativity and invention [20].
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Fig. 1. A partial ME-map for the Goal Modeling Language specification domain.
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Fig. 2. A simplification of the map appears in Fig. 1.

We believe that know-how mapping will increase knowledge accessibility and its uti-
lization, improve exploratory search, facilitate exploratory reading, and assist in deci-
sion making processes.

Following the advantages mentioned above, we devised a mapping approach, ME-
MAP (Means-End Map), that leverages on Goal-Oriented Requirements Engineering
(GORE) conceptual structure to organize and manage a body of know-how for technol-
ogy and engineering domains. The ME-MAP approach has been evaluated both for the
ease of construction [28] and for the ease of understanding [22] of maps and found to be
useful in both cases. An example of such a map appears in Fig. 1 that partially maps out
the domain of defining a goal modeling language. In constructing the map, we consult
several works in the GORE domain.



Towards Simplification of ME-Maps 281

A major problem that arises during know-how modeling/mapping is that the maps
become increasingly large and complex. Therefore, it becomes difficult to understand,
inspect and modify such maps due to the potentially many inter-relationships and ele-
ments that may exist. In the ME-map in Fig. 1, although represents a fraction of the
domain, there are a lot of elements and inter-dependencies, which make it difficult
to grasp and understand the domain. To address these concerns, there is a need for a
“zoom-out” technique that executes simplification operations over the maps and trans-
forms the maps into high-level ones. Figure 2 presents a simplification of the ME-map
in Fig. 1.

Simplification can be used for two major purposes: (1) Understandability: The
accuracy of comprehending the domain. (2) Reasoning efficiency: A simplified map
that keeps the reasoning properties under interest, improves the efficiency of the rea-
soning process, as there are fewer elements to deal with. Our conjecture is that the
simplification would indeed improve the understandability and reasoning. It should be
noted that by simplification we refer to a view over the map rather than to its modifica-
tion. Thus, the users can navigate within the various views.

In this paper we elaborate on the simplification of ME maps and provide algorithms
for generating simplified maps (views) that preserve the original semantics. We further
evaluate the simplification for its performance and usability.

The paper is organized as follows. Section 2 details the simplification task and
presents the algorithms. Section 3 details the implementation and evaluation of the sim-
plification algorithms. Section 4 reviews related works and positions those with respect
to this study. Finally, Sect. 5 concludes and outlines plans for future research.

2 Simplification of ME-Maps

The ME-MAP approach draws its core concepts from the goal-oriented requirement
engineering (GORE) paradigm [31]. A main objective of ME-MAP is to take advan-
tage of the inherent means-ends relationship that characterizes know-how, where the
identification of problems and development of feasible solutions is a key concern. The
approach aims at presenting problems identified in a domain, properties of problems
that are particularly relevant in the domain, and offers a systematic review of proposed
solutions. Formally, a ME-map is a tuple ME = 〈E ,Lnk〉, where E is a non-empty set
of elements such that E = T ∪Q, T ∩Q = ∅, where T , Q are set of tasks and qualities,
respectively. Lnk is a set of pairs of elements representing the links between them. The
semantics of the ME-MAP language is defined as the set of all alternative solutions to
the main problems. The detailed syntax and semantics of the ME-MAP appear in [17].
It is important to note that achieved-by links indicate alternatives from which only one
of these can be selected for a legal instance (XOR) whereas consists-of links indicate
parts that are required to be selected for a legal instance (AND).

Simplification deals with the reduction of information by retaining essential proper-
ties and removing insignificant details deemed unimportant by the user [8]. Map simpli-
fication helps in dealing with the map complexity, scalability, improves the map under-
standability, and might also support the validation tasks compared to existing larger ME
maps. For example, assume that for the ME map in Fig. 1, we are only interested in the
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tasks (called initial user tasks), Define Grammar, Define Meta-Model, Define Textual
Syntax, Use Propositional Logic. Then, removing the other tasks and “collapsing” the
links between the selected tasks produces the ME map in Fig. 2. This simplified map
explicates that the Use Propositional Logic task contributes positively to the qualities
Support for Semantics Analysis and Precision.

The ME-Map simplification procedure involves identifying a set of tasks that should
remain on the map. Based on this set, the simplification is performed. Egyed in [8]
showed that a major challenge in simplification is recomputing the hiding information
in the context of the remaining, non-hiddenmap elements. For example, removing con-
tribution links between two non-hidden qualities may require adding a new link whose
label is the composition of the labels of the removed links. Egyed uses a set of abstrac-
tion rules to remove classes and group relationships into one relationship. In this paper,
we adopt a similar approach. In the following we refer to simplification validity, sim-
plification rules, the simplification method and finally the simplification algorithm.

2.1 Valid Simplification

Simplification uses a set of initial tasks provided by the user. The simplification process
creates a partial, concise map that includes the initial tasks and possibly additional tasks
between the root and the initial tasks. Simplification should preserve semantic proper-
ties we will discuss later (soundness and completeness). Otherwise, the simplified map
may be misleading and not preserve reasoning properties such as consistency. Consider
a simplification of the ME-map in Fig. 3a with initial tasks X,T7, T8, T9. Figures 3b,
3c present possible simplifications. Figure 3b presents achieved − by relationships
between T and X,T7, T8 and T9 respectively. However, the ME-map in Fig. 3a does not
include achieved − by paths between T to these three tasks. The map can mislead the
user because X,T7, T8, and T9 are not alternatives (direct or indirect) for achieving T .
In addition, the semantics enforce an xor constraint on the achieved− by relationships.
A legal instance of the simplified map can include only one task. On the other hand,
in the original ME-map, a legal instance might include both tasks T7 and T9. Task X
is inconsistent in Fig. 3a but is consistent in Figs. 3b, 3c. The simplification in Fig. 3b
loses semantic properties that existed in the original model. Thus the use of the maps in
Fig. 3b for consistency verification is incorrect. The ME-map in Fig. 3d introduces an
improvement over the incorrect version in Fig. 3c. Any relationship between two tasks
in the simplified map also exists in the original map directly or indirectly. For example,
for the achieved−by relationship between T1 and T7, there exists a path of relationship

T
achieved−by−−−−−−−−→

+

T7 in the original map.
Based on these observations we require the simplified map to satisfy the following

properties:

Soundness requires that any relationship implied by the simplified map must also be
implied by the original map.

Completeness requires that any relationship between the root and an initial task in the
original map must be implied by the simplified map.

Removing any task requires ensuring that the removed task does not alter map
soundness and completeness properties. The removal of tasks requires adding new links
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Fig. 3. A map with three possible simplifications

that preserve the implied relationships between the remaining tasks. For instance, an

achieved − by sequence T1
achieved−by−−−−−−−−→ T2, T2

achieved−by−−−−−−−−→ T3, might be replaced

by one “achieved-by” link T1
achieved−by−−−−−−−−→ T3. Nevertheless, its implied semantics is

unchanged: , T1 is “achieved by” T3. A contribution link sequence elm1
cont1−−−→ q1,

q1
cont2−−−→ q2, might be replaced by a single contribution link elm1

cont−−−→ q2 in which
cont reflects the implicit contribution of cont1 with cont2.

Definition 1 (Valid simplification). A valid simplification of ME = 〈E ,Lnk〉 and
initial tasks S is a ME-Map ME↓[S] = 〈E ′ ⊆ E ,Lnk′〉 that satisfies the following
properties:

1. The initial tasks S are the leaf tasks of E ′.
2. Soundness
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(a) For each two tasks T1, T2 ∈ E ′ being lnk = achieved − by/consists − of , if

T1
lnk−−→ T2 holds in ME↓[S], then T1

lnk−−→
+

T2
1 holds in ME too.

(b) For each element elm and quality q in ME↓[S] if elm
cont−−−→ q holds in ME↓[S],

then elm
cont−−−→

+
q holds in ME too.

3. Completeness

(a) For each two tasks T1, T2 ∈ E ′, if T1
lnk−−→

+

T2 holds in ME, then T1
lnk−−→

+

T2

holds in ME↓[S] too.
(b) For each tasks T1, Tn ∈ E ′, for each interleaved path of achieved −

by /consists − of relationships between T1 and Tn, T1
α1−→

+
T2, T2

α2−→
+

T3, . . . , Tn−1
αn−−→

+
Tn in ME where αi ∈ {achieved-by ,consists-of }, i =

1, n and αi 
= αi+1, there exists a similar interleaved path (possibly shorter)

with same tasks T1, T2, . . . , Tn and the same interrelationships T1
α1−→

+
T2,

T2
α2−→

+
T3, . . . , Tn−1

αn−−→
+

Tn in ME↓[S].

(c) For each element elm and quality q in E ′ if elm
cont−−−→

+
q holds in ME, then

elm
cont−−−→

+
q holds in ME↓[S] too.

2.2 Simplification Rules

The simplification cannot be applied without considering the context in which the paths

belong. If the task T belongs to two paths of different types, α1 = T1
achieved−by−−−−−−−−→

T , T
achieved−by−−−−−−−−→ T2 and α2 = T3

consists−of−−−−−−−−→ T , T
consists−of−−−−−−−−→ T4, then T is

therefore an intermediate task of an interleaved path of achieved − by and consists −
of links T1

achieved−by−−−−−−−−→ T , T
consists−of−−−−−−−−→ T4. Therefore T is not eliminated and the

later two paths α1, α2 will not be reduced even though they are paths of links of the
same type. Based on these observations we present the notion of a mandatory task and
a mandatory quality.

Definition 2 (Mandatory tasks and qualities). Let ME = 〈E ,Lnk〉 be a ME-map
and S ⊆ E a set of initial tasks.

(1) Mandatory task. A task T is called amandatory task if it satisfies one of the follow-
ing conditions

1. T is the root task or T ∈ S

2. There exists a sequence < T1
consists−of−−−−−−−−→ T , T

achieved−by−−−−−−−−→ T2 > or a sequence

< T1
achieved−by−−−−−−−−→ T , T

consists−of−−−−−−−−→ T2 that belongs to some path of achieved −
by and consists − of links between the root and a task in S.

A task that does not satisfy any of the above conditions is called non-mandatory task
or alternatively removable task.

1 lnk−−→
+

denotes a path of achieved − by or consists − of relationships.
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(2) Mandatory qualify. A quality q is called a mandatory quality if its owner task [17]
is a mandatory task. It is called a non-mandatory quality or removable quality if its
owner is non-mandatory or it is not a quality of any task.

Let Tremovable and qremovable be removable task and quality respectively. Then:

R1. source
achieved−by−−−−−−−−→ Tremovable, Tremovable

achieved−by−−−−−−−−→ target ⇒ source
achieved−by−−−−−−−−→ target

R2. source
consists−of−−−−−−−−→ Tremovable, Tremovable

consists−of−−−−−−−−→ target ⇒ source
consists−of−−−−−−−−→ target

R3. elmentsource
cont[l1]−−−−−→ qremovable, qremovable

cont[l2]−−−−−→ qtarget ⇒
elmentsource

cont−−−→ [min(l1, l2)2]qtarget

Listing 1: Simplification rules

Algorithm 1: SimplifyMap
Input: A ME map ME and a set of important task elements S
Output: A ME map ME↓[S]

begin
1 Step 1: Adding the achieved − by and consists − of links
2 marks all mandatory tasks and qualities in ME according to Definition 2
3 initialize ME↓[S] by all mandatory tasks in ME
4 select a task t ∈ S:
5 for each path πi of achieved − by or consists − of of links from the root

task to t do
begin

6 initialize π′
i by πi

apply recursively rule 1 and 2 on π′
i

end
7 for for each link (achieved − by or consists − of ) lnk ∈ π′

i do
8 add a corresponding link in ME↓[S]

end
end

9 Step 2: Adding the association and contribution links
10 insert to ME↓[S] all mandatory qualities in ME with thier associations
11 for each pair of mandatory tasks T1, T2 ∈ ME↓[S] do
12 for each path π of contribution links from T1 to T2 do
13 initialize π′ by the result of applying rule 3 recursively on the

successive links in π

14 for each contribution link e
cont[l1]−−−−−→ q in π′,

15 if there exists a contribution link α = e
cont[l′1]−−−−−→ q in ME↓[S] then

16 updates label of α to min(l1, l′1)
end
else

17 add α to ME↓[S]

end
end

end
end

2 Here we take a conservative approach, yet, the min function can be replaced by other functions.
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The Simplification Algorithm
Algorithm 1 produces a simplified map based on an initial set. It includes two major
steps, as we have already shown. Step 1 produces a simplified map without the quali-
ties while the second step updates the map from step 1 with qualities, association and
contribution links.

Contribution links can only differ in their labels; therefore, two successive contribu-
tion links can be reduced to a single link. The new link must, however, have a new label
that represents the combined contribution labels of the two links. In addition, when

a new contribution link elm
cont−−−→ q is created between some element elm and some

quality q, no other additional contribution link between elm and q is created. But rather,
the label cont is updated to reflect the contribution of the two links together (aggrega-
tion operation). The way we combined the joined contribution labels was by choosing
the minimum label. We have adopted a conservative approach by placing greater weight
on the lowest value of contribution links in a series of successive labels or groupings of
labels than on the higher values. This is, however, a domain-specific problem, and other
joined contribution policies can be used.

3 Implementation and Evaluation

We implemented the simplification algorithm together with other reasoning methods
presented in [17] within a MEMapReasoner prototype tool we developed [18]. The
tool gets as an input a JSON file exported from the ME Map web-based tool [27] and
MEMapReasoner provides the related output as a JSON file.

Based on the implemented prototype, we evaluate the work with respect to its two
purposes. The first refers to the algorithm scalability and reasoning efficiency and the
second to the impact of ME-map simplification on understandability.

3.1 Scalability Evaluation

To evaluate the simplification algorithm we test it with several maps following dif-
ferent characteristics in terms of elements and related links. As mentioned earlier, the
graph-based techniques used in our paper have exponential worst-case time complex-
ity. Therefore, we need to show that in actual maps, this method scale well. Thus, it is
appealing to test the method on large-scale maps. However, currently, such maps are
not available. To address this, we follow solutions proposed in other domains and gen-
erated large maps automatically. In the following, we report on the evaluation setup, the
execution, and the results of the evaluation we performed.

Setup and Execution. First, we performed the tests on four limited-size ME-maps. The
advantage of these maps is that they represent real domains. They were built by our
group and their size range from 20 to 30 tasks on each map. Second, we generated
synthetic ME-maps. The sizes of these maps were 500–2000 tasks. To generate the
maps, we started with a seed of tasks and links, and iteratively generated layers of
child tasks with randomly selected achieved − by and consists − of links. Moving
backward on the paths of the generated map, we added qualities, association links,
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Table 1. Average time for the simplification tasks

Domain Metrics %Dec Abst. (msec)

Ta Qu AB CO Con El

Data mining domain 13 4 10 2 6 35 0.57 28

Goal modeling domain 18 10 10 9 11 58 0.65 39

Sentiment analysis domain 27 2 13 13 7 62 0.67 32

DPSL domain 19 5 14 5 20 63 0.42 36

Synthetic map - 500 500 11 243 259 90 1103 0.80 521

Synthetic map - 1000 1000 11 490 513 90 2103 0.55 1300

Synthetic map - 1500 1500 11 763 739 105 3119 0.86 1521

Synthetic map - 2000 2000 12 990 1012 105 4119 0.79 3414

and contribution links so to develop realistic maps. Although the number of qualities
is much lower than the number of tasks, we believe that the way the maps were built
enforces the algorithm to consider the implications of abstracting qualities as well.

For each of the tested maps we apply the simplification algorithm. For the initial
user (important) tasks, we selected randomly 30% of the leave tasks. The independent
variables are: number of tasks, number of qualities number of achieved − by number
of links, number of consists − of links and number of contribution links, whereas the
dependent variables are the decreased percentage of elements and the time needed to
perform the simplification. We executed each task 5 times and computed the average of
all runs. The evaluation was performed on a Aacer computer laptop, Windows 10 64
bits, Intel(R) CoreTM i5-1035G1, 8GB RAM and 512GB SSD.

Results and Discussion. Table 1 introduces the results of the evaluation. The left-hand
side of the table provides descriptive information about the maps: number of Task (Ta),
number of Qualities (Qu), number of achieved-by links (AB), number of consists-of
links (CO), number of contribution links (Con) and the total number of Elements (El).
The right-hand side of the table details the decreasing percentage of the number of
elements in the simplified maps (%Dec) and the time in milliseconds it took to perform
the simplification. The table shows that applying the simplification algorithm reduces
over 55% of the elements in most maps. In addition, it shows that the algorithm works
efficiently and we got results in less than four seconds even for a large map with 2000
tasks. The results also indicate that the overall number of elements is not enough to
analyze performance. The domains of Sentiment Analysis and DPSL have almost the
same number of elements, with sizes of 62 and 63, receptively. However, there are
differences in the overall performance. The performance of the simplification task in
the Design Patterns map is about 12% higher than the Sentiment Analysis map. Since
the maps are actually graphs, the performance of the algorithm is significantly affected
by the number of contribution paths. As shown in the table, the number of contribution
links in the DPSL map is around triple more than the Sentiment Analysis map.

To check the implication of the simplification results, we execute a consistency
check [17] over the maps and their corresponding simplifications. The column Cons-



288 A. Maraee and A. Sturm

Before in Table 2 shows the times in milliseconds of running the consistency algorithm
on the synthetic maps evaluated in the previous section augmented with a consistency
problem. The results show that the performance is expensive and the consistency check
lasted between 11 s for the map of 500 tasks and 15min for the map with 2000 tasks.
The column ConsAfter in the table shows the time it last to apply the same consistency
check on the simplified maps. The results show significant improvements (Improvement
column) compared to the performance of the algorithm on the original maps. Note that
in both cases for each map the same consistency problems were identified.

Table 2. Improvement in applying consistency check

ME-Map ConsBefore (MS) ConsAfter (MS) Improvement

500 10929 1575 0.86

1000 275409 80171 0.71

1500 310165 21881 0.93

2000 924655 226889 0.75

Threats to Validity. The results of the experiments we conducted should be taken cau-
tiously due to the following threats to validity. First, we perform the experiments on a
small number of maps. In addition, as we develop the maps, it might be that the way the
maps are constructed is biased. Yet, the “real” domain maps were carefully reviewed
by several of our group members to reflect the actual domain knowledge. Nevertheless,
these maps were relatively small and larger “real” domain maps are required.

3.2 Understandability

To check the support of the ME-map simplification with respect to understanding a
domain, we conducted a user study by means of a preliminary controlled experiment.
In the following we shortly elaborate on the experiment design, execution, and results.

Hypotheses.We checked the comprehension of a domain by means of question answer-
ing, in which we checked the correctness, the time to answer the questions, and the
confidence we had in their answers.

Our conjectures are that using simplification would lead to more correct answers
as many unrelated details are avoided and thus the quest for answers is easier. For
that reason, we also believe that the confidence in the answers will increase. As for
time to answer the questions, there is a trade-off between finding all answers in one
place and the need to navigate over or execute multiple simplifications. Yet, when the
number of simplifications is limited we believe that the time to answer the questions
will be shorter than when searching for the answer in a complete/unified map. In case
of many simplifications, finding the right one may take time. Similarly, deciding on the
appropriate simplification may also take time.

Design. We next describe the variables, the participants, and the tasks.
The independent variable in the experiments is the way the domain map was pre-

sented. Either as a unified map or two separated simplified maps that jointly represent
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the entire domain. We decided upon this design to make sure that the answers were
achieved by following the provided simplifications. The independent variables are the
following: (1) the correctness of the answers, measured by their relative alignment with
the gold standard on a scale of 0-1. We classified the questions into three categories of
task identification, screening, and analysis. These categories refer to different capabili-
ties required by the participants. (2) the time it takes to answer the question, measured
in minutes; and (3) the confidence a participant had in her answers, measured on a
scale of 1 to 7 (indicates the highest confidence). We also checked the perception of the
participants.

The participants in the experiment were nine senior undergraduate and graduate
students at Ben-Gurion University of the Negev. They were recruited by a call for par-
ticipation posting and were offered monetary compensation. They were not familiar
with the domain and with the ME-MAP approach.

The experiment form consists of three parts: (1) a pre-questionnaire that checks the
background and knowledge of the participants; (2) the main task, in which participants
received either a single domain ME map or two simplified ME maps and were required
to answers a set of questions regarding the domain; (3) the last part of the form reflects
upon the participants’ perception on ME map and their form. The domain that was
introduced in the experiment is the domain of Software Design Pattern Specification
Languages (DPSL) and consisted of knowledge extracted from [15]. The experiment
forms can be found in [19].

Execution. The execution of the experiment took place in a special session that lasts
approximately 1 h. Before the experiment started, we briefly introduced ME-MAP and
its semantics for about 10min. Then, the participants were asked to sign the consent
form detailing their rights. They were randomly divided into two groups. Form A in
which the subjects received a unified ME map of the DPSL domain was assigned to 4
subjects. Form B in which the subjects received two simplified ME maps of the DPSL
domain was assigned to 5 subjects. In both forms the students were asked the same 9
questions. For each question, they wrote their answer, the time it took them to arrive at
that answer, and the confidence they had in that answer. Next, they filled out the post
questionnaire.

Results. In Table 3 we present the results of the main task performed by the partici-
pants. We present the results in four categories: Total, which accumulates all answers;
Task identification, which accumulates the answers to questions 1–2; Screening, which
accumulates the answers to questions 3–4 and refers to comparison among tasks; and
Analyze Concrete Contributions, which accumulates the answers to questions 5–9. The
x columns indicate the average and the σ indicate the standard deviation. In terms of
correctness, it seems that using the simplified maps achieved better results, in particu-
lar, in comprehending complex tasks such as trade off analysis. The same hold for the
confidence the participants had in their answers, in particular, when analyzing specific
contributions. A deviation from that trend refers to the time it took the participants to
arrive at their answers. It appears that the screening task took much more time when
using the simplified maps.
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Table 3. Descriptive statistics

Correctness Confidence Time

x σ x σ x σ

Total

Unified map 0.48 0.2 4.5 0.88 3.26 0.9

Simplified maps 0.63 0.23 5.08 0.9 3.22 0.39

Task identification

Unified map 0.63 0.32 5.38 1.38 3.28 1.35

Simplified maps 0.64 0.42 5.4 1.14 2.8 0.76

Screening

Unified map 0.33 0.42 4.00 1.47 5.13 2.29

Simplified maps 0.67 0.32 4.1 1.78 6.8 1.04

Analyze concrete contributions

Unified map 0.49 0.23 4.35 1.00 2.5 1.16

Simplified maps 0.61 0.17 5.35 1.02 1.96 0.61

From analyzing the participants’ subjective preferences, we found out that there are
benefits of having both the unified view (to see all the details) and the simplified views
(to focus on specific aspects).

Discussion. The results indicate that for simple comprehension questions, there is no
difference in using either the unified or the simplified maps in both correctness and
confidence. This is probably due to the minimal cognitive effort required for detecting
related tasks. Nevertheless, in most cases the time to reach the answers is shorter when
using the simplified maps. This is probably due to the focused information appears on
those maps. The most observable difference between the two representations occurs in
the complex task of analyzing concrete contributions. Here, using the simplified maps
results in more correct answers that gain higher confidence. It also took less time to
reach these answers. We attribute these differences to the way the simplified maps are
organized in terms that they presented concise information which was easy to grasp
with respect to the same information that was spread all over the unified map.

Another issue that requires further attention is the time it took to perform the screen-
ing tasks. It seems that the participants who use the simplified maps switched among the
maps trying to answer the questions as it was not clear, where the relevant information
can be found. This is actually quite important. In the experiment, we defined the simpli-
fication in advance. However, in a regular situation, we expect the users of a knowledge
map to perform their own simplification based on their searching and exploration needs
(using the proposed algorithm), and thus they would skip the need to navigate across
multiple simplifications to allocate the relevant information.

Threats to Validity. Here again, the results of our study need to be considered in view of
several threats to validity. First, we examined two alternatives for knowledge represen-
tation. As the experiment is quite simple in its design, there might be a chance for mono
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operation bias, in which we did not explore or test a range of simplifications. Second,
in the experiment we used a hard copy of the maps, whereas in reality we expect the
participants to work with an on-line platform that ease the search and simplifications.
Third, the conclusions we arrived at should be taken with caution, as we got no statis-
tical support for their validity. Yet, they provide an indication of the supremacy of the
simplification. Fourth, we had a limited number of participants, thus, it is challenging
to draw a definite conclusion. In addition, we experiment with only one domain a fact
that also challenges the generalization of the results.

4 Related Work

Abstraction plays a crucial role in dealing with model complexity. It deals with simpli-
fying information by retaining essential properties and removing insignificant details.
Indeed, numerous works on reducing model complexity have been presented in various
modeling languages and domains and for various purposes like increasing comprehen-
sion or verification purposes [5,7,8,14,25,30].

de Lara et al. [7] identified four types of abstractions: (1) Merge techniques in which
one element of the same type replace a set of model elements, collecting the merged
elements’ properties [8]; (2) Aggregation techniques which suggest grouping low-level
model elements into higher-level elements, e.g., [25]; (3) Delete techniques that delete
elements which are not considered relevant or modify some observed properties of a
model. e.g., [30]; and (4) View techniques in which a new model is created (called
view) using the same language or a different one and that discard the original model
features that are irrelevant for the desired abstraction, e.g., [11].

Egyed presented in [8] an algorithm for abstraction (simplification) of UML class
diagrams. The presented algorithm uses abstraction rules to remove intermediate classes
and group intermediate relationships (such as associations and class hierarchies). The
author evaluated the abstraction technique on over a dozen real-world case studies rang-
ing from in-house-developed models to third-party models. Other approaches used a set
of rules for class model simplification presented in [1,12].

Shoval et al. presented in [25] a method for creating a hierarchy of entity-
relationship diagrams (HERD) from a “flat” ER diagram. The method uses packag-
ing operations that aggregate entities and relationships into higher-level ER diagrams
called structures. A structure is a partial ER diagram with external relationships to
related structures that might group two or more specific relationships (Aggregate).
Other approaches in ER that use the aggregation can be found in [3,13,21,29]. Vil-
legas and Olive present in [30] a method that uses a set of elements provided by the
user (called user focus set), and the method filters (simplifies) the conceptual schema
by producing a subset of the elements of the original schema taking into account the
importance of each entity type in the schema and its closeness to the entity types the
user focuses on. The method might create new entities and use the hierarchy to produce
a more abstract model.

Other modeling languages have used different abstraction techniques such as aggre-
gation into higher-level elements or removing unnecessary elements to reduce the
model’s complexity, such as workflow languages [23,26]. Some of these languages use
already built-in hierarchical primitives that enable element aggregation.
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As the language we are using in this paper is a subset of i∗ [31] we refer to stud-
ies dealing with its complexity management. We found out that scalability is considered
one of the important challenging problems that have been treated only to a limited extent
[2,10,16]. Most solutions focus on increasing the modularity of the i∗ language by pro-
viding modularization mechanisms. These approaches require extending the languages
with new modeling constructs that encapsulate the internal structures of the model. A
detailed survey can be found in [16]. In contrast to the works presented by the i∗ com-
munity, in this work we chose to remain with the existing language and not extend the
language with new constructs that naturally require a steeper learning curve. Our aim
is to simplify the maps to enable better understanding, inspecting, and managing the
maps while preserving their semantics. In that sense, we adopt a similar direction to the
work of Egyed who introduced abstraction rules for class models and an algorithm for
applying them [8].

5 Conclusion and Future Work

We develop a simplification algorithm for know-how maps and found it improving
knowledge reasoning efficiency as well as knowledge understandability. We examined
the reasoning efficiency and scaleability using large scale maps and the understandabil-
ity via a controlled experiment. The importance of the map simplification is high as
knowledge, in particular know-how, is developing at a fast pace, so the need to manage
and reason about it is increased. Even know-how maps that index the existing knowl-
edge are complex and tend to scale fast, and thus required further simplification. We
believe that by applying the simplification algorithm over the maps, stakeholders can
better manage and navigate throughout the maps, and better be supported for decision
making.

In the future, we plan to further investigate and evaluate the mechanism we devel-
oped and look for additional mechanisms that facilitate various simplification capabili-
ties, so to better manage ME maps. We also plan to test the simplification of ME maps
for industrial/practical purposes. In particular, as the ME-MAP approach is derived
from GORE, we plan to apply the simplification mechanism to goal modeling tech-
niques.

References

1. Abdulganiyyi, N., Ibrahim, N.: Semantic abstraction of class diagram using logical approach.
In: 4th World Congress on Information and Communication Technologies, pp. 251–256.
IEEE (2014)

2. Alencar, F., et al.: Towards modular i* models. In: Proceedings of the 2010 ACMSymposium
on Applied Computing, pp. 292–297 (2010)

3. Campbell, L.J., Halpin, T.A., Proper, H.: Conceptual schemas with abstractions making flat
conceptual schemas more comprehensible. Data Know. Eng. 20(1), 39–85 (1996)

4. Carvalho, M.R., Hewett, R., Canas, A.J.: Enhancing web searches from concept map-based
knowledge models. In: Fifth Multiconference on Systems, Cybernetics and Informatics, pp.
69–73 (2001)



Towards Simplification of ME-Maps 293

5. Caughlin, D., Sisti, A.F.: Summary of model abstraction techniques. In: Enabling Technol-
ogy for Simulation Science, vol. 3083, pp. 2–13 (1997)

6. Davenport, T., Prusak, L.: Working Knowledge: How Organizations Manage What they
Know. Harvard Business Review Press, Boston (1998)

7. De Lara, J., Guerra, E., Cuadrado, J.: Reusable abstractions for modeling languages. Inf.
Syst. 38(8), 1128–1149 (2013)

8. Egyed, E.: Automated abstraction of class diagrams. ACM TOSEM 11(4), 449–491 (2002)
9. Falke, T.G.I.: GraphDocExplore: a framework for the experimental comparison of graph-

based document exploration techniques. In: Conference on Empirical Methods in NLP, pp.
19–24 (2017)

10. Franch, X.: Incorporating modules into the i* framework. In: Pernici, B. (ed.) CAiSE 2010.
LNCS, vol. 6051, pp. 439–454. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-
642-13094-6 34

11. Guerra, E., de Lara, J., Malizia, A., Dı́az, P.: Supporting user-oriented analysis for multi-view
domain-specific visual languages. Inf. Soft. Tech. 51(4), 769–784 (2009)

12. Guizzardi, G., Figueiredo, G., Hedblom, M.M., Poels, G.: Ontology-based model abstrac-
tion. In: 13th International Conference on Research Challenges in Information Science
(RCIS), pp. 1–13. IEEE (2019)

13. Jaeschke, P., Oberweis, A., Stucky, W.: Extending ER model clustering by relationship clus-
tering. In: Elmasri, R.A., Kouramajian, V., Thalheim, B. (eds.) ER 1993. LNCS, vol. 823,
pp. 451–462. Springer, Heidelberg (1994). https://doi.org/10.1007/BFb0024387

14. Jimenez-Pastor, A., Garmendia, A., de Lara, J.: Scalable model exploration for model-driven
engineering. J. Syst. Softw. 132, 204–225 (2017)

15. Khwaja, S., Alshayeb, M.: Survey on software design-pattern specification languages. ACM
Comput. Surv. 49(1), 1–35 (2016)

16. Lima, P., et al.: An extended systematic mapping study about the scalability of i* models.
CLEI Electron. J. 19(3), 6:1–6:23 (2016)

17. Maraee, A., Sturm, A.: Reasoning methods for ME-maps-a CSP based approach. In: 12th
Conference on Research Challenges in Information Science (RCIS), pp. 1–11 (2018)

18. Maraee, A., Sturm, A., Prokofiev, D.: MEMapReasoner (2019). https://bit.ly/2WOGGtL
19. Maraee, A., Sturm, A.: ME-map simplification (2021). https://tinyurl.com/y7wdl2yc
20. Menaouer, B., Nada, M.: The relationship between knowledge mapping and the open inno-

vation process: the case of education system. Arti. Intell. Eng. Design Analy. Manuf. 34(1),
17–29 (2020)

21. Moody, D.L., Flitman, A.: A methodology for clustering entity relationship models — a
human information processing approach. In: Akoka, J., Bouzeghoub, M., Comyn-Wattiau,
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Abstract. The automated capturing and summarization of medical
consultations has the potential to reduce the administrative burden in
healthcare. Consultations are structured conversations that broadly fol-
low a guideline with a systematic examination of predefined observations
and symptoms to diagnose and treat well-defined medical conditions. A
key component in automated conversation summarization is the match-
ing of the knowledge graph of the consultation transcript with a medical
domain ontology for the interpretation of the consultation conversation.
Existing general medical ontologies such as SNOMED CT provide a taxo-
nomic view on the terminology, but they do not capture the essence of the
guidelines that define consultations. As part of our research on medical
conversation summarization, this paper puts forward a semi-automated
method for generating an ontological representation of a medical guide-
line. The method, which takes as input the well-known SNOMED CT
nomenclature and a medical guideline, maps the guidelines to a so-called
Medical Guideline Ontology (MGO), a machine-processable version of
the guideline that can be used for interpreting the conversation during a
consultation. We illustrate our approach by discussing the creation of an
MGO of the medical condition of ear canal inflammation (Otitis Externa)
given the corresponding guideline from a Dutch medical authority.

Keywords: Domain ontology · Method engineering · Knowledge
graph · SNOMED CT · Medical Guideline Ontology

1 Introduction

The automated summarization of conversations may save time and cost, espe-
cially in domains where dialogues are structured based on predefined guidelines.
Medical consultations are a prime example, as they broadly follow a systematic
examination of predefined symptoms and observations to diagnose and treat well-
defined conditions affecting fixed human anatomy [11]. The potential of automated
conversation summarization depends on the readiness of the structured repre-
sentations of domain-specific knowledge in a machine-processable format [15]. In
particular, rule-based conversation summarization grants explainability that is
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unachievable with machine learning approaches, thus, ontologies can efficiently
represent domain guidelines in such rule-based applications [22].

Medical consultations typically last 5–10 min in which about 1,000–1,500
words are spoken by care provider and patient. Medical reports contain between
20 and 40 highly standardized terms with abbreviations for frequent words (e.g.,
pt for patient) [16]. In our Care2Report research project [15,16], we combine
domain ontology learning with the concept of ontological conversation interpre-
tation in a two-layered architecture (Fig. 1). The semantic interpretation of the
consultation conversation requires the availability of a domain-specific ontology,
that binds spoken words to formally defined medical concepts. Input are medical
guidelines and clinical practice guidelines for the patient’s ailment type that are
available from medical professional associations. Many ontology learning tech-
niques (linguistic analysis, inductive logic programming, and statistical learning
[6]) can be applied to generate a domain-specific ontology, in our case the Medical
Guideline Ontology (MGO). As medical conversations require optimal precision,
we prefer linguistic parsing analyzers (see Sect. 5). The SNOMED CT medical
glossary [5] serves for the medical concept identification and linking.

Fig. 1. Ontological conversation interpretation in Care2report [16], with the Medical
Guideline Ontology supporting semantic interpretation.

The ontological conversation interpretation pipeline enables the consultation
summarization in four steps: (1) transcribing the audio file by utilizing an auto-
mated speech recognizer (ASR), (2) generation of OWL triples (aka triplificia-
tion) into a complete consultation knowledge graph, (3) semantic interpretation
of these triples by means of the Medical Guideline Ontology to a significantly
smaller patient medical graph [16], and (4) the generation of a medical report
that is presented to the care provider for editing, approval and uploading into
the Electronic medical file of this patient.

We adopt the distinction of Ehrlinger and Wöß [9]: the medical ontology acts
as a schema on a generic layer serving multiple similar consultations, whereas
the knowledge graph represents an instantiated fact base as spoken during the
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consultation. In the context of conversation summarization, the ontology repre-
sents the diverse and primarily textual domain knowledge (e.g., human anatomy
and medical guidelines) in a machine-processable fabric of concepts and rela-
tionships. Manually building a domain ontology is time consuming and error
prone; thus, it should be carried out using ontology learning: constructing and
integrating a machine-readable semantic-rich ontology (semi-)automatically [24].

However, tools and techniques for ontology learning primarily aim to extract
knowledge from general data corpora as it was, and still is, driven by the neces-
sity of linking either openly available data (e.g., DBpedia [13]) or corporate-
specific business data (e.g., Google Knowledge Graph [2]). Therefore, research
is needed to develop a method that enables the systematic representation of
domain guidelines in machine-processable ontologies. This paper introduces the
notion of ontological conversation interpretation (Fig. 1) by presenting a method
for developing ontologies in the medical domain to support the expansion of the
automated conversation summarization system Care2Report [15].

Care2Report’s summarization pipeline [15] relies on an ontology embodying
the domain’s vocabulary and guidelines that act as the structured container to
be filled with the multimodal information from the medical consultation. The
information extracted from the conversation populates the ontology to generate
the rule-adhering report that the physician checks before uploading to the Elec-
tronic Medical Records system (EMR) [16]. This paper investigates elements
of the second stage of the Care2Report pipeline: the definition of a Medical
Guideline Ontology, a machine-processable version of a medical guideline.

To illustrate, we use a medical guideline for ear canal inflammation (Oti-
tis Externa) from the Dutch College of General Practitioners [3]. The medi-
cal domain knowledge is assembled from the terminology in the Systematized
Nomenclature of Medicine - Clinical Terms (SNOMED CT) [5].

This paper addresses the two aspects of the ontology learning method: the
notational side represented by the Medical Guideline Ontology (MGO), and the
procedural method expressed in a Process-Deliverable Diagram (PDD) model
and by an algorithm. The design science research cycle, as described by Wieringa
[23], is fitting to answer the research question: How to systematically construct
ontologies from the human anatomy and medical guidelines?

The paper makes three contributions:

– We introduce and formalize the Medical Guideline Ontology (MGO), a
domain ontology that constitutes a machine-readable version of a medical
guideline and that describes the relevant aspects concerning the patient’s
anatomy, symptoms, physician’s observations, diagnosis, and treatments.

– We define a procedural method to develop such ontologies in the form of a
Process-Deliverable Diagram model, refined into an algorithm that can be at
the basis of automated tooling.

– We illustrate the MGO and the procedure to the case of the external ear
canal inflammation.

Paper Organization. After reviewing the related work in Sect. 2, we introduce
the MGO in Sect. 3 and its formalization in Sect. 4. We then present our method
in Sect. 5 and its application in Sect. 6. Finally, we draw conclusions in Sect. 7.
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2 Guidelines and Nomenclature in Medical Informatics

Medical Guidelines. A medical guideline is a document with recommendations
that aim to optimize patient care based on a systematic review of evidence and
on weighing the benefits and harms of alternative care options [18]. It consists
of definitions and procedural instructions for executing an anamnesis, diagnosis
and treatment in care provisions that aim to advance care quality, improve the
patient’s health and well-being, and support medical decision-making. Many
(inter)national medical authorities publish and maintain medical guidelines [17].

In the Netherlands, both the Dutch College of General Practitioners (Ned-
erlands Huisartsen Genootschap - NHG) and the Dutch Federation of Medical
Specialists (Federatie Medisch Specialisten - FMS) publish numerous guidelines
[1,3], only the former is used in this paper. The guidelines include sections about
prognosis, common causes and background, physical examination and diagnosis
guidelines, treatment policy, consultations and referral guidelines (if any), and
control and future patient check-ups.

The symptoms and observations indicating a condition and the treatments
recommended for such condition by the guidelines are relevant to the construc-
tion and population of the Medical Guideline Ontology (MGO) and the related
sub-ontologies, as will be detailed in the coming sections. The MGO, the consul-
tation knowledge graph, and the consultation report aim to serve as a represen-
tational artifact, rather than supporting the physician’s decision making; thus,
the reasoning behind which treatment to choose is beyond our scope. There-
fore, the MGO should contain all treatment possibilities as options, while the
physician’s discretion will decide which ones to use.

Medical Nomenclature: SNOMED CT. The Systematized Nomenclature of
Medicine - Clinical Terms (SNOMED CT) is currently the world’s most extensive
clinical terminology system [7]. This paper uses SNOMED CT as an ontology
source representing human anatomy and terminology hierarchy to identify rel-
evant medical concepts from all the potential concepts in the textual medical
guidelines. The terminology structure is in hierarchical formations of concepts
defined and connected to each other by relationships, with identifiers for machine
use and descriptors for human readability. The top node of the SNOMED CT
hierarchy is occupied by the root concept SNOMED CT concept, and nineteen
direct subtypes of it are the top level concepts that provide the structure of the
SNOMED CT. Different conditions and medical consultations use a subset of
the available concept hierarchies.

3 Medical Guideline Ontology

The Medical Guideline Ontology (MGO) is a domain ontology that represents a
medical guideline in a machine-processable format. In the context of the consid-
ered guideline, the MGO represents the relevant patient’s anatomy and symp-
toms, the physician’s observations, diagnosis and prescribed treatments. Note
that symptoms are subjective abnormalities that the patient perceives, while
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observations are objective abnormalities detected by the physician [12]. The
schema of the MGO is illustrated in Fig. 2.

Fig. 2. Schema of the Medical Guideline Ontology

The MGO consists of five (sub)ontologies. The Patient Anatomy Ontology
(PAO) depicts the human anatomical structures and functions (within the con-
text of the guideline). The Patient Symptoms Ontology (PSO) represents the
complaints and anomalies (symptoms) that a patient may report. The Patient
Observations Ontology (POO) represents all the observations that the physician
may make about the patient’s condition. The Patient Diagnosis Ontology (PDO)
describes the physician’s diagnosis of a patient’s condition. Finally, the Patient
Treatment Ontology (PTO) describes all the treatments prescribed by the physi-
cian, including medications, instructions, referrals, or additional medical tests.

The Patient Anatomy Ontology (PAO) is the foundation for the knowledge
representation in the MGO. The PAO can be built based on existing resources
like the Foundational Model of Anatomy [20], or it can utilize an existing hier-
archical terminology structure like SNOMED CT, as in this research. Within
the SNOMED CT hierarchies, the human anatomy is represented in one section:
SNOMED CT concept ⇒ Body structure ⇒ Anatomical or acquired body struc-
ture [5]. The key concepts in the PAO are those of Anatomical Unit and
Relation. The former is specialized by Anatomical Unit (e.g., ear, left eye)
and Function (e.g., hearing), with the has relationship linking the two, e.g.,
‘an ear has the function of hearing’. The Relation is meant to represent other
types of links between anatomical units, such as part-of, next-to, etc.

The medical report produced by the automated conversation summarization
system Care2Report to upload into the EMR follows a predefined structure [8]
of four sections: (i) Subjective: what the patient reports; (ii) Objective: what the
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physician identifies; (iii) Evaluation: assessment and diagnosis by the physician;
and (iv) Plan for treatment and follow up.

Following the same arrangement, the MGO consists of a composite of four
sub-ontologies reflecting the four aspects of reporting and a fifth foundational
ontology for human anatomy. Each of the those (anatomy, symptoms, observa-
tions, diagnosis, and treatment) builds on the previous one(s) to include further
knowledge into the resulting MGO shown in Fig. 2. The MGO provides the nota-
tional aspect of the ontology development method proposed in this paper.

The MGO and its instantiation into a consultation knowledge graph with
information from a specific consultation (with a concrete patient) provide a
graphical representation of ontology-based knowledge where every two concepts
and the relationship between them form a triple. Examples of such triples are
introduced in the coming sections.

4 Formalization of the MGO

The structure and the interaction between the various ontologies are relatively
intuitive for simple conditions concerning comparatively simple body structures.
However, adding the complete human anatomy and the guidelines from several
medical authorities can make the ontologies less intuitive to understand and
communicate. Therefore, it is essential to introduce formal descriptions of the
ontologies and their components; this section introduces a few of these descrip-
tions. Formally defining the MGO requires the definition of the following sets:

Set Description

B anatomical structures of the body.

F anatomical functions of the body.

A anatomical units (A = B ∪ F ).

S medical symptoms (reported by a patient).

O medical observations (observed by a physician).

V possible values to be assigned to symptoms s ∈ S or observations o ∈ O.

E explicit diagnoses.

I implicit diagnoses.

D medical diagnoses: D = E ∪ I.

T medical treatments.

The elements in these sets may vary depending on the scope of the ontologies.
Defining the comprehensiveness of these sets depends on the goal of the medical
reporting and on the number and complexity o the guidelines. We leave the
investigation of this aspect to future research.

The definitions of the ontologies comprising the MGO are defined with
respect to a patient p (the subject of the guideline, which is also the most
comprehensive anatomical unit) as follows:
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Ontol. Vertices Edges

PAO A = B ∪ F {(b1, b2)|b1, b2 ∈ B ∧ b1 is a direct anatomical sub-part of b2}
∪
({b, f) | b ∈ B ∧ f ∈ F ∧ b has an anatomical function f}

PSO A ∪ S ∪ V {(a, s), (s, v) | a ∈ A ∧ s ∈ S ∧ v ∈ V } i.e., the symptoms

POO A ∪ O ∪ V {(a, o), (o, v) | a ∈ A ∧ o ∈ O ∧ v ∈ V } i.e., the observations

PDO {p} ∪ D {(p, d) | d ∈ D} i.e., the possible diagnoses of a generic patient

PTO {p} ∪ T {(p, t) | t ∈ T} i.e., the possible treatments of a generic patient

As per Sect. 3, the MGO is a domain ontology representing the guideline’s con-
tents in terms of patient anatomy and symptoms as well as physician’s observa-
tions, diagnosis and treatments: MGO = PAO ∪ PSO ∪ POO ∪ PDO ∪ PTO.

Finally, some of the rules that need to be coded into the system to define the
relationships between the entities are listed below, consulting domain experts
is expected to add to this list. We provide some examples, but note that the
creation of a comprehensive list of rules is domain-specific and goes beyond the
purpose of this paper:

1. Each anatomical structure (b) is a part of another anatomical structure (b)
unless it is the complete body structure (b*).
∀b1∃b2 : isPartOf(b1, b2) b1, b2 ∈ B, ¬ (b1 = b*)

2. Each function (f) is assigned to one or more anatomical structure (b).
∀f∃b : hasFunction(b,f) b ∈ B, f ∈ F

3. Each symptom (s) is associated with one or more anatomical unit (a).
∀s∃a : hasSymptom(a,s) s ∈ S, a ∈ A

4. Each observation (o) is associated with one or more anatomical unit (a).
∀o∃a : hasObservation(a,o) o ∈ O, a ∈ A

5. Patients are diagnosed with at least diagnosis (d).
Given p, ∃d : diagnosedWith(p,d) d ∈ D

6. Patients are treated with a treatment (t). A treatment encompasses any physi-
cian’s prescription, including medications, instructions for the patient to fol-
low, referral to a specialist, further tests, or any other procedure.
Given p, ∃t : treatedWith(p,t) t ∈ T

7. An explicit diagnosis (e) is associated with a symptom (s) or an observation
(o).
∀e∃s ∃o: associatedWith(s,e) ∨ associatedWith(o,e) e ∈ E, s ∈ S, o ∈ O

8. An implicit diagnosis is not explicit. That is, an implicit diagnosis (i) is neither
associated with a symptom (s) nor an observation (o).
∀i∀e: ¬ (i = e) i ∈ I, e ∈ E

5 Method for Systematic Creation of Medical Ontologies

While the previous section introduced the MGO for representing a medical guide-
line in a machine-processable format, this section introduces the procedural
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method perspective outlined in a Process-Deliverable Diagram (PDD) model.
The PDD illustrates the activities and artefacts of a specific process [21]. The
model emphasizes the relationships between the activities and their deliverables
by connecting them with dotted arrows across the diagram [21].

5.1 Ontology Creation PDD

Figure 3 shows the used PDD, in which the process is broken down into eight
main activities. For simplicity, activities three to seven are illustrated (and man-
ually performed) sequentially; however, they can also be executed in parallel.

Fig. 3. PDD of the ontology creation process

1. Target guideline preparation: The guideline of the medical condition
is selected from the medical authority’s website, translated (if necessary),
scraped, and prepared for the following concept extraction activity.

2. Concept extraction: The relevant sections of the guidelines are identified,
including sections describing symptoms, physical examination, and treatment
plans. As nouns are the natural language representation of things, ideas and
notions, they identify the concepts to be extracted. Thus, the potential con-
cepts to extract are all nouns and noun phrases in the relevant sections that
will be mapped in the next steps against the SNOMED CT to identify the
constituent concepts of the ontology (e.g., anatomical units, symptoms, obser-
vations, and treatments). Some potential concepts will not be used in the
ontology as they represent general nouns used in the text.

3. Patient Anatomy Ontology (PAO) construction: The guideline con-
cepts corresponding to SNOMED CT anatomical concepts are identified and
converted into a hierarchy from which the PAO is constructed.
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4. Patient Symptoms Ontology (PSO) construction: The concepts identi-
fied in the medical guideline sections describing symptoms are mapped against
the corresponding SNOMED CT hierarchies (findings and disorders) to build
the PSO.

5. Patient Observations Ontology (POO) construction: Similar to the
previous activity except dealing with physician observations instead of
patient-described symptoms. Thus, the relevant guideline sections are dif-
ferent.

6. Patient Diagnosis Ontology (PDO) construction: The medical con-
dition or disease discussed in the guideline is the diagnosis associated with
symptoms and observations to construct the PDO.

7. Patient Treatment Ontology (PTO) construction: The concepts iden-
tified in the treatment-related sections of the guideline are mapped against
the corresponding SNOMED CT hierarchies (procedure, substance, dose form,
and physical object) to build the PTO.

8. Medical Guideline Ontology Finalization: All the previous (sub)ontolo-
gies are combined along with needed information (e.g., prefixes) to construct
the complete MGO. This activity also includes checks to validity by confirm-
ing the lack of disjoint concepts.

5.2 A Detailed Look on Ontology Creation

Figure 4 expands the PAO construction activity to show the various subactivi-
ties and the resulting deliverables. The PDD activities constructing the remain-
ing ontologies follow the same general high-level pattern to build the relevant
ontology based on the list of extracted potential concepts from the guidelines.
Potential concepts are mapped at each stage to both the relevant sections of
the guidelines (e.g., physical examination and treatment policy) and the rele-
vant hierarchies of the SNOMED CT (e.g., findings and disorders). Thus, the

Fig. 4. Patient Anatomy Ontology (PAO) construction



304 O. ElAssy et al.

concepts that show in both relevant modules are the appropriate candidate con-
cepts for the ontology at hand (e.g., symptom concept, observation concept or
treatment concept). An anatomical unit (that can have symptoms, observations,
diagnosis, or treatment) can be either an anatomical structure or a function. An
anatomical structure is “a physical anatomical entity and a physical object, ... it
consists of parts that are themselves anatomical structures”, anatomical struc-
tures are “...localized to a specific area or combine and carry out one or more
specialized [anatomical] functions of an organism.” [19].

For a detailed illustration of the complete PDD and a description of all the
(sub)activities and concepts, refer to the technical report [10].

5.3 Algorithm

Algorithm 1 refines the PDD in Fig. 3 by explaining the derivation of an MGO
from a medical guideline MG for a disease D, and from a human anatomy graph
HA. This algorithm is at the basis of our current Care2Report pipeline.

Algorithm 1. Medical Guideline Ontology Generation
Input: MG a Medical Guideline for disease D,
HA the standard complete human anatomy graph,

Output: a generic ontology MGO for this medical guideline

1: function BuildOntologyByTriples(MG, D, HA)
2: for all sent ∈ MG do
3: Psent ← ExtractNounPhrases(sent)
4: for all cs ∈ Psent do
5: if cs ∈ HA then
6: AnatD ← AnatD ∪ {cs}
7: PAO ← Subgraph(AnatD,HA) � The concepts in AnatD and their links
8: MGO ← ∅, PSO ← ∅, POO ← ∅, PDO ← ∅, PTO ← ∅,
9: for all ae ∈ PAO do
10: for all sent ∈ MG do
11: Psent ← ExtractNounPhrases(sent)
12: for all cs ∈ Psent do
13: if cs ∈ SNOMED.symptom then
14: PSO ← PSO ∪ {〈ae, hasSymptom, cs〉, 〈cs, associatedWith,D〉}
15: if cs ∈ SNOMED.observation then
16: POO ← POO ∪ {〈ae, hasObservation, cs〉, 〈cs, associatedWith,D〉}
17: if cs ∈ SNOMED.diagnosis then
18: PDO ← PDO ∪ {〈patient , diagnosedWith, cs〉}
19: if cs ∈ SNOMED.treatment then
20: PTO ← PTO ∪ {〈patient , treatedWith, cs〉, 〈D , hasTreament , cs〉}
21: MGO ← PAO ∪ PSO ∪ POO ∪ PDO ∪ PTO
22: return MGO
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The algorithms iterates over all sentences in the medical guideline (lines 2–6).
Each sentence is parsed to extract the noun phrases (e.g., Otitis, ear canal) that
are mentioned in the text (line 3). These noun phrases are analyzed (lines 4–6)
so that only those corresponding to elements of the human anatomy graph are
retained and stored into the variable AnatD. The PAO is defined (line 7) as the
subgraph of the HA that includes only the concepts in AnatD, their descendants
in the part-of hierarchy, and the relationships between the retained concepts.

After their initialization as empty sets (line 8), the remaining ontologies
MGO, PSO, POO, PDO, PTO are populated in lines 9–21. The elements added
to the PAO are iterated over (lines 9–20): the sub-cycle starting in line 10 iterates
again over the medical guidelines, which are again parsed by extracting the noun
phrases (line 11). Each of these noun phrases contributes to populating the
various ontologies, depending on whether the noun phrase is a symptom (lines
13–14), observation (lines 15–16), diagnosis (lines 17–18), or treatment (lines
19–20). Finally, the MGO is defined (line 21) as the union of the five ontologies.

6 Application to the Otitis Externa Case

To illustrate the MGO and apply the derived procedure to create an ontology,
we use the NHG guideline for the inflammation of the external ear canal (Otitis
Externa) [4]. The condition is chosen as an example for the relative simplicity
of the associated guidelines and the lack of complicated medical procedures,
terminology, or differential diagnosis. Otitis Externa is an inflammation caused
by a disturbance in the acidic environment of the ear canal and it is usually
associated with swimming. The symptoms reported by the patient may include
ear pain, ear itching, fluid drainage from the ear, and hearing loss. In addition,
the physician examines both the complaint-free ear and the affected ear for signs
of scars, swelling, flaking, redness, the state of the eardrum, etc. [4].

Some symptoms (e.g., hearing loss) are not required for an Otitis Externa
diagnosis, indicating that while the MGO representation of the condition should
include it as a possible symptom, some specific consultations might have this
symptom present while others do not. Also, the guidelines indicate that the
physician should check the eardrum; however, Otitis Externa is not associated
with any observations regarding the eardrum, suggesting that any observation of
the eardrum (e.g., rapture) might indicate a different diagnosis. As for the treat-
ment, the guideline recommends that the physician should instruct the patient
on how to clean the infected ear properly, and prescribe ear drops. Also, referral
to a specialist is recommended if the condition does not improve promptly or if
the patient is from a specific vulnerable group (e.g., elderly and diabetic).

As an example, we consider a fictitious consultation for an Otitis Externa
patient suffering from ear pain (no indication of itching, fluid drainage, or hear-
ing loss), and the examination shows swelling, redness, and skin flaking in the
external ear canal. Figure 5a represents the general MGO of the Otitis Externa
condition with indication of the guideline sections forming it, while Fig. 5b is
the consultation-specific knowledge graph for the fictitious patient.
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Fig. 5. Otitis Externa representation

The MGO can be represented in triples for machine processing; for example,
some of the triples portrayed in Fig. 5b are explained below:

– The human anatomy is represented in a hierarchy of anatomical structures
connected to their parent structures using isPartOf relationship. For example,
〈externalAuditoryCanal, isPartOf, ear〉.

– The second part of the PAO is the assignment of anatomical functions to the
anatomical structures performing them as in 〈ear, hasFunction, hearing〉.

– Symptoms and observations triples define the PSO and the POO. For exam-
ple, the following triples refer to a pain symptom: 〈externalAuditoryCanal,
hasSymptom, symp 2〉, 〈symp 2, symptom, earPain〉, 〈symp 2, hasValue,
7/10〉.



Domain-Specific Ontology Creation 307

– The patient diagnosis and treatments are expressed in triples; for example:
〈patient, diagnosedWith, OtitisExterna〉, 〈patient, treatedWith, earDrops〉.
Applying the procedure in the PDD to Otitis Externa produces the ontology

shown in Fig. 6 using the WebVOWL web application [14]. For conciseness, the
ontology does not visualize the top-level classes (e.g., anatomy, symptom) and
the is-a relationship linking the other concepts to them. More details on ontology
construction and the resulting ontology can be found in the technical report [10].

Fig. 6. Partial WebVOWL visualization of the Otitis Externa Ontology

The method was applied manually, requiring substantial time investment.
The full potential of the Care2Report system relies on developing an automatic
process to generate ontologies of all medical conditions using guidelines from
various countries and in different languages. The ontology development relies on
data from two sources: SNOMED CT, which can be easily mapped to an OWL
ontology; and the text-based medical guidelines that pose the real challenge for
knowledge extraction and structuring to be tackled in future research.

7 Conclusion

We introduced ontological conversation interpretation by creating a method for
the systematic creation of medical ontologies from the SNOMED CT terminol-
ogy and anatomical hierarchies, combined with the medical guidelines of different
medical conditions. The resulting MGO is a formalized notation, and the PDD
is a procedural guide to systematically create ontologies and enrich them by con-
necting new guidelines to the existing definitions of anatomy, symptoms, obser-
vations, and treatments; and adding more if the existing concepts are insufficient
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to represent the guideline fully. Furthermore, we have applied our approach to
the case of Otitis Externa to illustrate its application and feasibility.

Limitations and Future Directions. The method needs to be validated on guide-
lines of more complex and varying conditions. For example, the NHG guide-
line for “Non-traumatic knee complaints” details a method for differentiating
between various similar conditions and thus does not follow the typical sec-
tions in most NHG guidelines. This may require an evolution of our MGO.
Moreover, some guidelines only point the physician towards the tests and mea-
surements to monitor without detailing the results or values to look for, pre-
sumably because the results are hard to detail in the text while the medical
professionals understand them. For example, the guidelines advise performing
an electrocardiogram test in several cardiovascular conditions without detail-
ing the expected outcomes. This is a challenge as the source information is
incomplete; thus, the degree of possible automation is limited. The Care2Report
multi-modal input architecture [15] aims to eventually allow the integration of
(some of) the measurement data, but an ontology to represent this knowledge
still needs to be developed. Automation is another research challenge. We have
applied the method manually, as explained in Sect. 6, and the correct and com-
plete automated interpretation of textual medical guidelines is a far-fetched goal
[18]. Research is necessary toward the creation of assisted, interactive methods
that support our approach. This includes research towards automating the cre-
ation of ontologies of the human anatomy and medical guidelines from different
medical authorities.

This research aims to foster research in a societally-relevant field: increasing
the quality of healthcare via semi-automated methods that may relieve medical
professionals from their administrative burden. We make a step in this direction
by laying down the formal foundations for the construction of semi-automated
systems that support the interpretation of conversations using ontologies.

References

1. Federatie Medisch Specialisten FMS - Richtlijnen (Guidelines of The Dutch Fed-
eration of Medical Specialists). https://richtlijnendatabase.nl/. Accessed 11 Mar
2022

2. Introducing the knowledge graph: things, not strings. https://blog.google/
products/search/introducing-knowledge-graph-things-not/. Accessed 11 Mar 2022

3. Nederlands Huisartsen Genootschap NHG - Richtlijnen (Guidelines of The Dutch
College of General Practitioners). https://richtlijnen.nhg.org/. Accessed 11 Mar
2022

4. NHG Otitis Externa Guidelines. https://richtlijnen.nhg.org/standaarden/otitis-
externa. Accessed 11 Mar 2022

5. SNOMED CT Basics. https://confluence.ihtsdotools.org/display/DOCSTART/4.
+SNOMED+CT+Basics. Accessed 11 Mar 2022

6. Asim, M.N., Wasim, M., Khan, M.U.G., Mahmood, W., Abbasi, H.M.: A survey
of ontology learning techniques and applications. Database 2018 (2018)

https://richtlijnendatabase.nl/
https://blog.google/products/search/introducing-knowledge-graph-things-not/
https://blog.google/products/search/introducing-knowledge-graph-things-not/
https://richtlijnen.nhg.org/
https://richtlijnen.nhg.org/standaarden/otitis-externa
https://richtlijnen.nhg.org/standaarden/otitis-externa
https://confluence.ihtsdotools.org/display/DOCSTART/4.+SNOMED+CT+Basics
https://confluence.ihtsdotools.org/display/DOCSTART/4.+SNOMED+CT+Basics


Domain-Specific Ontology Creation 309

7. Bodenreider, O., Cornet, R., Vreeman, D.J.: Recent developments in clinical ter-
minologies: SNOMED CT, LOINC, and RxNorm. Yearb. Med. Inform. 27(01),
129–139 (2018)

8. Cameron, S., Turtle-Song, I.: Learning to write case notes using the SOAP format.
J. Couns. Dev. 80(3), 286–292 (2002)
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Abstract. Conversational User Interfaces (CUIs), such as chatbots, are
becoming a common component of many software systems and they are
evolving in many directions (including advanced features, often powered
by AI-based components). However, less attention has been paid to their
security aspects, such as access-control, which may pose a clear risk.
In this paper, we apply Model-Driven techniques to define more secure
CUIs. In particular, we propose a framework to integrate an Access-
Control protocol into the CUI specification and implementation through
a set of policy rules described using a Domain-Specific Language (DSL)
integrated with the core CUI language.

1 Introduction

Nowadays, user interfaces that allow fluid and natural communication between
humans and machines are gaining popularity [11]. Many of these interfaces, com-
monly referred as Conversational User Interfaces (CUIs), are becoming complex
software artifacts themselves, for instance, through AI-enhanced software compo-
nents that enable the adoption of Natural Language Processing (NLP) features.

CUIs are being increasingly adopted in various domains such as e-commerce,
customer service, eHealth or to support internal enterprise processes, among
others. Many of these scenarios are susceptible to arise security risks of both the
user and the system. For instance, we may need to add security when we need:

– To disable potential queries depending on the user (e.g. a bot for a Human
Resource Intranet must be careful not to disclose private data, such as salaries,
unless the request comes from an authorized person).
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– To execute different behaviours depending on the user. For instance, a CUI
embedded into an e-learning system will provide different answers depending
on the user who queries the marks (teacher or student).

– To provide different information precision for the same query depending on
the user privileges. For instance, a weather or financial CUI may provide a
more detailed answer to paying users.

Several works [7,12,16] emphasize the importance of considering security,
and especially access-control as highlighted in the above scenarios, in the CUI
definition though no concrete solution is proposed.

In this line, this work proposes to enrich CUI definitions with access-control
primitives to enable the definition of more secure CUIs. Our solution is based
on the use of model-driven techniques to raise the abstraction level at which
the CUIs (and the access-control extensions) are defined. This facilitates the
generation of such secure CUIs on top of different development platforms. In
particular, we extend our generic CUI language [15] with new access-control
modeling primitives adapted to the CUI domain and show how this extended
models can be enforced as part of a policy evaluation component. As an example,
we discuss such implementation on top of the Xatkit open source framework [6].

The rest of the paper is structured as follows: Sect. 2 provides the back-
ground about CUIs and access-control; Sect. 3 describes the framework we pro-
pose to provide model-based access-control for CUIs; Sect. 4 summarizes the
related work; and finally Sect. 5 concludes.

2 Background

Conversational User Interfaces (CUIs) aim to emulate a conversation with
a real human. The most relevant examples of CUIs are the chatbots and voicebots.
A bot wraps a CUI as a key component but complements it with a behavior
specification that defines how the bot should react to a given user request. The
conversation capabilities of a bot are usually designed as a set of intents, where
each intent represents a possible user’s goal. The bot awaits for its CUI front-
end to match the user’s input text (called utterance) with one of the intents
the bot implements. The matching phase may rely on external Intent Recogni-
tion Providers (e.g. DialogFlow, Amazon Lex, Watson Assistant). When there
is a match, the bot back-end executes the required behaviour, optionally calling
external services; and finally, the bot produces a response that it is returned to
the user. For non-trivial bots, the behaviour is modeled using a kind of state-
machine expressing the valid interaction flows between the users and the bot.

Access-control [18] is a mechanism aimed at assuring that the resources
within a given software system are available only to authorized parties, thus
granting Confidentiality and Integrity properties on resources. Basically, access-
control consists of assigning subjects (e.g., system users) the permission to
perform actions (e.g., read, write, connect) on resources (e.g., files, services).
Access-control policies are a pervasive mechanism in current information sys-
tems, and may be specified according to many different models and languages,
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such as Mandatory Access-Control (MAC) [2], Discretionary Access-Control
(DAC) [2], Attribute-Based Access-Control [9], and Role-based Access-Control
(RBAC) [17]. In this work we focus on RBAC, where permissions are not directly
assigned to users (which would be time-consuming and error-prone in large sys-
tems with many users), but granted to roles. Then, users are assigned to one
or more roles, thus acquiring the respective permissions. To ease the adminis-
tration of RBAC security policies, roles may be organized in hierarchies where
permissions are inherited and possibly added to the more specific roles.

3 Access-Control Framework for CUIs

Figure 1 summarizes our framework to integrate access-control on CUIs, consist-
ing of: (1) a design time component (RBAC Policy rules in the figure) to
enable the specification of the bot authorization policy (see Sect. 3.1); and (2)
a runtime component (PEP and PDP in the figure) in charge of evaluating
and enforcing that policy upon the resource’s access from users (see Sect. 3.2).

Fig. 1. Framework overview.

3.1 Policy Specification

The authorization policy is expressed via a policy language. To this end, in this
paper we propose to extend a generic CUI language [15] with new modeling
primitives adding access-control semantics to CUIs. As any DSL, this extended
access-control-CUI DSL is defined through two main components [10]: (i) an
abstract syntax (metamodel) which specifies the language concepts and their
relationships, and (ii) a concrete syntax which provides a specific (textual or
graphical) representation to specify models conforming to the abstract syntax.

Figure 2 depicts our proposal for the language metamodel, combining all the
RBAC basic concepts with CUIs specific elements. In the following, we detail its
main concepts.

CUI Metamodel. The CUI-specific metamodel (coloured in grey in Fig. 2) is a
simplified version from the metamodel previously defined by the authors in [15]
and describes the set of concepts used for modeling the intent definitions of a
bot and its execution logic. The main elements of this metamodel are:
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Fig. 2. Access-control CUIs metamodel.

Intents. The metaclass Intent represents the possible user’s goals when inter-
acting with the CUI. Intents, which are a specific type of Event (as bot interac-
tions can also be triggered by external events), can optionally have Parameters
which allow defining specific characteristics of the Intent. On the other hand,
intents can be triggered using several devices.

States. Following the state-machine formalism, this metaclass models a par-
ticular behavioral state in which the bot stays until a new intent triggers a
transition to another state.

Transitions. The metaclass Transition represents the potential bot changes
from one state to another. We distinguish two types of Transitions: Automatic-
Transitions (triggered automatically) and GuardedTransitions (triggered when
a specific guard holds). A GuardedTransition may be triggered by one or more
Events and include a Constraint to be satisfied for the transition to occur. This
allows a fine-grained control over the firing of the Transition.
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RBAC Metamodel. The RBAC metamodel is an extended version of the
RBAC standard mentioned in Sect. 2 to adapt it to CUIs. This is done through
the definition of a set of permissions which specify which roles are allowed to
perform a specific action (a match to an intent or a transition navigation to a
state) on a resource (intent, transition, or state). Its main elements are:

Resources. The metaclass Resource represents the objects that can be
accessed within the CUI and that we may want to protect. In the context of
CUIs, resources are basically of three types: Intents, Transitions, and States.
Protecting intents will allow hiding part of the CUI’s intents to specific roles.
This may be necessary, for instance, to prevent specific users from accessing some
intents. On the other hand, protecting transitions and states will allow, once an
intent has been matched, to execute different behaviors depending on the role
who triggered the intent. This may be useful, for instance, to provide different
answers for an intent depending on the role of the user.

Subjects. The metaclass Subject represents the active entities which interact
with the CUI. Following a RBAC approach, we define two kinds of subjects:
Users and Roles, where users get roles assigned and role inheritance is supported.

Actions. The metaclass Action represents the access to the resources that
may be performed by the subjects of the CUI. In this context, we consider
the possible actions performed by subjects are Matchings (to an intent) and
TransitionNavigations (to a state of the state machine). The latter enables a
more fine-grained control to the potential user interaction when needed.

Permissions. The metaclass Permission represents the right to perform a
given action (a match or a transition navigation) on a given resource (an intent,
transition or state) granted to a specific role (corresponding to a CUI user).

Constraints. The metaclass Constraint restricts the permission to execute
the corresponding action only when certain conditions hold. The metaclass Role-
BasedConstraint, which extends the original RBAC standard model combining
a concept from the ABAC model, represents specific context-based constraints
(such as geographic location or the used device) to restrict the permissions.

Concrete Syntax. In order to complete the definition of our DSL, we could
provide a textual concrete syntax, a graphical one or a combination. We show
an example of a textual syntax in Sect. 3.3.

3.2 Policy Evaluation and Enforcement

Given an RBAC policy, our framework needs to combine a number of runtime
components to enforce it. The recommendation in the implementation of modern
policy frameworks is separating the infrastructure logic from the application
logic by using a reference monitor architecture [1]. This architecture consists
in two basic components: a Policy Enforcement Point (PEP) and a Policy
Decision Point (PDP). Every access action requested by an user is intercepted
by the PEP that, in turn, forwards it to the PDP to yield an access decision.

Our framework follows this architecture. As Fig. 1 shows, access requests to
the bot resources (intents, transitions and states) are intercepted. These requests



Towards Access Control Models for Conversational User Interfaces 315

are then forwarded to the PDP, which reads the policy rules to resolve the access.
The access decision yielded by the PDP is returned to the bot through the PEP.

3.3 Proof of Concept

In order to show the feasibility of our approach, we discuss in this section a
prototype implementation of our framework on top of the Xatkit framework [6]
and illustrate it with a simple weather chatbot example1.

We have first added the textual concrete syntax extensions needed to model
the new CUI metaclasses as part of a Xatkit specification. Listing 1.1 shows a
snippet of the authorization policy specification which describes that the intent
Get Historical Weather can be only matched by registered users. To simplify
the definition of more complex CUIs we could provide default permission con-
figurations (i.e. enabling or disabling access unless explicitly stated otherwise)
and define GRANT ALL level permissions (i.e. authorization to match all avail-
able intents). Proper parsing of these textual syntactic sugar shortcuts would be
translated into equivalent metamodel instantiations.

1 Permiss ion p1 (
2 Role unreg i s t e r edUse r
3 Resource GetHis tor i ca lWeather Intent
4 Action matching
5 ) −> Deny
6 Permiss ion p2 (
7 Role r e g i s t e r edUs e r
8 Resource GetHis tor i ca lWeather Intent
9 Action matching

10 ) −> Allow

Listing 1.1. Policy example for a weather chatbot.

We have then implemented the policy evaluation and enforcement. There are
several possible strategies to this end, also depending on whether the chatbot
designer has internal access to the chatbot engine.

When modifying the execution logic of the chatbot engine is possible, we
could embed the security checks as part of the engine itself. These checks would
be added as standard elements of the chatbot execution logic and be implicitly
verified upon every single intent matching or transition navigation request. But
in most scenarios, chatbot designers will not have this option as most chatbot
platforms are not open source or are hidden behind an API offered to deploy the
bot and interact with the engine. In these cases, access-control must be explicitly
added to the individual chatbot logic. Authorization verification becomes now
explicit but, on the other hand, it can be easily added on top of many more
chatbot engines.

This is the strategy shown in Listing 1.2. In this example, we show how the
transition from an initial Awaiting input state to the Print historical weather
state will only be triggered when the user utterance matches the Get Historical
Weather intent above and the user is authorized to match such intent.

1 https://github.com/elenaplanas/xatkit-RBACBot.

https://github.com/elenaplanas/xatkit-RBACBot
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1 awaitingInput

2 .when(intentIs(GetHistoricalWeatherIntent)

3 .and(c -> policyRules.checkPermission(user.getRole (). getName(),

4 "matching","GetHistoricalWeatherIntent"))). moveTo( printHistoricalWeather)

Listing 1.2. Policy Enforcement Point (PEP) implementation.

Note that, even if access-control evaluation and enforcement is now explicit, it
could still be automatically added to the concerned transitions. Given a security
policy such as the one in Listing 1.1 and a plain chatbot definition, we could
automatically instrument all relevant transitions with the proper access-control
checks based on the policy definition.

4 Related Work

Several authors have expressed the need to secure chatbots, especially in critical
domains such as banking [12] or health [16]. In the same line, [7] even proposes
chatbot providers to attach an SLA to their chatbots, including security aspects.
Indeed, as pointed out in [4,5,8,19], chatbots are concerned by (and should be
tested against) a number of security concerns. While these works highlight the
need to integrate security aspects, they do not propose concrete and actionable
solutions. Even for industrial tools (like DialogFlow, Amazon Lex or Watson
Assistant) access-control is focused on the management of the permissions to
collaborate in the bot definition. At most, you can also define who can execute
the bot, with no further fine-grained permission levels.

This limitation is shared by proposals focusing on chatbot definition lan-
guages, such as [6,14,15], which do not include modeling primitives to define the
access-control policies even if modeling of access-control policies is a subject with
a long tradition in the MDE community [3], with some notable examples like
SecureUML [13] which extends UML with an RBAC metamodel that serves as
inspiration for our own proposal. To sum up, we believe ours is the first approach
to integrate access-control as first-class citizen in a bot definition language.

5 Conclusions

In this paper we have proposed a new model-driven framework for enhancing the
security of CUIs by integrating and adapting the semantics of the Role Based
Access-Control (RBAC) protocol to Conversational User Interfaces (CUIs). In
particular, we have extended a generic CUI metamodel with RBAC primitives
that enable the definition of fine-grained access control policies for all key CUI
elements (such as intents, states and transitions). We also provided a preliminary
proof of concept to demonstrate the feasibility of our approach.

As further work we plan to enrich the framework with other access-control
models and improve the validation and tool support of the approach. Moreover,
we see this work is a first step towards the modeling of other security-related
aspects for CUIs, such as DDoS, privacy, encryption, and so on.
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Echeverŕıa, R.: Testing challenges for NLP-intensive bots. In: 3rd IEEE/ACM
International Workshop on Bots in Software Engineering. IEEE (2021)

6. Daniel, G., Cabot, J., Deruelle, L., Derras, M.: Xatkit: a multimodal low-code
chatbot development framework. IEEE Access 8 (2020)

7. Gondaliya, K., Butakov, S., Zavarsky, P.: SLA as a mechanism to manage risks
related to chatbot services. In: 2020 IEEE 6th International Conference on Big
Data Security on Cloud (BigDataSecurity) (2020)
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Abstract. Computer Science education programs often include courses on both
UML and BPMN to teach students the methodology and the principles behind
information systems development. While these modelling languages are typically
taught in separate courses or course sections, in practice, the UML Class dia-
gram and the BPMN process model provide different perspectives of the same
information system. Therefore, students should be taught how to differentiate
between these perspectives and maintain consistency between them. The goal of
this exploratory study is to determine the effect that actively modelling both the
UML Class diagram and the BPMN process model for a same case has on the
students’ understanding of multi-perspective modelling. This is done by means of
an observational study with 6 students. The students were asked to think out loud
while first creating aUML class diagram and then creating a BPMNprocessmodel
for a given case. At the end of the study, the students filled in a questionnaire about
their experience. The most important result from this experiment is that there is
a potential correlation between the understanding of multi-perspective modeling
and overall model quality. The study highlights points of consideration for future
studies, such as time constraints and modelling experience of the participants, and
prompts new research questions for further research.

Keywords: Exploratory study · UML class diagram · BPMN process model ·
Multi-modelling

1 Introduction

Both UML and BPMN are frequently used in education to teach students the methodol-
ogy and the principles behind information systems development. UML Class diagrams
are often used for teaching database or software structure while BPMN provides the
business process perspective. These languages would be typically taught in different
courses or course sections, and would be illustrated with cases and exercises tailored to
illustrate specific features of the language. In practice, however, the UMLClass diagram
and the BPMN process model provide different perspectives of the same information
system. It is therefore important that students learn to differentiate between the per-
spectives (i.e. know what to capture in what perspective) while maintaining consistency
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between these two perspectives. In other words, learning the individual languages is not
enough: a skilled modeler needs to integrate the knowledge of both languages so as to be
able to co-model the data and process perspective of a given process-aware information
system. Although there are many courses on UML Class diagrams and BPMN process
models and these languages may be taught in a single course addressing enterprise mod-
elling (e.g. teaching ARIS, 4EM, MEMO), devoting specific attention to teaching the
integration of both can instill important insights in students on the overall design of a
process-aware information system.

The course “Architecture andModelling ofManagement InformationSystems” at the
KU Leuven fulfils this need by teaching the MERODE approach, with multi-modelling
being the most important learning objective. The approach is structured in three layers,
each encapsulating one or more perspectives. The first layer is the enterprise layer (EL)
which contains two sub-layers: the domain layer (DL) and the event handling layer
(EHL). The DL consists of a UML Class diagram where each association must express
existence dependency. Each Business Object in the DL is further completed with an
Object Life Cycle (OLC). The events that trigger transitions in the OLCs of the Business
Objects, are captured in the EHL. The EHL contains an Object Event Table (OET)
that maps each business event to the Business Objects it affects. The second layer is
the Information System Services Layer (ISL). This layer captures the input and output
services that provide access to the EL. Finally, the third layer is the Business Process
Layer (BPL) where the input and output services from the ISL can be invoked.

Currently, the learning goals of the course include “Upon completion of this course,
the student is capable of organizing requirements in a layered architecture”, “Upon
completion of this course, the student is capable of performing a requirements analysis
to create an enterprise model” and “Upon completion of this course, the student is able
to relate the enterprise model and the information system services to a business process
model.” In other words, students have to identify which requirements belong to the
business process model, but they don’t have to create this model. The course thus sets
a step towards the integration of domain modelling and BP modelling, but there is still
a significant gap towards a true integrated multi-modelling approach. The goal of this
paper is to investigate students’ understanding of multi-perspective modelling, more
specifically, the integration of the domain model and the business process model. This is
done by means of an observational study with 6 students. The goal of the observational
study is to determine whether students’ understanding of which requirement is relevant
for what layer is improved by modelling the business process in combination with the
domain model, instead of only modelling the enterprise layer.

This paper is structured as follows. In Sect. 2, we provide an overview of related
work. Section 3 describes the methodology used for the experiment. Section 4 reports
the results of the experiment, which are discussed in Sect. 5.

2 Related Work

When querying Google Scholar and Web of Science, we searched on the keywords
(multi-modellingOR “integratedmodelling”OR “integratedmodeling”)AND (teaching
OR education OR learning OR instruction). In web of science, we looked in all relevant
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categories for software and information systems modelling, and in google scholar, we
filtered on articles published in the SoSyM journal. We found zero publications in in
Software and Information Systems Modelling conference proceedings or journals that
focus on the topic of teaching multi-perspective modelling. Although a lot of research
exists on teaching modelling techniques, most papers report on teaching of an indi-
vidual modelling language or perspective, not an integrated approach with multiple
perspectives. Rosenthal et al. [1] provide a literature review on conceptual modelling
in education. Their selection consists of 121 published papers from 1986 until 2017.
The majority of papers where published after 2004. They classified the publications in
distinct groups based on the modelling purpose they focus on. Object-oriented modeling
is the biggest topic, with 51% of the papers focusing on this topic. The other categories
identified by Rosenthal et al. are data modeling (27%), conceptual modeling in general
(11%), business process modelling (8%) enterprise modelling (2%) and goal modelling
with i* (1%). While Object-oriented modeling and enterprise modelling can capture
multi-perspective modelling approaches, this was not discussed as an emerging research
theme. The literature review provides an overview of the learning paradigms, learning
approaches, learning theories and teaching methods mentioned in these publications. It
is notable that not many publications discuss these aspects. However, the publications
that discus a learning paradigmmostly mention the constructivism paradigm, where “the
learner is viewed as independently constructing her own subjective representations and
understandings of reality through critical reflection” [1]. The publications mentioning
a learning approach focus on collaborative learning. Finally, Rosenthal et al. identify
four emerging research themes. The most important research theme is “Learning tool
support”, especially learning support built into object-oriented modelling tools and data
modelling tools. The second research theme is “Feedback”, with 22 publications report-
ing on process-oriented feedback and 10 publications reporting on outcome feedback.
The other two research themes are “Learning Analytics” and “Gamification/Serious
games”. Regarding learning analytics, Rosenthal et al. [1] observe that learning ana-
lytics in conceptual modelling education is mostly focused on datamining of logging
data from modelling tools. They identify the limitation that this approach neglects other
aspects of the learning process, such as “learner motivation and willingness-to-learn or
the use of additional tools outside of the modelling tool, e.g., paper-based modeling”.
They suggest thinking-out-loud experiments to fill this gap.

While teaching conceptual data modelling is the topic of many studies, there is still
a lack of understanding what makes modelling a difficult task, and how the learning
of conceptual modelling can be supported. Rosenthal et al. [2] study the difficulties
that experienced modelers face in Data Modelling. They investigated the modelers’
experience using amixed-method approach, including recording themodelerswhile they
think aloud. They contrast this with the experiences of novice modelers. Bogdanova and
Snoeck [3] present a framework for the education of conceptual data modelling based
on Bloom’s taxonomy. The aim of this framework is to link the assessment of students
to the related learning outcomes of the course, and to provide appropriate feedback
as a means to support leaning. The framework can be used to automate the process
of providing personalized feedback, as demonstrated in [4, 5]. Besides feedback, also
prototyping can be a useful tool for helping the learning to understand the meaning



324 C. Verbruggen and M. Snoeck

of a model better [6–8]. Amongst the most frequently occurring difficulties mentioned
in [2] and [9] is the modelling of relationships. Nevertheless, when a case description
is intentionally cluttered with information relating to other aspects, the research in [9]
demonstrates that (unless specific training is provided) up to 30%of the solutions contain
superfluous classes, part of which are due to attempts to capture too many aspects in a
single perspective. A sequel research mapping errors to learning objectives [4], reveals
that out the four errors appearing in more than 60% of the tasks, three are related to the
learning objective of distinguishing between EL, IS and BP layer requirements.

Process modelling is also a prevalent topic in Computer Science education, as indi-
cated by the large amount of studies done about the cognitive aspects of process mod-
elling. For example, Figl et al. [10] analyzed the influence of notational aspects on the
comprehension of process models. In a different study, Figl and Laue [11] looked at
the comprehensive complexity of relationships between elements in a process model.
Burattin et al. [12] developed a machine learning approach to automatically identify the
different phases a modeler goes through when creating a process model. In the area of
process modelling, the integration of full-fledged data modelling is still under develop-
ment [13], and research analyzing modelling errors related to a multi-modelling has not
been found.

When considering research on students understanding of modelling languages or on
recurring difficulties in teaching modelling, all of the afore-mentioned research papers
address only one modelling language (e.g., BPMN, UML Class diagrams, ER, etc.). To
the authors’ best knowledge, research that addresses the learning or teaching of a multi-
modelling approach is inexistent. The goal of the research presented in this paper is to
study to what extent the co-modelling of different perspectives of a single case study
can shed light on the problems faced by students, in view of creating better support for
learning multi-modelling.

3 Methodology

The methodology used in this paper is inspired by [2] and aims to capture the cognitive
process of novice modelers by means of a thinking-out-loud experiment. The aim of the
experiment is to determine whether modelling the business process in combination with
the domain model, improves the understanding of the layered structure of MERODE,
compared to just modelling the enterprise layer.

In the experiment, a number of students are given a case description (see Appendix
2) and asked to model the enterprise layer as a UML class diagram and the business
process layer as a BPMN process model (see Appendix 1 for model solutions). The
selected case description for this exercise is adapted from [14], as that case lends itself
to multi-perspective modelling: it contains ingredients for both a process model and
a data model and the ingredients are not separated. So, the students have to filter out
themselves what is relevant for the processmodel andwhat is relevant for the datamodel.
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The participants are all students in the course “Architecture and Modelling of Man-
agement Information Systems”. At the time of the experiment, the participants have just
finished week 3 of the course, meaning they were introduced to the layered approach of
MERODE and had seen Sect. 1 to 3 of the handbook “Enterprise Information Systems
Engineering” [15]. The students following this course also have had a prior course on
database management, and most followed at least one course where the BPMN notation
is taught. The call for participation included the prerequisite that participants should
have some experience with UML class diagrams and BPMN process models. Before
starting the experiment, the participants were sent a short demo of the tool Signavio.

3.1 Experiment Set-up

Fig. 1. Experiment process

Based on the recom-
mendation by Rosen-
thal et al. [2], we
use a multi-modal
approach, combining
several methods of data collection. The cognitive processes of the participants are
recorded in various ways in order to capture as much information as possible. Par-
ticipants are asked to think out loud which is audio-recorded, their modelling actions
are captured via screen recording, and an over-the-shoulder video-recording captures
the annotations they make to the case description provided on paper. The experiment
consists of 4 parts, as shown in Fig. 1. In the first part, the participants create a domain
model for the given case bymeans of aUMLclass diagram. Then, theymodel the process
for the same case in a BPMN process model. In the third part, they indicate at which
places in the BPMNmodel it is necessary to access the information from the UML class
diagram. Finally, they are asked to fill a questionnaire on their experience during the
experiment.

4 Results

4.1 Measured Performance

Infirst instance,we analyzed themodels createdby theparticipants by listing themistakes
found in the models. Each mistake is grouped into a mistake type (e.g. “missing task”).
These mistake types are then categorized again into one of four mistake groups: “BPMN
model”, “UMLclass diagram”, “layer allocation”, and “notation”. The “layer allocation”
category consists ofmistakeswhere a certain requirementwas accounted for in thewrong
model. For example, when “HR Department” was modelled as a class in the UML class
diagram, while it is the user of the system, and thus needs (only) to appear as actor in the
BPMN diagram. The category of “notation” deals with notational issues (i.e. syntactical
issues), either for BPMNmodels or for UML class diagrams, for example, an exclusive-
or gateway in the BPMN model that has only one incoming flow and only one outgoing
flow.
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Table 1. Overview of mistakes made by the 6 participants

1 2 3 4 5 6
BPMN model 12 10 8 7 16 16 69 55,2%

missing path 4 1 1 1 5 3 15
missing task 4 2 2 2 6 7 23
missing mer 2 2 1 2 7
mul plicity of task 1 1 1 1 4
Universe of discourse as pool 1 1
overspecifica on of task 1 1 1 1 1 1 6
task in wrong pool 2 2 1 5
missing pool 2 1 1 1 5
unneeded subprocess 1 1 2
unneeded pool 1 1

layer alloca on 3 4 2 1 0 3 13 10,4%
a ribute as task 1 1
actor as class 2 3 3 8
class as task 1 1 1 3
input form as class 1 1

nota on 5 5 3 5 1 4 23 18,4%
BPMN - event is not atomic 1 2 3
BPMN - loose task 1 1 2
BPMN - missing end event 2 1 1 4
UML - associa on as a ribute 1 1 2
BPMN - missing message flows 1 1 1 3
BPMN - pool name missing 1 1
BPMN - unneeded gateway 1 1 2
UML - missing mul plicity 2 2 4
UML - unconnected diagram 1 1 2

UML class diagram 3 6 1 3 3 4 20 16,0%
wrong a ributes 1 1
associa on mul plicity 2 2 4
missing associa on 1 1
missing class 2 1 1 1 2 2 9
unneeded class 1 1 1 3
Universe of discourse as class 1 1
class as a ribute 1 1

Total 23 25 14 16 20 27 125 100,0%

Par cipant
Total Total %

In total, the models contain 125 mistakes, both syntactic and semantic (see Table 1).
More than half of the mistakes were found in the BPMN models. The UML class dia-
grams account for 16%of themistakes, and 18.4% of themistakes are related to notation.
The smallest group are “layer allocation” mistakes, accounting for 10.4% of the mis-
takes. However, they might have repercussions on the quality of the model that represent
the distinct perspectives. Therefore, we discuss them in more detail below.
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The most frequently occurring error in the UML class diagram is the missing class.
Of the four classes that were expected (Job Vacancy – Candidate/Application – Review –
Interview), Candidate was the only class present in all solutions. Job Vacancy was part
of three solutions. Review and Interview each appeared only once in a different solution,
even though we made sure to include sentences in the case description that suggest
modelling these as classes: “All reviews […] should be filed within four weeks of being
requested” and “[…] interviews are registered in the system”.

The most frequently occurring errors in the BPMN model are the missing task and
the missing path. Often this is due to an incomplete model, see the discussion section.

The group of “layer allocation” mistakes consists of four types of mistakes. The
mistake type that occurs most often is “actor as UML class”, meaning that, in the scope
of a small application, an actor such as “HR Department”, “Professor” or “International
Office” is unnecessarily modelled as a class in the UML class diagram. This mistake is
made by three out of six participants and each of those participants makes this mistake
multiple times. It is notable that in seven out of eight cases where this mistake is made,
the actor is modeled both as a class in the UML class diagram and as a pool in the BPMN
model. In the other case, the participant ran out of time. The secondmistake type is “class
as task”, meaning that the BPMN model contains tasks like “review the candidate” and
“register interview”, while the corresponding classes where the information is stored
are missing from the UML class diagram. This mistake occurs once in three different
solutions. The other two mistake types occur only once each: “attribute as task” and
“input form as class”. On average, participants made two layer allocation mistakes and
only one participant did not make any layer allocation mistakes.

Our sample of six participants is too small to make a statistical analysis, but overall,
the ratio of layer allocation mistakes to total mistakes seems fairly consistent around
13% (not counting the participant that didn’t make any layer allocation mistakes).

4.2 Recordings

We can inspect the time spent on each part of the exercise. Each participant was given
a timeslot of one hour to work on the exercise and fill in the survey. However, four
of the six participants were unable to finish the exercise in the allocated time. This
explains that 58% of the mistakes are related to missing elements. Noticeably, the two
participants that did not run out of time, spent about 30% of their time on the UML class
diagram,while the other four participants spent 50%-60%on theUMLclass diagram (see
Table 2). Those two ‘faster’ participants have a low number of layer allocation mistakes.
They also have the lowest ratio of total mistakes to total number of elements and they
spent noticeably more time explaining the connection between the models. They are the
only two students that made changes to their models in the third part of the exercise.

By analyzing the video recordings, we can conclude that the three participants that
have the least amount of layer allocation mistakes (0, 1 or 2) were able to connect their
models to each other to some extent. The other three participants made more mistakes
(3 or 4) and did not understand how to connect their models.

Finally, we look at the type of notes participants make on the case description.
Participants were given a pen and a set of markers. All participants highlighted words
(this includes underlining or circling in pen) while reading the case for the first time.
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Table 2. Division of time over models

Only three participants continued making notes, highlights or sketches while they were
modelling. We did not find any meaningful correlations between note taking and the
understanding of multi-perspective modelling.

4.3 Questionnaire

The first two questions of the questionnaire are about previous experience with UML
class diagrams andBPMNmodels.Half of the participants (1, 2, 3) indicate that they have
some experience with UML class diagrams, and half indicate that they have a reasonable
amount of experience (e.g. active participation in a course). For BPMN, participant 2
has some experience, the others indicate having a reasonable amount.

The questionnaire also investigates their perceived understanding of the layers during
the creation of the UMLmodel, and how this evolved over the next parts of the exercise.
Half of the participants (3, 4, 6) indicate that they have some issues allocating require-
ments to layers during the creation of the UML class diagram. The only participant
experiencing no layer allocation problems (5) indeed did not include superfluous classes
in the UML diagram. However, the process model was highly incomplete. Half of the
participants (1, 3, 4) also agree that creating the BPMNmodel helped them to identify to
which layer each requirement belongs. Two of these (3, 4) are the faster modelers, who
also made the lowest number of errors overall. In a follow-up question, the participants
can clarify how creating the BPMN model helped or didn’t help. Of the three partici-
pants that don’t agree that the BPMNmodel is helpful, two explain that they didn’t think
about the layers while solving the exercise, and one only discusses the BPMN model
instead of the connections between both models. Those three participants (2, 5 and 6)
have the highest numbers of errors overall. All participants who agree that the creation
of the BPMN model was helpful for layer allocation also agree that the third part of the
exercise (thinking about the connections between the models) is helpful to understand
the interaction between the layers. In a follow-up question, the others indicate that they
either didn’t see the relation, didn’t think of the layers while modelling, or have a lack of
experience. All six participants agree that they have a better understanding of the case
after finishing part 2 and part 3 of the exercise, and four out of six (1, 3, 4, 5) indicate
that they have a better understanding of the layers in general.

The final two questions of the questionnaire investigate whether students think addi-
tional similar exercises and code generation for the business process layer would be
helpful when studying the course “Architecture and Modelling of Management Infor-
mation Systems”. The same group of participants that indicate that part 2 and part 3 of
the exercise were helpful (1, 3, 4), agree that including this type of exercise in the course
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would be beneficial. Five out of six participants (all but 4) believe that code generation
for the business process layer would help them.

5 Discussion

This exploratory study is a first step in investigating the use of multi-perspective mod-
elling in computer science education. Although the experiment is small-scale, the results
already indicate thatmore research in this domain could lead to some interesting insights.
In this study, the data was gathered at the start of the course “Architecture andModelling
of Management Information Systems”. As the students progress through the course, we
will be able to gather more data and perform a more in-depth analysis.

5.1 Analysis of Mistakes

The type of mistakes that occurs the most (23 times in total) is a missing task in the
BPMN model. In each solution, at least two tasks were missing, but generally speaking
many more were missing, leading also to missing paths (15), etc. The third type of
mistake is a missing class in the UML class diagram. This occurred at least once in each
solution and nine times in total. The high number of missing tasks can be explained by
the fact that four out of six participants spent quite some time on creating the UML class
diagram and then ran out of time for modelling the business process. However, while
the participants were instructed to start with the UML class diagram, they were free to
decide themselveswhen the diagramwasfinished. Therefore, the time constraint does not
explain the missing classes. The participants’ inability to identify review and interview
as potential classes, and not even including these as attributes could be explained by the
participants’ limited experience with data modelling.

The fourth type of mistake that occurred often, was a layer allocation mistake: “actor
as class”. Three participants (3, 4, 5) did not make this mistake, the other three made the
mistakemultiple times.We canmake two observations concerning thismistake. First, the
three participants that made this mistake were also unable to reflect on the connections
between both models in part 3. Two of these participants said that they didn’t know what
the connections were and one participant only talked about the BPMN process model.
This could indicate that the interaction between the layers is a complex concept to grasp
for students. Second, two out of the three students that did not make this mistake (3,
4), made less mistakes overall. Even when we discard the layer allocation mistakes,
these two students made the least number of mistakes. This could indicate that once
students understand the interactions between layers, the overall quality of their models
improves. Participant 5 also didn’t make this mistake, however, the process model was
highly incomplete, thus leading to a large number of mistakes overall. The other layer
allocation mistakes were less frequent, showing that, at least in this case, the modelling
of actors in a system is one of the main challenges of layer allocation. For another case
this could turn out to be different.

In this analysis, we did not consider the amount of correctly modelled aspects of the
case. This also influences the quality of a solution. For example, participant 2 made the
most mistakes, however, their models were more complete than for example the models
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of participant 5. The ratio of mistakes to total number of elements in the models could
account for this discrepancy. As shown in Table 3, this ratio suggests that the solution
of participant 2 is better than the solutions of participants 1, 5 and 6, despite having the
highest number of mistakes.

Table 3. Total mistakes vs Total number of elements

5.2 Analysis of Recordings

As indicated in the results, there seems to be a correlation between the number of
layer allocation mistakes and the time spent on the UML class diagram, at least for the
better performing participants 3 and 4. It would be interesting to study whether there
is a causal relation between the understanding of the interaction between layers and
ease of identifying classes for the UML class diagram, reducing the time spent on this
task. Alternatively, spending more time on the business process layer could improve the
understanding of the interaction between layers, resulting in less mistakes.

Another interesting observation from the recordings is that one of the participants
who understands the interaction between the layers well, explicitly mentioned that they
would prefer to switch between the models and not follow the instructed order. This
was the only participant who explicitly modelled the connections between the models
by including in the BPMN model datastores representing the classes of the UML class
diagram. Repeating the experiment where students are allowed to determine the order
themselves, could provide more insight into the cognitive process of novice modelers.

5.3 Analysis of Survey Results

A first observation regarding the questionnaire, is that the level of experience in UML
class diagrams was lower than expected. Since the participants were all students of the
program “Master of Information Management” or “Master of Business and Information
Systems Engineering”, we assume they have all taken the courses “Business Information
Systems” and “Principles of Database Management”, as these courses are mandatory in
both programs that are planned before the “Architecture and Modelling of Management
Information Systems” course. Both courses include UML class diagrams. However,
three participants indicated they only have some experience with UML class diagrams,
instead of choosing the option “I have a reasonable amount of experience (e.g. active
participation in a course about UML class diagrams)”.

The second observation is that there is a slight discrepancy between the answers
to some questions. More specifically, only half of the participants indicated that Part
2 and 3 where helpful for understanding the interaction between the layers, but all
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participants agreed that Part 2 and Part 3 contributed to their overall understanding of
the case. Apparently, understanding the case is different from understanding the different
layers and perspectives present in the case description. This could indicate a mismatch
between the actual issues novice modelers have (understanding to which perspective a
requirement relates), and their perception of the issues that they face (understanding a
requirement).

Finally, our third observation is related to the last two questions, which measure the
perceived usefulness of these types of exercises and prototyping of the business process
layer. While not all participants agreed that these would be useful additions to the course
material, no participant showed disagreement, instead choosing for the option “Neutral”.
So overall, we can expect a positive response to these additions.

5.4 Reflection on Methodology

In this study, we used a multi-modal data collection method in order to capture as much
information as possible. Out of the different modes that were used for the collection of
data, the correction of the participants’ solutions, the screen and voice recordings and the
questionnaire yielded interesting information. However, the recordings of the notation
did not bring any additional insights. To simplify the experiment, we might consider
leaving this out. In view of repeating the experiment with larger groups, and considering
the amount of time needed for processing all the data, in future repetitions of this studywe
will consider focusing on correctingmistakes, data gatheringwhile observing and awell-
designed survey. Data gathering while observing would significantly reduce the time
spent on transcribing recordings, since the recordings would serve mostly verification
for the gathered data and not as a primary source.

5.5 Limitations

The exploratory nature of this study comes with a number of limitations. The first
limitation is the small number of participants. With only six participants, the results of
this study are only an indication of the understanding that novicemodelers have ofmulti-
perspective modelling. Nevertheless, the insights gathered in terms of timing, order of
tasks, etc., provides useful insights in how to set up experiments with larger groups of
participants to obtain more significant results.

As the participants come from an international group of students, none of them were
native English speakers, and they had differing levels of fluency in the English language.
Also, not all participants were accustomed to thinking-out-loud exercises. This likely led
to a loss of information about their cognitive process. Despite this loss of information,
some interesting insights could already be captured from this observational study.

A third limitation, as indicated in the previous section of the discussion, is that some
participants had limited experience with UML class diagrams. Also, some participants
seemed to have limited experience with Signavio, despite receiving a demo beforehand
and using this tool in a previous course. This probably led to the fact thatmost participants
needed more time than we anticipated, resulting in incomplete BPMN diagrams. For
future experiments, we can consider providing tool training beforehand.
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A fourth limitation is that the students were only given one case. It would be inter-
esting to investigate if the results of this experiment persist when students are given
different cases. That way, we could eliminate the wording and specific aspects of a given
case as cause for issues.

A fifth limitation of the study is that there is always room for interpretation when
creating amodel based on a case description. Thiswas taken into accountwhen correcting
and comparing the solutions in the following way: we didn’t penalize for sub-optimal
naming of model elements, missing conditions on gateway paths or missing attributes.
To further mitigate for this problem, we use a case from another researcher, for which
we created an own solution that turned out to be almost identical to the original solution.
Both the original solution [14] and our own variant [13] were published in the context
of papers that underwent a review process. In this sense, we can consider the case and
its solution as validated by several experts.

6 Conclusion

This exploratory study is a first step in the investigation of novice modelers’ under-
standing of multi-perspective modeling. The study uses a combination of participant’s
solutions to the exercise, recordings and a survey to gather data. The inclusion of the
recordings and the survey added meaning to the overview of mistakes made. The study
shows promising results including a potential correlation between the understanding of
multi-perspective modeling and overall model quality, and between the understanding
of multi-perspective modeling and the time distribution over the two models. Further
research is needed to confirm these findings and to investigate if there is a causal rela-
tion. Another result is that the modelling of actors in the system can be a challenge for
novice modelers. The study highlights points of consideration for future studies, such as
time constraints and modelling experience of the participants, and prompts new research
questions for further research.

Appendix 1 – Model Solution

The model solution consists of a UML Class diagram (Fig. 2) and a BPMN process
model (Fig. 3).

Fig. 2. UML class diagram - model solution
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Fig. 3. BPMN process model - model solution
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Appendix 2 – Case Description

The KU Leuven wants to develop a web application for the recruitment of new PhD
candidates. In this exercise, you will model the part of the system that deals with entering
and reviewing new applications. The creation of a new vacancy and deciding which
candidate to hire are out of scope for this exercise. The requirements are stated below:

In order to apply for a job vacancy, candidates have to fill in a form where they
specify their personal information (name, surname, e-mail address, birthday, nationality)
and they upload their grades transcript and motivation letter. The application can be
saved and submitted when the applicant is ready. The application should be submitted
before the deadline specified in the vacancy. Once the application is submitted, the HR
department is notified and the application is assigned to an HR officer. After submission,
the candidate can no longer make changes to the application.

The HR department will then make a first assessment of the application. They decide
whether or not an application is eligible based on the obtained degree, grades transcript,
university ranking, language certificates, and GMAT or GRE-score. If an application
is ineligible, the candidate is immediately rejected. If an application is eligible, it must
be reviewed by several people. First, international candidates will be reviewed by the
international office. Once the international office haswritten a review, theHRdepartment
will then contact three professors with the request to write a review of the application. All
reviews, both from the international office and from professors, should be filed within
four weeks of being requested. Each review concludes with a proposal for the next step
in the recruitment process: rejection, or an interview. When the deadline of the vacancy
is passed, the HR office will decide which candidates to invite for an interview based
on the reviews. Once a date has been set, interviews are registered in the system. The
interviewers will fill in a form with their comments & conclusions.
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Abstract. Model-driven development (MDD) tools aim to increase software
development speed and decrease software time-to-market. AvailableMDD tools in
themarket state that software development teams can fast and easily develop “any”
software by using them. So, the following research question arises: what is the
perception of a software developer in using anMDD tool to create software he/she
is used to develop without models? We selected Mendix, a user-friendly and easy
configurable MDD tool, to address such a question and develop a domain-specific
software artifact. We propose a use case collaborating with a Swiss company that
allows users to compare insurances based on web crawling. Therefore, we ask
a software developer at the Swiss company to develop a simplified version of a
web crawler using the selected MDD tool. The software developer has extensive
experience with developing web crawlers. However, for the software developer
using MDD tools was a new paradigm of software development. We observe that
the software developer successfully developed the web crawler using the MDD
tool. However, he/she perceived some difficulties during the development, arising
opportunities such as decreasing modeling complexity, increasing the MDD tool
integrability, and improving modeling assistance. Finally, we conclude the expe-
rience report by drawing next research endeavors to generalize the results and
discover new opportunities for improving MDD tools.

Keywords: Model-driven development ·Web crawling · Experience report

1 Introduction

Model-driven development (MDD) tools promise to increase the productivity of soft-
ware development teams and decrease software time-to-market [1]. Thus, software
development teams invest their effort in creating conceptual models that describe the
under-development software application rather than coding. Then, an MDD tool allows
them to automatically transform such conceptual models into code using automatic
model-to-model and model-to-text transformations.

Several MDD tools are available in the market [2–6] and literature [7–10] aiming
to achieve the MDD “promise.” These tools state that software development teams can
fast and easily develop software by using them. Based on such a statement, a software
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developer should be able to develop most of the functionalities as he/she uses to develop
using other approaches. So, the following research question arises: what is the perception
of a software developer in using an MDD tool to develop software he/she is used to
developing without models?

We design a use case collaborating with a Swiss company to address our research
question. This company allows users to compare insurance premiums from several insur-
ance providers using web crawling. Web crawling allows for automatically extracting
data from websites using software [11]. As a result, web crawlers gather details from
web pages in near real-time to present them to the user in a single source summarized
way. Developing web crawlers require domain-specific knowledge, making it a relevant
domain for addressing our research question. Moreover, we select Mendix—one of the
MDD tool market leaders—to develop the use case [6] and test our research question.

We ask an experienced software developer at the Swiss company to develop the
designed use case using Mendix. The software developer has extensive experience with
developing web crawlers. However, for the software developer using MDD tools was
a new paradigm of software development. We document all the use case development,
observing that the software developer successfully developed a simplified web crawler
using Mendix. However, he/she perceived some difficulties using Mendix. Based on
such remarks, we identified three main opportunities for improvement: decreasing mod-
eling complexity, increasingMDD tool integrability, and improvingmodeling assistance.
These identified opportunities for improvement are helpful and relevant to model-driven
engineers—i.e., who develop MDD tools—although more extensive data gathering is
required to validate and generalize the results. In future work, we expect to replicate this
experience with several web crawling and other domain software developers to validate
and improve the identified opportunities.

This experience report is structured as follows: in Sect. 2, we review the available
MDD tools in the market and wemotivate our research question; in Sect. 3, we introduce
the use case designed in collaboration with the Swiss company; in Sect. 4, we report the
results and the identified opportunities for improvement based on the software develop-
ment perception using Mendix; and, finally, in Sect. 5 we discuss conclusions and future
work.

2 MDD Tools Overview and Motivation

Software specifications are created by conducting analysis, requirement specification,
and design. Conceptual models are used throughout this process to represent the soft-
ware under-development. In code-centric approaches, software developersmanually turn
these conceptual models into code. MDD tools propose to go one step further by using
the models as blueprints to automatically generate the code based on such conceptual
models [1, 12, 13]. As a result, software development teams improve their productivity
and decrease the software time-to-market.

To support such a transformation process, several MDD tools have been developed
and are now available in the market to develop software based on conceptual models. For
instance, OutSystems [2] offers a domain-specific language (DSL) as a fourth-generation
language that provides a graceful fullback to third-generation programming languages
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such as C#. Microsoft PowerApps [3] allows companies to create software using a
drag-and-drop editor, integrating such software into the Microsoft ecosystem. Appian
[4] enables businesses to automate their processes, producing mobile-ready applications
integrated into cloud systems without programming.WebRatio [5, 14] offers an Eclipse-
based [15] developing environment for creating web and mobile software applications
by using IFML (Interaction FlowModeling Language) models. Finally, Mendix [6] uses
a visual editor with its own modeling language to represent business logic workflows,
generating web-based applications.

We observe these MDD tools state that “any” software can be developed by using
them, making statements such as: “anyone with an idea can make powerful apps [6],”
“we accelerate customers’ business by discovering, designing, and automating theirmost
important processes [4],” “automate your business processes and bring them online [5],”
among others.We observe that theMDD tools delimit the “any” software idea to specific
domains, such as business processes. However, the MDD tools promise that software
developers can develop the software they are used to developing using models in such
specific domains. Therefore, the following research question arises:

(RQ) What is the perception of a software developer in using an MDD tool to de-
velop software he/she is used to develop without models? 

3 The Use Case: Web Crawling and MDD Tools

We plan to ask a software developer to use one of the MDD tools reviewed in Sect. 2
and develop a domain-specific use case to address our RQ. We had the opportunity to
collaborate with a Swiss company that offers online services for comparing insurances
based on web crawling. Therefore, we select web crawling as our domain-specific use
case. We introduce such a use case in the following paragraph.

The Swiss company uses web crawling to automatically retrieve data about insur-
ances, allowing users to compare them in a single source summarized web page. The
web pages where the Swiss company extracts data are named targets [11]. Sometimes,
the web crawler needs to be rewritten when a new target appears. Therefore, the Swiss
company proposes crawling new targets as soon as is required as the use case. As a
result of developing this use case, the web crawler must collect the data from such a new
target and store it in the database for further processing, as shown in Fig. 1.

Fig. 1. Use case overview.
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Having proposed the use case, the next step is selecting an MDD tool to develop
it. As a proof of concept, we selected Mendix from the reviewed MDD tools since it is
a user-friendly tool that allows software developers to kick-start modeling quickly. We
considered other MDD tools; however, they were not that easy to configure and run the
software as Mendix. For instance, Mendix has a web environment that allows software
developers to use the tool as soon as they login into the Mendix website, without any
additional configuration. Other tools, such asWebRatio, require the software developers
to download an IDE (Integrated Development Environment) software and configure
external elements such as databases and web servers, hindering their configuration.
Moreover, Mendix is one of the MDD tool leaders in the market based on the Gartner
Magic Quadrant (see Fig. 2).

Fig. 2. Gartner Magic Quadrant on enterprise low-code application platforms, taken from [16].

4 Results on Developing the Use Case

We ask a software developer from the Swiss company to use Mendix to develop the
use case introduced in Sect. 3. The software developer has more than four years of
industrial experience, working two years at the Swiss company. The software developer
has enough expertise to develop a web crawler, making him/her a feasible subject to
create a web crawler using Mendix. The software developer invested approximately 40
working hours in developing the use case using Mendix, including learning how to use
the tool itself since it was her/his first time using an MDD tool. As a result, the software
developer created: a domainmodel containing the information of the web crawler targets
(see Fig. 3); a set of microflow models comprising the business logic (see Fig. 4); and a
graphic user interface for managing the web crawler targets (see Fig. 5).
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Fig. 3. Web crawler Mendix’s domain model.

Fig. 4. Excerpt of the web crawler Mendix’s microflows.

Fig. 5. Graphical user interface for managing the web crawler targets.
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We asked the software developer to report on his perception while using Mendix to
conduct the use case, including the design, the development process, and the improve-
ment remarks. Based on the provided information, we concluded that Mendix allowed
the software developer to implement a simplified web crawler based on the results.
That means, although Mendix is a general-purpose MDD tool, the MDD tool provides
enough functionalities to implement domain-specific software, as is a web crawler. Such
a result is an insight for answering our RQ. However, we collected the software devel-
opment improvement remarks about developing software using the MDD tool based on
her/his experience. We analyzed such comments to compile them as opportunities in the
following paragraphs.

Decreasing Modeling Complexity: The software developer stated that developing a
simple feature requires several models, increasing the software development complexity.
Based on his/her practical experience, the use case functionalities could be developed in
a few lines of code (between 10 to 30 lines of code) on a general-purpose programming
language such as JavaScript or C#. Therefore, we identified that providing MDD tools
with general-purpose programming languages that allow software developers to write
code and integrate them with the models can overcome such a complex issue.

Increasing MDD Tool Integrability: The software developer stated that several tech-
nologies and tools are usually integrated in practice to develop software such as web
crawlers. Such integration allows software developers to increase development speed
using tested and already-implemented functionalities. However, the software devel-
oper state that Mendix has no support for integrating domain-specific technologies and
tools such as Puppeteer [17], a contemporary web crawling tool. Therefore, we iden-
tified that providing MDD tools with integration mechanisms can exploit the benefits
of already-implemented technologies and tools, increasing the software development
speed.

Improving Modeling Assistance: The software developer stated that he/she perceived
some difficulties during modeling in Mendix. Finding references between models,
debugging the microflows, and understanding the modeling syntax are examples of such
problems. Although Mendix has modeling assistants to assist in creating models such
as automatic completion, the software developer state that the modeling assistance in
MDD tools is behind programming assistance in IDEs (IntegratedDevelopment Environ-
ment). This lack of well-designed and complete modeling assistance negatively affects
the “developer” experience with the MDD tool. Therefore, we identify that improv-
ing modeling assistance in MDD tools by creating more complete and user-oriented
modeling assistance can overcome such difficulties.

5 Conclusions and Future Work

Several MDD tools are available in the market, promising that software development
teams can fast and easily develop any software by using them. However, what is the
perception of a software developer in using an MDD tool to create software he/she is
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used to develop without models? We propose a use case in collaboration with a Swiss
company that allows users to compare insurances based on web crawling to address
this question. We reviewed a set of available MDD tools and selected Mendix, a user-
friendly and easy to configure MDD tool, to develop such a use case. Then, we ask an
experienced software developer at the Swiss company to develop the use case. Although
the software developer had no experience using MDD tools, we observed he/she suc-
cessfully developed a simplified web crawler using Mendix. These results provide data
for answering our RQ since, at least in this context, the selected MDD tool has enough
functionalities to implement a web crawler. Finally, we collect the software developer
remarks during the use case development using the MDD tool. As a result, we outlined
three opportunities for improvement based on his/her experience: decreasing modeling
complexity, increasing MDD tool interoperability, and improving modeling assistance.

Although this experience report’s results are helpful, we know it is not feasible to
generalize them based on just one software developer’s perception, one specific domain,
and one specificMDD tool. Thus, we plan to replicate this experiencewith other software
developers, including domain-specific use cases in collaboration with other industrial
partners. Currently, we have industry partners that can bring such domain-specific use
cases to us, mainly focused on: software testing, data-centric applications, and car racing
simulators. These efforts will bring us data for generalizing our results, arising new
opportunities to improve the MDD tools.

Acknowledgments. Our research is supported by the Zürich University of Applied Sciences
(ZHAW) – School of Engineering: Institute for Applied Information Technology (InIT); and the
Innosuisse Flagship Initiative - Project SHIFT.

References

1. Sendall, S., Kozaczynski, W.: Model transformation: the heart and soul of model-driven
software development. IEEE Softw. 20, 42–45 (2003)

2. OutSystems Home Page. https://www.outsystems.com. Accessed 04 Mar 2022
3. PowerApps Home Page. https://powerapps.microsoft.com/en-us/. Accessed 04 Mar 2022
4. Appian Home Page. https://appian.com. Accessed 04 Mar 2022
5. WebRato Home Page. https://www.webratio.com/site/content/es/home. Accessed 04 Mar

2022
6. Mendix Home Page. https://www.mendix.com. Accessed 04 Mar 2022
7. Jia, X., Jones, C.: AXIOM: a model-driven approach to cross-platform application devel-

opment. In: ICSOFT 2012 - Proceedings of the 7th International Conference on Software
Paradigm Trends, pp. 24–33 (2012)

8. Acerbis,R.,Bongio,A.,Brambilla,M.,Butti, S.:Model-driven development of cross-platform
mobile applications with web ratio and IFML. In: Proceedings - 2nd ACM International
Conference on Mobile Software Engineering and Systems, MOBILESoft 2015, pp. 170–171
(2015)

9. Rieger, C.: Business apps with MAML. In: Proceedings of the Symposium on Applied
Computing, pp. 1599–1606. ACM, New York, NY, USA (2017)

10. Rosales-Morales, V.Y., Sánchez-Morales, L.N., AlorHernández, G., Garcia-Alcaraz, J.L.,
Sánchez-Cervantes, J.L., Rodriguez-Mazahua, L.: ImagIngDev: a new approach for devel-
oping automatic cross-platform mobile applications using image processing techniques.
Comput. J. 63, 732–757 (2020)

https://www.outsystems.com
https://powerapps.microsoft.com/en-us/
https://appian.com
https://www.webratio.com/site/content/es/home
https://www.mendix.com


Experiences from Developing a Web Crawler 343

11. Khder,M.:Web scraping orweb crawling: state of art, techniques, approaches and application.
Int. J. Adv. Soft Comput. App. 13, 145–168 (2021)

12. Liddle, S.W.: Model-driven software development. In: Embley, D., Thalheim, B. (eds) Hand-
book of Conceptual Modeling, pp. 17–54. Springer, Heidelberg (2011). https://doi.org/10.
1007/978-3-642-158650-0_2

13. Sahay, A., Indamutsa, A., di Ruscio, D., Pierantonio, A.: Supporting the understanding and
comparison of low-code development platforms. In: 46th Euromicro Conference on Software
Engineering and Advanced Applications (SEAA), pp. 171–178. IEEE (2020)

14. Brambilla, M., Butti, S., Fraternali, P.: WebRatio BPM: a tool for designing and deploying
business processes on the web. In: Benatallah, B., Casati, F., Kappel, G., Rossi, G. (eds.) Web
Engineering. LNCS, vol. 6189, pp. 415–429. Springer, Heidelberg (2010). https://doi.org/10.
1007/978-3-642-13911-6_28

15. Geer, D.: Eclipse becomes the dominant Java IDE. Computer (Long Beach Calif). 38, 16–18
(2005)

16. Gartner, I.: Gartner Magic Quadrant for Enterprise Low-Code Application Platforms (2021)
17. Puppeteer GitHub Repository. https://github.com/puppeteer/puppeteer. Accessed 06 Mar

2022

https://doi.org/10.1007/978-3-642-158650-0_2
https://doi.org/10.1007/978-3-642-13911-6_28
https://github.com/puppeteer/puppeteer


Posters



Process Mining for Time Series Data

Tobias Ziolkowski1(&), Agnes Koschmider2, René Schubert1,
and Matthias Renz3

1 GEOMAR Helmholtz Centre for Ocean Research Kiel, Kiel, Germany
{tziolkowski,rschubert}@geomar.de

2 Group Process Analytics, Kiel University, Kiel, Germany
ak@informatik.uni-kiel.de

3 Group Data Science, Kiel University, Kiel, Germany
mr@informatik.uni-kiel.de

Abstract. Process mining is an established technique to automatically discover
a descriptive model of the execution of a process based on event data. Com-
monly, the event data is recorded by information systems referring to business
events and typically tracked at a higher activity abstraction. Disciplines like
economics, engineering, life and natural sciences could gain high benefits from
process mining in terms of identifying anomalies in the process or supporting
predictive analytic in what is being measured. In this way, process mining based
analysis give more insights into data than traditional approaches do setting the
focus on data correlations. However, these domains mainly rely on sensor data
producing time series information, where the event data does not directly relate
to high-level business process concepts. This paper suggests an approach for
process discovery on “raw” time series data by leveraging clustering to raise the
abstraction level of events. As a use-case, we applied our approach on ocean
science data where we used raw sensed time-series data from a simulated sea-
sonal coastal upwelling system. In this way, we can give new insights into the
data in terms of the identification of anomalies in the process flow aiming to
prevent unintended consequences.

Keywords: Process mining � Time series � Clustering � DTW

1 Introduction

Process mining in terms of discovering processes from data recorded by information
systems and identifying bottlenecks or deviations in these processes can provide
valuable insights into data sets of other disciplines like engineering, natural and life
science. These disciplines collect high volume of data and have a high demand for a
structured approach [1] to answer process related questions like (a) what unknown
processes are acting (i.e., did we found all processes that exist) and (b) whether the
found processes actually work as thought. Process mining can provide answers to both
questions. The purpose of this paper is to suggest an approach to discover processes
from “raw” time series data. The approach consists of the following steps: first, we split
the time series in segments, use Dynamic Time Warping (DTW) to measure similarities
between the temporal sequences, apply hierarchical clustering to identify patterns and
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map each cluster to (process) activities to obtain an event log. By discovering the
known physical process through the application of our approach, we show that our
approach works. In addition, our approach gives the following two advantages that
traditional approaches in ocean science analysis did not allow so far: Our approach
allows understanding temporal pattern/trend in what is being measured. In natural
science like ocean science it can even give an early indication on the overall direction
of a typical ocean cycle, which is hard to predict with traditional approaches in ocean
science. Outliers detected in a dataset can help prevent unintended consequences and
point to new processes. A data-oriented detection of new processes (i.e., concept drift)
is challenging to foresee when limiting the analysis purely on data mining uncovering
patterns in data. In our approach outliers are detected through the analysis of the
occurrence frequency of process instances.

2 Traditional Analysis

Traditional approaches in ocean science focus on describing physical relationships
between different variables with the purpose to explain ocean processes. A process is,
however, a physical model and not a process chain as it is discovered with process
mining. Generally, following traditional approaches two common analysis techniques
to these time-series are applied: filtering and lag-correlation.

We analyze a seasonal upwelling system, as the seasonality itself reveals the
connection of the involved variables. In seasonal coastal upwelling systems, stronger
winds in particular parts of the year push the warm surface water offshore leading near
the coast to a rise (upwelling) of colder and nutrient-rich waters from below.

The term of “process” is limited to a correlation analysis of variables and the
comparison of correlation coefficients is used to explain effects. The next section
presents a process mining approach to study seasonal upwelling systems. It presents an
approach to efficiently bridge the gap between “raw” time-series data and process
mining.

3 Process Mining-Based Approach

To provide added value of process mining for this domain in terms of giving new
insights into the data analysis, we use “raw” time series data as input for our technique.
In this way, our approach should be generic enough to be used in any discipline
producing raw sensor data in terms of time series. Particularly, we use time series data
from a simulated seasonal coastal upwelling system VIKING20X [2]. Please note that
in natural and life sciences it is a common way to use simulated data since none data-
driven analytics approaches exist yet. Figure 1 shows our technique to discover a
process model from time series data and relies on the notions as introduced before. We
carried out the following sequential steps: Time series data is used as input. Data
transformation is applied. Concretely, the data is split into subsequences to ease the
analysis. In Step 3, we measure similarity between subsequences with applying DTW.
Clustering is applied to identify patterns that can be mapped onto a (process) activity
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(i.e., each cluster is mapped onto a (process) activity. An event log is created including
the timestamp, caseID and activity. Finally, Process Discovery is applied on the event
log.

In general, these six steps can be applied to “raw” physical time-series data to
transform the data into a process model. When analyzing “raw” data (i.e., time series,
sensor data, video data) always the following challenges need to be addressed: sample
size, data quality (i.e., incomplete data, missing entries, etc.) and mapping uncertain
time-series data on process activities. To handle sample size, we selected a represen-
tative data. Then, we split all data into subsequences and we use DTW to measure
similarity between subsequences to reduce the impact of incomplete samples. DTW
allows to measure distance between subsequences of different lengths, so, if one
subsequence includes incomplete samples and therefore has a different length than
other subsequences, DTW nevertheless calculates the correct distance.

4 Results and Generality of the Approach

In this approach we have shown that process mining can be applied to time series data
and thereby opens up new perspectives for ocean sciences. Based on these findings, the
framework can also be used for analyzing other physical processes. This approach
would also be conceivable for questions from biology or medicine. In principle, this
framework is able to give new insights to all research disciplines that have time series
data as input. Beside the expected relationship between the physical variables (see
Sect. 2), the process model in Fig. 2 also shows additional behavior. Although the
wind does not change, the westward current occasionally increases. In Fig. 2 this is the
path from “Windstress stays” to “Westward Current raises”. Although the upwelling
drops, the surface temperature occasionally does not increase. In Fig. 2 this is the path
from “Upward Current drops” to “Temperature stays”. Both insights cannot be spotted
with traditional analysis in ocean science. Thus, process mining provides an added
value. To evaluate the generality of our approach, we plan to apply it on additional data
sets from other sciences. A limitation identified in our approach is that the cluster
names and the subsequence sizes are defined manually. This requires domain knowl-
edge, so a selection of suitable names for all clusters is not possible without it. In order
to meet this challenge, we plan to evaluate a trend analysis and classification algorithm
in order to name the clusters automatically.

Fig. 1. The steps from raw sensor data (i.e., time-series) to process mining.

Process Mining for Time Series Data 349



5 Conclusion and Future Research Directions

This paper introduces an approach for the discovery of processes from “raw” time
series data. Specifically, the proposed approach focuses on the main challenge of
identifying sequences of events mapped to activities used to construct event-based
processes. As a use case, we applied our process mining pipeline on ocean science data
where we used raw sensed time-series data from a simulated seasonal coastal upwelling
system. To further advance the field and to support process discovery from raw sensor
data requires to bridge several assumptions that traditional process mining techniques
enforce on the structure of recorded event data. For this, new techniques are required
that do not assume one single event log nor an isomorphic relation to activity execu-
tions [3].
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Abstract. The term Industry 4.0 is used to denote the last evolu-
tion of manufacturing, concerning the large employment of information
technologies, Internet-of-Things (IoT) and Artificial Intelligence (AI) to
reduce the costs and produce high quality products. Even though many
manufacturers declare themselves Industry 4.0-compliant, in order to
attract public investments or to simply emerge among competitors, often
only very limited aspects of the production comply with the definition. In
this paper, we introduce the technologies involved in Industry 4.0, and,
according to those ones, we propose the idea of a framework to assess
the maturity of a company as an Industry 4.0 player.

Keywords: Industry 4.0 · Maturity model · Information system ·
Artificial intelligence

The term Industry 4.0 is used to denote the last evolution of manufacturing.
Whereas the employment of interconnection technologies is common in indus-
try since several decades, they have been mainly employed to instruct machines
and to acquire limited information from them (e.g., alarms and operating con-
ditions). Industry 4.0 aims instead at a full understanding and control of the
industrial processes, where information is not only limited to the manufacturing
line, covering instead all of the phases of the production, from design to so-called
de-manufacturing, with a level of granularity ranging from the specific produced
item (which can be specifically tracked) to the whole company management
processes.

This revolution brings to the development of several reference architectures
(e.g., RAMI 4.0, IIRA, IBM Industrie 4.0 Architecture, NIST) providing a com-
mon understanding to devise appropriate systems and approaches in a digital
factory [1]. Indeed, they identify resources, components, functions, activities and
interconnections necessary to fit Industry 4.0 requirements.

In order to pursue these objectives, Industry 4.0 strongly relies on three
main ingredients: process management systems, communication protocols, and
complementary technologies.
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Process Management Systems. Processes of a company are assisted by a set
of different software systems.

• Computer Aided Design (CAD) and Computer Aided Manufacturing (CAM)
software are used respectively to design a product and to determine the man-
ufacturing processes (machine operations).

• Customer Relationship Management (CRM) and Supply Chain Management
(SCM) are the systems supporting customers and suppliers respectively. A
CRM facilitates a better communication with clients by offering solutions
to their requests. A SCM provides supply chain features such as inventory
management, support to suppliers, logistics, shipping and delivery.

• The Product Life-cycle Management (PLM) system creates a product knowl-
edge environment. It accurately analyzes the product during its entire life,
from the design, to the deployment and maintenance, up to disposal. And
it offers product data to all the actors in the organization for production
improvements.

• The Enterprise Resource Planning (ERP) system supports many of the
processes common to any kind of company. These functions include sales,
marketing, purchasing, production planning, inventory, finance, and human
resources. With respect to manufacturing, modern ERP systems also include
planning functionalities in the form of Material Resource Planning (MRP)
and Manufacturing Resource Planning (MRP II) [2].

• A Manufacturing Execution System (MES) is commonly associated with the
ERP system, to monitor and interact with the production process and assem-
bly lines. It interfaces with the ERP system and the production lines, stor-
ing data from both sources. Information collected is aggregated to produce
the best decisions to optimize the production. Functionalities of MES include
production management, quality check, human resources, data collection, real
time understanding and system integration. Also, the MES is interconnected
to the other components in the company to support interoperability between
them and enable autonomous decisions [3].

Communication Protocols. Several communication protocols are actually in
use (even simultaneously [4]) in the industrial domain and each of them has
different capabilities in terms of latency, fault-tolerance and security.

According to [4], three main classes of communication protocols can be
defined: Fieldbuses, Real Time Ethernet and industrial wireless protocols.

• Fieldbuses were the first kind of communication protocol developed for the
industrial domain and were introduced to overcome the limitation of the early
cabling systems developed in the industrial setting. Representative examples
of fieldbus networks include Modbus, CANopen, PROFIBUS and DeviceNet.

• Then, the increasing popularity of Internet has paved the way to a variety
of Ethernet-based protocols. These protocols are commonly referred to as
Real Time Ethernet (RTE) and represent a natural evolution of legacy field-
buses. Protocols falling under this category include EtherCAT, PROFINET,
Modbus TCP, to name a few.
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• Finally, in recent years, the popularity of wireless protocols started to draw
increasing interest also in the manufacturing domain, since they can signifi-
cantly reduce the amount of required cabling. Popular protocols include Zig-
Bee, 6loWPAN and Bluetooth Low Energy (BLE).

Complementary Technologies. A variety of cutting-edge technologies have
been successfully adapted and employed in the manufacturing domain.

In particular, big data techniques are becoming increasingly popular to man-
age and process the sheer amount of data produced in the industrial environ-
ment, by using highly distributed and parallel processing pipelines to increase
the processing throughput as the size of data grows.

Big data techniques are tightly coupled with the increasing use of cloud com-
puting, a paradigm that enables leasing of computing and storage in a flexible
and transparent way without the need for a careful dimensioning and forecast
of needed resources

Industry 4.0 also led to an unprecedented availability of data and comput-
ing resources, leading to a growing interest in the adoption of artificial intelli-
gence techniques in the manufacturing domain. Many of those techniques revolve
around ingesting past data to learn models which are then deployed to predict
future outcomes.

Data generated by all the systems in the factory (e.g. ERP, MES) can be fed
into process mining algorithms for monitoring, conformance checking and process
enhancement [5]. Also, many companies include Robotic Process Automation
(RPA) technology in their systems to support automation on repetitive tasks
performed by humans [6].

Finally, we also want to mention the growing interest in the notion of digital
twin (DT) in the manufacturing domain. A DT is a digital representation of a
physical asset which is mainly used for simulation purposes both at design time
and at run-time. In addition, it is also used for monitoring and retrieving data
for maintenance tasks [7].

An existing company can gradually shift to Industry 4.0, by embracing digi-
talization, automation and intelligence (the term smart manufacturing is some-
times used) to improve different aspects of the production and of the final prod-
uct lifespan. However the plethora of available solutions outlined above, com-
bined with their different use cases and requirements, might represent a challenge
for a company in scheduling and planning the investments required to correctly
shift towards Industry 4.0. Moreover, it is increasingly difficult for a company
to understand how much it is Industry 4.0 compliant; even though many manu-
facturers declare that, often only limited aspects of the production comply with
the definition.

The availability of a maturity model can be useful for companies to self-
evaluate strengths and weaknesses and to define a roadmap of investments
towards a more Industry 4.0-compliant business. In addition, a maturity model
enables comparisons across companies, which can be helpful to companies them-
selves but also to investing and regulatory authorities as a benchmark.
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We are currently working to define, introduce and validate a model to assess
the maturity of a company as an Industry 4.0 player according to different dimen-
sions, where scores are defined depending on the complexity and type of software
and hardware installed and their usage. The rationale here is that any progress
towards Industry 4.0 in a factory requires the adoption of new information sys-
tems or to adapt existing, even traditional ones.

Acknowledgments. This work has been partly supported by the projects H2020
FIRST (id: 734599), H2020 DESTINI (id: 857420) and Italian MISE Electrospindle
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