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Abstract. Process mining techniques provide process analysts with
insights into interesting patterns of a business process. Current tech-
niques have focused by and large on the explanation of behavior, par-
tially by help of features that relate to multiple perspectives beyond just
pure control flow. However, techniques to provide insights into the con-
nection between data elements of related events have been missing so
far. Such connections are relevant for several analysis tasks such as event
correlation, resource allocation, or log partitioning. In this paper, we
propose a multi-perspective mining technique for discovering data con-
nections. More specifically, we adapt concepts from association rule min-
ing to extract connections between a sequence of events and behavioral
attributes of related data objects and contextual features. Our technique
was evaluated using real-world events supporting the usefulness of the
mined association rules.

Keywords: Association rules · Process analytic · Multi-perspective
process analysis

1 Introduction

Process mining techniques provide process analysts with insights into interesting
patterns of a business process [1,2]. Classical techniques in this area such as
automatic process discovery or conformance checking focus on the control-flow
perspective to generate process insights based on event logs. These insights are
helpful for analysts to understand the performance of a process and root causes
of anomalies.

A key challenge of root cause analysis is to identify as many potential expla-
nations for a process issue as possible. Such explanations are not necessar-
ily restricted to the control flow perspective. Indeed, the potential of multi-
perspective process mining has been emphasized by several contributions [3–6].
These techniques have focused largely on the explanation of behavior, partially
by help of features that relate to multiple perspectives. However, techniques to
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provide insights into the connection between data elements of related events have
been missing so far. Such connections are particularly relevant for analysis tasks
such as event correlation, resource allocation, or log partitioning.

In this paper, we address this research gap by developing a multi-perspective
mining technique for the discovery of data connections. More specifically, we
adapt concepts from association rule mining with pre- and post-processing [7,8]
to extract connections between a sequence of events and behavioral attributes
of related data objects and contextual features. During pre-processing, tech-
niques such as filtering or partitioning can be applied. During post-processing,
techniques such as rule comparison or visualization can be used. Our technique
was evaluated using real-world event logs. The results show that our method is
able to extract association rules that provide useful insights on the event log to
support process analysts.

The rest of this paper is organized as follows. In Sect. 2 we review impor-
tant concepts such as event log and association rule miner and we discuss prior
research. In Sect. 3, we describe our method. In Sect. 4 we evaluate our method
and discuss the findings. In Sect. 5 we conclude and provide directions for future
research.

2 Background

In this section, we discuss the fundamental concepts that are used by our app-
roach and describe some prior work. Section 2.1 introduces the basic notions of
event, case and event log. Section 2.2 describes essential concepts of association
rule mining. Finally, Sect. 2.3 summarizes related work.

2.1 Preliminaries

We start by introducing the basic notion of event (i.e., the atomic unit of exe-
cution) and then discuss the notions of event log and case in turn.

Definition 1 (Event, attribute). An event e represents the execution of a
process activity. An event has a set of attributes (A), that provides informa-
tion about context data objects, e.g. activity (Act), timestamp (Ts), resource,
cost,...,etc. An attribute Attr P A has a non-empty set of domain values
Dom(Attr), such that each event is mapped to one of the attribute’s domain
values. We indicate the value mapped by Attr to an event e by using a dot nota-
tion, i.e., e.Attr.

We assume the mapping of Ts to be coherent with ď, i.e., if e ď e′ then e.Ts �
e′.Ts. Considering the total ordering as a mapping from a convex subset of
integers, we can assign to every event a unique integer index (or event id for
short), induced by ď on the events. We shall denote the index i of an event e as
a subscript, i.e., ei.



74 D. Bayomie et al.

Definition 2 (Case). A case σ “ 〈eσ1 , . . . , eσm
〉 is a finite sequence of length

m of events eσi
with 1 � i � m induced by ď, i.e., such that eσi

ď eσk
for every

i � k � m. We assume every case to be assigned a unique case identifier (case
id for short), namely an integer in a convex subset.

Definition 3 (Event log). An event log L “ {σ1, . . . , σn} is a finite non-
empty set of non-overlapping cases, i.e., if e P σi, then e /P σj for all i, j P
[1 . . . n], i ‰ j.

Figure 1 depicts an example of an event log L in a tabular representation. L
has three cases grouped over the case id attribute. The case σ1 defined by
the case id 1 is 〈e1, e2, e3, e4〉. Notice that it preserves the order of the events
within the case. L contains five attributes that describe the event, such that
A “ {Activity,Timestamp,Resource,Type,Supervisor}. For example, the event
e1 indicates that activity e1.Act “ Applicationsubmit was executed by resource
e1.Resource “ C1 and finished at time e1.Ts ““01/06/2020”. e1.Type “ Car and
e1.Supervisor “ R1 represent additional data objects associated with the event.

Fig. 1. An event log sample

2.2 Association Rule Mining

Association rule mining is a rule-based machine learning method that searches
in a transaction database (also called transaction table) for relevant relations,
i.e., frequently occurring patterns, correlations, or associations, between pairs
of attribute and its value [8,9]. An association rule R represents the influence
of a set of pairs of attributes and their values, called antecedent of the rule, in
another set of pairs of attributes and their values, called consequent of the rule,
i.e. R : IFantecedentTHENconsequent.
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The mining algorithm computes different measures to rank the discovered
rules, such as support, confidence and lift [10]. The support measures how fre-
quently a rule R appears in the transaction database T:

support(R) “ |(antecedent Y consequent) Ď T |
|T | (1)

The confidence measures how often the rule is satisfied in the transaction
database:

confidence(R) “ support(antecedent Y consequent)
support(antecedent)

(2)

The lift is an objective interestingness measure that assesses the performance
of a rule at classifying the transaction database. It measures the deviation of the
support of the whole rule from the support expected under independence given
the supports of the antecedent and the consequent:

lift(R) “ support(antecedent Y consequent)
support(antecedent) ∗ support(consequent)

(3)

2.3 Prior Work

There have been various works on finding correlations between process events
[11]. They have focused on different tasks such as identifying process instances,
i.e. cases, for event log generation [12], also considering object-centric perspec-
tive [13] and middleware [14], for discovering a process model [15] or enriching
an event log with sensor data [16]. However, the area has not received much
attention from the perspective of analyzing the correlation of events and data
objects behavior within an event log. Our work is most closely related to prior
work in this direction.

In [6], association rules with respect to control flow, resources, and tempo-
ral process execution behaviour are learned to monitor the process for anomaly
detection. The control rules indicate flow patterns, i.e. expected sequence of
events. The temporal rules concern the duration of the activities. The resource
rules constrain which resources execute the activities. They are split into two
groups, i.e., rules covering all activities that must be executed by different
resources, and rules covering all activities that must be executed by the same
resource. In this work, we evaluate other data objects besides resource and also
how their behavior correlate with the events.

In [3], data objects are used to revise the set of declare rules extracted from
an event log. With the consideration of data objects it was possible to identify
more precise correlations between the events, eliminate constraints that were not
meaningful, and provide more understanding to the remaining constraints. This
approach works in a broad way searching for general patterns considering the
control-flow information and uses the data object to refine the patterns found.
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In [5], the authors propose a multi-perspective trace clustering approach that
uses the data objects to compute the case distance measure. Using the control-
flow, resource and data objects perspectives improve the homogeneity of the
cases within the same cluster. In this work, we focus on finding commonalities
among cases by investigating associations between control-flow and data objects
behavior.

In [4], the authors use multiple perspectives to compare different processes.
They visualize the difference by help of the process model and data objects infor-
mation available in the event log. The work provides three comparative views.
The first view shows the difference in the process performance and resource
perspectives over the process model. The second view focuses on showing the
activity similarity between the processes. The last view focuses on comparing the
time perspective. In this work, we evaluate other data objects besides resource,
performance and time and also it focuses on identifying the association patterns
between the control-flow and the data objects perspectives of one event log.

3 Method

In this section, we describe our method Event Log Rule Miner, henceforth called
EL-RM, which extracts association rules between the control-flow and data
objects behavior within an event log. It is inspired on the knowledge discovery in
database (KDD) process [17], being composed of three main steps: preparation
of the event log, the mining itself and a post processing of the association rules
discovered. Figure 2 presents an overview of EL-RM.

EL-RM receives as input an event log and returns as output association rules
and information about these rules. It is composed of four steps. The first step
prepares the event log data based on the process analyst objectives. The second
step encodes the pre-processed event log as a transaction table. In the third
step, the association rule miner is applied on the transaction table to discover
the association rules that define the association relation between the control
flow and the data objects behavior. In the fourth step the association rules are
post-processed based on the business analyst’s objectives. The following sections
detail these four steps.

Fig. 2. EL-RM method overview
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3.1 Preparing the Event Log

The main two goals of this step are to guarantee the quality of the event log and
its alignment with the process analyst’s analysis objectives. For addressing the
former, pre-processing techniques such as data cleaning [18] are applied and for
addressing the latter filtering [19] or partitioning [20] of the event log are used.

Filtering techniques select cases in the event log, i.e., L′ Ă L : L′ “
{σ1, σ2, ..., σn}, based on criteria to reach the business analysts objectives. For
example, selecting the non-conformed cases with the goal to investigate the rea-
sons for this non-conformance, or selecting cases that have cycle time above a
certain threshold (e.g., longest cycle time) to analyze the root cause of the delay
within these cases.

Partitioning techniques split the event log into groups with common behav-
ior allowing the process analyst to investigate behavioral differences. Various
partitioning criteria can be used, for instance based on time window interval,
on process variations, cycle time duration or the number of events per case.
For example, partitioning the event log depicted in Fig. 1 using time window of
one month as the partition criterion returns the partitioning {{σ1, σ2}, {σ3}},
while using the cycle time duration with three days as a split criterion yields the
partition {{σ1}, {σ2, σ3}}.

3.2 Encoding the Event Log as a Transaction Table

The association rule miner runs on a transaction table. In this section, we
describe the technique that we developed to encode an event log as a trans-
action table.

We define a transaction as the behavior of data attributes over sequences of
events. We investigate the change behavior of data objects from two perspectives:
atomic and complex perspectives. The former represents the behavior of a single
attribute, i.e., Attr P A over the events, while the latter represents the behavior
of a pair of attributes that share domain values, i.e., (Attr,Attr′) P A ˆ A :
Dom(Attr)XDom(Attr’) ‰ φ over the events. For example, considering the event
log in Fig. 1, the atomic perspective based on the attribute Resource investigates
how the Resource changes over the events and the complex perspective based
on the Resource and Supervisor investigate how they changed over the events.
Definition 4 formally defines a transaction in EL-RM.

Definition 4 (Transaction). A transaction t “ă ei.Act, ej .Act, sAttr1 , ..,
sAttrm

, s(Attr,Attr′)0 , .., s(Attr,Attr′)l ą is an n-tuple with the two first terms
related to the control-flow perspective, i.e., activities ei.Act and ej .Act, the fol-
lowing [3,k] terms related to the status of behavior of the attributes in atomic
perspective where k is bounded to the number of data attributes in the event
log (k ´ 3 “ |A|) and the remaining terms related to the status of behavior of
the attributes in the complex perspective, if exists. The status of the attributes
behavior is computed based on their values as stated in Eq. (4). Note that for the
atomic perspective (Attr “ Attr′).
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status(ei, ej , Attr, Attr′)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

“ if ei.Attr “ ej .Attr′

‰ if ei.Attr ‰ ej .Attr′ and Dom(Attr) is discrete
ą if ei.Attr ą ej .Attr′ and Dom(Attr) is numeric
ă if ei.Attr ă ej .Attr′ and Dom(Attr) is numeric

(4)

Definition 5 (Transaction table). A transaction table T “ {t1, t2, ..., tn} is
a set of transactions represented in a tabular structure where each item of the
tuple of the transaction corresponds to a column in the table.

Algorithm 1 presents our algorithm for encoding an event log into a transac-
tion table.

Algorithm 1. Create transaction table from an event log
Require: Event Log L “ {σ1, ..., σn}, Attributes A, Decision attributes D,
Ensure: Transaction table T
1: C “ {(Attr, Attrs′)|Attrs, Attrs′ in A ^ Dom(Attr) X Dom(Attr’) ‰ φ}
2: T “ new table(ei.Act, ej .Act, L.A, C)
3: for all σ P L do
4: T.append(Create Transactions(σ,A, C)) Algorithm 2
5: for all d in D do
6: G “ partitions of σ based on decision attribute d values
7: for all g P G do
8: if |g| ě 2 then
9: T.append(Create Transactions(g,A, C)) Algorithm 2

10: end if
11: end for
12: end for
13: end for

It receives an event log L, the set of attributes observed in the log A and an
optional set of attributes D indicated by the process analyst to be considered
when building the transactions. The algorithm starts by searching for the pairs
of attributes that represent the complex perspective (see line 1). For example,
considering the event log in Fig. 1, both “Resource” and “Supervisor” attributes
share domain values, so a new complex attribute is added to represent this
relation. The following steps concern with creating transactions for each case σ
in L following two alternatives for event pairs selection. The first one is based on
the direct successor relation between the events within a case, i.e., considering
ei.Act and its direct successor event ei`1.Act (line 4). The second one is based on
selecting the pairs of successors events i.e., considering ei.Act and its successor
event ej .Act where j ą i, based on the decision attributes chosen by the analyst
(D) (lines 5-11. In this approach, the events in σ are grouped based on the values
of the decision attributes D. In each group the events share the same value of
d P D (lines 6). Then, for each group with at least 2 events, Algorithm 1 assesses
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the behavior of the atomic and complex attributes over selected subset of events
g, by calling Algorithm 2 (line 9). For example, in Fig. 3 the fourth row in the
transaction table is created by grouping σ1 over “Resource” attribute as input
decision attribute.

Algorithm 2. Create Transactions(E,A,C) :Create transactions over events in
a case E P σ
Require: Set of Events E , Attributes A, Complex attributes C
Ensure: setoftransactionstransactions
1: transactions “
2: row “ 1
3: for (i “ 1; i ă |E| ´ 1; i “ i ` 1) do
4: ei “ E[i], ej “ E[i ` 1]
5: transactions[row][1] “ ei.Act
6: T [row][2] “ ej .Act
7: col “ 3
8: for all a in A do
9: transactions[row][col] “ status(ei, ej , a, a)

10: col “ col ` 1
11: end for
12: for all (a, a′) in C do
13: if status(ei, ej , a, a′) P {“, ą, ă} then
14: transactions[row][col] “ ”ei.” ` a ` status(ei, ej , a, a′) ` ”ej .” ` a′

15: else if status(ei, ej , a
′, a) P {“, ą, ă} then

16: transactions[row][col] “ ”ei.” ` a′ ` status(ei, ej , a, a′) ` ”ej .” ` a
17: else
18: transactions[row][col] “ status(ei, ej , a, a′)
19: end if
20: col “ col ` 1
21: end for
22: row “ row ` 1
23: end for

Algorithm 2 shows how we take the decision of attributes change behavior
over a set of events. For each pair of events ei and ej in the input set of events E
where ei are followed by ej in E, we first check the atomic attribute behavior over
ei and ej by using status(ei, ej , a, a) as per Eq. (4) (lines 8–11). Then, the second
step checks the complex attribute (a, a′) behavior over ei and ej by assessing
if both events have the same value over a and a′ by using status(ei, ej , a, a′)
as per Eq. (4) (line 12-23). Figure 3 depicts the transaction table generated by
Algorithm 1 when receiving a filtering of the event log showed in Fig. 1.

3.3 Mining Association Rules

The third step executes the association rule miner over the transaction table,
considering only the rules that sustain the control-flow perspective.
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Fig. 3. Encoding the event log L into the transaction table T

Definition 6 (Association rule). EL-RM establishes the association rules
with a control flow information in the antecedent, and the consequent represents
the data attributes behavior as follows:

R : IF ei.Act “ a ^ ej .Act “ b THEN ei.Attr ≶ ej .Attr′

≶:ă | ą | “ | ‰

Fig. 4. The association rules extracted from transaction table T in Fig. 3
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Figure 4 depicts the association rules mined from the transaction table T
in Fig. 3. For example, the discovered rule R1 states that different resources
executed the activities “Application submit” and “Review Application” when
they were executed in this order.

3.4 Analyzing the Rules

In the final step, EL-RM prepares the extracted association rules to align with
the business analyst objectives. There are many possible post analyses to be
performed to improve the usages, interpretation, and visualization of the associ-
ation rules. In this paper, we discuss three post analyses options (a) combining
the rules, (b) ranking the rules, and (c) Comparing the rules. These analyses
can be used separately or together based on the analyst objectives.

Combine the Rules. The first option is compressing the extracted rules to
improve the rules’ visualization. EL-RM aggregates the rules based on common
antecedent and common consequent. We propose three possible aggregations. In
the first step, rules with the same antecedent are aggregated. The new consequent
is the conjunction of the individual consequents. In the second step, rules with
the same consequent are aggregated. The new antecedent is the disjunction of
the individual antecedents. In the third step, the aggregated rules that share the
same consequent or antecedent are aggregated.

For instance, antecedent aggregation applied on the association rules shown
in Fig. 4 reduces the number of rules from 26 to 6 rules. RA in Fig. 5, for example,
combines rules R1, R2, R3,R4, and R5. Consequent aggregation reduces the rules
from 26 to 8 rules. RC in Fig. 5, for example, combines rules R1, R6, R10, and
R22. Using both aggregation reduces the rules from 26 to 4 rules. RB in Fig. 5, for
example, combines rules R1, R2, R6, R7, R10, R11, R23, and R24. By aggregating
the rules, EL-RM reduces the number of the rules without losing any information.
Also, it helps the analysts to focus on rules relevant to their analysis.

Fig. 5. Example of combine rules from rules in Fig. 4
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Ranking and Filtering. The second option is ranking and filtering the rules.
The rules can be ranked based on the confidence or lift as per defined in Sect. 2.2.
The lift measure is a well known objective interestingness measure, thus, the
higher the lift is, the more interesting is the rule. In this step, it is also possible
for the process analyst to filter the rules based on the activity represented in
the antecedent or on the data objects behavior represented in the consequent to
focus on specific analysis.

Comparing the Rules. If during the preparation of the event log, the process
analyst decided to partitioning the event log, then in this step it is possible to
compare the rules discovered in each of the partitioning. EL-RM induces various
sets of rules from the extracted rules. The All rule set is the union of the set of
rules extracted from each of the partitions (Rs) without duplicate rules:

All(Rs) “
|Rs|⋃

i“1

Rsi (5)

The Common rules set is the intersection of the set of rules extracted for each
of the partitions (Rs):

Common(Rs) “
|Rs|⋂

i“1

Rsi (6)

We use the difference set operation to extract the distinct rules that dis-
tinguish each partition. We compare the rules per each partition against the
common rules:

Differencecom(Rsi, Common) “ Rsi ´ Common (7)

For more distinctive rules, we compare the rules per each partition against the
union set of the other partitions:

Differencepartition(Rsi, Rs) “ Rsi ´
|Rs|⋃

j“0
j‰i

Rsj (8)

Consider that time window of one month was used as the partition criterion
in the event log shown in Fig. 1. The mining algorithm discovered 32 rules in
total over the two partitions ({{σ1, σ2}, {σ3}}). From these 32 rules, 16 rules
are common among the partitions. The common rules spotlight the log’s general
rules, which exist at the intersection of all the partitions. The individual rules
per each partition are found using the difference set operation with the common
rules and the rest of the partitions. For example, rules in Fig. 6 distinguish the
second partition as they are not satisfied by the first partition.



Multi-perspective Process Analysis 83

Fig. 6. Differencepartition(Rs2, Rs)

4 Evaluation

We evaluated our method using a prototypical implementation. The main steps
shown in Fig. 2 were implemented as follows. For filtering and partitioning of
the event log we used Disco1 process mining tool. To encode the event log into
a transaction table we implemented a script in R2. For the mining step we used
apriori from arules package3. And for the post analysis we implemented a script
in R.

We conducted three exploratory experiments to explore the usefulness of EL-
RM. Section 4.1 illustrates the experiments setup over the three datasets. Then,
Sect. 4.2 elaborates about the experiments finding. And finally, we discuss the
usefulness of EL-RM in the lights of the experiments findings in Sect. 4.3.

4.1 Experiment Setup

We conducted three exploratory experiments with different analysis objectives to
explore the usefulness of our method and the effectiveness of the association rules
in understanding the relationship between the multi-perspectives observed in the
event log. Table 1 summarizes the quantitative information about the three real
datasets and the targeted analysis we used on each log. In all three experiment,
we considered a confidence threshold of 90% and a support threshold of 2%.
We used low support because of variant in the process execution behavior that
leads to low number of occurrences of a sequence of events (antecedent) in the
transaction table.

1 https://www.fluxicon.com/disco/.
2 https://github.com/DinaBayomie/EL-RM.
3 https://www.rdocumentation.org/packages/arules/versions/1.6-8.

https://www.fluxicon.com/disco/
https://github.com/DinaBayomie/EL-RM
https://www.rdocumentation.org/packages/arules/versions/1.6-8
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Table 1. Summary of the datasets and the objective of the analysis

Experiment Dataset #Cases #Attributes #Activities Analysis objective

1 BPIC-2017 31509 16 26 Pattern analysis

2 BPIC-2020 (prepaid travel) 2099 21 21 Process drift analysis

3 Road traffic fine 150370 13 11 Variant analysis

First Experiment. We used the BPIC-2017 dataset4, which contains the events
of the loan application process of a Dutch financial institute. The events are
generated from three sub-processes, i.e., application, offer and workflow. The log
contains cases that started at the beginning of 2016 until the 1st of February
2017. The objective of the analysis in this experiment is exploring the association
patterns within the log to understand the data object behavior over execution
of the three sub-processes within the log. We follow EL-RM as in Fig. 2. For
the preparation step, we did not perform any filtering or partitioning and used
the entire event log to get prior insights about the whole log. For the encoding
of the event log as a transaction table, we used thirteen attributes as decision
attributes, i.e., all the available attributes except the attributes case id, activity
and timestamp, in order to explore the different possible patterns generated by
the combinations between the events. For the post analysis operations, we first
ranked the rules based on the lift measure to show the most interesting rules
and then we combined the rules using antecedent aggregation.

Second Experiment. We used BPIC-2020 (prepaid travel) dataset5, which con-
tains the events of the prepaid travel request process at Eindhoven University
of Technology (TU/e). The log covers the cases from the beginning of 2017 till
the 21st of February 2019. The objective of the analysis in this experiment is
exploring the process evolution to understand how the process behavior change
over time (from 2017 to 2018). We follow EL-RM as in Fig. 2. For the prepara-
tion step, we partitioned the log into two partitions based on the time window of
1 year. Thus, the first partition covers cases that started in 2017, and the second
partition covers cases that started in 2018. For the encoding step, we used eigh-
teen attributes as decision attributes, i.e., all the available attributes except the
attributes case id, activity and timestamp, in order to explore the different pos-
sible patterns generated by the combinations between the events. For the post
analysis step we compared the rules to identify the uniqueness patterns over the
two partitions.

Third Experiment. We used the road traffic fine management process dataset6,
which contains the events of the road traffic fines process. The cases have a
diverse cycle time duration behavior. The shortest cycle time is counted in days
(less than a month), while the longest cycle time is 11.8 years. The objective

4 https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f.
5 https://doi.org/10.4121/uuid:5d2fe5e1-f91f-4a3b-ad9b-9e4126870165.
6 https://doi.org/10.4121/uuid:270fd440-1057-4fb9-89a9-b699b47990f5.

https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
https://doi.org/10.4121/uuid:5d2fe5e1-f91f-4a3b-ad9b-9e4126870165
https://doi.org/10.4121/uuid:270fd440-1057-4fb9-89a9-b699b47990f5
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of the analysis in this experiment is exploring the process variants between the
shortest cycle time cases and the longest cycle time cases to understand how
the process behavior change. We follow EL-RM as in Fig. 2. For the preparation
step, we partition the log based on the cycle time and filter the shortest and
longest cycle time partitions. Thus, the first partition covers cases with short
cycle time (max 1 month cycle time), and the second partition covers cases that
longest cycle time (more than 3 years cycle time). For the encoding step, we
used ten attributes as decision attributes, i.e., all the available attributes except
the attributes case id, activity and timestamp, in order to explore the different
possible patterns generated by the combinations between the events. For the
post analysis step we compared the rules to identify the common and uniqueness
patterns over the two partitions.

4.2 Findings

Table 2 summarizes the quantitative findings of our experiments through differ-
ent steps of EL-RM method. For each experiment, we show information about
the encoded transaction table from the entire log (as in experiment one) or
the partitions (as in experiments two and three). First, we show the number of
encoded transactions that reflects the number of pairs of events that were used
for exploring the patterns and the number of the atomic and complex attributes,
which represents the number of columns within the transaction table. Second,
we show information about the discovered rules. The resulting number of rules
after the combination is show in table. We assumed that the analyst wanted
to investigate patterns from the perspective of the control flow, and therefore
the rules were combined using the antecedent perspective. Finally, the range of
confidence and lift measures over the rules are shown.

First Experiment. Figure 7a shows a summary of the distribution of the rules
discovered. We carried out a pattern analysis by exploring the discovered rules
to understand the relationship between the events and the data objects behav-
ior. Also, it uses the data objects to understand the execution behavior of the
events with the three sub-processes and how the three sub-processes interact.
For example we found the following three rules:

Table 2. Quantitative summary of the three experiments

Datasets # Transactions Attributes # Discovered rules # Combined rules Confidence Lift

Atomic Complex Min Max Min Max

BPIC-2017 4101108 16 33 751 15 0.94 1 0.95 13.63

BPIC-2020 30004 223410 18 39 204 306 12 18 0.99 1 1 8.90

Road traffic fine 173102 306925 13 66 78 429 4 16 0.99 1 1 31.07
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Fig. 7. Summary of findings for the three experiments

R1 : IFei.Act “ “O Created”andej .Act “ “O Sent(mail and online)”
THEN ei.Offer ID “ ej .Offer ID
R2 : IF ei.Act “ “O CreateOffer”andej .Act “ “O Created”
THEN ei.EventID “ ej .OfferID

R3 : IFei.Act “ “A Complete”andej .Act “ “W Validateapplication”

THEN ei.Resource “ ej .Resource

R1 and R2 help in explaining the correlating between the events that were
executed by offer sub-process based on the data objects perspective. R1 helps
in understanding the correlation between 14% of the events within BPIC17 just
that they should have the same offer ids, where there are 6872 offer ids. R2

emphasis the correlation relation between the ‘Event ID’ and ‘Offer ID’ data
objects attributes. For the interaction between application sub-process and work-
flow sub-process, we found R3 that shows the resource behavior between the two
sub-processes.

Second Experiment. Figure 7b shows the distribution of the association rules over
the two partitions. 20% of the rules are common between the two partitions.
However, 72% of the rules discovered from the second partition, i.e., cases in
2018, differ from the first partition, i.e., in 2017. For instance, the following two
rules were found.

R1 : IF ei.Act “ “Permit approved by administration” and ej .Act “ “Permit
approved by budget owner)”
THEN ei.Resource “ ej .Resource and ei.org : role! “ ej .org : role

R2 : IF ei.Act “ “Permit approved by supervisor” and ej .Act “ “Permit

final approved by director”

THEN ei.(case)OrganizationalEntity “ ej .(case)PermitOrganizationalEntity

R1 applies for 24% of the cases that occurred in 2018, while it does not apply
for the cases executed in 2017, while R2 applies in cases executed in 2017 but
does not apply for cases in 2018.

Third Experiment. Figure 7(c) shows the distribution of the association rules
over the two variants, 6% of the rules are common between the two partitions.
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We compared the rules to understand the different behavior between the longest
and shortest cycle time cases. For example, the following three rules were found.

R1 : IF ei.Act “ “Insert Fine Notification” and ej .Act “ “Insert Date Appeal to
Prefecture”
THEN ei.NotificationType ‰ ej .NotificationType
R2 : IF ei.Act “ “Create Fine” and ej .Act “ “Payment”
THEN ei.NotificationType “ ej .NotificationType

R3 : IF ei.Act “ “Create Fine” and ej .Act “ “Send Fine”

THEN ei.Resource ‰ ej .Resource

Cases with long cycle time used different type of notification as in R1 While,
in the short cycle time cases, they tend to use the same notification type as in
R2. Also, the longest cycle time cases used different resources for creating the
fine and sending it as in R3, unlike in the cases with shortest cycle time they
used the same resource.

4.3 Discussion

The three exploratory experiments showed that EL-RM is a useful method that
provides insights to understand the association relations between the events
and data objects behavior perspectives. EL-RM explores the correlation relation
between the data object attributes through attributes complex view and high-
lights these attributes behavior over the control-flow perspective for the analyst.
Moreover, our exploratory experiments showed that the association rules support
pattern analysis, process drift analysis and variant analysis.

Our work contributes to research on process mining, as it shows how associa-
tion rules can represent multi-perspective patterns over the event log. Our work
also has a potential impact on industry by providing a new tool that supports
the process analysts in their decision making process.

5 Conclusion

In this paper, we proposed a multi-perspective mining technique for the discovery
of data connection. Our method uses association rules to represent the relation
between the control-flow perspective and its impacts on the behavior of the
data objects perspective. Our method has a pre-processing step that allows the
analysts to prepare the data for their analysis by applying several techniques
such as filtering or partitioning techniques. Moreover, our method has a post-
processing step that allows the analysts to improve the usages, interpretation and
visualization of the association rules such as combining, comparing and ranking
the rules. The results of our evaluation showed the potential of the approach to
extract relevant insights about the change behavior of the attributes over the
events.
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As future work, we will investigate methods to discover further correlation
patterns to improve the interest of the rules and to measure their interestingness.
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