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Preface 

This book consists of selected papers from the 15th edition of the Interna-
tional Conference on Business Excellence (ICBE), March 18–19, 2021, Bucharest, 
Romania. The International Conference on Business Excellence is an annual 
international scientific event organized by the Faculty of Business Administra-
tion in foreign languages (UNESCO Department for Business Administration) 
and the Society for Business Excellence and takes place at Bucharest University 
(http://www.bizexcellence.ro/icbe/call of for Economic papers/Studies). 

The goal of this international event was to reunite specialists from the triple 
helix fields: university and research, consultancy and business, and policy making 
pursuant to optimizing the business added value by providing a stimulating envi-
ronment for knowledge and know how business excellence transfers and alliance 
formation, and by ensuring a better understanding of new challenges, opportunities 
and threats generated by sustainability and innovation in general and particularly in 
the fields like energy, social entrepreneurship, finance, marketing, digitization and 
the list may continue. 

The previous editions of the International Conference on Business Excellence 
attracted the interest of more than 1500 international authors. The geographical distri-
bution of the guest speakers, authors and members of the scientific committee covers 
the following countries: Bulgaria, France, Germany, Hungary, Iran, Italy, Mexico, 
Poland, Portugal, Romania, Serbia, Switzerland, Turkey, Czech Republic, Singapore, 
Slovakia, Finland, United Kingdom and USA. The Proceedings of the International 
Conference on Business Excellence were indexed in the ISI Web of Science (WOS) 
or published as special issues of the international journal Management & Marketing, 
indexed in various international databases (ESCI, Scopus, etc). 

Primarily, after the review process, selected papers from the International Confer-
ence on Business Excellence (ICBE 2021) will be considered for publication. The 
papers submitted and selected for this book should neither have been previously 
published nor be under consideration for publication elsewhere, and are subject to a 
very rigorous peer review process. The topics of the conference include, but are not 
limited to the following aspects:

v
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• Accounting for the future: the impact of digital economy on the financial 
profession: what’s new? 

• Applied statistics in economics and management 
• Business digitization 
• Business internationalization and globalization 
• Business Law 
• Clean energy, climate change and circular economy—building bridges towards a 

climate friendly future 
• Complexity 
• Driving marketing performance through Innovation, Creativity and Entreprenurial 

Focus 
• DS2 Data Science & Digital Society & Fintech 
• Human resources: A game changer of the Business Strategy 
• International Business Finances in a Globalized World 
• Knowledge Economy 
• New Challenges For Macroeconomic Modeling 
• Rethinking leadership in challenging times 
• Social innovation and entrepreneurship ecosystem 
• Strategic options for an uncertain future 
• Technology entrepreneurship. 

The topic of this conference is strongly correlated with the new challenges of 
digital economy and research systems, and the papers presented during this confer-
ence, the results and ideas exchanged are useful and relevant in the present context 
of a global crisis and they might offer solutions and inputs for the real challenges we 
face today. 

Bucharest, Romania Associate Professor Dr. Mihail Busu 
Editor-in-Chief
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Study Regarding the Impact of ICT 
Development on Romania’s Economic 
Growth 

Vanesa Madalina Vargas , Sorin Cristian Nita, and Razvan Hoinaru 

Abstract Digitalization is a reality that happens all around the world and people 
enjoy the benefits it offers. After several analysis of the literature review, we have 
discovered there might be a connection between the development of the Information 
and Communication Technologies and the Gross Domestic Product. If such a hypoth-
esis holds true, a source of support for countries’ economic development might have 
been found. In order to test it, the Augmented Dickey Fuller test was used to check 
whether the time series have unit roots, followed by using the Granger causality test 
for analyzing the causality between the time series. The variables tested for this article 
are: level of internet access, internet purchases by individuals and gross domestic 
product, the latter being the dependent variable. Results showed us that while level 
of internet access has a positive, direct causal relationship, the variable purchases by 
individuals cannot be connected to the evolution of the GDP. 

Keywords Digitalization · Internet access · Internet purchases · GDP 

1 Introduction 

Digital innovations, such as the Internet, smartphones, and other apps and tech-
nologies that capture, store, interpret, and exchange data, are changing the global 
economy. Entrepreneurs today have new opportunities to start companies and market 
their goods and services all over the world thanks to digital technology (Elia et al. 
2016). The Gross Domestic Product (hereinafter GDP) and Information and Commu-
nication Technologies have been considered as connected in the scientific literature 
(Vu 2011; Ho et al.  2011; Warr and Ayres 2012). As a result, the influence of Infor-
mation and Communication Technologies (from now on ICT) will become a source 
of support for countries’ economic growth (Jorgenson and Vu 2016).
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2 V. M. Vargas et al.

At the macroeconomic level (Chaves et al. 2014; Kumar et al. 2016), as well as 
at the company level (Rowe, 2013; Eze et al. 2018), there is a huge amount of data 
proving this statement. In this regard, studies suggest a correlation between ICT and 
technological change that leads to economic growth, either as a result of changes 
in productivity (Venturini 2015) or as a result of externalities related to information 
and innovation dissemination (Albiman and Sulong 2017). 

While the majority of research on the relationship between ICT and economic 
growth indicate a positive relationship (Vu et al. 2020; Mayer et al. 2020), others 
report null relationships in terms of importance, so the findings are not homogenous. 
No major impact was found between business productivity and ICT variables by 
Thompson and Garbacz (2011) or Haller and Lyons (2015). Even negative relation-
ship was suggested by some researchers. The effect of ICT on economic perfor-
mance is not consistent across countries; in fact, it varies depending on economic 
status (Yazdan and Hossein 2013). This situation indicates that it will be more real-
istic to research the relationships between ICT and economic growth separately for 
each country based on its level of development. However, different types of human 
progress were led thanks to the advances in technology (Isaic et al. 2019; Milićević 
et al. 2020). 

2 Literature Review 

Scuotto et al. (2017) found a positive and vital correlation between the use of unique 
ICTs and the innovation outcomes of SMEs, in line with the majority of previous 
research in this area (Fernández-Mesa et al. 2014; Joshi et al. 2010; Soto-Acosta 
et al. 2014). 

There are two ways to look at the effect of digitalization on entrepreneurship inten-
tions (Bryniolfsson and McAfee 2014; World Bank 2016). To begin with, the context 
of future entrepreneurial activity has a substantial economic impact. It is believed, 
according to Mansfield (1962), that there is a long line of well-informed aspiring 
entrepreneurs willing to enter the market. The predicted profit level is thought to be 
the catalyst for entry. Exogenous entry barriers, such as the required expenditure level 
(Geroski and Schwalbach 1991) and bureaucratic entry laws (Djankov et al. 2002; 
Youssef et al. 2018), as well as endogenous entry barriers, such as advertisement and 
R&D costs (Sutton 1991), may impede market entry. 

The Endogenous Theory (Romer 1986; Lucas 1993) and the Exogenous Theory 
(Solow 1956; Swan  1956) are two theoretical frameworks that have been used by 
scientists to link Information and Communication Technology and economic devel-
opment. Both of them illustrate the importance of technological change in financial 
development, but their essence differs. In the case of the Endogenous Hypothesis, 
it describes technological transition while ignoring the exogenous variable’s status 
(outside the model). The Exogenous Theory, on the other hand, is not clarified within 
the model, resulting in the "Solow residual," or the aspect of economic growth that 
is not explained by the model, namely technological change. Exogenous models
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(Jorgenson and Vu 2016) and endogenous models (Chaves et al. 2014) are used to 
study ICT from an entirely empirical viewpoint (Bratianu 2020). In this regard, it 
is important to note that the works cited with an exogenous perspective only use 
this theory for analytical purposes, and do not explicitly consider an exogenous 
technological change relationship in the context of the Solow residual. 

Different ways for ICT to produce economic growth are discussed in scientific 
literature. Despite the fact that the proposals are not fully homogeneous, there are 
traces of alignment. Direct and indirect effects are the two most common forms of 
effects proposed (Dima et al. 2019). Indirect effects are the materialization of exter-
nalities arising from the use and production of ICT, while direct effects are gener-
ally productivity benefits that result directly from the use of ICT. Skorupinska and 
Torrent-Sellens (2017) suggest that ICT improves efficiency and economic growth 
both directly and indirectly by promoting complementary technologies that affect 
the overall productivity factor. 

Albiman and Sulong (2017) define several theoretical aspects in which informa-
tion and communication technology affects the economy. On one hand, the use of 
e-commerce and e-business has increased the efficiency and versatility of banking 
operations and staff transactions, which, combined with enhanced personal commu-
nications, has increased productivity and economic development. Dima and Maassen 
(2018) outline how traditional models of software development influenced in the 
direction of more complex organizations and a better cooperation between several 
layers of management. In addition, as a result of ICT progress, inventions and R&D 
have a positive effect on economic growth. 

Kumar et al. (2016) demonstrate how investments in ICT improve total factor 
efficiency at a macroeconomic level, as long as there is a skilled workforce with 
the necessary experience. It is without a doubt that there are economical differences 
between one country’s regions and diversified public policies must be taken for a 
direct support of these geographic areas (Miron et al. 2009) Without ignoring that 
ICT investments have a multiplier effect due to the complementary developments 
that arise as a result of them. 

Vu (2011) recognizes three channels by which ICT will improve economic growth. 
The first channel has an influence on information and innovation sharing, and is 
largely spread from developed to developing countries due to ICT penetration. Since 
ICT enhances decision-making, the second channel deals with resource allocation 
effectiveness and performance. The final channel has an impact on the reduction of 
costs of production, the increase of demand, and the investment that ICT penetration 
produces. 

3 Methodology 

The objective of this study is to determine if the selected variables has a Granger 
causality over the GDP. To analyze the dynamic interactions between the selected 
variables, a two-step statistical analysis will be performed. First, it will be checked
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whether the time series have unit roots by using the Augmented Dickey Fuller (hence-
forth, ADF) test, Dickey Fuller (1981) and secondly, we analyze the causality between 
the time series by performing the Granger causality test. 

It is assumed that there is a close correlation between the Level of internet access 
among households, Internet purchases by individuals and the Gross domestic product. 
This means that the long-term trend is going in the same direction, as seen in the 
tables below, the general trend being upward. In this sense, the Granger causality test 
helps us to calibrate the potential relationship between the Level of internet access 
among households, Internet purchases by individuals and the Gross domestic product. 
Thus, the question is whether both variables move in the same direction, whether 
the differences between them are stable and whether there is an explanatory cause-
effect relationship. The stationarity of the series is especially important because when 
this condition is not fulfilled, two completely independent variables can appear to be 
closely correlated in one regression, both showing the same trend and both increasing 
/ decreasing over time, which may lead to unrealistic conclusions in the analysis. 
To this end, the time series will be analyzed to test whether they are stationary or 
non-stationary. 

4 Results and Discussions 

Before the actual start of the empirical analysis, the series of observations must be 
transformed into a stationary series, in other words, into series in which the mean, 
variance and autocorrelations do not depend on time. Following the ADF test, it is 
found that the GDP is not stationary at the level. However, the data series is stationary 
at the first level, the probability being of 0.2%, lower than 5% allowing us to reject 
the null hypothesis according to which the variable has a unit root as shown in Table 
1. 

Following the ADF test, it is found that the Internet purchases by individuals is 
stationary at the level. The probability being of 4.5%, lower than 5% allowing us to 
reject the null hypothesis according to which the variable has a unit root as shown in 
Table 2. Once the data series is stationary, we are allowed to draw conclusions about 
the effects that a short-term economic change has on the behavior of long-term data 
series. 

Following the ADF test, it is found that the Internet purchases by individuals is 
stationary at the level. the probability being of 4.5%, lower than 5% allowing us to 
reject the null hypothesis according to which the variable has a unit root as shown in 
Table 3. Once the data series is stationary, we are allowed to draw conclusions about 
the effects that a short-term economic change has on the behavior of long-term data 
series. 

For causality testing, the Granger causality test will be used. The purpose of this 
statistical analysis is to describe the dynamic interactions between time series as well 
as to reveal their independent movements.
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Table 1 Dickey-fuller stability test (ADF) for GDP 

Null Hypothesis: DGDP has a unit root 

Exogenous: Constant 

Lag Length: 1 (Automatic - based on SIC, maxlag = 1) 
t-Statistic Prob.* 

Augmented Dickey-Fuller test statistic −6.710874 0.0027 

Test critical values: 1% level −5.119808 

5% level −3.519595 

10% level −2.898418 

*MacKinnon (1996) one-sided p-values 

Warning: Probabilities and critical values calculated for 20 observations and may not be 
accurate for a sample size of 6 

Augmented Dickey-Fuller Test Equation 

Dependent Variable: D(DGDP) 

Method: Least Squares 

Date: 02/28/21 Time: 22:09 

Sample (adjusted): 2014 2019 

Included observations: 6 after adjustments 

Variable Coefficient Std. Error t-Statistic Prob 

DGDP(-1) −3.164630 0.471568 −6.710874 0.0068 

D(DGDP(-1)) 1.535821 0.330453 4.647620 0.0188 

C 1.694243 0.490455 3.454431 0.0408 

R-squared 0.951771 Mean dependent var -0.366667 

Adjusted R-squared 0.919619 S.D. dependent var 2.979038 

S.E. of regression 0.844605 Akaike info criterion 2.806958 

Sum squared resid 2.140073 Schwarz criterion 2.702837 

Log likelihood −5.420873 Hannan-Quinn criter 2.390156 

F-statistic 29.60174 Durbin-Watson stat 3.177036 

Prob(F-statistic) 0.010592 

Source Authors’ own research 

Table 4 shows the result of the Granger test. Following this test, the probability 
associated with the ipurchases2 is 68% being above the 5% threshold while the 
dgdp variable has a probability of 75.9% being above the 5% threshold. The test 
demonstrates that the two variables do not have a Granger causality. 

With regards to the variable DIaccess and dgdp, the probability associated with 
DIaccess is 73% being above the 5% threshold while the dgdp variable has a prob-
ability of 4.5% being below the 5% threshold. Thus, in the case of the variable 
dgdp it can be said that the null hypothesis according to which the variable does not 
have a Granger causality on the level of internet access is rejected and the alterna-
tive hypothesis according to which the GDP has a Granger causality on the level
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Table 2 Dickey-Fuller Stability Test (ADF) for the Level of internet access among households 

Null Hypothesis: DIACCES has a unit root 

Exogenous: Constant 

Lag Length: 1 (Automatic - based on SIC, maxlag = 1) 
t-Statistic Prob.* 

Augmented Dickey-Fuller test statistic −4.015060 0.0297 

Test critical values: 1% level −5.119808 

5% level −3.519595 

10% level −2.898418 

*MacKinnon (1996) one-sided p-values 

Warning: Probabilities and critical values calculated for 20 observations and may not be 
accurate for a sample size of 6 

Augmented Dickey-Fuller Test Equation 

Dependent Variable: D(DIACCES) 

Method: Least Squares 

Date: 02/28/21 Time: 22:14 

Sample (adjusted): 2014 2019 

Included observations: 6 after adjustments 

Variable Coefficient Std. Error t-Statistic Prob 

DIACCES(-1) −2.551205 0.635409 -4.015060 0.0277 

D(DIACCES(-1)) 0.649096 0.329475 1.970091 0.1434 

C 11.53012 2.985440 3.862118 0.0307 

R-squared 0.876962 Mean dependent var -0.166667 

Adjusted R-squared 0.794937 S.D. dependent var 2.483277 

S.E. of regression 1.124526 Akaike info criterion 3.379453 

Sum squared resid 3.793675 Schwarz criterion 3.275332 

Log likelihood −7.138358 Hannan-Quinn criter 2.962651 

F-statistic 10.69135 Durbin-Watson stat 0.906864 

Prob(F-statistic) 0.043158 

Source Authors’ own research

of internet access is accepted. Regarding the internet access and internet purchases, 
according to the Granger causality test, the probability associated with the two vari-
ables is above 5%, thus accepting the null hypothesis according to which there is no 
causality between the two variables. The relevance of this study is given by the fact 
that by studying the variables that may impact the GDP a national strategy may be 
developed in order to obtain a sustainable economic growth. Also, considering the 
fact that Romania has a comparative advantage on the IT sector, we may draw the 
conclusion that if Romania is able to maintain a sustainable economic growth the 
comparative advantage that Romania has will increase. Also, considering the fact 
that an increase in the level of internet purchases does not necessarily Granger cause
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Table 3 Dickey-Fuller Stability Test (ADF) for the Level of internet access among households 

Null Hypothesis: IPURCHASES2 has a unit root 

Exogenous: Constant 

Lag Length: 0 (Automatic - based on SIC, maxlag = 1) 
t-Statistic Prob.* 

Augmented Dickey-Fuller test statistic −3.395284 0.0453 

Test critical values: 1% level −4.582648 

5% level −3.320969 

10% level −2.801384 

*MacKinnon (1996) one-sided p-values 

Warning: Probabilities and critical values calculated for 20 observations and may not be 
accurate for a sample size of 8 

Augmented Dickey-Fuller Test Equation 

Dependent Variable: D(IPURCHASES2) 

Method: Least Squares 

Date: 02/28/21 Time: 22:24 

Sample (adjusted): 2012 2019 

Included observations: 8 after adjustments 

Variable Coefficient Std. Error t-Statistic Prob 

IPURCHASES2(−1) −0.385542 0.113552 −3.395284 0.0146 

C 22.09639 5.959737 3.707611 0.0100 

R-squared 0.657690 Mean dependent var 2.000000 

Adjusted R-squared 0.600638 S.D. dependent var 3.116775 

S.E. of regression 1.969649 Akaike info criterion 4.405906 

Sum squared resid 23.27711 Schwarz criterion 4.425766 

Log likelihood −15.62362 Hannan-Quinn criter 4.271956 

F-statistic 11.52795 Durbin-Watson stat 2.058688 

Prob(F-statistic) 0.014580 

Source Authors’ own research 

an increase in the GDP according to our results, we may draw the conclusion that 
most of the purchases that the Romanian people do online come from imports, thus 
an encouragement of the autochthone industry is desirable.

5 Conclusion 

In this paper, the relationship between level of internet access among households, 
internet purchases by individuals and the gross domestic product in Romania was 
analyzed. In this regard, statistical evidence was identified using the Granger test,
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Table 4 Granger causality tests 

Pairwise granger causality tests 

Date: 02/28/21 Time: 21:55 

Sample: 2011 2019 

Lags: 2 

Null Hypothesis: Obs F-Statistic Prob 

IPURCHASES2 does not Granger 
Cause DGDP 

6 0.57286 0.6827 

DGDP does not Granger Cause IPURCHASES2 0.36647 0.7596 

DIACCES does not Granger Cause 
DGDP 

6 0.42115 0.7367 

DGDP does not Granger Cause DIACCES 243.540 0.0453 

DIACCES does not Granger Cause 
IPURCHASES2 

6 2.24506 0.4268 

IPURCHASES2 does not Granger Cause DIACCES 0.94406 0.5884 

Source Authors’ own research 

according to which an increase in the GDP causes changes in the level of internet 
access by households. With an increasing GDP the wealth of the population increases 
and by having more financial resources available, some of those financial resources 
are used in order to increase the standard of living. 

Our study showed us that there is a close direct correlation between the level of 
internet access among households and the gross domestic product. This means that 
the long-term trend is going in the same direction. It is somehow expected, given that 
a higher level of internet access means a better infrastructure, connecting household 
with the e-commerce and digitalizing institutions, all these bringing more wealth 
to one’s country. However, no direct link was found between the variable Internet 
purchases by individuals and GDP. One reason would be that people are not buying 
online from local stores and local products or even the fact that not enough national 
businesses sell their services and goods online. After more local enterprises will 
have a greater presence in the electronic environment, the GDP of the country might 
be correlated to the number of internet purchases. Of course, the study has its own 
limitation of research, being conducted for Romania only. More countries should be 
taken into consideration in the next studies in order to sustain our hypothesis and 
check it for several economies. 
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Abstract Digital transition represents one of the main objectives of the Euro-
pean Commission, and the current pandemic context is considered an ‘opportunity’ 
to accelerate the implementation of new digital technologies, which, in line with 
the climate neutrality goal, contribute to transforming today’s Europe into a more 
resilient and functional one. However, evidence from across the globe shows that 
the digital transition process has different levels of implementation in EU countries. 
Based on the DESI data we analyzed the evolution of the digital transition in EU 
Member States and answered the question which Member States are performing 
best in terms of digitization and which are the least performing ones, in order to 
provide a macro-perspective regarding the structure of the digitalization process. In 
the second part, the analysis focuses on the current trends in digital transition in 
Finland, Sweden, Romania and Bulgaria, including pandemic period in order to see 
its impact. The results indicated that there is a gap between Member States regarding 
the level of digitalization. Each domain of DESI is important, there are countries that 
have good results in two areas but have poor results in the other three and overall 
they obtain a low score. The pandemic has slowed down the implementation of digi-
talization policies. However, there is a good improvement regarding e-commerce 
area and not only. This paper mainly contributes to the intensification of debates on 
digitalization in order to identify as many policies as possible that increase the level 
of digitalization and reduce the existing gap. 
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1 Introduction 

Ensuring a green and digital transition is currently one of the top priorities in Europe. 
Actions to achieve this include examining human implications, strengthening the 
digital skills of Europeans, and digitizing the public institutions. 

The need to intensify the digitalization process was highlighted during the 2019 
European Semester, where Member States received clear recommendations on step-
ping up the efforts to strengthen digital technologies and other components involved 
in the digitization process. The recommendations focused mainly on the develop-
ment of citizens’ digital skills as well as on the efforts to ensure an infrastructure 
that allows the use of new technologies, taking into account regional disparities. 

Digitization can be perceived as a new dimension of globalization. Like any other 
transition, this process has both associated costs as well as numerous benefits. A 
higher degree of digitization can lead to better policy development, more sustain-
able business models, new jobs and income opportunities. To benefit from all these 
opportunities requires significant changes in infrastructure, education, regulation and 
governance. Clearly, this will require considerable financial resources but especially 
a concentrated effort from all socio-economic actors. In addition to the beneficial 
effects that digitalization can generate regarding the development and progress, it 
also raises a series of concerns about their impact on society, largely related to rising 
income inequalities and unemployment (by replacing human labor). 

Regarding the current state of digitalization in the European Union, progress 
can be compared through the Digital Economy and Society Index (DESI) which is a 
composite index that summarizes relevant indicators on Europe’s digital performance 
and tracks the evolution of EU Member States in digital competitiveness. DESI has 
been used since 2014 as a benchmarking tool in the digitalization process. 

The aim of this paper is to highlight the evolution of the digitization process in EU 
Member States and to show there is a gap between them, using the most recent data, 
including the pandemic period. But the important result is to find which are the factors 
and premises that contribute in a negative way to digitalization process. We used 
DESI and its individual components, as well as other relevant indicators to capture 
the effects of the pandemic on the level of digitization. We also analyze the evolution 
of the two best performing countries, compared to the least two performing countries. 
This analysis will allow us to better understand, from the digital transition perspective, 
where are the non-functional areas and how this process can be accelerated to reduce 
the gaps in Europe. 

Finally, we propose a series of recommendations to improve the level of digiti-
zation. We show how the best performing economies in the European Union behave 
compared to the least performing in terms of digitization. On the one hand, we 
must take into account the gaps present at the aggregate level, but at the same time 
the significant regional differences in our country force us to take into account the 
sub-national level, an analysis that will be carried out in further research.
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2 Literature Review 

The current European context is characterized by the beginning of a period of 
digital transition corresponding to the fourth industrial revolution. Also, the current 
pandemic crisis highlights the need to increase the level of digitalization both in 
production processes, but also in areas such as education and health. 

In order to measure the level of digitalization of the economy and society, we 
have several indices, scores, indicators, and measurement units that indicate the 
evolution of this process. Regarding the European Union, DESI is considered the 
most appropriate and robust method for mapping Europe’s progress on digitalization 
(Banhidi et al., 2020). 

There are numerous authors who include the DESI index in them analyzes 
regarding digitization. There was analyzed the influence of the consumption index 
growth by the purchasing power parity and unemployment among the active popu-
lation on the structural units of DESI (Stavytskyy et al., 2019). Using the panel 
regression, the authors have proven that a 1% increase in the consumption index 
results in about 0.2 increase in the DESI, and an increase in unemployment by 1% 
leads to about 0.2 DESI decline. It is also shown that the 98% value of DESI is 
actually determined by its previous trends, and therefore it is impossible to increase 
this index rapidly. Stoica and Bogoslov (2017) compared the data of the five areas 
of DESI for Romania and European Union. They conclude that a low performance 
in one of these areas is affecting the whole level of digitalization of Romania. At 
UE level they notice that the EU members should struggle for reducing the existing 
difference regarding their performance. 

An important discussion when talking about a digital economy and society is 
related to the economic and social effects that this transformation brings. The changes 
that are taking place in the economy and society must have at their center the indi-
vidual and its needs. The poverty rate, unemployment and economic and social 
inequalities are still high in the European Union, so European citizens are still 
waiting for measures to improve their daily lives. According to Deaton (2013), The 
Industrial Revolution in Britain (eighteenth-nineteenth centuries) was responsible for 
the economic progress and relieving from poverty hundreds of millions of people. 
Today people are better fed, more educated, and life expectancy grew. The industrial 
revolution has also created new jobs and better income opportunities. 

There are studies that conclude that the digital revolution will have a positive 
effect on the economy and society, but there are also studies that emphasize that it 
will lead to job losses and significant changes in the structure of the economy and 
jobs. According to the growth strategy, the technological revolution is an important 
source to increase productivity and stimulate economic growth (Solow 1956). 

Regarding the impact of technological revolution Arntz et al. (2016) analyzed the 
risk of automation for jobs in OECD countries. Their analysis suggests that 9% of 
OECD jobs are potentially automatable. However, there is a major difference between 
countries, while the share of automatable jobs is 6% in Korea, the corresponding share 
is 12% in Austria. An explanation for this could be the differences in workplace
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organization, differences in previous investments into automation technologies as 
well as differences in the education of workers across countries. They pointed out 
that the automation and digitalization process are unlikely to affect a major number 
of jobs. A few arguments are that the digitalization is a slow process, workers can 
adjust to changing technological endowments by switching tasks, thus preventing 
technological unemployment and additional jobs will be created. However, those 
who will be affected are part of the category of low-skilled workers. Even if the 
results are important, this study has its limitations. The analysis takes into consider 
technological capabilities rather than the actual utilization of such technologies, they 
consider only existing jobs, although new technologies are likely to create also new 
etc. 

Another study with reference to the impact of digital technologies on the economy 
and society (Vasilescu et al., 2020) examine the hypothesis that digital divide leads 
to creation of vulnerable citizens or countries groups. Also, included the general 
perception of the respondents on the impact of recent digital technologies on the 
economy, on society, and the quality of life, using The Eurobarometer 87.1 Survey. 
They applied TwoStep Cluster Analysis (TSCA) with the aim to create homoge-
nous groups of people in terms of three aspects related to digitalization: the attitude 
towards digitalization, the perception of EU citizens on their own digital skills and 
the actual use of technology. They found out interesting results, women tend to be 
more afraid than men about the implication of the workplace digitalization and the 
most vulnerable category in digitalization era is formed by the people over 55 years, 
with a low level of education and a low level of income and little internet use, mostly 
from the Hungary, Romania, Greece and Bulgaria. One of the major limitations of 
this study is the subjective perception of people that was taken into account. 

Among the positive effects of the digital transition on the labor market, we mention 
the increase in the number of highly skilled workers (Acemoglu and Restrepo, 2017); 
environmental sustainability (more precisely in the manufacturing process - digital-
ization allows the development of ecological manufacturing processes) (De Sousa 
Jabbour, 2018); improving health technologies, etc. The new technology can help 
both society and the environment, but there are concerns that it may threaten the 
confidentiality of personal data, erode security, or even deepen income inequality. 

Digitalization leads to rapid changes in the labor market, influencing the nature, 
quality, and productivity of labor. Thus, policy makers face the challenge of using 
digitalization to support economic growth and employment - while ensuring decent 
working conditions, social protection and equal opportunities for all (COM, 2019). 

3 Methodology 

In our analysis, we first established the hypothesis of the paper, namely that there is a 
gap in the process of digitization in the EU Member States. We wanted to determine 
which are the factors that place Romania on the bottom of the digital classmen. 
In order to understand the evolution of the digitalization process in the EU, and to
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test the hypothesis of the paper, we used the DESI indicator (The digital economy 
and society index), a composite measure that summarizes indicators related to the 
digital performance and digital competitiveness at the level of European Union. It 
comprises five sets of data related to: the degree of connectivity; human capital; use 
of internet services; integration of digital technologies; digital public services. The 
lack of DESI data for 2020 led us to identify other indicators that we considered 
substitutes for DESI components in order to capture the evolution of digitization 
during the pandemic. 

We used both quantitative and qualitative methods. We analyzed the data for 
each of the 5 dimensions of the index for the 27 EU countries. The data series are 
annual. We interpreted the variables in a comparative manner that highlights the 
performing states in terms of digitization and the less performing ones. We took 
into consideration the structural dimension in terms of digital evolution but also the 
conjuncture dimension of this process. 

We started by analyzing the DESI indicator at Member State level in 2020, and 
continued to explore each component of this indicator, taking into account the data 
series for 2019 and 2020. Thus, we monitored the evolution of each component in 
EU countries and presented in a comparative way that there is a gap between Member 
States and which are the best performing countries compared to the worst performing. 
We found that there are states that record very good results in some components and 
poor results in others. 

In the last part of the analysis we chose two of the most performing countries 
Finland and Sweden and two of those with the worst results regarding the digital-
ization of Romania and Bulgaria, and we surprised the evolution in recent years, 
including the pandemic period. It was important to determine the causes of poor 
performance and also the capacity in terms of the digital process. 

4 Results and Discussions 

The need to digitize the European economy has been debated for several years, but 
the crisis caused by Covid 19 has led policymakers to decide on digitalization as a 
key pillar of the EU’s recovery. More than ever, the European Union is determined 
to take the necessary steps for a digitized and green European future that supports 
sustainable development. Thus, EU wants 20% of the Recovery Plan fund to be used 
by Member States to implement public policies that support the digital transition. 

Digital transition can respond both to the challenges the European community 
is facing and to bring added value to both companies and society. In addition to 
increasing competitiveness and innovation, a digital economy helps to create new 
jobs and to improve education and social inclusion. Thus, a digital economy refers 
not only to the way we communicate but also to the way we work and live. All these 
changes can increase economic well-being and generate social progress. 

The areas of action established for the transition to a digital Europe are numerous 
and include important segments of everyday life, such as ensuring the protection of
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online operations, digitizing the public sector, ensuring greater connectivity for all 
European households, digitizing justice, the medical sector and last but not least the 
digitalization of education. By ensuring adequate public policies in these areas and 
by respecting European values and the fundamental rights of citizens, Europe can 
achieve its ambitious goals of creating a digital economy and society. 

In terms of measures, EU Member States have as examples Finland and Sweden 
which have a high index in terms of digitization. Finland, for example, is very 
advanced in digital skills and the digitization of business indicators as well as in 
digital public services. During the pandemic, numerous digital projects were imple-
mented in Finland to help the population in terms of the correctness of the information 
related to Covid 19, psychiatric support programs, etc. 

During the pandemic, Sweden implemented digital projects to help teachers teach 
online. Thus, online courses were organized for distance learning, materials and 
digital resources necessary for online teaching were made available. Another impor-
tant digital project implemented by Sweden concerns the development of commu-
nication channels between those in the field of health and patients or relatives of 
patients. The physical distance that the pandemic imposed made it difficult for some 
of the patients diagnosed with chronic diseases to visit a doctor and also for the 
medical staff and the relatives of the hospitalized patients to communicate. 

The pandemic caused by Covid 19 highlighted the digitization issue in the EU. 
Most employees were forced to work from home, needing high-speed internet; also, 
certain services, such as paying taxes or bills were digitalized to avoid as much 
as possible travel and the risk of virus contamination. A large part of companies 
(especially sales companies) was forced to transfer its business online because of 
the travel restriction. Thus, it is a good time to analyze what has been achieved at 
European level in terms of digitalization and what measures are needed to accelerate 
the process in order to close the gap between EU countries. 

To measure the level of digitization achieved in a country, the European Commis-
sion has developed the Digital Economy and Society Index (DESI), a composite index 
that encompasses indicators related to the digital performance and digital competi-
tiveness of EU Member States. Depending on its level, Member States may decide 
to implement support policies for a particular component (COM, 2020) (Fig. 1). 

It is important to note that the best performing states in digital terms do not 
correspond to the best performing states in terms of the economy, but in the pandemic 
context, steps have been taken to implement new digital strategies to help improve 
carrying out activities in crisis situations and not only. These measures will be visible 
in DESI from the end of 2021. It should be noted that the indicators that make up 
this Index are influenced and for example, a country that has not made investments 
in terms of Human Capital will also have low results in terms of the Use of internet 
indicator. Italy is in this situation, although in terms of connectivity it is at the EU 
average, very low investments in basic and advanced digital skills have led to a very 
low rate in the use of online services, including digital public services. For these 
reasons, Italy, a country with a developed economy, is at the bottom of the Digital 
Economy and Society Index. The Connectivity component refers to the demand and 
supply of fixed and mobile broadband. Among the best performing countries in this
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Fig. 1 Digital Economy and Society Index 2020. Source Eurostat data 

regard are Denmark, Sweden, Luxembourg, and at the opposite pole are Greece, 
Cyprus, Bulgaria. Although Romania has a good level of connectivity (11th / 27th 
place), due to the high use of very high speed broadband and the wide availability 
of high capacity fixed networks, especially in urban areas, it only ranks 26th in the 
27 EU Member States in the Digital Economy and Society Index (DESI) for 2020 
because areas such as the Use of the Internet or the Integration of Digital Technology 
are underused. Romania’s poor performance in the digital field can be attributed both 
to the living standards of the population (ensuring basic needs, the need to improve 
infrastructure in both rural and urban areas), but also to the ever-changing political 
developments along with development projects (Fig. 2). 

In the process of digitization, Connectivity is not enough, it is necessary for the 
population to have as many skills in using connectivity in order to benefit from the 
opportunities of digitization. Thus, Human Capital aims at the degree of empower-
ment of citizens in using the Internet; they can be basic skills, which would make 
daily activities easier or they can be advanced skills, which have the role of special-
izing as much labor as possible, therefore, they would contribute to reducing poverty 
and income inequality (Fig. 3). 

Although it is clear that the pandemic can have a positive impact on increasing 
the number of internet users, the development of digital skills does not automatically 
come with increased use, it is supported by measures at national level to improve 
the skills of individuals. There is a significant discrepancy between rural and urban 
areas in terms of digital skills, and this can be an investment opportunity for policy 
makers. 

With Connectivity and Human Capital, there are several activities that require 
Use of internet, these activities with online content can be jobs, conferences, enter-
tainment activities. In the context of isolation, much of the time spent outside the
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home has been replaced by time spent indoors, with online activities being the most 
convenient choice. This activity is not available for DESI 2020, but can be seen in 
an increase in the Internet use indicator available for both 2019 and 2020 (Fig. 4). 

Most Member States have seen increases in the use of the Internet in 2020 
compared to 2019, this increase is due to the “stay at home” measures imposed 
during the pandemic. The highest increase in the percentage of the population that 
registered growth is found in SK, RO, CY, SI, and the states that registered decreases 
in internet use are SE, NL, EE, countries that did not impose restrictions during the 
pandemic (SE), or who quickly relaxed the restrictions.
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Fig. 4 Individuals - internet use (%). Source Eurostat data 

Regarding the Integration of digital technology, it measures the degree of digital-
ization of enterprises and e-commerce. Online commerce has enjoyed a significant 
rise in some countries such as (RO, HU, HR). Of all these, by far, Romania registered 
the highest increase among the leading countries (15 pp), and at the opposite pole 
are EE, SK, SE, FI (between 0 and 3 pp) (Fig. 5). 

The fifth component of the DESI index is represented by Digital Public Services, 
which provides an assessment of the degree of implementation of digitization in 
public services. The current context highlights the benefits of technology and of the 
digitization of public services, and the development priorities of all states in the near
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Fig. 6 E-government activities of individuals via websites (%). Source Eurostat data 

future should include this key issue. For Romania, the digitalization of public services 
has proved useful during the state of emergency, and the extension of this practice 
at the level of institutions has already become a priority on Romania’s strategic 
development agenda (Fig. 6).

The graphs below show the data of the 5 indicators that make up the Digital 
Economy and Society Index for 2019 and 2020 in the case of the best performing 
countries Finland and Sweden and in the case of the least performing countries 
Romania and Bulgaria. As we can see, the proximity of the indicator axes means a 
high score, while the location of the axes further inland indicates a lower score. 

There is a gap in terms of the 5 indicators for the four countries analyzed. There 
is a slight convergence regarding Connectivity, Finland has a score of 54.5% in 2019 
and 59.2% in 2020, Sweden recorded a score of 60.1% in 2019 and 64.4% in 2020, 
Romania in 2019 had a score of 50% and in 2020 a score of 56.2% and Bulgaria 
managed to reach in 2019 a score of 37.2% and in 2020 one of 38.5%. In the case of 
all 4 analyzed countries, there is an increase in the score in 2020 compared to 2019, 
which shows that measures have been taken in this area. For example, Romania 
improved in terms of coverage while stagnating in terms of take-up. Sweden has 
achieved a 66% take-up rate for at least 100 Mbps fixed broadband, almost two 
and a half times the EU average of 26%. Very high capacity network coverage also 
increased, reaching 77% (compared to 72% in 2018), exclusively thanks to FTTP 
networks, and Sweden now ranks eight at EU level. 

The biggest divergence is in Human Capital, Finland and Sweden are above the 
EU average of 49.3% in 2020. Sweden has a score of 71.1% in 2020 and Finland a 
score of 78.4%. Romania and Bulgaria have half the scores recorded by Sweden and 
Finland, and are well below the EU average. Romania recorded a score of 33.2% 
in 2020 and Bulgaria a score of 33.9%. According to the European Commission, in 
Romania less than a third of the people aged 16 to 74 have at least basic digital skills, 
while 35% have at least basic software skills, compared to the EU average of 61%.
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IT specialists represent only 2.2% of the workforce in Romania, while in the EU the 
average is 3.9%. Romania ranks well among graduates in the IT field, approximately 
5.6% of all Romanian graduates are in the IT field, which ranks Romania 5th among 
Member States. 

Regarding digital public services, there is a slight convergence of scores in Finland, 
Sweden and Bulgaria but Romania remains the last in the EU, with only 48.4% in 
2020 well below the EU average of 72%. Regarding the other two indicators, Use of 
internet and Integration of Digital Technology, the axes indicate major gaps between 
the countries performing at the level of digitization Finland and Sweden and the less 
performing countries at the level of digitization Romania and Bulgaria. The scores 
recorded by Romania and Bulgaria in 2020 are only half of those recorded by Finland 
and Sweden. 

For the Fig. 7, 4 revealing indicators were selected to measure the degree of digiti-
zation, noting that these data also capture the effects of the pandemic on digitization. 
The data presented in the previous graphs represent some scores established based 
on the information from the year prior to the report. 

As we can see, the pandemic has also slowed down the implementation of digital-
ization policies. The four selected countries made little progress in 2020 compared 
to 2019, in terms of the 4 indicators. Regarding internet access in 2020, there is a 
high degree of convergence between the 4 countries, Bulgaria, Romania and Finland 
registered small increases of the indicator compared to 2019, except for Sweden 
which registered a small decrease. One possible explanation may be the difficult 
economic situation of some consumers, caused by the pandemic, who have chosen 
to give up internet subscriptions. The same situation is encountered in internet use, 
the only country that has registered a decrease is Sweden, this may be a consequence
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of the fact that this country was the only one in the EU that did not adopt lock-
down measures during the pandemic. Since some consumers have given up internet 
subscriptions, the use of the internet has also decreased.

As we can see, the pandemic has also slowed down the results of implementation 
of digital policies. To understand better the data and the results we have to take into 
account the principle of dynamic inconsistency over time. There is a strong need for 
a coherent digital strategy and an adequate and fast implementation process in terms 
of digitalization policies. The four selected countries made little progress in 2020 
compared to 2019, in terms of the 4 indicators. Regarding internet access in 2020, 
there is a high degree of convergence between the 4 countries, Bulgaria, Romania and 
Finland recorded small increases in the indicator compared to 2019, except for the 
other two indicators, E-government and E-commerce we notice a big gap between 
countries both in 2019 and in 2020. 

The aggregate data recorded by Romania and Bulgaria are only half of those 
recorded by Finland and Sweden. A major and important evolution during the 
pandemic, we see in Romania and Bulgaria in terms of e-commerce. This shows 
that companies have adapted to the conditions of the pandemic and moved sales 
online. The restriction of the right to movement of citizens, determined the compa-
nies to invest in the digitalization of trade so that they can continue their business. 
Unfortunately, we do not encounter the same situation regarding the E-government 
indicator. The progress made during the pandemic is minimal in the case of Romania 
and Bulgaria, which shows that state institutions have not implemented measures 
regarding digitization at the same rate as companies have done.
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5 Conclusions 

The transition to a digital economy is a process that has become a priority and 
stringent for every state in the European Union. The pandemic caused by the covid-
19 virus accentuated the need for the digitization process. Most people worked from 
home, school took place online, the right of movement was restricted so that the 
internet and online operations became indispensable. From shopping online, paying 
bills or communicating the results of online medical analysis, EU citizens have felt 
the benefits of the digitization process. 

Unfortunately, not all EU countries are equally developed in terms of digitaliza-
tion. Through this analysis we managed to prove that the hypothesis of the paper is 
valid, there is a gap in the digital transition at EU level. The countries that have the 
best performance in the digital process are the countries in the Nordic sub model and 
those with the worst results are in the central-eastern countries. 

DESI index uses data from 2019, so there is a possibility that the next report 
will show the progress of many countries that have implemented policies during the 
pandemic. For this reason, in the second part of the paper we analyzed for Finland, 
Sweden, Romania and Bulgaria 4 indicators to capture the evolution of the digital 
process during the pandemic. The data showed that the private sector has adapted 
to the conditions imposed by the pandemic and has invested in digitalization. At the 
governmental level, the data indicate little progress, but usually these investments 
require more time so the results can be seen in the coming years. 

The role of public institutions in this process is defining and would allow an 
accelerated absorption of the digital gaps compared to other European countries. 
From the E-Government perspective Romania occupies the last place in the ranking 
of EU countries. The fact that certain components of digital process achieved a 
very good level, similar to those of the best performing countries (high connectivity 
and high degree of internet use) clearly shows us that Romania has the capacity to 
accelerate the digitization process in the next period. 

As a recommendation, EU member states need to implement policies to improve 
citizens’ skills in internet uses, which would allow them access to much better paid 
jobs or keep their current jobs. As mentioned in the literature, people at risk of 
losing their jobs as a result of digitization are part of the category of people with low 
internet skills. Member States must take into account public policies that favor these 
vulnerable groups in order to protect them from unemployment and inequality. 

The European Union has made digitalization one of the main keys to post-
pandemic recovery and has allocated substantial funding to this end. The respon-
sibility of EU countries is to identify and implement the best public policies that will 
increase the degree of digitalization and produce added value in the economy and 
society.
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Greening the European Freight 
Transport 

Adriana Grigorescu and Amalia-Elena Ion 

Abstract Due to the specificity of the EU economy and the potential for the freight 
industry, the public policy decision-makers have been actively engaged in deter-
mining the sources of unsustainable logistics, with the main drive toward greening 
the entire trans-European network. The World Bank database allows for the construc-
tion of a study based on indicators related to fuel consumption, CO2 emissions, 
GHG emissions, for the purpose of estimating the effect they have on the whole EU 
economy. The public policies on the EU agenda refer to the cleaning of the trans-
port sector for more than a decade now. The current study will estimate the totality 
of emissions from transport in correlation to the forecasted effects of the coercive 
legislation for greening the freight network, in three European countries–Cyprus, 
the Netherlands, and Latvia. The three countries have been selected due to their 
specificity of freight transport modes that covers their infrastructure. The results are 
showcasing the possible links to the state of the country’s economic sustainability 
and to the implemented public policies for greening the freight transport industry. 

Keywords EU green policy · Freight industry · Freight transport modes · Pollutant 
emissions · Sustainability 

1 Introduction 

In line with the information released by the European Commission in 2019 ( 2019) 
and the European Parliament in the last two decades is the statement that portraits 
a world economy in which there is continuous and purposeful commitment towards 
stabilizing the environment and the climate through actions convergent with sustain-
ability, moderation, resource-efficiency, competitiveness and innovations. There has 
also been a discourse on the future of the EU transport sector, its business model, and 
its potential within the economy. The influence of its secondary products, such as CO2 

emissions, is considered to add significantly to the greenhouse gasses that negatively
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affect the livelihood of the environment. The greening of the EU freight transport 
refers to the diminishing quantity released in the breathable air and other negative 
effects of different types of air pollutants, as a result of a sustainable formula for the 
usage of multi-modal transport systems. The current paper addresses the idea that 
no particular way of transport is superior to other in terms of overall environmental 
output, and in which a multi-modal connectivity inland (rail, road, waterways) could 
really increase the sustainability indicators, improve the competitivity of economic 
operators in the sector, and decrease the negative impact on the environment. 

This particular research is part of a broader study on the European freight trans-
port industry, and aims at clarifying the proportion of damaging practices in the field 
compared to the legislative measures that have been enforced accordingly. The deci-
sion of transferring the system towards a greener perspective would imply efficiency, 
effectiveness in financial terms, sustainability, and competitiveness. Generally, the 
road freight mode is considered to be the best alternative for the transport of goods, 
especially for its ease of access, for its convenience, for its speed, and even for its 
cost-effectiveness (Eurostat 2021). Nevertheless, there are many factors influencing 
the European freight market, and should all be thoroughly assessed before deciding 
on the next determinants of the industry. 

There are patterns to the freight industry in the European Union, consistent with 
the fact that, as of the Eurostat information (2020), road transport accounted for three 
quarters of the total inland freight transport, and that one third of the air freight was 
shipped through German airports. Moreover, the waterway freight transports have 
been carried through Dutch ports in proportion of 17%. This showcases how the 
modal split is averaged across the EU countries, although, there are particularities 
to some of the EU countries, where the proportions are consistently different. The 
countries with the biggest disparities are Cyprus, the Netherlands and Latvia, from 
the perspective of modal split of inland freight transport. The current research will, 
therefore, look into the opposable situations of those three EU member states, and 
understand the impact the different combinations of transport have on the environ-
ment and the economy. By using a regression analysis, the database will forward 
information on potential correlations between the different freight transport combi-
nations and the overall level of the economy and the public policy compliance within 
the considered EU member states, on the basis of different variables measuring air 
pollutants’ levels, and pollutants’ emissions. 

The paper addresses the dilemma of greening the freight transport, and the trans-
port system in Europe, and whether it really transforms the entire model of business or 
not. The limitations of the study are consistent with the dimension of the researched 
group of countries, the lack of clustering, the simplicity of presuming precedence in 
indicators’ correlations, but it definitely represents a starting point in a major industry 
research.
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2 Literature Review 

Consistent studies have been performed in relation to the topic of freight transport and 
all the connected elements to it, showcasing a range of different particularities and 
characteristics of the given industry. The literature comprises studies performed on 
topics varying from environmental sustainability, intermodal transport mode, tenders 
and contracts for freight transport, cost theories, business models for freight trans-
port, etc. (Bask and Rajahonka 2017). Across the years, the freight transport market 
was subjected to a number of forecasting practices, such as policy analysis model, 
interlinked modules, I/O models for production and distribution, disaggregate model 
for mode and shipment, assignment module, etc. (Jong et al. 2004) in order to under-
cover the modal split gravity formulation, the identification of best practices, and the 
correlation to future possible policy screening, analysis and enactment. 

Some authors argue that the intermodal freight transport, although representing a 
major sector of the industry, is programmed to interfere with problems (Macharis and 
Bontekoning 2004), ranging from container optimization of transfers during loading 
phase, joint monitoring between the loading and reloading phase, limitations of 
storage capacity, waiting times imposed by tactical and technical operations–drayage, 
terminal, network, intermodal operations, etc. In terms of passenger transport, Buldeo 
Rai et al.  (2017) approach the topic of crowd logistics, identifying models for linking 
the supply and demand of logistics services, considering the perspective of time and 
space, and all the interconnectivity with the economy, society and environment, 
suggesting the adaptation of policy and regulations for sustainability purposes and 
social development. 

The carbon emissions from freight transport have experienced a sharp increase 
in the last 30 years, as Lv et al. (2019) study explores the case of Chinese urban-
ization process and its correlations to the freight industry pollutants. Apparently, 
since 1988, the carbon emissions from freight transport in China have increased 
more than 30 times, with the road haulage being the largest sector of the market as 
well as the biggest polluter. Given the positive effects of the urbanization process 
for the development of the overall economy, it is clear that the former will greatly 
and positively impact the freight industry. Determined by the grandeur of the market, 
the different combinations of transport modes become specific imprints of particular 
areas in the country. Moreover, one of the most significant findings of the study (Lv 
et al. 2019) portraits the inverted U-shaped correlation between the carbon emissions 
from different transport modes and the GDP per capita. 

Following the theme of sustainability and environment-friendly economies, the 
work of Muñoz-Villamizar et al. (2020) sheds a light on the methodology for envi-
ronmental performance assessment of the freight industry with the application of 
the Overall Greenness Performance instrument, a tool that measures value added-
activities, productivity of companies in the transport industry, and the requirements 
from the latter in order to maintain a standard in environmental impact. 

The public policy influencing and regulating the freight transport industry has 
the capability of altering the context of the business in a positive or negative
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manner. The function it reproduces as a result of decision-making processes has 
been observed in the study performed by Marcucci et al. (2017), using simulations 
on multilayer networks and opinion dynamics for the traffic zone of the Italian capital 
city. Basically, the research managed to rank plausible policies that might maximize 
productivity and minimize cost-related attributes, all achievable through the usage 
of negotiation processes. 

Another approach toward combining modes of transport for the growth of the 
industry, and the dissipation of negative environmental effects of the freight busi-
nesses was highlighted in the work of Ambra et al. (2018). Starting from the premise 
of environmental, economic and societal sustainability achievement, the authors 
propose a combination of the physical internet and the synchro-modal designs’ align-
ment to the European public policy on the freight industry. The main scope is that of 
making a breakthrough, and finding the optimum state of capacity utilization. 

Since almost 25% of the GHGs in Europe are attributed to the transport sector of 
the economy, a factor of the fossil-fuel usage especially in the road transport networks, 
scientists have worked on creating alternative fuels, and on testing other types of fuels 
with a lower carbon emission; recently, a new type of heavy-duty vehicle for freight 
transport has been promoted, having an engine that runs on liquefied natural gas. 
Apparently, LNG has a smaller environmental impact compared to diesel fuels, with 
drops of 20% of GHG emissions during operations with a heavy-duty vehicle running 
on a gas fueled engine (Osorio-Tejada et al. 2016). This alternative is backed by 
regulations and policies enforced through lower road taxes, tolls, and import tariffs. 

Some of the most significant findings in the literature (from 2017 to 2020) were 
retrieved from a research (Winkler and Mocanu 2020) based on the German national 
transport model (DEMO). The study built on three future scenarios, provisioning the 
sustainability, performance and function (including modes) of the transport industry 
in Germany, and, eventually, indicated that road transport continues to occupy the 
majority of the market, and suggested the regulation to include potential technological 
developments toward conditioning the industry to perform under sustainable systems 
and infrastructure. 

Considering the growing technological advancements in all sectors of the 
economy and industry, it is clear that new modes of transportation will arise. This 
topic was debated in the research of Visser (2018), introducing the concept of auto-
mated underground freight transport as an extra mode of transport or even as a 
replacing mode of transport for the benefit of the environment, and even of the 
economy. 

Subsequently, the policies formulated in regard to the urban freight transport 
system have been implemented in such a form that is restrictive to objectives and 
completion targets (Akgün et al. 2019). Therefore, the access to monitored perfor-
mance on behalf of the UFT is limited from the perspective of public policy, since 
there is no strategic direction under the form of clear, measurable objectives and 
milestones. From this approach, it is manageable to assume that not all the decisions 
transferred in policies are completed, and that the urban freight transport cannot 
be assessed due to lack of measurable indicators and timeframes. Moreover, other 
studies (Kin et al. 2017) propose testing the sustainability of the UFT through the
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perspective of megacities, and urbanization developments. The results of this partic-
ular research underline the necessity of implementing complete policies to address 
the value chain in its entirety. Consistently, a urban telematics system for monitoring, 
evaluating, controlling and improving the transport within a city was developed and 
tested by Comi ( 2018), with results demonstrating optimized planning and delivery 
operations, as smart tools intuitively upgrade the transport industry. 

Scholars have contributed to the field of freight transport by examining the output 
of different modes of transport, concluding that road transport particularly has a nega-
tive effect on the quality of the environment, while rail transport could be the answer 
to the ever-asked question. Nevertheless, the consistent inequalities between the 
simulation and the real-case scenario resurface under the form of railroad infrastruc-
ture, frequency of trains, delivery reliability, competition, holistic business models 
(Kumar and Anbanandam 2020). 

According to Centobelli et al. (2020), the adoption of green policies and green 
practices within the freight transport industry relies on four pillars that create the basis 
for the green index, namely sustainability leaders, information systems adopters, 
sustainability followers, and green practice adopters. Thus, there is a clear process 
for the implementation and development of environmental sustainability in the freight 
transport and logistics firms. The strategic leverage stems from few green practices 
and information systems’ adoption, which determines the growth stage, identified by 
the organizational and technological leverage (either many green practices and few 
information systems, or the reverse scenario), and followed by the maturity stage, 
also called the managerial leverage, where there is an equilibrium between the two 
debated elements of the perspective. The guideline created by Centobelli et al. (2020) 
could be proposed for the organizational adoption of greening policies and practices 
in the freight transport industry. 

Another aspect that would create a consistent effect on the emissions of the freight 
transport industry refers to the modes of propulsion for heavy-duty vehicles for road 
transport. A study from 2017 (Quiros et al. 2017) introduced the comparison between 
heavy-duty vehicles fueled by diesel, hybrid diesel, and natural gas, and their impact 
on the environment, in terms of CO2, CH4 and N2O emissions, on low-speed versus 
high-speed routes. The natural gas-based engines on the heavy-duty vehicles emitted 
15% lower CO2 levels than conventional diesel heavy-duty vehicles on highway 
routes, with 12% higher CO2 level emissions from CNG vehicles compared to diesel 
engine trucks when the loads weight was higher. Moreover, Ghandriz et al. (2020) 
worked on a model that employs battery electric heavy-duty vehicles (BEHVs) and 
automated driving systems (ADS), fueling the industry with the premises for signif-
icant cost-reductions, optimization of infrastructure and transport, and competitive-
ness of ADS and BEHVs render for longer travel ranges, without the necessity of 
human capital involvement (in driving tasks). Other studies (Mirhedayatian and Yan 
2018) experimented on the economic performance of electric vehicles (EVs) as an 
alternative to traditional road transport modes. Although the policies support the 
integration of the former in the business model of the freight transport firms, the total 
logistics cost on the firms increases, while the social welfare improves.
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Returning to the problematic of policy making and implementation, Le Pira et al. 
(2017) address the decision-making process through the perspective of the stake-
holders. Therefore, they propose a model for the integration of stakeholders’ input in 
the realization and implementation of urban freight transport policies, by assessing 
the behavioral knowledge on stakeholders, and the dynamic interaction within the 
decision-making processes, for the ultimate purpose of general acceptability of poli-
cies and consensus on building a stable framework for the UFT (Subanidja and 
Hadiwidjojo 2017). A study directed toward the impact assessment of freight trans-
port on a particular inland situation in Belgium (Merchan et al. 2019) proposed, 
under the methodology of the life cycle of negative impacts with effects on climate 
change, chemical produce on the ozone layer, and matter formation, a comparison 
between road and rail freight transport. Results have showcased that the environ-
mental impact is maximized when the road freight transport mode is employed, 
compared to the minimized effect when assessing the rail freight transport mode. 
There is also the discussion of planning the freight transport according to the city 
development strategy, by creating a comprehensive transport plan, with projects 
pertaining to the policy formulation, stakeholders’ opinion, ICT inclusion, and to 
the development of the city through the inclusion of UFT knowledge and practices 
(Kiba-Janiak 2017). The transport is considered part of the emerging knowledge 
intensive activities and a potential sector of integrating the newest technologies as 
well as job creator (Grigorescu et al. 2020). 

Across the literature there is a persistent highlight on the effect of the freight 
transport industry in regards to the quality of the breathable air, and adds on the 
perspective where supposed practices alongside public policies would determine 
diminishing negative effects of the former variable on the latter. This particular study 
builds on the statement extracted from various studies that particular combinations of 
modes of transport in the freight industry might determine higher or lower negative 
effects on the air quality. By examining the outliers within the European Union, where 
there is one particular mode of freight transport that generally covers the market, it is 
possible to observe the carbon emissions, GHG emissions, methane emissions, and 
other air pollutants resulted from the burnt fossil fuel due to diesel engines or other 
types of engines used within this economic sector. This research is meant to perform 
an analysis on the real negative effects different types of modes of transport in the 
freight industry have on the quality of breathable air within the European Union. 

3 Methodology 

Understanding relationships between different variables within the observable 
universe, in general, represents the underpinning of human civilization. It brings 
the knowledge one step further, and converges into learning on account of partic-
ular phenomena. The manipulation of the near or proxy environment is based on 
empirical observations or testing possible correlations, all primed by the theoretical 
background. Although some relationships can be easily observed and tested, some
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require analytical extraction, with the study of the possible/probable effect of regres-
sors on response variables. This type of analysis has the power of backwards tracking 
the impact of multiple variables, given the name regression analysis. The variables 
used in the test were listed in Table 1. 

As stated above, the EU countries considered for the study are the Netherlands, 
Latvia and Cyprus. The main reason for the choice related to this particular decision-
making process resides in a statistics’ graphic showing the main structures of freight 
transport modes across EU countries. There were a few countries (the Netherlands, 
Latvia, Cyprus, Malta and Romania) that stood out in terms of transport modes 
coverage. Since Malta had presented the same patterns as Cyprus, one of those two 
countries was randomly selected for the testing phase. Romania is a special case that 
will be further approached in future studies. 

The database was compiled from an annually updated data set downloaded from 
the World Bank, and was tested for different correlations between variables using 
STATA 13. The maximum number of observations under a particular variable was 
19, for the information tested referred to activities and stats consistent to the 2001– 
2019 timeline. The method used to test the dependent variables against the GDP 
per capita and the CO2 emissions was based on the work of Lv et al. (2019) which 
demonstrated an inverted U-shaped correlation between the carbon emissions from 
different transport modes and the GDP per capita (Figs. 1, 2 and 3). 

The main hypotheses of the study are unidirectional, and state that for each one 
of the countries selected the pollutant emissions from freight transport activities is 
not the main source of air pollution (1), and that the EU public policies for greening 
the freight transport industry have had a clear impact on the latter (2). Moreover, 
there is no clear understanding from the tests that a particular combination or lack 
of transport modes would imply a greener industry and less air pollution (3). 

4 Results 

Based on the Netherlands’ results on the linear regression analysis, it is estimated 
that the correlation between the CO2 emissions in metric ton per capita, and GDP 
per capita at current US value is supported at 95% significance level, showcasing 
an apparent negative connection, and supporting the statement of Lv et al. (2019) of  
an inverted U-shaped correlation between the carbon emissions from different trans-
port modes and the GDP per capita. According to the magnitude of the correlation 
between the two variables, any 1 metric ton drop in the CO2 emissions per capita will 
trigger a USD 0.00289 increase in the GDP per capita (current $). The t-statistic is 
calculated at−2.45, a value that reads out a typical significant test at 95% level. The 
p-value registered is 0.02, while the R-squared is 0.3, a high level for social sciences, 
measuring the goodness of fit of the model (Fig. 4). 

Moreover, from the examination of the relationship between the CO2 emissions 
(kt) and the quantity of goods transported through rail or air freight modes, there 
is no apparent influence of those two modes of freight transport and the emissions’
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Table 1 Description of variables used in the model 

Variable name Variable description 

Air transport, freight (million ton-km) Air freight is the volume of freight, express, and 
diplomatic bags carried on each flight stage 
(operation of an aircraft from takeoff to its next 
landing), measured in metric tons times 
kilometers traveled 

CO2 emissions (kt) Carbon dioxide emissions are those stemming 
from the burning of fossil fuels and the 
manufacture of cement. They include carbon 
dioxide produced during consumption of solid, 
liquid, and gas fuels and gas flaring 

CO2 emissions (metric tons per capita) 

CO2 emissions from transport (% of total 
fuel combustion) 

CO2 emissions from transport contains 
emissions from the combustion of fuel for all 
transport activity, regardless of the sector, except 
for international marine bunkers and 
international aviation. This includes domestic 
aviation, domestic navigation, road, rail and 
pipeline transport, and corresponds to IPCC 
Source/Sink Category 1 A 3 

Fossil fuel energy consumption (% of total) Fossil fuel comprises coal, oil, petroleum, and 
natural gas products 

GDP (current US$) GDP at purchaser’s prices is the sum of gross 
value added by all resident producers in the 
economy plus any product taxes and minus any 
subsidies not included in the value of the 
products. It is calculated without making 
deductions for depreciation of fabricated assets 
or for depletion and degradation of natural 
resources. Data are in current U.S. dollars. Dollar 
figures for GDP are converted from domestic 
currencies using single year official exchange 
rates. For a few countries where the official 
exchange rate does not reflect the rate effectively 
applied to actual foreign exchange transactions, 
an alternative conversion factor is used 

GDP per capita (current US$) GDP per capita is gross domestic product 
divided by midyear population. GDP is the sum 
of gross value added by all resident producers in 
the economy plus any product taxes and minus 
any subsidies not included in the value of the 
products. It is calculated without making 
deductions for depreciation of fabricated assets 
or for depletion and degradation of natural 
resources. Data are in current U.S. dollars

(continued)
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Table 1 (continued)

Variable name Variable description

GHG net emissions/removals by LUCF (Mt 
of CO2 equivalent) 

GHG net emissions/removals by LUCF refers to 
changes in atmospheric levels of all greenhouse 
gases attributable to forest and land-use change 
activities, including but not limited to (1) 
emissions and removals of CO2 from decreases 
or increases in biomass stocks due to forest 
management, logging, fuelwood collection, etc.; 
(2) conversion of existing forests and natural 
grasslands to other land uses; (3) removal of CO2 
from the abandonment of formerly managed 
lands (e.g. croplands and pastures); and (4) 
emissions and removals of CO2 in soil associated 
with land-use change and management. Data are 
in million metric tons 

Methane emissions (kt of CO2 equivalent) Methane emissions are those stemming from 
human activities such as agriculture and from 
industrial methane production 

Nitrous oxide emissions (thousand metric 
tons of CO2 equivalent) 

Nitrous oxide emissions are emissions from 
agricultural biomass burning, industrial 
activities, and livestock management 

PM2.5 air pollution, mean annual exposure 
(micrograms per cubic meter) 

Population-weighted exposure to ambient PM2.5 
pollution is defined as the average level of 
exposure of a nation’s population to 
concentrations of suspended particles measuring 
less than 2.5 microns in aerodynamic diameter, 
which are capable of penetrating deep into the 
respiratory tract and causing severe health 
damage. Exposure is calculated by weighting 
mean annual concentrations of PM2.5 by 
population in both urban and rural areas 

Pump price for diesel fuel (US$ per liter) Fuel prices refer to the pump prices of the most 
widely sold grade of diesel fuel. Prices have been 
converted from the local currency to U.S. dollars 

Railways, goods transported (million 
ton-km) 

Goods transported by railway are the volume of 
goods transported by railway, measured in metric 
tons times kilometers traveled 

Total greenhouse gas emissions (kt of CO2 
equivalent) 

Total greenhouse gas emissions in kt of CO2 
equivalent are composed of CO2 totals excluding 
short-cycle biomass burning (such as agricultural 
waste burning and savanna burning) but 
including other biomass burning (such as forest 
fires, post-burn decay, peat fires and decay of 
drained peatlands), all anthropogenic CH4 
sources, N2O sources and F-gases (HFCs, PFCs 
and SF6) 

Source World Bank Series Meta Data; (The World Bank 2021)



34 A. Grigorescu and A.-E. Ion

Fig. 1 Descriptive statistics–Cyprus (Source STATA compiling) 

Fig. 2 Descriptive statistics–Latvia (Source STATA compiling)

levels. Nevertheless, the correlation between the response variable CO2 emissions 
from transport (% of total fuel combustion) and the regressor – quantity of freight 
goods transported via railways, estimates a positive effect, with a magnitude of 0.06% 
increase in the CO2 emissions from transport for each 1 million ton/km of freight 
goods shipped via railways.
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Fig. 3 Descriptive statistics–the Netherlands (Source STATA compiling) 

Fig. 4 Scatterplot Matrix presenting the U-shaped distribution of the correlation between the CO2 
emissions (metric tons per capita) and the GDP per capita (current US$)–NL (Source STATA 
compiling)
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Fig. 5 Scatterplot Matrix presenting the linear correlation between the CO2 emissions from trans-
port (% of total fuel consumption) and the Railways, goods transported (million ton-km)–NL (Source 
STATA compiling) 

The methane emissions (kt of CO2 equivalent) are negatively correlated to the 
quantity of freight goods transported via air and railways in the Netherlands, demon-
strating that, at 95% significance level, other types of human activities determine the 
methane production, especially agricultural related activities (Fig. 5). 

The coefficients are considerably high compared to the case of CO2 emissions 
from transport, allowing for a conclusion around the idea that freight transport related 
activities are not solely and significantly responsible for the air pollution. Moreover, 
the model presented no correlation between the PM 2.5 air pollution, mean annual 
exposure (micrograms per cubic meter) and the quantity of freight goods transported 
via air and railways. At the same time, the tests showcased no correlation between 
the CO2 emissions from transport (% of total fuel combustion), and the regressors 
pump price for diesel fuel (US$ per liter) and fossil fuel energy consumption (% of 
total). 

The Netherlands transports its freight goods through the road infrastructure in 
proportion of 50%, inland waterways in proportion of 43%, and more than 6% of the 
goods are shipped via railways. The information from the World Bank database’ 
analysis does not underline to a correlation between the major freight transport 
mode–road haulage, and the levels of CO2 and other pollutants as a result of fossil 
fuel consumption. The public policy directed toward greening the European freight 
transport industry has, particularly for the Netherlands, contributed to a diminishing 
effect of the air pollution. Considering the geographical structure of the country, it 
is clear that the extensive usage of inland waterways will continue to develop within
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the freight transport industry, with a support activity from the road haulage for short-
distance trips. By testing the correlation between the total GHG emissions (kt of CO2 

equivalent) and the CO2 emissions from transport (% of total fuel combustion), the 
model underlines the negative relationship established among the two variables—an 
increase of 1 kt of GHG emissions determines a 0.00643% drop of CO2 emissions 
from transport (Fig. 6). 

The second country used in the study was Latvia for its freight transport structure, 
combining a carrier pattern of 76% haulage trips via railroad, and 24% via road. The 
correlation between the CO2 emission (metric tons per capita) and the GDP per capita 
(current US$) is a positive one, tested at 99% significance level, with a t-statistic of 
4.54, and a p-value of 0 (Figs. 7 and 8). 

The magnitude of the correlation is determined by the following effect: USD 1 
increase in the GDP per capita triggers a 0.00429 metric tons per capita increase in 
CO2 emissions. 

It is, comparably opposite to the case of the Netherlands, a typical formulation 
for an economy undergoing the development process. The U-shaped structure of 
the relationship CO2 emissions—GDP is not formed yet. Generally, the Latvian 
economy is based on activities that produce increasing amounts of CO2 emissions, 
calculated in metric tons per capita. 

The freight air transport (million ton-km) has a considerable effect on the CO2 

emissions (kt), as the air transport of 1-million-ton freight goods per km determines 
an increase of 4631.48 kt of CO2 emissions. The data was inconsistent with any clear

Fig. 6 Scatterplot Matrix showcasing the linear correlation between the CO2 emissions from trans-
port (% of total fuel combustion) and Total greenhouse gas emissions (kt of CO2 equivalent)–NL 
(Source STATA compiling
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Fig. 7 Scatterplot Matrix of the linear correlation between CO2 emissions (metric tons per capita) 
and the GDP per capita (current US$)–LV (Source STATA compiling) 

Fig. 8 Scatterplot Matrix of the linear correlation between GHG net emissions (Mt of CO2 equiv-
alent) and the CO2 emissions from transport (% of total fuel combustion)–LV (Source STATA 
compiling)
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result regarding the existence of any type of correlation between the CO2 emissions 
from transport (% of total fuel combustion) and the quantity of freight goods shipped 
via railroad. Therefore, it is not possible to allocate any type of pollutant observed in 
the breathable air to the transportation of freight goods via railroad. This finding is 
consistent with the direction of the public policy in the EU, advocating for a greener 
performance of the freight transport industry. The results of this study can conclude 
that an intermodal system, where the freight goods are transported via railroad in 
their majority on long distances, and via road haulage on short distances, is the 
best possible solution for a greener EU transport network. Moreover, the correlation 
between the GHG net emissions/removals by LUCF (Mt of CO2 equivalent) and the 
CO2 emissions from transport (% of total fuel combustion) is negative. The t-statistic 
is -11.08, and the p-value is 0, with a measurement of the overall fit of the model 
of 0.94. The magnitude of the effect can be translated into the following: any 1% 
increase in the CO2 emissions from transport (% of total fuel combustion) triggers 
a drop of 86.41 mt of GHG net emissions.

Therefore, the main polluter in this case is not the freight transport industry, a 
probable effect of the European public policy drafted and applied in the direction of 
more sustainable transport practices. 

The third case selected was represented by Cyprus, where the sole mode of freight 
transport is that performed on road. In terms of correlations between the CO2 emis-
sions (metric tons per capita) and the GDP per capita (current US$), no consistent 
pattern resulted from the model. The CO2 emissions (kt) in Cyprus are influenced 
by the quantity of freight goods transported by airways, as 1 extra million-ton-km 
of freight goods shipped via airways triggers an increase of 3218.95 kt of CO2. The  
t-statistic is 4.7, significant at 95% level, and the p-value is 0. The overall fit of the 
model is high, at 0.6119. When testing the correlations between the CO2 emissions 
from transport (% of total fuel combustion) and the pump price for diesel fuel (US$ 
per liter), the results showcased a positive relationship, due to the lack of freight 
transport modes/alternatives. As the pump price for diesel fuel increases by USD 1 
per liter, the CO2 emissions from transport (% of total fuel combustion) increases by 
225.25%. The t-statistic is 3.55, at 95% significance levels, with p-value 0.016, and 
with an overall fit of the model at 0.71 (Fig. 9). 

Moreover, the regression analysis has highlighted also the correlation between 
CO2 emissions from transport (% of total fuel combustion) and fossil fuel energy 
consumption (% of total), where any 1% increase in the latter determines a drop 
of 68.31% in the former, meaning that the air pollution with CO2 emissions is not 
only triggered by the freight transport industry. The effect is even more relevant 
when observing the influence of Nitrous Oxide emissions (thousand metric tons of 
CO2 equivalent) on the overall CO2 emissions (metric tons per capita). There is a 
significant amount of pollution relevant to the emissions from agricultural biomass 
burning, industrial activities, and livestock management (Fig. 10).
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Fig. 9 Scatterplot Matrix of the linear correlation between CO2 emissions from transport (% of total 
fuel combustion) and the pump price for diesel fuel (US$ per liter)–CY (Source STATA compiling) 

Fig. 10 Scatterplot Matrix of the linear correlation between CO2 emissions from transport (% of 
total fuel combustion) and the Fossil fuel energy consumption (% of total)–CY (Source STATA 
compiling)
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5 Discussion 

Different countries require different solutions for the transport of the freight goods. 
Moreover, some trips/journeys can be efficient only if the compatible mode(s) of 
transport is(are) used. In general, road freight transport is the get-to mode of trans-
port, due to its minimal costs, its speed of delivery, its maximum potential for 
loading/unloading, etc. For decades now, the European Commission, together with 
the European Parliament have worked on legislation that would ensure the effec-
tiveness, efficiency and sustainability of the freight transport industry within the 
community. Numerous attempts and actual directives have made their way into the 
completion of a green body of law, presenting alternatives with lower environmental 
impact, and positive contribution to the state of climate. Naturally, the highest levels 
of fossil fuel combustion are released by the diesel engines of heavy-duty road vehi-
cles, while the railroads and inland waterways presumably offer a more sustainable 
solution to the transport of freight goods. 

The current paper was built around the idea of testing out for European countries 
that do not abide to a general pattern in terms of freight transport structure of modes, 
and of understanding the impact or effects of the different modes of transport under 
the form of pollutant emissions. Moreover, it was the case of also putting together 
the puzzle pieces with regards to the overall economic situation of each country, by 
employing the usage of GDP in testing the phenomenon. 

The countries selected for the model were the Netherlands, Latvia and Cyprus. 
Each one of those countries has a specificity in terms of combination of modes of 
transport for freight goods. The Netherlands relies on road and inland waterways for 
transport, Latvia on railways, and Cyprus solely on road transport. It is also the ques-
tion of the potential for implementation of the public policies in the EU regarding 
the greening of the freight transport industry, since there are so many countries with 
their own particularities—geographical differences, political, social, economic and 
technological differences, etc. Efficient-based solutions that incorporate the sustain-
ability principle cannot be limited to effects that might be only specific to certain 
cases. 

The results of the regression analysis have disclosed some interesting points. 
Within the model, a series of variables have been tested, the majority being catego-
rized as pollutants-and emissions-related, such as CO2 emissions (kt), GHG emis-
sions (mt as CO2 equivalent), Methane emissions, Fossil fuel energy consumption, 
Total greenhouse gas emissions, Nitrous oxide emissions, PM 2.5 pollution, etc. 
Among the regressors there have been variables such as GDP per capita, Pump price 
for diesel fuel, railways goods (million tons-km), air freight goods (million tons-km), 
etc. 

The main hypotheses of the study are unidirectional, and state that for each one 
of the countries selected the pollutant emissions from freight transport activities is 
not the main source of air pollution (1), and that the EU public policies for greening 
the freight transport industry have had a clear impact on the latter (2). Moreover,
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there is no clear understanding from the tests that a particular combination or lack 
of transport modes would imply a greener industry and less air pollution (3). 

The main findings of the research have been consistent with the aspects disclosed 
in the next three paragraphs under the form of an elaborate discussion on the paper’s 
results. 

The Netherlands has a competitive and developed economic system, as the results 
of the testing have clearly underlined, and it is the case of one EU member state 
that implemented and worked on creating solutions as directed within the greening 
agenda for the freight transport industry, validating hypothesis 2. Here is an example 
of such a follow-up on the public policy, consistent with a showcase of drop in CO2 

emission levels with the growth and expansion of the GDP per capita indicator. More-
over, the correlation between CO2 emission levels and the quantity of freight goods 
transported via railways was not confirmed, validating hypothesis 1. There is a slight 
growth in CO2 emissions from transport activities, when the quantity of freight goods 
transported increases, but that is almost insignificant. When looking into the methane 
emission levels in rapport to the quantity of freight goods transported, it is clear that 
a significant level of pollution comes from different agricultural activities, livestock 
management, and other complementary activities, statement backed-up by the next 
result of the study, where the connection between the PM2.5 air pollution (mean 
annual exposure) and the quantity of freight goods transported was not confirmed, 
and hypothesis 3 was invalidated. Furthermore, any increase in the level of GHG 
emissions (coming also from the agricultural activities, livestock management and 
other complementary activities) determines a drop in the CO2 emission levels from 
transport. 

The results obtained for Latvia showed a developing economy, focused on using 
cost-effective modes of freight transport, without bypassing the EU green public 
policy, and, thus validating hypothesis 2. In this particular case, the highest pollution 
from transport is stemming from the airway mode of freight transport. There was no 
correlation between CO2 emissions from transport and the quantity of freight goods 
shipped via railroad, and, since their infrastructure depends in very high proportion 
on the railways freight transport, the first hypothesis was also validated. To back-
up that statement stands the negative correlation between the CO2 emissions from 
transport and the GHG emission levels. Thus, the results of the testing validated 
hypothesis 3. 

Cyprus was the country in the study that uses only road freight transport due to the 
state of infrastructure development. There was no particular connection between the 
economy’s indicator and the level of carbon emissions. The air freight goods transport 
mode is triggering increases in the CO2 emissions, but they are not significantly high. 
One interesting aspect disclosed by the results of the testing is based on one funda-
mental principle of economy. The monopoly of the road haulage market showcases a 
positive relationship between the CO2 emissions from transport and the pump price 
for diesel fuel, as there is no alternative to the freight goods transportation in Cyprus 
other than the road transport mode. Hypothesis 1 was validated, as any growth in the 
fossil fuel energy consumption determines drops in the CO2 emissions from trans-
port, underlining that the pollution is not solely coming from the freight transport
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industry, and that high pollution is stemming from agricultural activities, biomass 
burning, industrial activities, and livestock management. The other two hypotheses, 
2 and 3, could not be validated or invalidated in this particular case. 

6 Limitations and Conclusion 

The transport sector of the economy is a derived demand, and it basically becomes 
an intrinsic value-adding sector when its activities make that possible. That means, a 
shipment is continuously performed and provides a consistent return in the economy 
when it supports a manufacturing or service-based operation. In general, the freight 
transport sector is not perceived in its totality as a value-adding source for the 
economy, and mostly is regarded as a secondary system to sustain the three main 
industries of the global economy. Nevertheless, its revenues in the economy are not 
the only element to be considered, but also its secondary outputs, such as the carbon 
emissions and other types of air pollutants that it releases in the atmosphere causing 
damaging effects on the entire environment. 

The current research referred to the cases of Cyprus, the Netherlands and Latvia, 
and looked into their specificity in terms of freight transport systems. By assessing the 
outliers of the EU freight transport industry, as each of the three countries presents a 
significant coverage with a particular mode of transport, the paper disclosed important 
findings on the degree of air pollutants emissions from each mode of transport and 
their impact on the overall quality of air and, generally, on the environment. Although 
road transport haulage is considered the main polluter, when it is tested against air 
pollution, the results showcase a limited negative contribution on behalf of that mode 
of transport. This particularity was observed in the regression’s results obtained from 
assessing the case of Cyprus. Moreover, in Cyprus, it has been underlined that the 
air freight transport has the highest level of air pollutants emissions compared to any 
other mode of transport. The same results have been obtained in the case of Latvia. 
While both Cyprus and Latvia have showcased interesting results, the Netherlands’ 
outputs have been the most fascinating. The road haulage’s carbon emissions are 
insignificant within the quantum of GHG levels. Moreover, the emissions of methane 
as a result of agricultural activities have the highest output of pollutant emissions 
in the air, underlining, once again, that the freight transport industry, as a support 
value-adding sector of the economy, does not represent a significant air polluter. 
Another finding of the research is related to the connection between the PM2.5 air 
pollution (mean annual exposure) and the quantity of freight goods transported. This 
is a correlation that was not confirmed, turning the attention from the freight transport 
industry as a major air polluter to the main sectors of the economy, namely agriculture 
and manufacturing. 

Among the limitations of the paper can be added the fact that the model used a 
linear regression analysis instead of panel data analysis, that the number of countries 
in the study was small, the number of observations for each variable in the study 
were minimal, and also that some information/data could not be added to the study
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(there was no information on road freight goods, such as quantities, no information 
on the total number of km of highways in each country, no particular variable for the 
CO2 emissions from freight transport specific to each mode of transport, etc.). The 
study can be considered a first attempt into uncovering the basis of environmental 
sustainability, efficient freight transport practices, and a combination of the two 
former elements into a complete and clear business model. 
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Abstract Nowadays the talent shortage is at its highest level in many emerging 
economies from Europe, many employers reporting difficulties in filling their 
vacancies with high skilled and competent human resources. The main causes are 
related to talent migration, education-labor market mismatch, demographic ageing 
or disrupting technologies that are changing the nature of jobs. In this context, 
keeping high skilled employees in a good working condition should be a priority 
for employers. The purpose of this study is to investigate the individual work ability 
in the case of human resource (HR) professionals from Romania in order to detect 
at an early stage, work – related health problems and early retirement risks. We use 
the Work Ability Index (WAI), a well-established instrument for the assessment of 
the work capacity. The instrument contains seven dimensions and it was applied on 
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48 R. Ş. Igret, et al.

1 Introduction 

Employers around the world are facing important labor force challenges: a talent 
shortage, a high proportion of applicants that lack either hard or soft skills (Manpower 
2018), ageing population especially in the developed countries (Eurostat 2019). 
Besides these common issues, organizations doing business in Romania have to 
face even more workforce related problems like talent migration or a high rate of 
functional illiteracy among young people. 

The talent shortage is at its highest level. According to Manpower 2018 study, 
45% of the employers around the world are reporting difficulties in filling their 
vacancies, as they cannot find the necessary soft or hard skills on the labor market. 
The same study states that Romania occupies the second place in the world regarding 
the difficulty in filling positions, as 81% of the employers encounter difficulties in 
reaching candidates or even cannot find the right ones. We can find a lot of reasons 
why talent shortage is so high in our country. However, the most important ones are 
the ageing population, the high rate of migration, and the functional illiteracy rate 
among youths. 

Eurostat 2018 data report that almost one fifth of the total population of Europe 
(19.7%) are individuals aged 65 years or more and their share is projected to reach 
28.5% in 2050 or almost 150 million inhabitants. Besides that, the life expectancy 
at birth increased in many European countries, exceeding 80 years. In Romania, 3.5 
million persons were aged 65 years or more in 2018, which represents more than 
18% of the total population of the country. The life expectancy also has registered 
a positive trend from 73.7 years in 2009 to 75.3 years in 2017. Moreover, by 2050, 
individuals aged 55 years or older are projected to account for almost 45% of the 
total population in Romania. 

Besides the ageing population, the emigration rate in Romania increased dramat-
ically over the last 10 years. According to UN International Migration Reports, it 
is estimated that more than 3.5 million Romanians have emigrated in more devel-
oped countries, especially in Italy, Spain, Germany and United Kingdom. A recent 
OECD report (OECD 2019) states that in 2016, Romania was the second country 
in the world after China with respect to the magnitude of immigration flows to 
OECD countries. Moreover, the OECD data show that almost two-thirds of Roma-
nian emigrants between 2004 and 2016 were under 30 years old and more than a half 
had a high or medium level of education. 

Another very important concern regarding the Romanian labor market is the high 
proportion of functional illiteracy among youth. According to PISA 2015 tests, more 
than a third of young people in our country are unable to understand core school 
subjects of science, reading or mathematics (OECD 2018). This fact has long term 
consequences. The young generation will enter soon the labor market being unable to 
perform jobs that require high soft or hard skills. The challenges are even higher in the 
context of SARS-CoV-2 (COVID–19) pandemic and the necessity of teleworking. 

This paper aims at investigating the individual work ability of a sample of human 
resource professionals from Romania using the tool Work Ability Index, which
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was initially developed in Finland and afterwards applied in several other coun-
tries (Bridger 2018). In the next sections of the paper it is presented a brief literature 
review, followed by the methodology of the research and the results of the survey, 
presented according to various categories of respondents and variables. The paper 
ends with a section of conclusions, which summarizes the main outcomes of the 
study and provides future directions for research. 

2 Literature Review 

As mentioned in the Introduction, some of the major challenges related to the labor 
market refer to ageing population in Europe, lack of skills of young graduates, 
mismatch education-labor market. On the top of that Romania faces also high migra-
tion figures and youth illiteracy. All these workforce features and challenges create 
the need to think about solutions to persuade people work longer, be active and willing 
to perform. Increasing workers’ sustainable employment brings advantages for both 
companies and individuals: companies benefit from the experienced and high skilled 
workers and individuals obtain a higher income, as most of the retirement pensions 
in Romania cannot cover current expenses. 

Worker demographics can hardly change (Rothmore and Gray 2019), so besides 
national strategies to encourage late retirement, companies need to define actions 
to maintain the work ability of their employees as long as possible. Working for a 
longer period means also prolonging the exposure to work hazards and risks as the 
work capacity is also declining with age. Safety at work should be a high priority of 
our country as Romania registered the highest number of fatal accidents per 100 000 
employees among the EU Member States (5.56 fatal accidents per 100 000 persons 
employed) (Eurostat 2018). 

Work ability is defined as a relationship between an individual’s physical and 
mental functioning capacity and the work requirements (Juszczyk et al. 2019), a 
person’s potential to manage the working tasks, considering her/his health, working 
conditions and mental capability (Ilmarinen and Lehtinen 2004). The balance model 
of work ability considers the person’s work demands and the individual’s resources to 
cope with these requirements (Freyer et al. 2018). A good work ability is related to the 
ability of an individual to perform any type of work that can be valued (Belevska et al. 
2019). Work ability index (WAI) is a tool universally used to record the work ability 
of an individual (Ilmarinen 2009; van den Berg et al. 2009) and a lot of research has 
been conducted using this instrument. Its validity and reliability has been researched 
within many studies with positive results (Freyer et al. 2018; Kaewboonchoo and 
Ratanasiripong 2015; Geissler et al. 2005; Kujala et al. 2005). 

Several recent studies reported relevant associations between a range of work-
place risks and hazards and the work ability scores of the employees. Rothmore 
and Gray (2019) state a direct association between reduced WAI scores and phys-
ical and psychosocial risk factors like: working with arms above shoulders, pushing
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and pulling with force, equipment, workstations, work–life balance, managers’ atti-
tude to health and safety, facilities for breaks, learning opportunities, consultation, 
flexibility, stress or unnecessary work. Furthermore, studies reviewing the effects 
of work-related and individual factors on WAI reported a decreased work ability 
index with older age, especially in the case of women (Monteiro et al. 2006) and a 
lower WAI associated with hard life situation outside work, raising children or low 
self-confidence (Van den Berg et al. 2009). The characteristics of work such as possi-
bilities to control one’s work and workload, work ergonomics and management also 
influence WAI scores (Pohjonen, 2001). WAI is also a practical tool in predicting 
sickness absence among young employees (Ohta et al. 2017; Reeuwijk et al. 2015). 
Research conducted on Dutch financial office workers conclude that WAI can fairly 
well identify officers at risk for prolonged sickness absence from workers with low 
or without absence (Reeuwijk et al. 2015). A high work ability is associated with 
higher performance at work, improved well–being and motivation among employees 
and decreasing the likelihood of early retirement (Juszczyk et al. 2019). Thus, we 
consider it important for the HR professional bodies and companies doing business 
in Romania and worldwide to evaluate the HR professionals’ WAI levels in order to 
develop measures to improve the work ability and identify health and early retirement 
risks. 

The purpose of this study is to use the WAI (Work Ability Index) instrument 
to investigate the individual work ability of a sample of young human resource 
professionals (HR professionals) from Romania in order to detect at an early stage, 
work–related health problems and early retirement risks. Although the HR profession 
requires mostly mental work and it is, most of the time, a pleasant and rewarding 
activity, many tasks and responsibilities might determine physical and psychological 
diseases. The profession challenges are very high, imposed by new realities in the 
labour market: upheavals in jobs and organizations, the scarcity of talented people, 
very mobile workers, the remote working or disrupting technology. However, we 
assumed from the very beginning that the work ability of young professionals is 
high enough. What is important in the study is to discover the main factors that are 
influencing a decrease in work ability and propose solutions to counteract them. 

3 Methodology 

In this research we used a cross-sectional study design and descriptive statistics in 
order to investigate the work ability of a sample of Romanian HR professionals. 
The respondent subjects were young full time employees between 20 and 49 years 
old, participating in a human resource management master programme and HR 
professionals actively involved in HR social media hubs from Romania. 

The tool of research was the English version of WAI (Work Ability Index) instru-
ment, developed by the Finland Institute of Occupational Health Research (Ilmarinen 
2009; Tuomi et al. 1998) and routinely applied for the assessment of work ability 
of employees (Freyer et al. 2018; Ohta et al.  2017; El Fassi et al. 2013; Karttunen
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Table 1 WAI dimensions and range of scores 

Dimension Range of scores 

i. Current work ability compared with lifetime best 1–10 points 

ii. Work ability in relation to the demands of the job(a) 2–10 points 

iii. Number of current diseases diagnosed by a physician(b) 1–5 or 7 points 

iv. Estimated work impairment due to diseases 1–6 points 

v. Sick leave during the past year (12 months) 1–5 points 

vi. Own prognosis of work ability 2 years from now 1, 4 or 7 points 

vii. Mental resources 1–4 points 

(a) work ability is assessed in relation with both mental and physical demands of the job 
(b) a list of 51 diseases 
Source Tuomi et al.  1998 

and Rautiainen 2009; van den Berg et al. 2009). The questionnaire also contains 
additional questions about demographic characteristics, the field of activity and size 
of the company. 

WAI tool involves a questionnaire to conduct a self-assessment and is based on the 
assumption of a single factor underlying the construct of work ability (Freyer et al. 
2018). WAI consists in a seven dimensions self-assessment related to (i) current work 
ability compared with lifetime best, (ii) work ability in relation with job demands, 
(iii) reported diseases diagnosed by a physician, (iv) estimated work impairment due 
to diseases, (v) sick absence over the past 12 months, (vi) self-prognosis of work 
ability 2 years from now and (vii) mental resources. The individual’s work ability is 
calculated by summing up the scores of these seven dimensions and ranges from 7 
to 49 points. According to the manual, the higher the value, the better work ability 
has the evaluated employee. The results are classified into four categories or levels: 
poor (7–27), moderate (28–36), good (37–43) and excellent (44–49) (Table 1). 

The questionnaire, developed in Google Docs, was administered via e-mail to HR 
master students and shared on 3 h hubs. The participation was voluntary and the data 
strictly confidential. After 3 months, a total number of 81 valid questionnaires was 
received and analyzed. About 65% (53 respondents) were HR master students and 
practitioners and 35% (28 respondents) were other professionals from the field. The 
data obtained was processed using R statistical software. Descriptive statistics were 
used to analyze the demographic characteristics of the sample and the WAI final 
score and dimensions. 

4 Results and Discussions 

In this section there are presented the main results of the research.
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Table 2 Characteristics of the sample (N = 81) 
Variables n (%)  

Gender 

Male 18 (22.2%) 

Female 63(77.8%) 

Prefer not to say 0 (0%)  

Age 

20–29 52 (64.2%) 

30–39 21 (26%) 

40–49 8 (9.8%) 

Education 

University degree 41 (50,6%) 

Master degree 34 (42%) 

Phd. Degree 6 (7.4%) 

Type of organisation (number of employees) 

Under 9 employees 6 (7.4%) 

Between 10 and 49 employee 25 (30.9%) 

Between 50 and 249 employees 9 (11.1%) 

More than 250 employees 41 (50.6%) 

Source Authors’ own illustration 

4.1 Demographics 

A total number of 81 h professionals completed the WAI questionnaire. Most of 
the participants were female (77.8%) and 22.2% male. The high percent of female 
respondents is explained by the high number of women involved in HR activities. 
About 65% of the participants were 20–29 years of age, 26% were 30–39 years old 
and 9.8% were aged between 40–49 years. All of the persons involved in the study 
had a university degree. Regarding the size of the organizations the respondents were 
working in, more than a half were big size companies, with more than 250 employees 
(50.6%), the rest of them being SMEs (small and medium sized enterprises). A 
summary of the characteristics of the sample is provided in Table 2. 

4.2 Work Ability Index Results 

The work ability index (WAI) mean score was 40.8, higher for female HR specialists 
(41.2) (SD = 4.62) than for males (39.6) (SD = 6.45). We used Shapiro–Wilk’s test 
to verify the normality of the data. From the output, the p-value > 0.05 implies that 
the distribution of the data are not significantly different from normal distribution.
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A high percent of the respondents had a good (48%) and excellent (33.3%) work 
ability. We expected a high rate of good work ability, as the respondents were young 
people. Moreover, these results are in line with other research studies conducted on 
work ability (Kaewboonchoo and Ratanasiripong 2015; Karttunen and Rautiainen 
2009). However, more than 18% of the HR professionals had a moderate and poor 
work ability. The percent is not very high, still, a moderate work ability means that the 
employee is struggling to cope with daily tasks and in order to restore work ability, 
immediate measures need to be taken (Kloimuller et al. 2000). One might consider 
that employees performing mostly mental work (as HR professionals do) should 
have higher WAI scores. Still, research conducted in the work ability index states 
that five out of seven studies analyzing WAI scores reported a positive association 
between high mental work demands and poor WAI scores (van den Berg et al. 2009). 
Moreover, we must state that the pandemic (COVID-19) brought a lot of challenges 
for the HR departments and a high amount of mental stress. Employees with poor 
work ability might perform less, be demotivated and disengaged or even take time 
off sick (Fig. 1 and Table 3). 

Taking into consideration the fact that the respondents are young employees, the 
age group does not significantly correlate with WAI scores. However, analyzing the 
descriptive statistics we can observe a slight decrease in the WAI mean for older 
female respondents. Further research needs to be done for more accurate results 
(Table 4). 

Examining the results of the seven items of the work ability index, we can observe 
several characteristics of our respondents. 

Analysing the first item of WAI index, current work ability compared to the 
lifetime best, we can see that respondents consider, on a scale from 0 to 10 (0 = 
unable to work, 10= best work ability ever) to have an average of 8.46 work ability. 
The average is higher for women respondents (8.71) compared to male respondents 
(7.56). Moreover, there is a positive correlation between this item and the work ability 
index score (r = 0.62), higher for males (r = 0.77) than for females (r = 0.53). 

The second dimension of WAI refers to the work ability in relation to the demands 
of the job. This dimension comprises 2 items, first referring to the physical demands 
and the second referring to the mental demands of the job. In this study we assumed 
that the HR profession is both physically and mentally demanding, so we didn’t

Fig. 1 Work ability index by levels and gender. Source Authors’ own illustration
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Table 3 Work ability index (WAI) by gender 

Female Male Total 

WAI Mean 41.2 39.6 40.8 

Median 41 40.5 41 

Standard deviation 4.62 6.45 5.08 

Min–Max 30–49 25–49 25–49 

Work ability index (WAI) levels Poor (7–27) 

n 0 1 1 

% 0 5.6 1.3 

Moderate (28–36) 

n 11 3 14 

% 17.5 16.7 17.3 

Good (37–43) 

n 31 8 39 

% 49.2 44.4 48.1 

Excellent (44–49) 

n 21 6 27 

% 33.3 33.3 33.3 

Total 

n 63 18 81 

% 100 100 100 

Source Authors’ own illustration 

Table 4 Work ability index (WAI) by gender and age group 

Age group 

20–29 30–39 40–49 

Females n = 63 40 16 7 

Mean 41.8 40.6 39.1 

SD 4.43 5.42 3.34 

Min 33 30 36 

Max 49 49 45 

Males n = 18 12 5 1 

Mean 39.8 42.2 25 

SD 5.72 4.97 NA 

Min 30 37 25 

Max 48 49 25 

Source Authors’ own illustration
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weigh the responses. The average of work ability respondents in relation with their 
job demands is 8.38, with a 1.48 standard deviation. This dimension has a positive 
correlation with the total WAI index (r = 0.73) (Table 5).

A very relevant dimension related to work ability is the third item contained in 
the index, respective, the reported diseases or injuries diagnosed by a physician. The 
questionnaire addresses 51 types of diseases/injuries organized through 14 main cate-
gories (e.g. injuries from accidents, musculoskeletal diseases, respiratory diseases, 
etc.). The scoring of the responses is done according to a very simple methodology 
(for at least 5 diagnosed diseases declared = 1 point, 4 diseases= 2 points, 3 diseases 
= 3 points, 2 diseases = 4 points, 1 disease = 5 points, no disease = 7 points). The 
average of responses was 4.73 with a 2.15 standard deviation, with a slight difference 
between women (mean = 4.76) and men (mean = 4.61). According to the results, 
60.5% of the respondents declare they have at least one disease/injury diagnosed by 
a physician. Taking into account the low age of the respondents, it is a significant 
result in the context of work ability, with possible future negative consequences over 
the ability to work. Most of the diseases are related to musculoskeletal disorders (37), 
respiratory diseases (20), digestive diseases (17), injuries form accidents (12) or skin 
disease. There is a positive correlation between this item and the final work ability 
index score (r = 0.53), higher for female respondents (r = 0.61) than for males (r = 
0.33). 

Although it is very important for an employer to know at least some relevant 
information about the general health of their employees (information that is shared 
by the employee and is not considered too personal), even more important is to 
understand how a disease/injury might impair their employees’ work. On a scale from 
1 (entirely unable to work) to 6 (no hindrance to work), the respondents registered 
an average of 5.11 with a 1.04 standard deviation, higher for females than for men. 
It is an important result as it states that, although more than 60% of the employees 
declare they have a disease, they don’t consider it to be an impairment to their current 
work. The correlation between this item and the final work ability score is positive 
(r = 0.67) higher for males (r = 0.80) than for females (r = 0.60). 

The 5th item of the index deals with the number of whole days an employee 
has been off work because of health problems during the past 12 months. 69% of 
the respondents did not take days off work because of health problems, which is a 
positive thing. 

Regarding the self-prognosis of work ability 2 years from now, the respondents 
were asked to declare if they believed in their ability to do their current job two 
years from the moment they had responded. They received three options to score: 1 
(unlikely), 4 (not certain) and 7 (relatively certain). More than 80% of the respondents 
were relatively certain that they can continue their work, 12.4% were not certain and 
only one respondent declared that it was unlikely to be able to do his current job. 

The last item named mental resources addresses the general opinion of the 
employees regarding their life in general, both during work and leisure time. They 
were asked if they had enjoyed regular daily activities, if they had felt hope for the 
future and if they had been active and alert. The score ranges from 1 to 4. The average 
of responses was 3.41 with a 0.75 standard deviation, meaning that most of them felt
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Table 6 Work ability index items. Descriptive statistics 

WAI seven items Mean (SD) Female mean (SD) Male mean (SD) Range 

Current work ability 8.46 (1.56) 8.71 (1.30) 7.56 (2.04) 0–10 

Work ability in relation to 
the demands of the job 

8.38 (1.48) 8.38 (1.31) 8.39 (2.00) 2–10 

Reported diseases 
diagnosed by a physician 

4.73 (2.15) 4.76 (2.20) 4.61 (2.00) 1–5, 7 

Estimated work 
impairment due to diseases 

5.11(1.04) 5.21 (0.97) 4.78 (1.22) 1–6 

Sick leave 4.56 (0.77) 4.57 (0.66) 4.5 (1.10) 1–5 

Self-prognosis of work 
ability 2 years from now 

6.19 (1.78) 6.19 (1.72) 6.17 (2.01) 1, 4 or 7 

Mental resources 3.41 (0.75) 3.35 (0.72) 3.61 (0.85) 1–4 

Source Authors’ own illustration 

they had enough mental resources to continue their daily activities. Still, 11 out of 
81 respondents registered scores below 3, which means that they were not especially 
happy about their recent activities and the hope for a better future was low (Table 6).

5 Conclusion 

Considering the challenges existing on the European labor market such as aging 
population, mismatch between skills and competences developed in schools and 
universities and the ones required on the labor market and talent shortage, comple-
mented by the issues existing at national level in Romania, such as a high emigration 
rate and functional illiteracy as shown by PISA studies, we consider that it is highly 
important for companies as well as for authorities in charge with policies related to 
demography and labor market to assess the work ability of different occupational 
groups. The assessment of the future ability to perform a certain type of work and the 
chances of being unable to perform the current job should also have a preventive role. 
The results obtained could be used in order to develop and implement policies and 
measures both at macroeconomic but also at organizational level in order to diminish 
the chances of prolonged sickness absence from work, early retirement due to health 
problems and reduced performance at the job. 

The present paper aims at assessing the work ability of professionals from the 
HR field using a well-established instrument, WAI, initially developed by Finnish 
researchers and subsequently successfully tested in other countries. The results reveal 
a mean score of 40.8 which falls in the category Good (37–43 points). However, 
considering the individual scores, almost 20% of the respondents are in the category 
poor and moderate. This prompts for immediate action from the employers in order 
to restore the work ability of the employees and avoid law performance, medical
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leaves and even early retirement. Analyzing the descriptive statistics resulting from 
the present study we can observe a slight decrease in the WAI mean for older female 
respondents, which is in line with the results obtained in other comparative studies 
on international level (Monteiro et al. 2006) using the same tool, WAI. 

As far as we know by researching the academic literature, no further studies 
deploying the WAI have been conducted so far in Romania. Considering the fragile 
situation on the Romanian labor market as well as the challenges faced by both 
health and pension systems, further studies deploying WAI, as a reliable and well-
established tool, can be conducted. One of the main limitations of the present research 
consists in the fact that it was performed on a single category of employees, namely 
HR professionals. Another limitation refers to the relative homogeneity of the respon-
dents related to the age distribution (most of them are young persons, below 40). In 
a next stage, authors aim at extending the research to other professional groups, 
including persons which perform physical work. Also, a more heterogeneous group 
of respondents from the perspective of their demographics is targeted. A further ques-
tionnaire which contains questions related to the private/personal situation/status of 
the respondents could be distributed together with the WAI form and some relevant 
correlations between WAI and these variables could be inferred. 
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The Impact of Digitalization 
in Romanian Automotive Industry 
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Abstract Nowadays, digitalization is as important as innovation for the good well 
of the economy. In different industries, robots of different categories have taken over 
almost entirely the production process from humans. In this way the production 
was increased and the final cost decreased. In all day practice we can find difference 
between digitization, digitalization and digital transformation, so we will explore 
this area in the theoretical part of the paper. Also, we refer to industry 4.0 that 
describes the trend toward automatization and data exchange in technologies and 
manufacturing process. In the practical part of the paper, the purpose was to determine 
the impact of digitalization on a Romanian company, Automotive Dacia. Because 
of the lack of information about the company, we will consider fixed assets as the 
investment in modernization and digitalization. We will develop a linear regression 
model having as dependent variable the profit and independent variable the fixed 
assets and employees. We saw the direct impact of fixed assets on profit and the 
negative impact of employees. As we expected, the production increased using the 
new technology even if the initial cost to implement these new technologies for 
the company was significant. The limitation of our study is given by the lack of 
transparency of the company but in the future, we intend to find more data and 
expand the study in another paper. 
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1 Introduction 

Digitalization is today almost as popular as innovation for companies. Digitalization 
promises many opportunities and benefits: from process optimizations to productivity 
increases and cost reductions. Also, people and them behaviors change from a day to 
another. In this case digital natives prefer and demand a different kind of experience. 
In the context of pandemic, companies need to meet their customers’ needs as easily 
as possible, and also the physical interaction to be limited. As we expected, there 
are companies that does not succeed in digitize their own processes and services. It 
seems that about 70% of digital transformation processes fail. So, the manager has 
to work with experts in the field, allocate the necessary budget and to be patient if 
he wants to succeed with digitization of the company. 

2 Literature Review 

According to Digital Economy and Society Index (DESI), in 2020 Romania was 
on 26th place from all European Union Member States. Especially in urban areas, 
Romania has a good connectivity dimension because of high-speed broadband and 
high-capacity fixed networks. Our country was on the 5th place in European Union 
for high-speed broadband services, 49% of homes have this kind of subscription. The 
digitalization of the Romanian economy lagged behind due to the lack of people’s 
digital skills. In terms of ICT graduates, Romania occupies the 5th place, with 5.6% 
of all graduates (in European union the average was 3.6%). In terms of using internet 
services and digitalization of public services, Romania occupies the last place among 
European Union Member States (European Commission 2019). 

In 2020, for Connectivity Romania ranked 11th in EU with a score of 56.2 (EU 
average was 50.1). Another element of DESI is human capital; for this one Romania 
ranked 27th in EU with a score of 33.2 (EU average was 49.3). In terms of using 
internet services, Romania ranked 28th in EU with a score of 35.9 (EU average was 
58). For integration of digital technology Romania ranked 27 in EU with a score of 
24.9 (EU average was 41.4). the last indicator of DESI, public digital services ranked 
Romania 28th in EU with a score of 48.4 (EU score was 72), (European Commission 
2019). 

New technologies are making more and more difference in the global economy, so 
it is very important for Romania to use new economic models, robots, digitalization 
and mechanization. Without a substantial investment in technology, Romania we will 
not cope the fourth industrial revolution and so, the Romanian economy will not be 
competitive at European and also global level (Curierul National 2019). 

In term of competitiveness, the elements that will make more and more difference 
will be determine by using robotics, automating processes, optimizing production 
flows with dedicated software and AI. A good example for our country is the auto-
motive industry. While big automotive companies are launching electric cars and
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uses robots to build them, Romanian companies build cars with internal combustion 
engines and use the classic production process. If Romanian investors doesn’t want 
to miss the global race for competitiveness, they should focus on new technologies 
(Curierul National 2019). 

In this paper we will discuss about the digitalization within the company Auto-
motive Dacia, one of the most important automotive companies from Romania. We 
will see in the paper the differences between digitization, digitalization and digital 
transformation. Also, we will talk about industrial revolution 4.0 and its effect on 
global economy. The paper end with the analysis of data about Automotive Dacia, 
a Romanian automotive factory which is in full development and digital modern-
ization. Developing an econometrical analysis by constructing a linear regression 
model, we will see which is the impact of fixed assets on digitalization of Automo-
tive Dacia. Data used in this model correspond only to the factory from Mioveni of 
Automotive Dacia. 

The first industrial revolution took place in period 1760–1840 and is called 
Industry 1.0. In this period manufacturing evolved from work executed by people and 
animals to work performed by people that use mechanisms put in place by the power 
of water. Period 1870–1914 took place the second industrial revolution, Industry 2.0, 
also known as technological revolution. The appearance and expansion of railway 
and telegraph permitted people and thought to move faster. Another emblematic 
element for this period was the electricity that permitted people to build modern 
factories. The end of twentieth century was marked by the appearance of and so 
the digital revolution; we deal with another industrial revolution called Industry 3.0. 
Up to this moment, the last industrial revolution is Industry 4.0. new technologies 
and manufacturing processes that include artificial intelligence will be developed 
(Greensoft 2019). 

European Commission said in 2016 that industry 4.0 and digitalization are the 
way to be followed. Those two affect business models and the entire context in which 
business operate today. The existence of a common goal among all stakeholders are 
issues extremely important: in addition to enterprises, they concern the social partners 
at all levels, academia, research, regional and local public actors, the education sector 
and consumers (Van Iersel et al. 2016). 

When we talk about digital technologies, we think about various disciplines 
including those relating to management, technology, information systems studies 
and so on. 

The wide variety of technologies and tools that can be used that mainly concern the 
internet, ecommerce, social media, big data, cloud computing, the internet of things 
(IoT), advanced automation, artificial intelligence and machine learning determine 
different definitions for digitization, digitalization and digital transformation. Also, 
there are cases when the terms digitization and digital transformation are used as 
synonyms. (OECD 2016; Kotarba 2017; Rachinger et al. 2019; Ulas  2019). 

Digitization indicates the process of converting or encoding information from 
analog into digital form so that it can be managed by computers (Dougherty and 
Dunne 2012; Loebbecke and Picot 2015; Li et al.  2016; Sebastian et al. 2017). Also, 
by digitization can be understood the integration of information technology (IT) in
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existing activities of the company or the development of resources through IT (Lai 
et al. 2010; Vendrell-Herrero et al. 2017; Rubino et al. 2020). 

Digitalization refers to the use of IT or digital technologies with the aim to change 
existing business processes (Li et al. 2016). Digitalization and digitization have 
a point where they have a boarder concept, the implementation phase of digital 
technologies within the companies in order to optimize existing processes or improve 
their coordination (Pagani and Pardo 2017; Verhoef et al. 2019). 

Digital transformation concerns the implementation of the process of technolog-
ical transformation. It identifies a new way of rethinking the company, a profound 
change necessary to take full advantage of the opportunities that arise from the mix 
of technologies to layout. Digital transformation impacts the entire company and 
its management methods (Amit and Zott 2001) by going beyond the simple digiti-
zation that is configured through the modification of processes and organizational 
activities. Therefore, companies are required to implement a digital transformation 
process, that is a change in the business development logic (Li et al. 2018) or in the  
value creation process (Gölzer and Fritzsche 2017; Rubino et al. 2020). 

At International Atomic Energy Agency, we can find the following classification 
and definitions: Digitization means to create a digital representation for physical 
objects or characteristics; Digitalization means to establish or to improve the process 
by leveraging digital technologies and digitized data; Digital transformation repre-
sents the business transformation enabled by digitalization. If we construct a pyramid 
using these three concepts, at the basis will be digitization, above digitalization and, 
on the top, digital transformation. (Gupta 2020). 

3 Short History of Automotive Dacia Company 

Automotive Dacia is a Romanian company founded in 1966 at Mioveni. From 1999 is 
part of Renault Group. In 2011 Dacia opened a new branch in Samoca, Maroc. In 2012 
a new branch is opened in Maroc at Tangier. Also, Dacia has branches in Russia, Iran, 
Irak, Algeria and India. Through its attractive, qualitative and good prices models 
Dacia gained customers from 44 countries (www.grouprenault.ro). Dacia is the most 
important economic and commercial ambassador, the percent from GDP determined 
by the company being around 3% (Munteanu 2018). 

The modernization-automation process of Dacia company is a long one. In 2014 
Dacia had only one robot used in the manufacturing process and in 2019 had over 800 
robots. So, if in 2015 only 5% of the production line was robotized in the next years it 
reached at 20%. These automations have targeted and continue to target demanding 
stations where operators are forced to handle larger parts involving awkward, difficult 
and ergonomically tiring movements. The modernization will impact the number of 
workers. As part of the production processes will be taken over by the robots, there 
will be a reduction of staff in the respective sections. As in the past, this reduction will 
be based on volunteering by offering compensatory packages, tempting especially for

http://www.grouprenault.ro
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those that are close to retirement age. At the same time, there will be a redistribution 
of staff to other departments (Autotestmagazin 2015). 

Dacia brand sales have doubled in the last eight years and reached a total of 736,570 
vehicles in 2019, up 5% from the previous year and rising faster to the threshold 
of 1 million units, which should exceed in the following years, with the increase 
of production capacities in Mioveni, Tangier and Casablanca. The Romanian plant 
produced almost 350,000 units in 2019. At European level, taking into account the EU 
and the EFTA states (Iceland, Norway, Liechtenstein, Switzerland), Dacia occupies 
the 13th place in the ranking of best-selling brands with 581,543 cars sold. France 
remains the market where Dacia sells the most cars, with over 140,500 vehicles 
delivered, but down 1% compared to 2018. In second place rose strongly Italy, 
with almost 88,500 units, up 33% year on year previous. Turkey scored the largest 
decline, at 33% to 20,000 units. On a Romanian market, Dacia ended 2019 with sales 
increasing by 1.5% compared to the previous year to almost 55,463 vehicles. On the 
other hand, Dacia car registrations rose by 36% last year to 50,311 units (Group 
Renault 2019). 

4 Digitalization in Automotive Industry 

With 28% of all industrial robots, we can say that the automotive industry is the 
most important consumer in this area. In 2017 and 2018 there were registered an 
ascendent trend and the highest value of 125,581 units in 2018. The demand for 
robots from automotive industry decreased in 2019 by 16% reaching at 105,379 
units. Globally the production of vehicle declined in 2018 and 2019. The new trend 
in the automotive industry is given by electric engines which will take place to the 
internal combustion engines. The decreasing demand will determine some problems 
in reaching the need for capacity expansion to reach this new goal. From 2014 to 
2019, the robot installations in the automotive industry increased with an average of 
2% every year (CAGR). The economic crisis from 2008–2009 determined a restruc-
turation in car manufacturers business. The automotive industry has recovered after 
2010 and the investments in production modernization have determined the request 
for robots (Guerry et al. 2020). 

European automotive production was in a continuous growing in period 2008– 
2019. Passengers car production (Fig. 1a) and commercial car production (Fig. 1b) 
registered a similar trend; in Fig. 1a negative fluctuation in 2009, 2012 and 2019. 

European countries that have the highest density of robots in manufacturing 
industry in 2019, according to International Federation of Robotics (Guerry et al. 
2020), are: Germany (346), Sweden (274), Denmark (243), Belgium (214), Italy 
(212), Netherlands (194), Spain (191), Austria (189), France (177), Switzerland 
(161) and Finland (149). The operational stock of robots registered an ascendent 
trend in period 2017–2019 (almost 762,000 in 2017, 847,000 In 2018 and 923,000 
in 2019).
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(b)(a) 

Fig. 1 Passenger (a) and commercial (b) car production in EU, 2008–2019. Source European 
Automobile Manufacturers’ Association 

After the annus horribilis in which there was the sharpest decline ever in car sales in 
the European Union, due to the pandemic, the European Automobile Manufacturers’ 
Association (ACEA) predicts that the 2021 will mark a first step on the road to 
recovery, with an increase in sales of around 10% compared to 2020 (Quinfinanza 
2021). The Covid-19 crisis is expected to continue in the first quarter of 2021, but the 
auto market expects to recover in the second half of the year, thanks to the progress 
of vaccination programs. The EU car market fell by 23.7%, dropping to 9.9 million 
units in 2020. A drop of three million cars compared to 2019. 

Right now, it is more important than ever to work hand in hand with EU policy 
makers to ensure the European automotive industry’s competitiveness on the world 
stage. Producers fear that the future Euro 7 standard, in preparation by the European 
Commission, will mark the end of diesel and gasoline engines. So, decarboniza-
tion, with the digitalization, is also changing the nature of the technologies and 
components of future vehicles. Moreover, the market for electric and hybrid plug-in 
vehicles exploded in 2020, "driven by industry investments and government support 
measures" according to ACEA, with a market share expected by 10.5%, from 3% 
in 2019. With the right public policies, including the massive development of alter-
native energy charging infrastructures in all EU states, this favorable trend can and 
must continue. 

Directly or indirectly, European automotive workers number 14.6 million, or 6.7% 
of all EU jobs. The approximately 3.7 million of the 11.5% EU manufacturing jobs 
are in the automotive sector. Motor vehicles represent e 440.4 billion in taxes in 
major European markets. The automotive industry generates a trade surplus of 74 
billion euros for the EU. The revenue generated by the automotive industry accounts 
for more than 7% of the EU GDP. By investing 60.9 billion Euros per year in research 
and development, the automotive industry is Europe’s largest private contributor to 
innovation, representing 29% of total EU expenditure.
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5 Methodology 

Our aim was to determine the profit impact due to investment in digitization as robots, 
machinery and software. For this goal we develop a quantitative analysis using linear 
regression model. Therefore, we consider as dependent variable the profit (million 
lei) while the independent variables the employees and fixed assets. We conducted the 
analysis for 2005–2019 period, (www.listafirme.ro). The data we used correspond 
only to the factory from Mioveni of Automotive Dacia. 

We know that fixed assets are a long-term tangible equipment or piece of property 
owned by a company and that is used to generate income. Fixed assets can include 
constructions, digital and other kind of equipment, property, technology and cars, 
(www.investopedia.com). We will assume in the paper that fixed assets represent the 
investment in modernization and digitalization of the factory. 

6 Results and Discussions: Digitalization of Automotive 
Dacia 

In Fig. 2 we present the evolution of profit, employees and fixed assets for Dacia in 
period 2005–2019. 

It can be observed an ascendent trend for these variables. As we said before Dacia 
sales growth significant; also, to more labor was need to cover the demand and so the 
number of employees’ growth; the modernization of Dacia involved buying robots, 
machines and software so the fixed assets also growth. 

In Table 1 we summarize the results of the multiple linear regression model. 
The results of F test show that there is a significant relation between profit, fixed 

assets and employees. The coefficients of independent variables indicate that a growth 
with one unit of fixed assets determine growth of profit by 0.21 units and we can 
base on this result because p-value for fixed assets is less than 0.05 so fixed assets 
has a significant statistical influence on profit; a growth of employees by one unit
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Fig. 2 Financial data for Dacia, 2005–2019. Source Authors’ own research
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Table 1 Results of multiple 
linear regression model 

Indicator Value of the 
indicator 

Indicator Value of the 
indicator 

R-square 0.570275 Intercept 632.9159 

R-square 
adjusted 

0.498654 Coefficient for 
fixed assets 

0.215456 

F value 7.962413 Coefficient for 
employees

-0.07252 

Significance F 0.006297 

t-statistic for 
fixed assets 

3.119281 t-statistic for 
employees

-1.40514 

p-value 0.008867 p-value 0.185337 

Source Authors’ own research 

determine a decrease of profit by 0.07 units but we cannot base on this result because 
p-value for employees is bigger than 0.05 so employees does not have an significant 
statistical influence on profit. According to R-square we can say that 57.03% from 
profit variation is determined by the variation of fixed assets and employees. Looking 
at R-square adjusted we can observe a big difference from R-square so the information 
from this linear regression is not reliable. In this case the next step is to eliminate 
employees and to construct another linear regression model. The results for this new 
model are presented in the Table 2.

For this new model, the results of F test show that there is a significant relation 
between profit and fixed assets. The coefficients of independent variables indicate 
that a growth with one unit of fixed assets determine growth of profit by 0.13 units and 
we can base on this result because p-value for fixed assets is less than 0.05 so fixed 
assets has a significant statistical influence on profit. So, 1,000,000 lei invested in 
fixed assets will determine a grow with 130,000 lei of profit. According to R-square 
we can say that 49.95% from profit variation is determined by the variation of fixed 
assets. Looking at R-square adjusted we observe a small difference from R-square 
so the information from this linear regression is reliable. 

Table 2 Results of simple 
linear regression model 

Indicator Value of the 
indicator 

Indicator Value of the 
indicator 

R-square 0.49957 Intercept -53.6764 

R-square 
adjusted 

0.461076 Coefficient for 
fixed assets 

0.132086 

F value 12.97768 t-statistic for 
fixed assets 

3.602455 

Significance 
F 

0.003217 p-value 0.003217 

Source Authors’ own research
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As we expected, the result of this simple linear regression model indicate that the 
digitization of Dacia has a positive impact. 

7 Conclusion 

In our days, together with innovation, digitalization is very important for the good 
running of the company on a competitive market, in full development. Digitaliza-
tion can determine many opportunities and benefits, from process optimization to 
productivity increases and cost reduction. 

In the practical part of our paper, we discussed about a Romanian company, 
Automotive Dacia. We wanted to determine what is the impact of digitalization 
on production. For this, we developed a linear regression model using profit as 
dependent variable and employees and fixed assets as independent variables. The 
period analyzed was 2005–2019. 

By using our linear multiple model we determined that employees have a negative 
impact but the variable was not statistically significant. From the linear simple model, 
we determined that digitalization represented by fixed assets of the company, have 
a positive impact, as 1,000,000 lei invested in fixed assets determine a grow with 
130,000 lei of profit. 

Limitation of the study is represented first of all by the lack of information. We 
could get a better result if we had access to the company’s financial data, to see the 
real impact on production of the number of robots used in the study period, from 
2005 to 2019. We intend to explore this idea in a future paper. 
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The Climate Refugees—A Different 
Effect of Climate Change 

Florina Bran , Carmen Valentina Radulescu ,
Alexandru Dumitru Bodislav , and Iulian Gole 

Abstract Climate change has become a major issue in the international community 
from many points of view: political, urgency, sustainable development for future 
generations, etc. The results of the last elections in some European countries (Switzer-
land, Germany), as well as some other areas around the world (Australia, Canada) 
are clear: the Greens have conquered an unprecedented victory in the political arena. 
This great wave of environmentalism, described as ‘historic’, now seems inevitable 
in the political field, as well as in the level of reforms that the latter will bring. Indeed, 
those in power cannot voluntarily deny the environmental awareness conveyed by 
the general public, because it is undeniable—there is continuous pressure coming 
from the simple people. However, despite green political discourses, issues related to 
“climate refugees” are proving to be minimised. In this paper, we will try to provide 
data to understand what the size of the climate factor (or its consequences) is, as 
a cause of migration compared with economic or political reasons. We will also 
try to suggest some solutions in order to ameliorate the situation of people forced 
to leave their homes because of weather-related events. To better understand this 
issue, it is interesting to point out at first that the subject of climate refugees is not 
something recent but rather ancient. Indeed, this question has existed for a long time. 
We will quickly trace the historical evolution of this debate mixing migration and 
environment. 
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1 Introduction 

According to one of the latest reports from the Intergovernmental Panel on Climate 
Change (2018), more than 280 million people worldwide will be forced into exile 
in the next 80 years due to climate change—its impact manifesting itself through 
floods, storms, earthquakes, droughts, and other natural disasters. In this paper, we 
will try to provide data in order to understand what the size of the climate factor (or 
its consequences) is, as a cause of migration compared with economic or political 
reasons. 

1.1 Literature Review and Background 

Only two levels of headings should be numbered. Lower level headings remain 
unnumbered; they are formatted as run-in headings. 

A research group from the University of Neuchâtel (Piguet et al. 2011), started 
from the idea that environmental migration is a recent phenomenon, as is often 
illustrated. Nevertheless, according to their research, the debate over migration and 
the environment already existed in the nineteenth century. Indeed, we have histor-
ical evidence and testimony that confirms the existence of major migratory flows 
following natural disasters. However, in the twentieth century, the ecological and/or 
environmental aspect, as an explanatory factor of migratory flow, was minimised for 
several reasons (Rădulescu et al. 2020). 

Historically speaking, it proved that it is the responsibility of states to push 
people to become refugees (Bran et al. 2019); it was also the case when refugees 
created states. In other words, the debate on migration was centred on political 
issues (Bodislav et al. 2019). Towards the end of the 20th and the beginning of the 
twenty-first century, alarmist predictions about the number of people who would be 
forced to migrate for climate causes raised awareness among all government actors, 
in addition to civil society (Burlacu et al. 2018a, b, 2020a, b). It is in this context 
that we see in 1990 the first UN intergovernmental report on climate change and its 
impact on migration. At the same time, the International Conference on Population 
and Development, held in Cairo in 1994, stressed the need to consider immigra-
tion applications from countries whose existence is imminently threatened by global 
warming and consequently by climate change, to be judged by the available scientific 
data (Bran et al. 2018). These discussions had two effects: first is the awareness of 
the general public regarding the stakes of the situation, and second, the upgrading of 
the agenda of these issues from the side of state governments concerned (Profiroiu 
et al. 2020). Today, a huge number of international conferences are being held to 
find a solution to the degradation of our planet and its impact on migratory flows 
(Bran et al. 2020). The majority of states recognize this reality, but no government 
seems willing to grant (legal) refugee status to these displaced persons due to climate 
change reasons (Negescu Oancea et al. 2020).
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Regarding this type of migrations, up until 2020, there was a debate within the 
international discussion, as it opens a politico-legal reflection (Alpopi et al. 2018). At 
present, the 1951 Geneva Convention Relating to the International Status of Refugees 
(signed by all western states) defines a refugee as a “person who owing to a well-
founded fear of being persecuted for reasons of race, religion, nationality, member-
ship of a particular social group, or political opinion, is outside the country of his 
nationality, and is unable to or, owing to such fear, is unwilling to avail himself of 
the protection of that country”. Thus, this very narrow definition completely denies 
the climatic factor â. Therefore, an asylum application for environmental reasons 
cannot be legally recognized by western states. This legal, or even ‘empty’, gap 
contradicts human rights principles, including universal protection. Based on this 
finding, in 1985, the United Nations Environment Program (UNEP) provided a first 
definition for what an environmental refugee denotes: “any person forced to leave his 
or her traditional home temporarily or permanently due to a clear degradation of its 
environment that upsets its living environment and seriously unbalances its quality 
of life”. Despite this clarification, no tangible reforms have been implemented in 
favour of these environmental refugees (Rădulescu et al. 2018a, b). 

However, since 2015, the Nansen Initiative, adopted by 109 states, (which is a 
consultative process intended to build consensus on the development of a protection 
agenda addressing the needs of people displaced across international borders in 
the context of disasters and the effects of climate change) has been trying to bring 
institutional solutions to address the need for these refugees upstream. In other words, 
this process involves reaching a regional or even international consensus on the 
principles and fundamentals of refugee protection. 

If we look into details it means that states define which the “acceptable” and 
“unacceptable” migrants are, according to specific criteria (Burlacu et al. 2010). 
Currently, the majority of rich states legitimise political refugees and deny the right 
to asylum to economic refugees. Yet this clear distinction is generally inconsistent, 
even without an empirical basis. On the ground, as in some African states, political 
causes are closely linked to the economic sphere. Nevertheless, this structuring inter-
dependence is (un)voluntarily ignored by European states, as it allows them to reject 
certain asylum seekers. 

Nevertheless, the situation of climate refugees seems to suffer a 180 degrees 
turnaround. The issue of climate refugees made headlines in 24th of October 2019, 
when the UN Human Rights Committee made a historic ruling on the issue: it 
is considered illegal to deport a migrant to his country of origin when his life is 
endangered by climate change. 

The judges relied on the case of Ioane Teitiota, a Pacific Islander living in Kiribati. 
This archipelago is particularly threatened by rising waters. Ioane Teitiota filed an 
asylum application in New Zealand, but authorities refused to grant him protection 
under the reasoning that the fisherman-farmer life was not directly threatened. The 
UN Committee has just condemned this interpretation, which could lead states around 
the world to now consider climate change in the study of asylum applications. 

The decision of the UN Human Rights Committee to recognize climate change as 
a ground for asylum is described as “historic” by experts, but its immediate effects
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are very limited, according to others, since this judgement does not create refugee 
status, it does not mean that many individuals will now meet the conditions set by 
the UN Committee which remain though very strict. 

Nevertheless, there is almost always a mix between different initial reasons for 
migrations (political, human rights, economic, religious, climate, etc.), therefore we 
should analyse credible data to understand the complexity of the situation. 

2 Methodology 

By the means of descriptive and comparative analysis we exemplify with real data 
what the roots of climate refugee’s situation are. We started our analysis with an 
international status perspective of the climate refugee position, from the point when 
international organisations and individual countries considered there is no ground 
to give the status of refuge to displaced people due to climate change until the last 
advancement when UNHRC accepted for the first time that climate change could be 
considered as a real reason for an asylum application. 

We analysed data from different sources to see what the causes for displacements 
are, how many people are yearly affected in different geographical areas, and we 
schematically represented why the people from Tuvalu, Kiribati, and the Maldives 
had already suffered important losses and why their situations should be attentively 
considered. 

3 Results and Discussions 

Calamities have caused around 265 million deracination since 2008 (IDMC 2019), 
which represents more than three times the number of refugees who left their houses 
because of conflict and violence. The size of the phenomena pushed the international 
agenda to create the International Displacement Monitoring Centre to create data and 
reports. 

The situation is likely to get worse and more difficult in the future. Weather hazards 
account for more than 87% of calamity deracination. In the table below we can see 
the size in total refugees by each event, weather related or geophysical Table 1. 

If we take into consideration the stronger impact of climate change and the growing 
concentration of people in areas exposed to storms and floods we can predict easily 
that more and more people are at risk of being displaced. People that left their houses 
because of natural disasters are in the same situation, at the end of the day, as those 
who left because of violence or conflict. Many have lost their families, houses, assets, 
and revenues and face difficult times having low access to basic needs such as water 
supply, food, basic health care services, and education (Fig. 1). 

In this graphic we can see that the numbers of refugees varies from one year to 
another because of big meteorological events. For example, in 2018, the departure of
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Table 1 Displacement by 
hazard categories 
(2008–2018) 

1. Geophysical 12,73% 

1.1 Earthquake (incl. tsunami) 12,23% 

1.2 Volcanic eruptions 0,46 

1.3 Dry mass movements 0,03% 

2. Weather related 87,27% 

2.1 Floods 50,62% 

2.2 Storms 35,54% 

2.3 Drought 0,77% 

2.4 Wildfires 0,61% 

2.5 Extreme temperatures 0,40% 

2.6 Wet mass movements 0,34% 

Source Disaster Displacement, A global review, 2008–2018, 
IDMC 

Fig. 1 Calamities events and people displaced 2008–2018. Source Disaster Displacement, A global 
review, 2008–2018, IDMC 

9.4 million people was due to 10 events. It is clear that some years are outliers, 2010 
being one of the most complex, with floods in China and Pakistan that made millions 
of houses disappear, massive rains associated with El Niño in Latin America and the 
Caribbean, on top of that being the earthquake in Haiti. 

In the table below is presented the distribution of displacements for 2008–2018, 
on different geographical zones. Data is provided by “A global review report, 2008– 
2018, IDMC” (Table 2).



76 F. Bran et al.

Table 2 The distribution of 
displacements for 2008–2018, 
in different geographical 
zones 

East Asia and Pacific 141 311 000 53,21% 

South Asia 69 419 000 26,14% 

The Americas 30 788 000 11,59% 

Sub-Saharan Africa 21 919 000 8,25% 

Europe and Central Asia 1 200 000 0,45% 

Middle East and North Africa 927 900 0,35% 

Sources A global review report, 2008–2018, IDMC 

Natural calamity displacement has happened in almost 190 countries in the period 
of 11 years. A bit more than 80% of all new displacements registered during 2008– 
2018, which means around 210 million people, are originally situated in the Asia– 
Pacific regions (Fig. 2). 

Dangerous situations related to meteorological events were accountable for 87% 
of all refugees. As long as we see an increase in the populations in areas where storms 
and floods are frequently observed, it means that we will register even more people 
at risk shortly. In many cases, the displacements were organised by local authorities,

Fig. 2 Regional distribution of displacements 2008–2018. Source Own representation with data 
from Disaster displacements, A global review report, 2008–2018, IDMC
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as a preventive measure to avoid victims or collateral damages but since there are no 
clear standards in order to classify when was the exact moment when people moved 
(before, during, or after calamity) it is very complicated to have a clear situation, 
about the moment in time and the number of people affected or about how disaster 
risks are managed.

Of course, there are events like earthquakes or tsunamis that are very dispropor-
tionate in terms of consequences in the sense that it may rarely occur but might cause 
millions of displacements. Usually, the refugees resulting from these events usually 
end up in more complicated situations, because they don’t have the time to prepare 
for the departure and their periods of deracination are often extended. 

For example, in 2018, from 1.5 million refugees from the 2010 earthquake in Haiti, 
38 000 people are still living in temporary shelters, compared with 62 600 in 2016. 
Even though it is not a frequent phenomenon, during the interval 2008–2018, the 
earthquake is responsible for 12% of natural calamities disaster. Since 2017, credible 
data about drought, erosions of river banks started to be officially registered, so maybe 
the new numbers will show another perspective in a few years. Anyway, the real situ-
ation is far from being perfectly truly expressed in figures of reports concerning the 
refugees. Despite many countries that suffered severe droughts in 2018, only 9 coun-
tries reported this event (Afghanistan, Brazil, Burundi, Ethiopia, Iraq, Madagascar, 
Mongolia, Senegal, and Somalia), a total 765,000 refugees being registered. Another 
49,000 displacements were coming from Afghanistan, Bangladesh, Myanmar, and 
Vietnam due to riverbank erosion. 

Countries with large populations like China and India will register a higher number 
of refugees but we have to consider the overall situation, as a percentage of all 
inhabitants, or as a percentage of the area community. The situation is different 
when we are talking about the affected small islands because usually many if not all, 
the people living in the respective areas are exposed to the same risk (for example– 
Pam cyclone in Tuvalu 2015; Winston cyclone in Fiji 2016; Hurricane Maria in the 
Dominican Republic 2017; Super typhoon Yutu in Maria Island 2018). 

Many specialists, as those grouped under The Intergovernmental Panel on Climate 
Change, confirmed that global warming is the cause of rising sea levels, ocean 
acidification, increasing sea surface temperature, and reduction of oceanic oxygen, 
which will affect some specific islands and their communities severely. It is obvious 
that there is interconnectivity between different effects which will finally make the 
entire economical and biologic systems of these islands to be badly and irremediably 
damaged. Their inhabitants will remain without viable solutions to survive so they 
will be forced to leave their homes (Fig. 3). 

Due to human industrial activities, the planet faces climate change having a direct 
consequence of the increasing temperatures everywhere in the world. Therefore the 
temperature of the ocean increases and finally the oxygen level is reduced. 

As the first effect of this situation, the coral reefs are dying which will reduce the 
fish stocks and the affluence of tourists, making life complicated for island habitants. 
The increasing level of temperature will melt the glaciers which will contribute to 
the sea level rise. This will bring beach destruction so again a low level of tourists, 
but also it will damage the quality of soil for agriculture, which finally will make
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Fig. 3 Climate change impacts for under sea level islands. Source Own representation, adapted 
from IDMC, 2018 

their existence on the island. Confronted with all these troubles the islanders will see 
their lives getting more and more difficult and ultimately will be forced to leave their 
lands. 

Tuvalu, Kiribati, and the Maldives had already suffered important losses and some 
experts demonstrated that these territories will be underwater till 2050 (Mcadam 
2011). Despite the pieces of evidence presented by researchers, there is an evident 
lack of leadership, interests, and empathy coming from developed countries that have 
the potential and the political power to impose solutions to protect these vulnerable 
populations. An immediate answer is expected rather from New Zealand, Australia, 
and the United States since they are geographically closer but all the big GHG 
contributors should be taken responsible for that. 

Starting with 2019 we have a much broader view about what is happening in 
the refugee camps. There are 33.4 million new internal displacements from 145 
countries—it is very important to pay attention to this data because, even though 
some people are not leaving their countries of origin, since they are leaving their 
homes it means that they became refugees as well. Their losses are also due, in part, 
to environment exchange. 

While conflicts and violence gave rise to 8.5 million new displacements in 2019, 
we had 24.9 million new displacements coming from 140 countries—a record since
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Table 3 Number of people 
displaced in 2019 

Conflict and violence Disaster 

Syria 1 847 000 India 5 018 000 

Democratic Republic of 
Congo 

1 672 000 Philippines 4 094 000 

Ethiopia 1 052 000 Bangladesh 4 086 000 

Burkina Faso 513 000 China 4 034 000 

Afghanistan 461 000 United States 916 000 

Source Global Report on Internal Displacement 2020, IDMC 

2012 and 3 times higher than refugees of war and violence. The table below reflects 
the most relevant data by countries affected (Table 3). 

All data presented express the importance of the issue, climate refugees (internal 
displacements or cross border) being one of the indirect global warming conse-
quences. 

Although emergency plans are created and relocation solutions are searched, we 
don’t see an international collaboration aiming to find solutions for these people. 
Even though some countries developed good practices, the international community 
didn’t agree yet to work on a common framework. If globally speaking, there is a 
visible combat against global warming and the issue attracts the attention over time, 
the large majority of the countries didn’t have the motivation or political power to 
impose solutions to protect climate refugees. 

Their inaction probably is because they have to deal already with a high number 
of other events like war, terrorism, and conflict refugees. After all, the issue doesn’t 
directly affect their countries. Still, if we look at the amplitude of the climate change 
phenomena, the number of this type of people in need will grow exponentially in years 
after, and consequently asylum demands will explode. Needless to say, developed 
countries should have a closer look at the issue and invest in finding viable solutions 
to avoid a wave of unexpected immigration. 

4 Conclusion 

The answer for this problem should start with the recognition of the climate refugee 
status as being an individual in need of protection—as a matter of fact, we are talking 
about a person who doesn’t have access to resources, lost his home, found himself in 
a situation where can no longer live (more or less these are the same circumstances 
for a war refugee). The second step, the most important and the most difficult, is to 
fight effectively against climate change progression in order to let time to affected 
countries and those who want to accept refugees to prepare, to create emergency 
plans, to find the optimal and sustainable solutions. 

While the situation of a war refugee takes time to assess and it is individual, the 
climate refugee affair is general and could be applied to an entire country or territory.
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Of course, the pressure is not at the highest limit so there will be a long time to take 
action, since there is no imminent danger, as in a war case. A third step, also difficult 
since there is always a crisis somewhere, should be the international community 
to find necessary funds to be used to relocate climate refugees but when there is 
common willingness, there is always a way to find solutions. 

Releasing huge GHG emissions into the atmosphere due to our industrial activities 
lead the world in a situation of unprecedented rates of change. If we continue emitting 
greenhouse gases at our current rate, we will most probably face an increasing temper-
ature period (certainly after 2050) but still, there is a little time left to react. Some 
of the global warming effects are already visible: extreme storms, floods, extended 
droughts and heatwaves, vegetation fires, rising sea levels. Vulnerable communities 
are already in danger; many people are suffering from losing their homes, assets, 
sources of income, their cultures—their lives are at risk because of an unstable 
climate. Even if we name them climate refugees or not, these people’s tragedy is 
a consequence of climate change so the international community, especially the 
biggest GHG emitters, should assume the responsibility and make greater efforts to 
help them. 
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The Impact of the Culture and the Social 
Norms on the Characteristics 
of Entrepreneurs: The Case of East 
Asian Countries 

Khanh Hung Doan 

Abstract Culture and social norms play an important role in the development of 
each country, not only its economic development but also its human development. 
A country with a positive culture and social norms will contribute to economic 
development by supporting entrepreneurship, educating and training the personality, 
and promoting productive businesses. A country with a good culture will benefit all 
stakeholders. This paper focuses on researching and evaluating the differences in the 
impact of culture and social norms on the characteristics of entrepreneurs in some East 
Asian countries: China, South Korea, Japan, and Vietnam. These are countries with 
similar cultural characteristics but their developments of economy and entrepreneur-
ship are different. The research is based on 214 samples from Global Entrepreneur-
ship Monitor—National Expert Survey—Individual Level Data in 2015. In the case 
of these four countries, in spite of similar culture and social norms, the results show 
that there are differences in the impact of culture and social norms on the character-
istics of entrepreneurs. Therefore, it can be said that the culture and social norms of a 
country are not able to fully explain the characteristics and behaviors of entrepreneurs. 
The reason is due to the heterogeneity of the business environment of entrepreneurs 
in different countries. The results promote research about the impact of culture and 
social norms on entrepreneurship and the characteristics of the entrepreneurs. 

Keywords Characteristics of entrepreneur · Culture · Social norms ·
Entrepreneurship · East Asia 

1 Introduction 

Nowadays, with the economic development of countries and the world, more and 
more enterprises are established and strongly developed. Besides the advantages, 
there are also many risks and challenges such as the economic, social, and busi-
ness environment affecting enterprises (Păunescu et al. 2018; Priede-Bergamini

K. H. Doan (B) 
The Bucharest University of Economic Studies, 010374 Bucharest, Romania 
e-mail: doankhanhhung.hat@gmail.com 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 
M. Busu (ed.), Digital Economy and New Value Creation, Springer Proceedings 
in Business and Economics, https://doi.org/10.1007/978-3-031-07265-9_8 

83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07265-9_8&domain=pdf
mailto:doankhanhhung.hat@gmail.com
https://doi.org/10.1007/978-3-031-07265-9_8


84 K. H. Doan

et al. 2019; Păunescu and Mátyus 2020; Păunescu and Molnar 2020). Therefore, 
enterprises need to have strategies to change or respond to the increasing require-
ments as well as the changing external environment. From there, it can contribute to 
helping enterprises to survive and to develop. The main factor for the development 
of an enterprise is the entrepreneur (Mas-Tur and Soriano 2014; Tu et al.  2014). 
Today, entrepreneurs are recognized as a force contributing to economic growth in 
the world. Developing countries that want to develop rapidly must pay special atten-
tion to the entrepreneur force. The entrepreneur is the main driving force for business 
development as well as socio-economic development. 

Many researchers pointed out that the factors related to the business environment 
(such as infrastructure, information technology, and social environment) have a direct 
impact on entrepreneurship behavior, as well as the characteristics of the entrepreneur 
(Ozaralli and Rivenburgh 2016; Păunescu and Molnar 2020). However, research 
methods on business backgrounds as well as the business environment affecting 
entrepreneurship are still limited (Kallas 2019; Păunescu and Molnar 2020). Among 
the factors of the business environment that affect entrepreneurs, culture and social 
norms are among the most important factors (Giannetti and Simonov 2004; Hong 
and Kacperczyk 2009; Porfíri et al. 2018). The development of the entrepreneur 
or people cannot be separated from culture and social norms. Culture and social 
norms influence and form human personality. It is the necessary factor to ensure 
the quality of humans. The development of the enterprise and the characteristics of 
the entrepreneur are influenced by the cultural and social norms characteristics of 
each country or each region. Besides, culture and social norms also contribute to 
national economic development and enterprise development (Fritsch and Wyrwich 
2017; Harutyunyan and Özak 2017; Porfíri et al. 2018). 

Therefore, it is necessary to consider the role of culture and social norms for 
entrepreneurs. Countries need to consider, in particular, the influence of culture and 
social norms on entrepreneurs. From there, countries can choose the right cultural 
and social norms development models, enhance the characteristics of entrepreneurs, 
contribute to accelerating economic growth, promote entrepreneurship, as well as 
contribute to the existence and the development of the enterprises. However, there 
are still questions regarding how context factors such as culture and social norms 
influence the behavior of entrepreneurs when making comparisons across countries, 
including countries with similar cultures and social norms. 

This paper provides a summary of relationships and the influence of culture and 
social norms on entrepreneurial characteristics. Moreover, the identification of key 
trends and gaps between culture and social norms for traits of the entrepreneur is 
also presented. After that, research was further evaluated on the distinct influence of 
culture and norms on entrepreneurial characteristics in some East Asian countries. 
In recent years, East Asia is a region with the highest GDP growth rate in the world. 
This contributes to a large proportion of the general development of the world. Along 
with the development of the world economy in general and the development of East 
Asia in particular, the contribution of East Asia to the world economy is more and 
more important. More precisely, China and Japan are the second biggest and third
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biggest economies in the world (WorldBank 2020). Furthermore, these East Asian 
countries are also countries with similar cultures (Sadao 1993). 

The research is based on data collected from Global Entrepreneurship Monitor 
(GEM)—National Expert Survey—Individual Level Data in 2015. Finally, there are 
some conclusions and suggestions to improve research on the impact of the culture 
and social norms on the characteristics of entrepreneurs in different countries. The 
paper is organized as follows: the first part refers to a brief literature review of the 
studies, the second part explains the methodology used by the authors in this paper 
and the third part includes the research results, while the last part concludes and 
discusses the research results. 

2 Literature Review 

2.1 Characteristics of Entrepreneur 

Nowadays, along with the process of globalization and economic development in the 
world, enterprises encounter a risky and challenging business environment (Păunescu 
et al. 2018; Priede-Bergamini et al. 2019; Păunescu and Mátyus 2020; Păunescu 
and Molnar 2020). Therefore, entrepreneurs need to implement business strategies 
appropriately in order to survive and to develop. The research by Amiri et al. (2009) 
on Iran’s SMEs showed that only 10% of entrepreneurs could do business on their 
own while others fail even before starting a business. At the international level, 
entrepreneurship has high failure rates. It is happening because 20% of enterprises 
will be removed during the first year of operation (Franco and Haase 2010). Mean-
while, it will reach 66% by the end of the sixth year (Franco and Haase2010). Driessen 
and Zwart (2007) stated that 50% of enterprises will disappear in the first five years 
of establishment. Therefore, if there is not enough business capacity, an enterprise 
will not exist, especially in the current fierce competition environment and many risk 
factors. In fact, there are many factors that can affect the business efficiency of the 
enterprise. On the entrepreneur side, to improve their business capabilities, they often 
pay attention to financial and non-financial factors as external factors. In addition, 
most enterprises are not aware of the important role of the entrepreneur’s capacity in 
entrepreneurial activities. Some studies show that there is an indispensable relation-
ship among characteristics of the entrepreneur, entrepreneurial competency, business 
efficiency, and business success (Hastuti 2020; Machmud and Hidayat 2020). There-
fore, entrepreneurship and the characteristics of the entrepreneur are related to the 
business efficiency of the enterprises (Mitchelmore and Rowley 2010; Al Mamun and 
Fazal 2018). Entrepreneurs must pay special attention to improving their capabilities 
to promote their business efficiency and business capacity. 

According to Mojab et al. (2011), competencies are classified into knowledge, 
characteristics, and skills. On the other hand, competencies are divided into natural 
and artificial capacities (Ismail 2012). Competencies are naturally formed within
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an entrepreneur as personality traits, attitudes, self-image, and social roles, while 
artificial competencies are contingent such as skills, knowledge, and experience 
(Ismail 2012). Moreover, Driessen and Zwart (2007) also identified four types 
of entrepreneurial competencies, each consisting of a group of features: knowl-
edge (market, people, finance, production), competencies (autonomy, performance, 
power), competencies (management, motivations, organizational planning, financial 
governance) and characteristics (risk tolerance, association, tolerance of ambiguity, 
etc.). These characteristics of the entrepreneur are related to the entrepreneur’s busi-
ness efficiency (Van Auken et al. 2006; Rauch and Frese 2007; Deniz et al. 2011). 
Besides, researchers have argued that entrepreneurship is based on the presence of 
personal characteristics as well as the external environment (Arenius and Minniti 
2005; Păunescu et al. 2018; Păunescu and Molnar 2020). Therefore, it can be said 
that the characteristics of entrepreneurs are influenced by many different factors. 

2.2 The Influence of Culture and Social Norms 
on Entrepreneurs 

The business environment has a strong impact on business efficiency (Ahmad et al. 
2010; Krause et al. 2010; Eling and Schaper 2017). In addition, local norms, beliefs, 
laws, rules, etc. can shape the ability of entrepreneurs (Lyons et al. 2012; Păunescu 
and Molnar 2020). When the business environment changes (for example, institu-
tions, policies, security, natural disasters, incidents, epidemics, etc.), it will lead to 
risks to the business operations of enterprises (Păunescu and Argatu 2020; Păunescu 
and Mátyus 2020). One of the most important factors of the business environment is 
culture and social norms (Hong and Kacperczyk 2009; Porfíri et al. 2018). Culture 
and social norms affect an individual’s institutional environment (Davari et al. 2018). 
However, the link among culture, social norms, and entrepreneurship has not been 
fully established or explored (Krueger et al. 2013; Wach 2015; Porfíri et al. 2018). 

Social norms are an explanation of different mandatory, permissible, or forbidden 
actions in different cultures and situations (Ostrom 2000; Liñán and Chen 2009). 
Moreover, social norms have an origin in a country’s cultural context and have 
differences between countries. Another study on the definition of social norms is 
that social norms are the human perception of the rules in which people behave 
(Etzioni 2000). These rules can be improved by social norms (Etzioni 2000). Elster 
(1989) believes that if norms are social, they are relevant to people. And in this 
way, social norms are always to obey the approval or disapproval of people (Elster 
1989; Festre 2010). While social norms influence social behavior, they can easily 
shape individual behavior (Wenzel 2004; Davari et al.  2018). Social norms include an 
individual’s perception and encouragement for an important opinion on a particular 
topic (Oh and Hsu 2001) and will be divided into subjective norms and beliefs (Herold 
et al. 1998).
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Levie and Autio (2008) considered social norms such as social image and 
national attitudes towards entrepreneurship. Social image is defined as the social 
status of entrepreneurs and the media’s attention to entrepreneurship (Levie and 
Autio 2008). The national attitude means prioritizing entrepreneurship as a desir-
able career (Zali et al. 2013). Research by Barazandeh et al. (2015) analyzed the 
relationship between the capabilities of the entrepreneurs and social norms. The 
results showed that there is a positive effect between the social norms and the capa-
bilities of the entrepreneurs (Barazandeh et al. 2015). In addition, Giannetti and 
Simonov (2004), Emami and Khajeheian (2019) found evidence that social norms 
have an influence on entrepreneurship. Thus, social norms positively impact and 
improve entrepreneurship. This is based on how it affects the characteristics of the 
entrepreneurs. 

Besides, culture is one of the important factors influencing entrepreneurial activi-
ties (Krueger et al. 2013; Wach 2015; Porfíri et al. 2018). Although there are no laws 
to enforce social norms, culture can play an important role (Ajzen 2002; Porfíri et al. 
2018). Chrisman et al. (2002) argued that culture influences the way entrepreneurs 
perceive the environment, so that culture influences how entrepreneurs choose strate-
gies and the success rate of projects. Or it can be said that national culture shapes 
individual behavior by directly affecting the development of certain personalities 
and promoting individual participation in society (Mueller and Thomas 2001). The 
research of Levie and Autio (2008) also distinguishes cultures and social norms in the 
analysis of entrepreneurship and entrepreneurial intention in the world. Considering 
skills of the entrepreneurs is entrepreneurial competency (Zali et al. 2013), many 
studies demonstrating the influence of culture on using skill (Connell et al. 2001), 
development skills (Dickson and Riegel 2009), and acquiring skills (Dickson and 
Riegel 2009) of entrepreneurs. 

Culture can affect entrepreneurship through two main mechanisms. Firstly, a 
supporting culture leads to social legitimization, making business more valued and 
socially recognized within that culture. Moreover, it could create a favorable envi-
ronment (Davidsson 1995; Porfíri et al. 2018). Therefore, many people will try to 
initiate their adventurous activities, regardless of their personal beliefs and atti-
tudes (Etzioni 1987). Secondly, a culture that shares more entrepreneurial values 
and knowledge will lead to more individuals displaying psychological traits and 
attitudes consistent with entrepreneurship (Krueger 2003). Thus, many people will 
try to become entrepreneurs (Mueller and Thomas 2001). In this sense, apprecia-
tion of entrepreneurship in society leads to more positive attitudes and intentions 
of individuals (Linan et al. 2011). Thus, policy-makers can use cultural traits as a 
tool to stimulate entrepreneurship (Huggins and Thompson 2012; Wach 2015) and 
to influence creativity activities and entrepreneurship (Ulijn and Brown 2004). 

There are many different cultural backgrounds that affect many aspects of an indi-
vidual’s social environment. Entrepreneurs share a set of cultural and social values, 
some of which are entirely based on nationality (Muzychenko 2008). The cultural 
community characteristics of regions can commonly affect the entrepreneurial culture 
in these places, for example, entrepreneurial capacity. Many studies show a signif-
icant relationship between community culture and entrepreneurial attitudes at the
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Fig. 1 Research model. Source Author’s own research (2021) 

local level (Huggins and Thompson 2012; Wach 2015). Moreover, compliance with 
social norms, social cohesion, and work and education is positively related to the 
entrepreneurial culture. A cohesive community increases business confidence from 
individuals. In terms of country level, the entrepreneurship level between countries 
is always different. This difference has its origin in national cultural differences 
(Harms and Groen 2017). And the fact is that different countries may have different 
cultures and social norms. Thus, the degree of entrepreneurship is influenced by 
culture, and social norms can also be different. Besides, the cultural characteris-
tics of different regions can affect entrepreneurial culture, especially the capacity 
of the entrepreneur (Huggins and Thompson 2012). The research of Castaño et al. 
(2015) showed that cultural, social, and economic factors influence entrepreneurship 
in European and Latin American countries. The degree of influence of these factors 
depends on different countries (Castaño et al. 2015). 

Therefore, it can be said that culture and social norms affect the characteristics 
of the entrepreneur. These include the ability of the entrepreneur to be influenced by 
the external environment, as well as the characteristics, the attitude, the creativity, 
and the innovation of the entrepreneur (see Fig. 1). 

3 Methodology 

3.1 Research Hypotheses 

Based on the results of the literature review, the synthesis, and the analysis of the 
author, the following research hypotheses are given to measure the differences in 
the level of national culture and social norms that influence the characteristics of 
entrepreneurs. These research hypotheses are based on the measuring of the culture 
that affects entrepreneurship (Huggins and Thompson 2012). 

H1: There are differences in the influence of national culture in terms of the with-
standing of the external environment of the entrepreneurs. (External environment).
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Hypothesis H1 is based on the research of Chrisman et al. (2002). Chrisman 
et al. (2002) pointed out that culture will influence how entrepreneurs perceive the 
environment, which affects entrepreneurship. 

H2: There are differences in the influence of national culture in terms of the 
attitude of the entrepreneurs. (The entrepreneur’s attitude). 

Hypothesis H2 is based on the evaluation by Lyons et al. (2012). Lyons et al. (2012) 
argued that “local norms, beliefs, laws, rules, and history may not only shape the 
ability of entrepreneurs to thrive, but may dramatically affect which individuals are 
able to become entrepreneurs, why they become entrepreneurs, and what goals they 
seek to achieve through their business ventures”. In addition, Barazandeh et al. (2015) 
found that there is a positive impact between social norms on entrepreneurial compe-
tencies. Therefore, the national culture influences the attitude of the entrepreneur 
when starting a business. 

H3: There are differences in the influence of national culture in terms of the 
innovation and creativity of the entrepreneurs. (Innovation and creation). 

The cultural background and regulations are becoming more important for 
entrepreneurial innovation. With the development of globalization in recent years, 
there are more and more new opportunities for entrepreneurs to pursue innovative 
and creative activities (Levie and Autio 2011; Autio et al. 2014). Therefore, when 
culture influences the characteristics of the entrepreneur, it will affect the creativity 
and innovativeness of that entrepreneur. Moreover, Ulijn and Brown (2004) found 
that culture affects creative activities and entrepreneurship. 

3.2 Data Collection 

Data of this research are collected based on GEM—National Expert Survey—Indi-
vidual Level Data in 2015. The GEM program has begun to explore and to evaluate 
the role of entrepreneurship in national economic growth. This project has devel-
oped a worldwide survey of entrepreneurship. Since the GEM project’s inception 
in 1999, GEM has recently investigated entrepreneurship in more than 80 coun-
tries. The main purpose of the GEM project is to measure entrepreneurship in each 
country. All GEM data is published and collected from the website www.gemconsor 
tium.org. This database is widely used in entrepreneurship research by many different 
researchers (Arenius and Minniti 2005; Huggins and Thompson 2012; Barazandeh 
et al. 2015; Castaño et al. 2015; Honjo 2015; Wach 2015; Filculescu 2016;Mrożewski 
and Kratzer 2016; Harms and Groen 2017) because this data allows for evaluation 
comparison between different countries in the world as well as in-depth analysis of 
factors affecting the entrepreneurship of each country. 

To test the research hypotheses, the author collects data from four countries in 
East Asian cultural regions, namely Vietnam, China, Japan, and South Korea. Sadao 
(1993) was the first person to define the concept “東亜文化圏” (East Asian cultural 
region). He conceived of a culture of China and other East Asian countries that were 
different from the West. According to Sadao (1993), this region is influenced by

http://www.gemconsortium.org
http://www.gemconsortium.org
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Table 1 Economic overview 
of East Asian countries in 
2019 

Country GDP (Billion 
USD) 

GDP Growth 
(%) 

GDP per 
capita (USD) 

China (PRC) 14,342.903 6.1 10,261 

Japan 5,081.769 0.7 40,246 

South Korea 1,646.739 2.0 31,846 

Vietnam 261.921 7.0 2,715 

Source WorldBank (2020) 

Confucian and Buddhist ideology and shares the same political and social structure. 
This region includes China, Japan, the Korean peninsula (North Korea and South 
Korea), Vietnam, extending to the lands between Mongolia and the Himalayas (Sadao 
1993). However, in this paper, we only study countries such as Vietnam, China, Japan, 
and South Korea because these are the countries with data collected by GEM and 
these are the core countries in the East Asian cultural region. Besides, these are 
countries that are geographically close to each other and have similar cultures and 
social norms. However, they have different levels of economic development (see 
Table 1). Japan and South Korea are developed countries with high GDP per capita 
value compared to developed countries. China and Vietnam are developing countries 
but have relatively high average annual GDP growth rates. China and Vietnam are 
some of the countries with high growth rates in the world. In addition, China and 
Japan are the second-biggest and third-biggest economies in the world, respectively 
(WorldBank 2020). 

The statistical descriptive results of the observed samples collected from GEM 
data of four countries, Japan, South Korea, Vietnam, and China, are shown in Table 2. 
Total 214 samples are used for calculation. In particular, Japan, China, and Vietnam 
each country consists of 36 observed samples, accounting for 16.8% of the total 
observed samples. South Korea has 106 observed samples, accounting for 49.5% of 
the total observed samples. 

Table 2 Description of data from GEM 

Country Frequency Percent Valid percent Cumulative percent 

Japan 36 16.8 16.8 16.8 

South Korea 106 49.5 49.5 66.4 

Vietnam 36 16.8 16.8 83.2 

China (PRC) 36 16.8 16.8 100.0 

Total 214 100.0 100.0 

Source Global Entrepreneurship Monitor (2015)
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3.3 Data Analysis 

To analyze the influence of national culture and social norms on the characteristics of 
the entrepreneur, research uses three questions in GEM—National Expert Survey— 
Individual Level Data in 2015. These questions respectively include: 

– External environment—In my country, the national culture encourages 
entrepreneurial risk-taking. 

– Entrepreneurial attitudes—In my country, the national culture emphasizes the 
responsibility that the individual (rather than the collective) has in managing his 
or her own life. 

– Creation and innovation—In my country, the national culture encourages 
creativity and innovativeness. 

The scale used in the study is Likert’s scale with five levels (1: “Completely 
False”, 2: “Somewhat False”, 3: “Neither True nor False”, 4: “Somewhat True”, 5: 
“Completely True”). 

The analysis method used in this paper is One-way ANOVA analysis method 
by SPSS 23.0 software. One-way ANOVA is used to consider whether there is a 
significant difference in the mean in the population for the observed variables, here 
is the difference in terms of countries for the criteria. If the results of One-way 
ANOVA are appropriate (Sig. value < 0.05), then the author continues to use the 
post-hoc analysis of Turkey with the assumption that it has equal variance between 
groups of criteria. These results show in more detail the difference (with Sig. value 
< 0.05) or no difference for the mean in the population (with Sig. value > 0.05) 
of countries for different criteria. Finally, with the statistical results depicting the 
data on the mean of the data according to the criteria and countries, we can see the 
differences across the countries. 

4 Results 

4.1 Culture and Social Norms, and Entrepreneurship 
of the East Asian Countries 

To evaluate the entrepreneurship environment, the study uses Global Entrepreneur-
ship Index (GEI) for analysis. The results of the entrepreneurship environment in the 
East Asia countries are presented in Table 3. The results provide that, in 2019, South 
Korea was the highest mark of entrepreneurship (58.1), then Japan (53.3), China 
(45.9), and finally Vietnam (26.0). 

To evaluate the influence of culture and social norms, Global Entrepreneurship 
Monitor (GEM) uses the Cultural and Social Norms Index. This index is an important 
criterion to evaluate the role of culture and social norms on the entrepreneurship of 
each country. The assessment results of the influence of culture and social norms on
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Table 3 Global 
entrepreneurship index of the 
East Asian countries over the 
years 

Country Global entrepreneurship index 

2015 2017 2019 

China (PRC) 36.4 36.3 45.9 

Japan 49.5 51.7 53.3 

South Korea 54.1 50.5 58.1 

Vietnam 28.8 22.0 26.0 

Source Global Entrepreneurship Index (2020) 

Table 4 Cultural and social 
norms index of the East Asian 
countries over the years 

Country Cultural and social norms index 

2015 2017 2019 

China (PRC) 2.98 3.23 3.81 

Japan 2.35 2.26 2.67 

South Korea 2.93 2.99 2.92 

Vietnam 3.23 3.62 3.62 

Source Global Entrepreneurship Monitor (2020) 

the entrepreneurship of East Asian countries (including China, Japan, South Korea, 
and Vietnam) are shown in Table 4. 

The results show that there is a change in the influence of culture and social norms 
on the entrepreneurship of East Asian countries. In the period from 2015 to 2019, 
China is a country with a significant increase in the Cultural and Social Norms Index, 
from 2.98 points in 2015 to 3.81 points in 2019 (an increase by 0.83 points). This is 
the highest increase among East Asian countries. Meanwhile, the Cultural and Social 
Norms Index of Vietnam and Japan had a slight increase of 0.39 and 0.32 points, 
respectively. In addition, during this period, there is little change in the index for 
South Korea. We can see that culture and social norms are increasingly important to 
the characteristics of Vietnamese, Japanese, and especially Chinese entrepreneurs. 

4.2 Analysis of the Differences of Cultures and Social Norms 
of Countries for Entrepreneurs 

Table 5 presents the results of Testing the differences of the external environment 
across East Asian countries for entrepreneurs. One-way ANOVA test results show 
that there are significant differences between the countries being compared (Sig. 
value < 0.05). Therefore, the results of post-hoc by Tukey’s test method are used for 
evaluation. The analysis results are presented in Table 6. 

In terms of the acceptability of the external environment among the countries, post-
hoc analysis Tukey test identifies the presence of differences between the sample of
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Table 5 Testing the differences of the external environment across East Asian countries for 
entrepreneurs – One-way ANOVA results 

Sum of squares df Mean square F Sig 

Between Groups 30.952 3 10.317 7.451 0.000* 

Within Groups 288.029 208 1.385 

Total 318.981 211 

* The statistical value is significant at the 0.05 level. Source Author’s own research results (2021) 

Table 6 Testing the differences of the external environment across East Asian countries for 
entrepreneurs—Multiple comparisons results 

(I) Country (J) Country Mean difference (I-J) Std. Error Sig 

Japan South Korea -0.79048* 0.22968 0.004* 

Vietnam -1.23016* 0.27934 0.000* 

China (PRC) -1.03571* 0.27934 0.002* 

South Korea Japan 0.79048* 0.22968 0.004* 

Vietnam -0.43968 0.22727 0.217 

China (PRC) -0.24524 0.22727 0.703 

Vietnam Japan 1.23016* 0.27934 0.000* 

South Korea 0.43968 0.22727 0.217 

China (PRC) 0.19444 0.27736 0.897 

China (PRC) Japan 1.03571* 0.27934 0.002* 

South Korea 0.24524 0.22727 0.703 

Vietnam -0.19444 0.27736 0.897 

* The mean difference is significant at the 0.05 level. Source Author’s own research results (2021) 

entrepreneurs from Japan, South Korea, China, and Vietnam (Table 6). On average, 
entrepreneurs in Japan reported the acceptability of external environments lower than 
that of entrepreneurs in other countries such as South Korea, China, and Vietnam 
(Table 7). 

The results of comparing differences in entrepreneur’s attitudes among East Asian 
countries are provided in Table 8. The results show a statistically significant difference

Table 7 Description of evaluation about the external environment of entrepreneurs 

Country N Mean Std. Deviation Std. Error Minimum Maximum 

Japan 35 1.7143 1.04520 0.17667 1.00 4.00 

South Korea 105 2.5048 1.15295 0.11252 1.00 5.00 

Vietnam 36 2.9444 1.26366 0.21061 1.00 5.00 

China (PRC) 36 2.7500 1.27335 0.21223 1.00 5.00 

Source Author’s own research results (2021)
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Table 8 Testing the differences of the entrepreneur’s attitudes across East Asian countries for 
entrepreneurs – One-way ANOVA results 

Sum of squares df Mean square F Sig 

Between groups 17.231 3 5.744 3.487 0.017* 

Within groups 342.656 208 1.647 

Total 359.887 211 

* The statistical value is significant at the 0.05 level. Source Author’s own research results (2021) 

(Sig. value < 0.05) in the impact of culture on the attitudes of the entrepreneurs in 
East Asia.

Post-hoc analysis by the Tukey method is presented in Table 9. The result shows 
that the only difference is significant between the sample of entrepreneurs in Japan 
and the sample of entrepreneurs from South Korea. Meanwhile, entrepreneurs from 
Japan reported, on average, a lower level of the influence of national culture and 
social norms on entrepreneur’s attitudes than entrepreneurs from South Korea (Table 
10). 

Table 9 Testing the differences of the entrepreneur’s attitudes across East Asian countries for 
entrepreneurs—Multiple comparisons results 

(I) Country (J) Country Mean difference (I-J) Std. Error Sig 

Japan South Korea -0.8000* 0.25051 0.009* 

Vietnam -0.66111 0.30468 0.135 

China (PRC) -0.71667 0.30468 0.090 

South Korea Japan 0.8000* 0.25051 0.009* 

Vietnam 0.13889 0.24789 0.944 

China (PRC) 0.08333 0.24789 0.987 

Vietnam Japan 0.66111 0.30468 0.135 

South Korea -0.13889 0.24789 0.944 

China (PRC) -0.05556 0.30252 0.998 

China (PRC) Japan 0.71667 0.30468 0.090 

South Korea -0.08333 0.24789 0.987 

Vietnam 0.05556 0.30252 0.998 

* The mean difference is significant at the 0.05 level. Source Author’s own research results (2021) 

Table 10 Description of evaluation about the entrepreneur’s attitudes of entrepreneurs 

Country N Mean Std. Deviation Std. Error Minimum Maximum 

Japan 35 2.2000 1.25558 0.21223 1.00 5.00 

South Korea 105 3.0000 1.25576 0.12255 1.00 5.00 

Source Author’s own research results (2021)
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Table 11 Testing the differences of the innovation and creation across East Asian countries for 
entrepreneurs—One-way ANOVA results 

Sum of Squares df Mean Square F Sig 

Between Groups 26.434 3 8.811 5.792 0.001* 

Within Groups 316.448 208 1.521 

Total 342.882 211 

* The statistical value is significant at the 0.05 level. Source Author’s own research results (2021) 

Finally, the study will test the differences among entrepreneurs on innovation and 
creation between countries. One-way ANOVA test results are presented in Table 11. 
The results show that there are significant differences (Sig. value < 0.05) between 
countries for innovation and creation, and this result is the condition for performing 
post-hoc Tukey analysis. 

The post-hoc Tukey analysis results are shown in Table 12. Thus, there is a signifi-
cant difference between the report of the entrepreneurs from Japan and entrepreneurs 
from South Korea and Vietnam. Entrepreneurs from Japan reported lower than 
entrepreneurs from Vietnam and South Korea about the impacts of national culture 
and social norms on innovation and creation of the entrepreneurs (see Table 13). 

With the results comparing the differences in the influence of national culture and 
social norms on entrepreneurial characteristics in the East Asian countries above, it 
can be said that there is practical evidence to support the hypotheses such as after: 

H1: There are differences in the influence of national culture in terms of the with-
standing of the external environment of the entrepreneurs (External environment). 

Table 12 Testing the differences of the innovation and creation across East Asian countries for 
entrepreneurs—Multiple comparisons results 

(I) Country (J) Country Mean difference (I-J) Std. Error Sig 

Japan South Korea -0.78312* 0.23851 0.007* 

Vietnam -1.13889* 0.29073 0.001* 

China (PRC) -0.50000 0.29073 0.316 

South Korea Japan 0.78312* 0.23851 0.007* 

Vietnam -0.35577 0.23851 0.444 

China (PRC) 0.28312 0.23851 0.636 

Vietnam Japan 1.13889* 0.29073 0.001* 

South Korea 0.35577 0.23851 0.444 

China (PRC) 0.63889 0.29073 0.127 

China (PRC) Japan 0.50000 0.29073 0.316 

South Korea -0.28312 0.23851 0.636 

Vietnam -0.63889 0.29073 0.127 

* The mean difference is significant at the 0.05 level. Source: Author’s own research results (2021)



96 K. H. Doan

Table 13 Description of evaluation about the innovation and creation of entrepreneurs 

Country N Mean Std. Deviation Std. Error Minimum Maximum 

Japan 36 2.3611 1.31264 0.21877 1.00 5.00 

South Korea 104 3.1442 1.17761 0.11547 1.00 5.00 

Vietnam 36 3.5000 1.25357 0.20893 1.00 5.00 

Source Author’s own research results (2021) 

The results show that there are differences between entrepreneurs in Japan and 
entrepreneurs in the other three countries about the impact of the national culture 
on the ability of entrepreneurs to withstand the external environment. On average, 
the report on cultural exposure to external environmental exposure shows that the 
evaluation of entrepreneurs from Japan is lower than the evaluation of entrepreneurs 
from South Korea, China, and Vietnam. The entrepreneurs from Vietnam had the 
highest reported levels. Therefore, we conclude that hypothesis H1 is accepted. 

H2: There are differences in the influence of national culture in terms of the 
attitude of the entrepreneurs (The entrepreneur’s attitude). 

The test shows that there is a significant difference between Japanese 
entrepreneurs and Korean entrepreneurs. On average, entrepreneurs from Japan 
reported lower than entrepreneurs from South Korea about the influence of national 
culture on attitudes of entrepreneurs. Thus, the supporting evidence of H2 is weak, 
and we only partially accept the hypothesis H2. 

H3: There are differences in the influence of national culture in terms of the 
innovation and creativity of the entrepreneurs (Innovation and Creation). 

The results of the statistical test show significant differences between 
entrepreneurs from Japan and entrepreneurs from South Korea and Vietnam. The 
mean value of the report from Japanese entrepreneurs is lower than the mean values 
of the reports from entrepreneurs in all the other two countries. Therefore, there is 
evidence to support hypothesis H3. 

5 Discussions and Conclusions 

Although the East Asian countries have similar culture and social norms, the analysis 
above shows that there are differences in the influence of national culture on the char-
acteristics of entrepreneurs coming from Japan and other countries. In addition, the 
results also show that the level of cultural contribution to entrepreneurship, innova-
tion, and creation in these countries is quite low (the mean values are assessed low). 
The degree of contribution to the influence of national culture and social norms is not 
related to the size of the economy, the growth of the economy, and the entrepreneur-
ship index in the countries studied. Entrepreneurs from Japan reported a lower level
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of characteristics of entrepreneurs than their counterparts in all the other three coun-
tries. Moreover, out of the four countries included in the sample, Vietnam, on average, 
has high levels of creation and innovation. 

Out of the four countries studied, Japan is the most developed economy with 
the highest GDP per capita than other countries, as well as the second-highest 
entrepreneurship index (lower than South Korea). However, Japan has the lowest rank 
of cultural influence among the countries studied. This result shows that the support 
of national culture and social norms in Japan for entrepreneurship and the charac-
teristics of the entrepreneur are less than in other countries. Japanese entrepreneurs 
are influenced by other factors more than the factor of national culture and social 
norms. In contrast, for Vietnam and China, which are two developing countries, the 
influence of culture and social norms on entrepreneurship is more than that of the 
other two developed countries, Japan and South Korea. This shows that economic 
development affects the impact of national culture and social norms on entrepreneur-
ship and the characteristics of the entrepreneur. Therefore, we can conclude that 
national culture and social norms influence entrepreneurship and the characteristics 
of the entrepreneurs. However, the economic development index, such as the size of 
the economy, and the entrepreneurship index of a country are not good factors for 
making forecasts about the impact of culture and social norms on entrepreneurship 
in those countries. So, further studies on the factors affecting entrepreneurship and 
characteristics of the entrepreneur should try to incorporate more aspects relevant 
to the external environment. In addition, future research needs analysis to identify 
the supporting factors for entrepreneurship, creation, and innovation in different 
countries or in individual sectors of different industries. 

This study also has certain limits related to the nature and characteristics of the 
data used for analysis in this paper. The samples are based on a global structured 
survey conducted by GEM. However, the number of samples used in the study is 
limited. The number of samples surveyed in each country of Vietnam, Japan, and 
China is only 36 samples and the total number of samples is 214 samples. In addition, 
based on the data that were available, the research is also unable to analyze in-depth 
other factors that influence entrepreneurial characteristics. 
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Păunescu, C., Mátyus, E.: Resilience measures to dealing with the COVID-19 pandemic Evidence 
from Romanian micro and small enterprises. Manag. Mark. Chall. Knowl. Soc. 15(1), 439–457 
(2020) 
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Evolution and Challenges in the Digital 
Markets. The Case of Facebook 
in the Framework of EU Law 

Maria Iulia Ariciu and Mihail Busu 

Abstract In this paper the authors are making an overview of the Digital Markets 
evolution. The legal framework for e-commerce at the European level is introduced 
and the challenges and the evolution of one of the biggest digital platforms are 
discussed. The authors are focusing their work on Facebook as one of the well-
known multisided digital platforms and the biggest social platform. Facebook acqui-
sition campaign is analyzed in the context of competition on the digital market and 
several antitrust cases are enumerated. Final discussions are drawn in the Conclusions 
section. 

Keywords Digital markets · Competition · Acquisitions · Facebook · GAFAM ·
EU 

1 Introduction 

Online platforms (in general, no matter if we are referring to search engines, social 
media platforms, e-commerce platforms, app stores, price comparison websites) are 
playing more and more a central role in our social and economic life. They help 
consumers to find easily online information, and businesses to exploit the benefits of 
e-commerce. But online platforms also bring new policy and regulatory challenges. 
In the last years there has been significant market and regulatory disruption caused 
by digital transformation. 

Digital platforms are leading to transnational markets meaning that regulation is 
increasingly beyond the scope of individual national regulatory authorities. For this 
reason, the regulation was to be done over supranational organizations and regional 
organizations (e.g., European Commission). Two-sided and multisided digital plat-
forms (e.g., the ‘GAFAMs’: Google, Amazon, Facebook, Apple, Microsoft) have
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emerged and grown rapidly. The main reason is that they are offering to consumers 
innovative services and technology which appear to be free for them, or, in any case, 
not at a high cost. 

Thus, we must take into consideration that the business model of digital plat-
forms relies on customer data to create value that can be monetized on another side 
of the platform (e.g., to advertisers or content providers). For this reason, digital plat-
forms act as a marketplace, bringing together and reducing transaction costs between 
distinct groups of customers. 

2 The Legal Framework for e-commerce at the European 
Level 

In the last two decades technology and innovation have pushed both the economy 
and society into new development paths, creating new possibilities, expectations, but 
also challenges and threats. 

The legal framework for e-commerce started over than 20 years ago: The Directive 
2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain 
legal aspects of information society services, in particular electronic commerce, in 
the Internal Market (the so-called E-commerce Directive), adopted in the year 2000, 
provided an efficient legislative scheme for developing the digital market in the 
European Union (EU). Nowadays, the new market situation imposes new legislative 
action, and that’s the reason why the European Commission (EC) was (and still is) 
very active in finding new solutions for the current reality of the digital world. 

Society has become more and more digitized, and the market structure has changed 
significantly since the adoption of the E-commerce Directive. For example, platforms 
create multi-sided structures that connect the demand side with the supply side, 
meaning that they allow two groups of users to meet. Also, at least some of the 
platforms were not initially directed towards allowing economic activities by the 
users (e.g., Facebook—a platform we will present in the next lines), thus supporting 
the commercialization of online activities. 

According to Fenwick and Vermeulen (2019), the type of platforms, by taking into 
consideration the market sectors, are nowadays: exchange platforms (e.g., Amazon, 
Alibaba), service platforms (e.g., Airbnb, Booking), content platform (e.g., Netflix, 
YouTube), software platforms (e.g. Apple iOS, Google, Android), social platforms 
(e.g. Facebook, Instagram), investment platforms (e.g. Priceland, OpenTable) and 
smart contract platforms (e.g. Ethereum). 

These being said, a new list of legislative acts had to be adopted: the General 
Data Protection Regulation, which deals with the free movement and processing of 
personal data; the Geo Blocking Regulation, aiming to remove the barriers created by 
unjustified Geo Blocking; the Audiovisual Media Service Directive, which strives to 
protect media consumers from harmful content; the Copyright in the Digital Single
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Market Directive, addressing copyright protection in digital and cross-border envi-
ronments; the Digital Content Directive, which aims to ensure better access to and 
supply of digital content and digital services; the Fairness and Transparency of Online 
Platforms Regulation (the ‘Platform-to-Business’ regulation), which imposes new 
rules on parties operating online trading platforms and similar services, and taking 
on the role of an intermediary. 

Talking about the last regulation mentioned, new rules are applying to ’online 
intermediation services’ and ’online search engines’ that provide their services to 
business users and corporate websites established in the European Union and offer 
goods or services to consumers located in the EU. The EC pointed out which type 
of entities can be covered by the EU Platform-to-Business regulation, no matter if 
they are established in a Member State or outside the EU: social media for business 
(e.g. Facebook, Instagram), price comparison tools (e.g. Skyscanner, Booking), e-
commerce marketplaces (e.g. Amazon Marketplace, eBay), app stores (e.g. Google 
Play, Apple App Store, Microsoft Store), and general online search engines (e.g. 
Google Search). It is also interesting to underline that the EU Platform-to-Business 
regulation impose to the Member states, through the article 15, the obligation to 
“ensure adequate and effective enforcement” of mentioned above EU regulation. 

As platform scale continues, the EU rules around big tech had to move fast on 
regulation that would change how tech giants operate in the digital marketplace, 
to limit the big challenges are faced nowadays especially regarding the antitrust 
policy: this is the reason of the package of the Digital Markets Act (DMA) and 
Digital Services Act (DSA). The EU rules around big tech are therefore set to be 
strengthened in 2022 with those two acts. This package is set to include curbing the 
uncontrolled spread of unverified content, with the potential for penalties of 10% of 
an undertaking’s annual revenue. 

According to the official website of the EC, the DSA and DMA have two main 
purposes: first, it is “to create a safer digital space in which the fundamental rights 
of all users of digital services are protected”1 , and the second, “to establish a level 
playing field to foster innovation, growth, and competitiveness, both in the European 
Single Market and globally”.2 

The DMA specifically targets the practices of “gatekeepers”, the term being used 
to describe the power that big digital companies have over third parties that use their 
platforms. The DSA is a complementary legislation which has the goal to protect users 
online by providing transparency into the working manner of the content algorithms. 

But what’s a gatekeeper? Which companies will be considered ‘gatekeepers’, and 
which are the obligations and restrictions gatekeepers will have to respect? 

According to the Commission’s DMA proposal, a gatekeeper must operate a ‘core 
platform service’, including online intermediation services, online search engines, 
online social networking services etc. Those core platform services must fulfill some 
qualitative and quantitative criteria. It is still important to mention that the EC will 
be able to revise the list of gatekeepers and conduct market investigations.

1 https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package. 
2 Ibid. 

https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
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As mentioned above, to better understand the evolution in numbers of the digital-
ization market, we will take a specific example of one of the biggest tech companies: 
Facebook. How did this tech company evolve? Can Facebook be caught by the 
gatekeeper definition in the future EU regulation? 

2.1 The Challenges and the Evolution of One of the Biggest 
Digital Platforms: Facebook 

First, it is important to underline that Facebook did not exist at the time of introducing 
the E-commerce directive. So, what Facebook was at the beginning, how it grown, 
and what it began? After trying to answer to those mentioned questions and referring 
to the new introduced concept of the gatekeeper, we will try to conclude if Facebook 
can be caught by this notion and, more important, what does it mean. 

Facebook, as a social network, plays an important role in the lives of more than 
2.2 billion people worldwide. But nowadays Facebook is not only a platform where 
one can socialize, the company also sells advertising to marketers. It is interesting 
to mention that Facebook were initially one-sided platforms, but during the time 
it has entered on other markets as the market for classified ads (through Facebook 
Marketplace) and dating (through Facebook Dating) (Condorelli and Padilla 2020). 

So, let’s see the evolution of Facebook in terms of numbers. 

2.2 Facebook Acquisition Campaign 

Facebook’s procurement strategy has led to major changes in competition policy 
in many jurisdictions. Starting with the acquisition of Instagram in 2012 and culmi-
nating in the second largest acquisition that Facebook had, the purchase of WhatsApp 
for 19 billion euros in 2014, when the mechanisms of the EU and most states failed to 
determine turnover threshold turnover, even though the transaction was of immense 
value, Facebook has managed to become one of the most profitable companies in the 
digital sector that enjoys an indisputable position, at least at this time. 

Through its acquisitions over time, Facebook has acquired both essential technical 
means and people with expertise in mobile platform development, instant messaging, 
photo sharing, location services, advertising, or data analytics, transforming what was 
originally standalone applications integrated into the Facebook ecosystem (Glick and 
Ruetschlin 2019). If most companies were acquired when they did not have a major 
market exposure, but only the potential to become the next resounding success, 
Instagram had already become a platform that had developed its own clientele and 
would capitalize on it, which is likely to remain on the market. Under the original 
name. If in the case of Beluga (the future Facebook Messenger) it was easy to be 
renamed and completely absorbed, in the case of Instagram, loyalty and number of
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users, as well as a significant differentiation from the social network Facebook made 
Instagram exist today under the same name. Same situation applies to WhatsApp. 

In Figure is revealed the number of acquisitions made by Facebook, by year. 
From the graph above we could see that the number of acquisitions made by 

Facebook was volatile in the past 20 years, with minimum values in 2003 and 2017 
when there were no acquisitions and a maximum value in 2020 with 18 acquisitions. 
Figure 1 also reveals that the number of acquisitions were declined after 2010. 

In Fig. 2, we could see the distribution of the acquisitions by the primary market 
of the acquired company. 

In the graph above, we could see that the top primary market companies acquired 
by Facebook were Media Sharing (12), followed by Data & Analytics, Developer 
Tools, and Platform (8), while the primary markets with the least number of acquired
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Fig. 3 Continued, discontinued and inactive apps by acquirer. Source Affeldt and Kesler (2021a, 
b) 

companies were Digital Currency, Emerging Markets, E-publishing, and Gaming 
(1).

A comparative analysis between the GAFAM companies, regarding the number 
of acquisitions, divided into continued active, continued inactive and discontinued, 
could be seen in Fig. 1. Continued applications are applications which could be 
updated, while discontinued applications are the applications that can no longer be 
updated to address bugs or vulnerabilities. 

From the above graph we could see that Microsoft had the greatest number of 
apps acquired (16), followed by Amazon (16) and Google (8). We could also see that 
half of the total number of the acquired applications (54) were discontinued at the 
time of acquisitions (27). 

Now we will look whether the acquired application is main part of the business 
for the target company of the acquisition (Fig. 4). 

From Fig. 4 we could conclude that Facebook, Apple and Google focused 
on acquiring app-based companies, while Amazon and Microsoft seem to target 
companies for which their apps do not represent the main part of the business. 

The Facebook/WhatsApp transaction perfectly illustrates how a major transaction 
in the digital sector is made by companies that exceed the revenue thresholds imposed 
by the EC According to art. 1 of Regulation (EC) no. Council Regulation (EC) No 
139/2004 of 20 January 2004 on the control of concentrations between undertakings 
(Regulation), the concentration between the two global giants of the digital sector 
did not have a community dimension (in terms of turnover thresholds). Thus, even 
if at the time of the transaction WhatsApp had approximately 600 million users, the 
turnover was small, and the EC could analyze the transaction only under art. 4 para. 
(5) of the Regulation, respectively following the EC notification by at least three 
Member States.
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At the time of the transaction, WhatsApp was the largest instant messaging appli-
cation and the one with the highest growth rate, followed by Facebook Messenger, 
with approximately 200 million users (Adler 2014). The main distinguishing features 
of WhatsApp compared to its competitors are the importance given to the protection 
of personal data and the lack of advertising (Pike 2020). In the year before the acqui-
sition, WhatsApp had a loss of 138 million USD, but it did not matter for Facebook, 
as it anticipated (correctly) the subsequent capitalization of the user base and, at 
the same time, removed a potential competitor (e.g., Google) (Morton and Dinielli 
2020) from the entry on the social media market. The acquisition of WhatsApp by 
Facebook in 2014 was, as we mentioned above, the highest in value so far, respec-
tively 19 billion euros, Facebook paying about 42 euros per user. At the time, the 
price was considered exaggerated, but the increase in network effects caused by the 
merging of the databases of the two companies allowed Facebook to have an even 
more important presence on the social networking market. 

The EC opened an investigation, but did not block the transaction, as it analyzed 
it from the perspective of a concentration (only) on the telecommunications services 
market, where they included WhatsApp. Katz (2021) states that some companies are 
considering entering new markets in two steps: in the sense that they first build a 
large and loyal user base using the service provided in the market where they have a 
significant market share and which is the main activity, following that, in the second 
stage, to propose—to the same users—a new service in an adjacent market, based 
on the information collected from the use of the core service (core business). Even 
if two companies were to operate (exclusively) in related fields, where there are no 
overlaps, the natural flow of growth would cause them to expand and compete in 
each other’s fields. 

But the EC has not identified any documents to support the idea of a two-step entry 
(a relatively new theory at the time) from WhatsApp into the social media market. 
On the other hand, in a situation where companies are being bought at an early stage,
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there will rarely be clear evidence to support long-term intentions (Cremer et al. 
2019). In the case of Facebook’s acquisition of Instagram in 2012, the analysis of 
the transaction concluded that it operates in different markets, Facebook being a 
social network and Instagram being only a photo sharing application, even though 
Glick and Ruetschlin (2019) identified a statement from Instagram founders given 
at the level of 2010 when they stated that they wanted to make their application a 
competitor for the existing social networks (Cain 2010). Thus, even though there 
were authorities who analyzed the concentration and anticipated that Instagram can 
become a social network (thus competing with Facebook), they did not appreciate that 
it will be able to capitalize on this (Caers et al. 2013). Subsequently, in 2019, a report 
(Argentesi and Filistrucchi 2007) prepared to the Competition Market Authority 
(CMA) found that the Office of Fair Trading (OFT) had underestimated the potential 
of Instagram’s advertising capitalization and thus lost the opportunity to have an 
opponent competing with Facebook. However, it is difficult to say with certainty that 
Instagram would have had the same evolution (the approximate market value in 2018 
would have been 100 billion USD, and in 2019 the advertising revenue of Instagram 
totaled 20 billion USD of the total $ 70 billion of Facebook) if it had not been acquired 
by Facebook, but it is clear that owning Instagram has allowed Facebook to access 
more users, increase user engagement, and total revenue unless Facebook bought it. 
To understand the full picture, we mention that Facebook was fined in 2016 with 
110 million euros for misleading the EC, for false claims that there are technical 
incompatibilities that will not allow the integration of the WhatsApp users database 
in the already existing Facebook (Carugati 2018). However, the authorization granted 
in 2014 was not revoked. Now, seeing the evolution of the company, we could say that 
the EC analysis would probably have had another outcome if the data provided by 
Facebook had been correct and complete. However, a sound policy must anticipate 
and counteract the calculations made by a company that may decide to take a risk, 
providing inaccurate information, internalizing the likelihood and amount of a future 
fine. 

3 An Overview of the Competition on the Digital Market 
and Cases Related to Facebook 

Market competition authorities need to look closely at mergers and acquisitions 
that may have a major negative effect on consumer welfare and even block them 
if the subsequent effect on the market is to reduce competition. To determine the 
competitive equilibrium of the markets, two perspectives must be considered: (i) on 
the one hand, the interest of the competition authorities in maintaining the competitive 
level and the interests of the developer, who often wants to make a quick profit and 
get out of the market once his innovative idea (especially the potential of the idea) 
has been materialized by selling to a large company. The European Union’s policy, 
based on which the principles of competition law have been developed, seeks to
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promote the general well-being of consumers and an increase in the efficiency and 
productivity of markets. These goals can be achieved by establishing a set of rules 
to be observed by all market players, but also by stimulating a context in which 
innovation and technological breakthroughs thrive. Authorities do not have unlimited 
resources and therefore need to focus on the elements that have deviant behavior and 
a negative impact on consumer welfare. If there are indications of a possible damage 
to consumers, then the transactions should be analyzed more carefully and approved 
only if their benign nature is found. A per se ban on the acquisition of innovative 
companies would also mean encouraging socially unnecessary investments made by 
the buyer in the desire to replicate the innovative idea (Letina et al. 2020). 

In the digital sector, most acquisitions made by large companies have not been 
investigated because they did not reach the minimum turnover thresholds that would 
have triggered the notification obligation, because it is specific to this industry for 
companies to realize their potential only after they arrive to a considerable user base. 
The acquisition of an innovative company usually takes place before it becomes 
mature and commercialized. For example, the average age of purchases made by 
Facebook was two and a half years, and about six and a half years for those purchased 
by Amazon (Argentesi et al. 2021). The targets are usually small companies at the 
beginning of the road that have not yet grown exponentially. The ubiquitous digital 
component in the life of each of us means that at the end of each day we use our 
phone, laptop, fitness bracelet, navigation applications there is a database about each, 
a base that grows marginally with each use of digital devices and services. We need 
to keep in mind that user loyalty and (active) involvement on the platform provides 
the true value of the platform. 

That is why it is important to consider whether the acquisition of a company that 
has a low annual income, but has a large user base and, implicitly, a huge growth 
potential should go unnoticed by the competition authorities or (possible) important 
position on market must be determined according to other criteria. There are opinions 
that state that there are other factors according to which an economic concentration 
in the digital sector must be analyzed, in addition to the turnover and the current 
market share (Bueno et al. 2020). 

Innovation is given by the desire of companies to cause imperfect competition 
in their favor, or the attempt to correct market imperfections will counterbalance 
the desire of companies to innovate. Innovative companies play an important role 
in competitive markets, being a constant source of ideas, unprecedented products 
that can define a new market or ingenious business models, which ultimately lead 
to a decrease in concentration in certain markets, causing inefficient companies, so 
that consumers enjoy high efficiency and better products (Ennis et al. 2019). The 
fact that a company enjoys abnormally high profits creates the desire of potential 
competitors to enter the market, and the most likely way they will succeed will be 
because of significant innovation or capital investment. It is these major profits that 
drive entrepreneurs to start a business. 

Thus, competition authorities must provide companies, especially start-ups, with 
a space in which they can develop freely to compete with existing companies, 
without fear that they will be the target of behaviors that could drive them away
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from the market. In a stable (well-defined) market, an innovative company has only 
one chance: to market a major invention to create a new market to be a leader; other-
wise, it would not have the capacity to compete with existing companies and would 
eventually have to exit the market. Investors-entrepreneurs will think twice about 
whether they will be able to market their new idea, whether it will limit in any way 
the possibility of their new company / idea being bought by the big market players. 
Most of the time, the very illusion of creating an innovative product that would later 
be needed by a Big Tech company leads entrepreneurs to invest initially. 

We mentioned above about the Facebook/WhatsApp merger notified at the Euro-
pean level. In that case, the EC analyzed two main possible theories of harm, one of 
which was “the possibility that Facebook could use WhatsApp as a potential source 
of user data for the purpose of improving the targeting of Facebook’s advertising 
activities outside WhatsApp”3 . The EC also noted that this would require Facebook 
to match the WhatsApp profile of the users with their Facebook profile, which can 
be cause major technical obstacles plus the fact that some users would prefer to 
switch to different consumer communications applications that they perceive as less 
intrusive. Thus, a surprising aspect is the refusal of the EC to consider the potential 
effect of the merger on privacy protection issues of the data collection. 

It is interesting to notice that it doesn’t exist a clear position within the EU on 
whether privacy-related concerns should be outside the scope of competition law. For 
example, the Bundeskartellamt noted in its Facebook decision4 that not all the users 
were aware that Facebook was able to collect user data from third-party sources such 
as Instagram or WhatsApp. The Bundeskartellamt noticed as well that Facebook’s 
terms of service didn’t respect the GDPR rules and were an exploitative abuse of the 
dominant position of Facebook in the market for social networks. 

Another case related to Facebook is the UK Office of Fair Trading (OFT)’ inves-
tigation of the Facebook/Instagram merger. Thus, in that case the OFT stated that 
it doesn’t “be the case that the merger may be expected to result in a substantial 
lessening of competition within a market or markets in the UK”5 . Therefore, the 
OFT’s investigation has been closed. 

Surprisingly (or not), the UK has decided in 2020 to revisit the issue of Face-
book/Instagram merger.6 Also, the EC has opened a formal antitrust investigation in 
order to conclude, on one hand, if Facebook respected or not the EU competition 
rules by using advertising data gathered in particular from advertisers in order to 
compete with them in markets where Facebook is active, and, on another hand, to 
assess if Facebook ties its online classified ads service “Facebook Marketplace” to 
its social network, violating the EU antitrust rules. The EC announced that UK’s

3 Frederic Jenny, Changing the way we think: competition, platforms and ecosystems, Journal of 
Antitrust Enforcement, 2021, 9, 1–18, page 7. 
4 Decision of 6 February 2019. For more details, see. 

[https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsa 
ufsicht/2019/B6-22-16.pdf?__blob=publicationFile&v=3]. 
5 OFT’s Facebook decision, 14 August 2012. 
6 https://assets.publishing.service.gov.uk/media/555de2e5ed915d7ae200003b/facebook.pdf, par.  
46. 

https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsaufsicht/2019/B6-22-16.pdf?__blob=publicationFile&amp;v=3
https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Fallberichte/Missbrauchsaufsicht/2019/B6-22-16.pdf?__blob=publicationFile&amp;v=3
https://assets.publishing.service.gov.uk/media/555de2e5ed915d7ae200003b/facebook.pdf
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Competition and Markets Authority (CMA) has also launched its own investigation 
into Facebook’s use of data and that those two authorities will “work closely”.7 

Those cases (and not only) can show us why the EU rules had to be adapted 
to the actual context of the digitalization world. And now it is the time to answer 
to the question mentioned in the chapter above: Can Facebook be caught by the 
gatekeeper definition in the future DMA? Even if the Commission has not named 
any companies which can be caught by the gatekeeper definition, if we analyze the 
proposed criteria the answer can be only ‘yes’. It was noticed that the ‘GAFAM’ are 
always classified as gatekeepers (Mariniello and Martins 2021). Still, it was argued 
that the EU regulatory framework for gatekeepers as a complement to antitrust law 
enforcement raises further elaboration concerning its scope, the underlying analysis 
of platform competition and the remedies proposed. 

4 Conclusions 

The way in which certain transactions have been carried out in the last decade has 
led to an imbalance in the market. The novelty of the digital sector and its unprece-
dented dynamics have created situations in which the legislative framework has been 
outdated, and the authorities in charge of protecting, maintaining, and stimulating 
competition have not had the resilience to act appropriately. The significant increase 
in the complexity of the digital world has accentuated the difference between the 
classic production paradigm, based on the processing of raw materials that resulted 
in a salable finished product, and the one in which the product is salable after several 
stages, namely the sale of advertising. Performs in a different market and is after 
the processing of data of users of the free platform. Companies that have created the 
digital market or that have taken over the trend from the beginning have established 
well-defined market shares. 

The advantage of a newcomer to a market must allow the innovator to recoup the 
costs of research and development, but the fact that there were no rules applicable to 
the full spectrum of digital platform activity has already allowed disproportionately 
high profits compared to any other industries or sectors of activity. 

Then, within the limits of the competition authorities’ resources, investigations 
could be launched into transactions which have a pronounced ex-post effect not to 
revoke the authorizations (where the legal framework exists), but to understand what 
the novelty was exploited by companies and to refine the legislative framework to 
meet new challenges. To the extent that an authorized or unannounced transaction 
has led to the creation or consolidation of a dominant position in the market, compe-
tition authorities should consider imposing measures to help protect the competitive 
environment when making new transactions in that company. Of course, insofar as 
the companies holding a dominant position on a relevant market violate the princi-
ples set out in art. 102 of the Treaty on the Functioning of the European Union and

7 For more details, see [https://ec.europa.eu/commission/presscorner/detail/en/IP_21_2848]. 

https://ec.europa.eu/commission/presscorner/detail/en/IP_21_2848


112 M. I. Ariciu and M. Busu

resumed in national jurisdictions, regarding the abuse of a dominant position, the 
authorities will have to intervene effectively. The fact that companies with billions of 
turnovers could be investigated in newly created and dynamic markets must be seen 
as an advantage by the competition authorities. Multi-jurisdictional investigations 
can be carried out through the mechanisms established under the European Compe-
tition Network, as the practices assessed are similar in all Member States, and the 
result may be financial penalties, which may have a significant value in relation to the 
amount of as well as in the development of unitary practices in the appreciation of 
the correct behavior in the new markets to increase the security and the predictability. 

The competition authorities might conduct a careful and proactive supervision of 
the activity of the technological giants. Also, the legal framework at the European 
level must be carefully analyzed accordingly to the digitalization evolution and the 
implications that it can cause on the related fields as the antitrust law and the data 
protection policy. It remains to be seen whether the package of DMA and similar 
instruments will prove capable of bringing about the promised changes in the func-
tioning of digital markets (Colomo 2021). Finally, the Facebook case is a step in the 
right direction for digital competition policy and could help as an encouragement for 
initiatives at national and EU level (Scheele 2021). 
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to understand the elements of system practices include the theory of marketing rela-
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as independent variables). Organizational performance will be te dependent variable. 
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this factor). The questions from te survey were stated using the Likert scale (with 
values from 1 to 7). After using statistical data and case studies through quantita-
tive analysis, the research conducted to the current state of customer relationship 
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1 Introduction 

As SMEs are considered to be the main driver of global economic development, they 
have attracted the full attention of researchers. The nature of business in all coun-
tries/regions is changing rapidly, and developing countries are modernizing their 
infrastructure and using the internet for investment. These new interactive media 
have some issues, such as security and technical issues, lack of trust, lack of face-
to-face communication or privacy issues. In addition, as the Internet and electronic 
communications are rapidly changing traditional marketing methods and technolo-
gies, the changes may mean that small and medium-sized enterprises may not fully 
understand the potential of the digital market. 

There is an urgent need to understand the impact of using CRM systems on 
customer and corporate market performance. To meet the competitive needs of SMEs, 
companies need to conduct research to investigate the background of successful 
implementation of CRM systems. In the context of the economic and trade transfor-
mation of the twenty-first century, digitalization plays a strategic and decisive role 
in modernizing the multilateral trading system. It can be said that digitalization is 
part of the life of small and medium enterprises and can improve the efficiency of 
business, production, marketing and sales processes. Romania needs an innovative 
ICT industry and needs to improve digital innovation capabilities in all industries. 

The paper aims to answer the questions “What impact does the technology have 
on organizational performance? Is there a real benefit for the company in terms of 
using this customer management system? Which are the critical factors and how they 
influence SMEs performance through CRM system usage?”. 

2 Literature Review and Hypotheses 

2.1 Small and Medium-Sized Enterprises—Role 
in the Economy Development 

The category of small and medium-sized micro-enterprises (SMEs) includes compa-
nies with less than 250 employees, an annual net turnover of up to EUR 50 million 
and/or total assets of up to EUR 43 million. Especially in the 1970s, the importance of 
SMEs began to emerge. In the 1980s, they experienced a significant expansion, and 
their shares in Europe, the United States and Japan increased significantly. However, 
the gap between regions is still important in Romania and in the EU Member States. In 
Romania, the small and medium business sector represents approximately 99.7% of 
the corporate population, and in Europe it is 99.8%. 93% of non-financial companies 
are micro-enterprises with less than 10 employees (Mascu and Muresan 2019). 

The importance of Romanian SMEs is based on the fact that it is an offer for 
most products and services demanded by the population of a country, these are the 
main value-generating values of any country, provide jobs for most people, and its
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performance affects all countries (Nicolescu and Nicolescu 2008). In recent years, 
even though multinational and transnational businesses in Romania are more present 
than in the past, small and medium enterprises (SMEs) play the most important role in 
economic growth and job creation (Marcketti and Kozar 2007). In addition, Romania 
must prioritize market opportunities and move towards internationalization, given 
that economic and political stability, combined with high-performance infrastructure, 
provides a growth-friendly ecosystem. They help reduce the unemployment rate, as 
it creates jobs for the community and thus increases economic growth (Jabar et al. 
2016). 

2.2 CRM System and Organizational Performance 

CRM is a useful system for generating, storing, representing, reproducing and trans-
lating information. It is used to manage customer interactions or relationships and 
to improve the company’s understanding of consumer profiles (Gupte 2011). The 
general process of developing and maintaining a profitable communication with 
customers is to provide or present a higher value to customers and obtain their satis-
faction. For organizations in need of development and growth, Gamson believes that 
CRM is an indispensable rule. In these organizations, it is very important to determine 
the key dimensions of CRM. 

Organizational performance has two perspectives of financial performance; objec-
tive and subjective. A subjective perspective refers to the performance of firms relative 
to that of competitors (Sin et al. 2005), while an objective perspective is associated 
with absolute measures of performance (Jaakkola et al. 2009). For this study, a subjec-
tive perspective is chosen because information about the organization is considered 
highly confidential for certain industries, such as the telecommunications industry, 
where respondents may be reluctant to provide heavy financial data. 

Factors considered to have an influence in the implementation of the CRM system 
by SMEs can be classified into 3 major groups such as: organizational, technical and 
data quality. 

Organizational factors refer to those factors that directly or indirectly influence 
the structural, operational, human and management parts of the SME business entity 
and include: Benefits, ICT staffing skills, ICT managerial skills, organizational 
aspects, internal barriers, customer response/attitude (Wilson et al. 2002). Organiza-
tional factors related to operations structures, human resources, customer orientation, 
rewards and evaluation system, training and administration issues. Becker stated that 
organizational factors are significantly related to CRM performance (Becker et al. 
2009). Below are the implications of the organizational factors found by the authors: 

– With a sufficient number of dedicated employees, CRM systems can be learned 
and accepted accordingly (Nath et al. 2009). 

– Through the organization’s structure and its operational procedures, CRM 
implementation could be managed accordingly (Payne and Frow 2006).
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– It allows the collaboration of different departments and functions for carrying 
outCRM activities, such as the level of integration within the organization, the 
commitment of senior management to the project and the availability of different 
resources (Croteau and Li 2003). 

Technical factors refer to those factors that affect the heavy part of ICT/CRM 
and include: ICT infrastructure, acquisition costs, implementation and integration, 
evaluation and selection criteria of the system, sales assistance. 

Data quality refers to these factors that directly influence the concept of data 
quality and how it is conducted in the context of CRM. It includes, the evalua-
tion of data quality tools/process, the classification of customer data types and the 
classification of customer data source (Wilson et al. 2002). 

3 Methodology 

Factors affecting the formation of the company’s internal CRM practice have been 
investigated from various theoretical angles and have attracted widespread attention. 
Theories used to understand elements of CRM practice include resource-based visu-
alization theory (RBV) (Halawi and Aronson 2005), (Keramati and Hamed 2010) 
and marketing relationship theory (RMT). RBV seeks to take CRM applications from 
a multidimensional perspective, as RBV seeks to link the performance of high-level 
companies with various resources that can bring competitive advantages (Coltman 
2007). 

In this research, CRM resources are divided into CRM technology resources, 
knowledge management and customers. The RMT meeting takes place to promote 
adverse reactions from customers and suppliers, thus stimulating market feedback 
(Rese 2006). This research combines RBV and RMT theories to understand how 
Romanian SMEs form CRM practices and organizational performance. According 
to this theory, it derives a set of hypotheses expressed in the research. 

Customer orientation involves establishing links between customer needs and 
customer satisfaction. A good knowledge of customer needs also increases customer 
loyalty and encourages repeat business activities that are important competitive prior-
ities based on CRM (Sousa 2003). Customer focus develops a strong customer focus, 
continually delivers superior value to selected key customers, provides a personalized 
product or service through customer expectations, and overwhelms customer-focused 
focus (Sin et al. 2005). An important condition that can allow the organization to be 
truly customer-oriented is to take a cross-cutting approach to how the organization 
delivers value to its customers (Payne and Frow 2006). 

Hypothesis 1: Customer orientation is positively related to organizational 
performance. 

An organization can achieve desirable customer-oriented behaviors. However, 
CRM cannot be successful even if organizations acquire the most advanced tech-
nology and try to generate a customer-centric orientation without fully integrating
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the project into the organization (Sin et al. 2005). Moreover, Chang and Ku reaffirmed 
that the structure of the organization plays a key role in the successful implemen-
tation of CRM and therefore improves the performance of an organization (Chang 
and Ku 2009). Ku stressed that the success of CRM does not only require technolo-
gies or quality, but also requires an efficient service concept as well as appropriate 
operational procedures (Ku 2010). 

Hypothesis 2: Organizational ability is directly proportional to organizational 
performance. 

With the advancement of information technology (ICT), a modern system can be 
used to improve the power of organizations to reduce internal costs, better interact 
with the environment and increase long-term economic profit. It has been found that 
hotels of different price/quality and size implement different levels of sophistication 
of the CRM system (Mohammad et al. 2013). To achieve a successful CRM, orga-
nizations should go beyond the concept of CRM as a set of technological solutions 
(Kubi and Doku 2010). 

Hypothesis 3: Technical resources are positively related to organizational 
performance. 

In an organization, knowledge management includes learning about the needs and 
desires of customers, disseminating this knowledge within the organization (Sin et al. 
2005). CRM practice uses customer knowledge as a means of improving customer 
relationships. Knowledge management capacity has four factors such as acquisition, 
transformation, application and protection. On the other hand, knowledge manage-
ment has a significant impact on customer loyalty and satisfaction (Wang and Huang 
2010). Therefore, much of the research in the field of knowledge management has 
focused on specific technological solutions, such as discovery, representation or 
dissemination (Mohamad et al. 2014). 

Hypothesis 4: Organizational knowledge management is positively related to 
organizational performance. 

SME size, age, nature of business or company strategy were included as control 
variables. All of these have been shown to have an impact on adoption decisions and 
the use of information technology (Harrigan et al. 2010). 

Hypothesis 5: Control variable is positively related to organizational perfor-
mance. 

Figure 1 illustrates the conceptual model of the research. Data collection was 
carried out through a questionnaire with 27 questions. At the end of the meeting to 
complete the questionnaire, a total of 65 respondents were registered. The signifi-
cance level of 5% will be used as the recommended threshold for the test study. The 
sample size will be based on a stratified sample (defined as a framework sample) 
consisting of small and medium-sized companies.
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Fig. 1 The conceptual model of research 

4 Results and Discussions 

This study uses several regressions and correlation analyzes using the statistical 
program IBM SPSS Statistics. The reason for using the multiple regression tests is 
to investigate the relationship between independent variables and dependent vari-
ables. There are 5 independent variables, namely knowledge management, customer 
orientation, organizational capability, information technology and control variable. 
Organizational performance will be the dependent variable. 

Table 1 lists some demographic information of the respondents. Descriptive statis-
tics show that the Romanian population is relatively young and well educated. About 
95% of respondents are under 40, and 70% of them have at least a university degree. In 
terms of gender, the distribution of the population between male and female respon-
dents is uneven. Most of the questioned belonged to the female category, ie 41 people 
(63%), while there were only 24 men (37%). 

According to Table 2, Cronbach Alpha coefficient is used to study the internal 
consistency of the items in the questionnaire or can be used as a method to reduce 
the items. The distance generated here is not too far (0.923 vs. 0.924), indicating 
that the average and modification of the original ratio are not much different, so 
standardization is not much different in Alpha. In this case, the Cronbach Alpha 
value is 0.923, which is a very good value. Moreover, it shows a fairly high internal 
consistency related to a certain sample.
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Table 1 Demographic 
profile of respondents 

Scales Atribute Frequency Percentage (%) 

Gender Female 41 63.1 

Male 24 36.9 

Age 18–23 years 28 43.1 

24–30 years 29 44.6 

31–37 years 5 7.7 

38–45 years 2 3.1 

More than 
45 years 

1 1.5 

Education level Postgraduate 
studies 

16 24.6 

University 
studies 

46 70.8 

Others 3 4.6 

Table 2 Cronbach alpha analysis 

Cronbach alpha Cronbach’s alpha based on standardized items No. of items 

0.923 0.924 15 

The correlation is usually called bivariate correlation, which is used to specify 
the simple correlation between two variables (Table 3), rather than the relationship 
between more than two variables, as is often seen in multiple regression analysis or 
structural equation modeling. The correlation is usually also called the correlation 
of the product Pearson or Pearson r. It is believed that Karl S. Pearson has formulas 
for calculating these correlations. There is the highest positive correlation between 
organizational performance (OF) and organizational capacity (OC) (r= 0.713, Sig= 
0.000), followed by the link between organizational capacity (OC) and information 
technology (IT) (r = 0.695, Sig = 0.000). 

As shown in Table 4, the linear regression coefficient R= 0.813, which indicates 
that there is a correlation between the dependent variable and the independent vari-
able. Regarding variability, the value R2 = 0.662 or 66.2% explains the fact that 
66.2% of the population in the sample is consistent with the correlation between the 
given variable). 

According to the responses of the respondents in Table 5, more than half (88%) 
of them work in private companies, while 12% of the respondents work in state-
owned companies. Regarding the company’s social status, 43% of respondents work 
in medium-sized enterprises. 

In Table 6, the answer to the question about the company’s years of operation is 
that most companies have been on the market for more than 15 years (49%), followed 
by the market between 7 and 15 years (19%), a difference of 33 people from 3 to 
7 years (15%) to under 3 years (17%).
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Table 4 Linear regression 

Model R R square Adjusted R square Std. error of the estimate 

1 0.813a 0.662 0.620 0.74573 

Table 5 Company type The company you work for is: Frequency Percentage (%) 

Micro enterprise 14 21.5 

Small business 23 35.3 

Medium enterprise 28 43.0 

Private company 57 87.7 

Of the state company 8 12.3 

Table 6 Company age 

How many years has the company been established? Frequency Percentage (%) 

Between 3 and 7 years 10 15.4 

Between 7 and 15 years 12 18.5 

More than 15 years 32 49.2 

Less than 3 years 11 16.9 

Table 7 indicates the position of the employee in the company in which he carries 
out his activity and resulted mainly in the presence of executive staff (81% of respon-
dents), management positions (General Manager/Department Director) having a 
smaller number among respondents (19%). 

Using the structural equation modeling, the model is matched with the sampled 
sample (as shown in Fig. 2). 

Considering the β coefficient and the standard error, the SPSS AMOS program 
is used to check/invalidate the hypothetical β coefficient and the standard error. The 
validity of the acceptance model is presented in Table 8. 

Table 7 Employee position 
in company 

Position as employee in the 
company 

Frequency Percentage (%) 

Employee (Execution Staff) 53 81.5 

CEO 3 4.6 

Department manager 9 13.8
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Fig. 2 Research model based on correlation coefficient and standard error 

5 Conclusion 

A very important aspect is that Romania is at the top of the European ranking, 
which measures the progress of EU countries towards the digital economy and social 
development. Romania is a destination for IT services and products. It plays a very 
important role in regional and global markets. It seems to be waiting between two 
realities: innovative industries and digital preservation. The results show that, after 
the adoption and use of the CRM system, all variables, except customer orientation, 
significantly affect the organizational performance of SMEs. Of these, organizational 
capacity had the most important impact. Regarding control variables, seniority and 
field of activity did not have significant effects on the performance of SMEs. However, 
the type of company has a positive effect on the performance of the company. 

It is impossible for organizations to have all the necessary resources to remain 
competitive without having a close relationship with customers. Therefore, it is essen-
tial for organizations to implement CRM resources to develop strong CRM capabili-
ties, subsequently improving the performance of companies. Thus, by managing and 
maintaining CRM more efficiently, SMEs can satisfy their customers and achieve 
organizational performance. This field has not been fully studied in Romanian SMEs, 
despite the importance of a company’s performance in customer relations, and 
research models have not been further investigated in the context of Romanian SMEs. 

Regarding regression, the results of multiple and linear regression analyzes show 
that customer orientation, organizational capability, information technology, and
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Table 8 Validation/invalidation of hypotheses 

Hypotheses β coefficient Standard error Hypothesis 
validation/invalidation 

H1: Customer orientation is 
positively related to organizational 
performance 

0.049 0.125 Validate 

H2: Organizational capability is 
positively related to organizational 
performance 

0.319 0.103 Validate 

H3: Technological resources are 
positively related to organizational 
performance 

0.160 0.102 Validate 

H4: The knowledge management 
of the organization is positively 
related to the organizational 
performance 

0.241 0.112 Validate 

H5: Control variable is positively 
related to organizational 
performance 

H5.1: Company type is positively 
related to organizational 
performance 

0.318 0.071 Validate 

H5.2: Company age is positively 
related to organizational 
performance

-0.122 0.055 INVALIDATE 

H5.3: Company’s main field 
activity is positively related to 
organizational performance

-0.083 0.075 INVALIDATE 

The other correlations between the factors 

Information Technology < – > 
Knowledge Management 

0.960 0.218 

Organizational Capability < – > 
Information Technology 

1.156 0.253 

Customer Orientation < – > 
Organizational Capability 

0.609 0.159 

Customer Orientation < – > 
Knowledge Management 

0.537 0.140 

Organizational Capability < – > 
Knowledge Management 

0.829 0.203 

Customer Orientation < – > 
Information Technology 

0.615 0.165
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knowledge management significantly predict organizational performance. In terms 
of knowledge management, another important organizational factor in IT adoption 
is the alignment between organizational objectives and IT issues.

This study has some limitations, mainly in terms of sampling and technology 
examined. Respondents are especially young, and their behavior may be different 
from the average population. Another limitation is that the Romanian sample contains 
many full-time employees. However, many students in Romania work full time, 
which makes the two samples compatible. The consumers surveyed used the system 
even if they did not fully accept the system. This study is an exploratory study 
that aims to determine organizational performance based on the rate of adoption of 
customer relationship management by SMEs in Romania. The research is related to 
understanding the experience of sample respondents, but is not yet representative of 
CRM solution users. 
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Creating Value with Big Data 
in Marketing 

Ionuţ Adrian Moşescu, Raluca-Giorgiana Chivu, Ionuţ Claudiu Popa, 
and Florina Botezatu 

Abstract The new technology helps collect and store a considerable amount of infor-
mation about consumers’ preferences and decisions in real-time. Thus, the unprece-
dented volume, speed and variety of primary data, Big Data, are available from 
all sources and individual consumers. The term “Big Data” is now widespread and 
accepted globally. The term Big Data has become increasingly known and used in 
many industries. Big Data is a new source of product development ideas, customer 
service, shelf location, distribution, dynamic pricing, etc. Big Data will have an 
impact on almost every area of marketing. Firms that do not develop the resources 
and capabilities to use Big Data capabilities effectively will be challenged to develop 
a sustainable competitive advantage to survive the Big Data revolution. Consumer 
analysis is at the heart of a Big Data revolution. Marketing specialists are beginning 
to recognize the importance of Big Data as the new capital and that access to Big Data 
offers a company new ways to differentiate its products. In this article, exploratory 
research has been conducted to highlight areas where Big Data allows organizations 
to fundamentally know about their business and translate it into better decision-
making and improved performance in marketing and consumer behavior. Moreover, 
a global analysis (based on public data) was performed using large volumes of data 
in marketing and the main reasons they were stored and used. 
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130 I. A. Moşescu et al.

1 The Usefulness of Big Data in Marketing 

1.1 Introduction 

Big data research is undoubtedly one of the essential areas in the past decade and its 
impacts on the industries. Although the research of applying data analysis such as 
data mining, statistics, and information systems has continued for many decades, it 
was not until the last ten years that the industries and academia started to pay more 
attention to the development of extensive data studies applications. As it can be 
observed, in the past decade, the volume of data has immensely increased along with 
the development of data-generating, extracting, addressing, storage, and output tech-
nologies, particularly the connected Internet of Things (IoT) devices along as well 
as new database technologies, e.g., NoSQL. Consumers and all types of industries 
worldwide adopt those IoT products such as small phones, tablet pc, and wearing 
devices. As predicted by the International Data Corporation, it is projected by 2025, 
and there will be 175 Zettabytes of data increased from 41 zettabytes in 2019 and 
only two zettabytes in 2010 (Erevelles et al. 2016; Holst  2019; Reinsel et al. 2018). 
Among them, 79.4 Zettabytes are created by IoT devices, and 87 Zettabytes reside 
in public cloud environments (Wang and Wang 2020). 

The digitalization of organizations activities and businesses has consequently 
conducted to the increase of the datasets for analyzing purposes, which through big 
data and analytical tools can generate perspective for providing sustainable value, 
improving business performance and providing a competitive advantage (Sivarajah 
et al. 2020). 

The most important motive for the exploitation of big data analytics is to generate 
business knowledge information and understand the relationship between business 
processes and the business environment to help decision-making in companies. Big 
data analytics can capacitate better-informed decision-making and improvement of 
the business processes and understand the customers better. Also, big data analytics 
using real-time information can supply instant information and create real-time infor-
mation of the markets and customers that can increase sales. Big data analytics can 
generate valuable information about customers, and the next challenge for companies 
is to transform the knowledge into a market advantage (Hallikainen et al. 2020). 

1.2 Literature Review—The Usefulness of Big Data 
in Marketing 

The Chartered Institution of Marketing in the United Kingdom describes marketing 
as “the management mechanism responsible for defining, predicting, and meeting 
productive consumer requirements.” Since the discovery of accounting spread to 
Mesopotamia for tracking the growth of crops and herds 7,000 years ago, data has 
been used to track and manage enterprises (Van Rijmenam and Logue 2021). O’Reilly
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Media coined the word “big data” in 2005, and a year later, they coined the term 
“Internet 2.0,” which refers to a broad collection of data (Van Rijmenam and Logue 
2021). Big data is the actual result of the modern digital marketing environment for 
marketing companies (Big data, bigger marketing). 

This article would illustrate how big data engineering functions in marketing and 
how big data could be used in marketing. The benefits of big data on the digital 
marketing environment would then be assessed. 

Big data refers to massive, structured data sets collected by enterprises and govern-
ments. “Innovative modes of information collection for increased insight and deci-
sion making” (Big data), which involves several kinds of information coming in 
increasing quantities and at extremely high speeds (Lyons et al. 2018). 

Structured data, unstructured data, and semi-structured data are the three cate-
gories of data that big data can divide. Structured data is easy to enter, process, 
query, store, and recover into a fixed format, as Senthilkumar et al. (2018) point out. 
Unstructured data cannot be fitted or categorized into a net box, and the procedure 
and processing are complex and time-consuming. Blog posts, text messages, novels, 
and photographs, for example (Drew 2017). Semi-structured data is structured data 
that has semantic tags that do not fit into traditional relational databases. Examples 
include email, XML, and some markup languages (Drew 2017). 

The most critical aspect of marketing is the processing of big data. Consumer data 
has been gathered in several areas, according to Goddard (2019), such as the company 
explicitly calling for customer data, pulling customer data from social media, email 
monitoring, and data providers selling data. In the early stages, the bulk of businesses 
call for consumer details directly (Kunz et al. 2017). Customers must typically fill out 
paperwork anytime they wish to apply to a service, make their first online purchase, 
or become a brand member, according to the author. The increased use of social 
media has become an essential part of people’s everyday lives on the internet. 

Individuals’ online interaction is tracked using social media info, which incor-
porates posts, views, tweets, and mentions (Segal). As consumers log in to a third-
party program using their Facebook account, the user’s data is also shared (Kunz 
et al. 2017). Furthermore, companies are buying consumer data from companies 
like Acxiom and Oracle, which gather data, analyze it, and sell it through targeted 
advertising campaigns (Kunz et al. 2017). Big data is also being used in a variety of 
fields, including marketing. Big data will be used to accelerate product creation and 
creativity. To recognize the demands of consumers, production evolution necessitates 
vast amounts of data. Companies will produce a new product closely linked to their 
consumers’ tastes and desires while reducing vulnerability through data mining and 
analysis (Johnson et al. 2017). As a result, big data has emerged as a promising tool 
for boosting output efficiency (Saidali et al. 2019). 

According to Anastasia, businesses use big data as an intelligence platform to 
produce innovative products, find ways to market new products, and advance existing 
product lines. Furthermore, big data can repair significant traces and mistakes (Rubin-
feld and Gal 2017). Said et al. suggest that real-time data can be processed instantly, 
reducing the time spent on analytics, maximizing decision-making performance, 
and increasing the pace of concept creation to product distribution. According to
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Kopanakis (2018), “Amazon fresh and whole foods” are a typical example of using 
big data to boost product evolution. Amazon whole foods are based on big data 
processing to consider consumers’ primary demand for groceries. 

Furthermore, big data can assist in marketing pricing optimization. Saran points 
out that a product’s price is historically dictated by its cost, dynamic pricing, and 
the customer’s and requirements perceived value. On the other hand, big data will 
include more factors for businesses to consider when determining a price. Companies 
may, for example, make use of knowledge from completed transactions (Saran et al. 
2018). Furthermore, big data can be used to evaluate the right price for a company to 
increase the profit margin by first looking at the customer’s buying history, choices, 
and actions, then using predictive analysis to determine the price adaptability of the 
requirement, and ultimately improving the business by looking at the cost price of 
profit maximization. 

Since it can help marketers identify their customers, big data in marketing can 
help solve advertisers’ problems and have marketing information. Big data can be 
used to efficiently and precisely approach customers with products they want or need 
(Medal 2017). According to the author, advertising companies gather information 
about consumers’ motivations and track online behaviors to save money and ensure 
efficiency. One of the most convincing cases of significant companies using big data 
for personalized ads is Netflix (Kopanakis 2018). Netflix, according to Kopanakis, 
receives large volumes of data from its over 100 million users, with the data sets 
relating to recent requests and viewing recordings. To determine what kind of film 
the subscriber finds most appealing and to make movie recommendations to them. 

As a result, big data is being used in a wide range of marketing applications. 
Around the same time, big data will have several positive effects on marketing. Big 
data, for example, provides businesses with the ability to predict, improve risk control 
systems, and boost social media marketing. 

To begin with, big data allows businesses to predict and prepare for progress. 
Marketers will use big data to behave proactively and predict potential patterns (Jobs 
et al. 2016). Accelerating reporting of a growing volume and variety of data sets 
and real-time forecasts, the firm would increase its spending and gain a better view 
of the impact of sales at various stages of spend. Furthermore, by monitoring real-
time data and the latest developments in customer behavior, advertisers can develop 
systematic plans and prepare for more effective actions (Jobs et al. 2016). As a result, 
the organization can target segmented sub-groups of buyers based on their unique 
characteristics, allowing them to tailor activities to each client uniquely (Jobs et al. 
2016). 

Furthermore, big data can be used as a business analytics platform to help banks 
and the industry handle risk more effectively. People may use big data analytics to 
recognize possible risks associated with money leading processes in banks, under-
stand industry dynamics, and set different interest rates for each person from various 
regions (Davenport and Dyché 2013). Similarly, economies are being more inter-
twined, resulting in a rise in financial risk. According to Sinha et al. (2018), big 
data should be used to observe the implicit danger involved with all financial trans-
actions using a simulation scenario framework. Big data also helps in social media



Creating Value with Big Data in Marketing 133

campaigns. Although social media promotes contact between friends and families, 
it also acts as the primary data center. According to Erevelles et al. (2016), social 
media has evolved into a medium for brands to promote and grow their customer 
base. Likes, comments, shares, mentions, and followers are all customer behavior 
indicators that provide advertisers and advertisers with actionable insight Erevelles 
et al. (2016). Facebook’s ad campaigns are an excellent example of extensive data-
driven social media marketing (Wiesenberg et al. 2017). For the last thirteen years, 
Facebook has been gathering data and selling the findings to third parties. Marketers 
use the Facebook website to promote, and they can increase campaign success by 
indirectly leveraging big data. 

Big data, on the other hand, necessitates the use of technology. In many businesses, 
marketing is the least automated department, and analyzing massive amounts of data 
is the most significant difficulty in using big data. 

To conclude, big data is a significant marketing investment. Through analyzing big 
data, businesses can gain a strategic edge, reduce operational costs, and retain their 
client base. Historically, storing vast amounts of data has been difficult, but with the 
advancement of computational power, this is no longer an issue (Lyons et al. 2018). 
Nonetheless, the complex technology of using big data has not been widely adopted 
by the company’s majority. As a result, the advancement in technologies in big data 
is a question that must be considered. 

2 Methodology 

In this article, exploratory research of the latest studies on the use of large data 
volumes (Big Data) was carried out to highlight the present fields of application and 
make predictions regarding the use and utility of large data volumes in the field of 
marketing. Information is a powerful tool; however, only in terms of the revelations 
they provide. We cannot do much about the 2.5 quintillion bytes of data we generate 
every day unless we crunch it with big data analytics. This is where things start 
to get interesting for companies because we can now forecast consumer behaviour 
personally with laser-focus precision. We know that as the months, not years, pass, 
data will only grow more extensive, and technology will become more sophisticated. 

3 Results and Discussions 

Although the big data industry’s scale and share are measured in billions, the overall 
impact on the global economy is conveniently measured in trillions. Market predic-
tions and industry estimates quickly affirm where big data is headed—led by its 
sibling, business analytics, and the best business intelligence software applications 
that it spawns.
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• According to Wikibon, worldwide Big Data industry revenues for software and 
services are predicted to grow from $42 billion in 2018 to $103 billion in 2027, 
reflecting a CAGR of 10.48%. 

• According to Forrester, the global Big Data software market will be worth $31 
billion this year, up 14% from last year. The global software industry is expected 
to generate $628 billion in sales, with $302 billion coming from applications. 

• According to a survey by Accenture, 79% of enterprise executives believe that 
businesses that don’t accept Big Data will lose their competitive edge and might 
even go out of business. Far more, 83%, have undertaken Big Data ventures in 
order to gain a competitive advantage. 

• According to PwC, 59% of executives believe that using AI to boost Big Data in 
their business will be beneficial. 

Advanced analytics, including Big Data, contribute the most to revenue growth in 
sales and marketing, research and development (R & R&D), supply chain manage-
ment (SCM), including distribution, workplace management, and operations. The 
report Analytics Comes of Age, published by McKinsey Analytics in January 2018, 
provides a detailed analysis of how analytics and Big Data enable entirely new ecosys-
tems and act as a foundational technology for Artificial Intelligence (AI). Analytics 
and Big Data, according to McKinsey, are making the most significant contributions 
in the Basic Materials and High Tech sectors. The first of ten charts in this series 
comes from a McKinsey Analytics report, and it shows how analytics and Big Data 
are revolutionizing many of Sales and Marketing’s foundational business processes 
(Figs. 1 and 2). 

• According to a new McKinsey Analytics survey, nearly half of respondents believe 
analytics and Big Data have radically changed business practices in their sales and 
marketing departments. Across sectors, more than 30% claim the same thing about 
R&D, with respondents in High Tech and Basic Materials & Energy reporting the 
most functions being changed by analytics and Big Data. 

• Revenues from Big Data services and products are expected to rise from $42 
billion in 2018 to $103 billion in 2027, representing a Compound Annual Growth 
Rate (CAGR) of 10.48%. Wikibon forecasts that the global Big Data market will 
rise at an annual rate of 11.4% between 2017 and 2027, from $35 billion to $103 
billion 

• According to NewVantage Venture Partners, Big Data adds the most value to busi-
nesses by lowering costs (492%) and opening up new opportunities for creativity 
and disruption (44.3%). Discovering new cost-cutting opportunities by incorpo-
rating advanced analytics and Big Data provides the most observable outcomes, 
making this the most common category in the report. With 27.9% reporting results, 
69.4% have started using Big Data to build a data-driven society (Fig. 3). 

• The Hadoop and Big Data Market is expected to rise at a 28.5% CAGR from $17.1 
billion in 2017 to $99.31 billion in 2022. The most rapid growth is expected in 
2021 and 2022, as the demand is expected to increase by $30 billion in a single 
year. Statista commented on StrategyMRC’s findings (Fig. 4).
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Fig. 1 Changes to industry score business practices about big data. Source Analytics (2018) 

Fig. 2 Big data market size revenue forecast Worldwide From 2011 to 2027 (in billion U.S. Dollars). 
Source Statista.com (2021)
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Fig. 3 Big data initiatives and success rate. Source New Vantage Partners (2019) 

Fig. 4 Size of hadoop and big data market Worldwide From 2017 to 2022 (in billion U.S. Dollars). 
Source strategymrc.com (2017)



Creating Value with Big Data in Marketing 137

• The market for Big Data applications and analytics is expected to expand at a 
CAGR of 15.49% from $5.3 billion in 2018 to $19.4 billion in 2026. Professional 
Services in the Big Data industry is expected to rise from $16.5 billion in 2018 to 
$21.3 billion in 2026 (Fig. 5). 

• When the global market for advanced analytics and Big Data-related hardware, 
services, and applications is compared, the latter category emerges as the vital 
winner. The software segment is expected to rise at the fastest rate, growing from 
$14 billion in 2018 to $46 billion in 2027, with a CAGR of 12.6% (Fig. 6). 

• Revenue rose by 3% to 4% at a decentralized general-merchandise store that used 
Big Data to build success community clusters. Big Data drives a transformation in

Fig. 5 Big data market forecast Worldwide from 2011 to 2026, by segment. Source wikibon.com/ 
(2017) 

Fig. 6 Big data revenue Worldwide from 2016 to 2027, by significant segment. Source 
wikibon.com/ (2017)
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Fig. 7 Big data initiatives and success rates among corporations in the United States and 
Worldwide, As of 2018. Source New Vantage Partners (2019) 

the retail sector, allowing for more detailed localization than ever before. Today, 
big data is being used to improve endcap promotions’ ROI, optimize planograms, 
improve upsell and cross-sell sales efficiency, and optimize prices on products 
that drive the most foot traffic (Fig. 7).

4 Conclusion 

Predictive analytics and data mining are examples of advanced analytics techniques 
that help derive meaning from data and create new market insights. In 2018, the 
global big data and business analytics industry were worth 169 billion dollars, and it 
is projected to hit 274 billion dollars by 2022. According to reports, 45% of market 
intelligence practitioners used big data analytics as a research tool in November 
2018. 

Nowadays, big data refers to data collections that are either too large or too 
complex for conventional data processing applications to manage. It is described as 
having much volume, many velocities, and a lot of variety. The growing volume 
and size of data sets are due to the exponential growth of mobile data traffic, 
cloud computing traffic, and the rapid advancement of technology such as artificial 
intelligence (AI) and the Internet of Things (IoT). 

Customers, financial data, and operating data are the three types of big data that 
advertisers are involved in. Data is usually compiled from some sources and stored 
in various locations.
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Customer data assists advertisers in gaining a better understanding of their target 
customers. Names, email addresses, transaction records, and web searches are exam-
ples of this sort’s apparent data. Indicators of the audience’s attitudes gleaned from 
social media activity, polls, and online forums are just as relevant, if not more so. 

Financial data allows you to monitor success and increase productivity. This cate-
gory covers the company’s revenue and marketing figures, prices, and margins. This 
group will also contain financial details from competitors, such as pricing. 

Market operations are linked to operational records. It may have had to do with 
shipment and logistics, CRM programs, or input from hardware sensors and other 
sources. This data can be used to increase results and cut costs. 
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Disclosing Information About Employees 
According to Global Reporting Initiative 
Standards 

Diana-Nicoleta Nita 

Abstract Employees, in terms of human capital, are an important part of a 
company’s engine. Without this part, a company would not be able to function, 
regardless of its assets. Its presentation is insignificant in most of the company’s 
financial reports. Financial reports represent an important element to get to know in 
detail a company. The lack of legislative alignment on reporting criteria and require-
ments has led to the presentation of information by companies in different ways. 
Global Reporting Initiatives is one of the standards that tracks the impact that a 
company has on the economic environment, including information about the compa-
nies employees. At the international level, researchers have tried to identify the 
elements that determine the reporting human capital information, but no universal-
valid element has yet been identified. In Romania, the research on human capital 
reporting is in initial stage and in practice it is known that the reporting employees 
information is limited to several indicators and financial data. The objective of this 
research is to determine some of the information requested by Global Reporting 
Initiative about employees and economist perception about this. The research ques-
tions are based on Global Reporting Initiative requirements about employees. Using 
the quantitative method, the questionnaire, was identified the perception and open-
ness of Romanian economists regarding to reporting detailed information about 
employees according to Global Reporting Initiative Standards. The results show 
that Romanian economists are not willing to include detailed information about 
employees. This study case represents the beginning of identifying the perception 
of Romanian economists about the information proposed by the Global Reporting 
Initiative. Considering that the research in Romania regarding to employees’ disclo-
sure is incipient, the perception of the Romanian economists regarding to change 
and awareness of the information importance about the employees in the financial 
reports must be known. 
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1 Introduction 

Human capital, as a component part of intellectual capital, is restricted by the situation 
provided by current accounting and national and international financial reporting 
standards. If we have to look at the company behind success, it can be seen that 
regardless of the assets performance level, the automation degree, debt information, 
equity, is human factor. However, the limitation of reporting the information about it, 
determined the presentation of the salary cost or of some indicators. Regardless of the 
size, industry type, listing status, a company could not function without employees. 
Employees, as part of human capital, are one of the most important elements of a 
company. Interesting is that human capital is part of an absolutely vital relation within 
a company (human-relational-structural capital reciprocity), but scientific research on 
this aspect is relatively new and it is encounter a lack of individual value knowledge. 
At the same time, the novelty of the concept is relevant for the position of Romanian 
financial reporting and traditional accounting. The voluntary presentation of human 
capital information shows the company’s focus. The need to standardize these reports 
determines a credibility and a high degree of all companies full knowledge. 

This research starts from the importance of reporting employees in the financial 
reports. Regardless of the financial reports users, the employees represent an element 
that must be analyzed and reported in a period of time. The responsibility of each 
company to report human capital can become a social responsibility. Employees 
contribute to the impact that the company has on the economic environment and 
thereby must be presented in as detailed a way as possible. Human capital is an 
element of research given the rapid level of processes automation. Human capital is 
the added value of the process. In this case, its importance must be recognized and 
presented. The Global Reporting Initiative Standards demonstrate how employee 
analysis can determine a company’s image. Thereby, these standards show how a 
company can be known through human capital reporting. In Romania, most small 
and medium-sized companies apply the Order of the Public Finance Ministry no. 
1802/2014 in preparing and presentation the financial statements. In the case of those 
companies, human capital can be known by the cost of personnel, the average and 
effective number of employees-in the financial statements, and in the explanatory 
notes-the benefits granted to key employees and indicators attesting information 
about employees. One reason for this limited reporting are the users of the financial 
statements. In this case, it is considered that information about human capital is not 
relevant. However, such an information portfolio can help new investors to know the 
future potential of the company in which they are going to invest. Over the time, 
research has been conducted on the element that determines the reporting of human 
capital in financial reports. The studies were conducted based on the financial reports 
of companies listed on the stock exchange, because they were publicly available. If 
at international level, the researches were complex, at national level, in Romania, 
the researchers are at the beginning. Even in this case, the financial reports of the 
companies listed on the stock exchange were taken into account. As employees are 
not only present in such companies, both small and medium-sized companies should
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be analyzed in order to report human capital. Global Reporting Initiative Standards 
are standards applicable to small and medium-sized companies as well. This research 
begins by obtaining the perception of Romanian economists regarding the detailed 
reporting of employees. Thereby, the hypothesis tested is the acceptance of human 
capital reporting by small and medium companies, according to the information 
required by the Global Reporting Initiative Standards. 

The analysis starts from the identification of the information provided in Global 
Reporting Initiative Standards and identification of the Romanian economists’ 
perception regarding to the inclusion of those information in the financial reports. 
The research is structured in four parts as follows: literature review- the current 
situation of human capital reporting at national and international level is identified, 
methodology-research method are presented, results and discussion and conclusions 
where the main results obtained are presented. 

2 Literature Review 

2.1 Human Capital. National and International Context 

An asset is expected to generate future economic benefits, but intellectual capital is 
that value that is not recognized in accounting. Castellanos et al. (2004, p. 2) define 
intellectual capital as a set of knowledge that creates, or is expected to create value in 
the future for organization. Because it cannot be included in the assets sphere for the 
reason that it cannot be controlled, owned by the entity, intellectual capital remains 
at the stage of being; as Klaila et al. (2000, p. 1) mention: “an asset ignored once it 
has been cataloged”. Traditional accounting cannot identify a value of intellectual 
capital, but Joia (2000, p. 15) says that “treasure is what matters in a society in constant 
turmoil”. The importance of human capital compared to all other intellectual capital 
components lies in the role it plays in creating value for the company, for what one 
company is distinct from another (Seetharaman et al. 2004). For companies, human 
capital is a relevant and heterogeneous strategic asset (Samagaio and Rodrigues 
2016). Human capital is defined by six categories of components: talent, knowledge, 
ability, humanity, desire and managerial leadership Hatamizadeh et al. (2020, p. 4).  
Also, Carson et al. (2004, p. 9) say that human capital can be defined by two categories 
of elements: personal attributions and “skills”. All of this categories of elements are 
attributable to employees. People use their own skills to create added value for 
the organization in two directions: to transfer and convert knowledge and added 
value increases whenever a transfer or knowledge conversion takes place (Sveiby 
2001). Thereby, the intellectual capacity of a company can be known by knowing 
the employees. This can be achieved by disclosing more information in the financial 
reports.
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To understand a company’s intellectual resources, Mouritsen et al. (2001, p. 2) says  
that users should analyze the “fruits” of the current year, and the company’s poten-
tial to produce “fruits” in the future. The intellectual capital integration in economic 
and financial reports is necessary due to the fact that intangible assets are essential 
for business success given the economic environment growing dynamics (Gogan 
and Draghici 2013). Nevertheless, firms consider that the information provided by 
intangible assets is useful for analysts and investors, and therefore decreases the 
reporting degree of intellectual capital but this situation can be saved by the volun-
tary intellectual capital disclosing (Schiemann et al. 2015). About disclosing human 
capital information, Passetti and Cinquini (2014, p. 22) claim that “the low credi-
bility of sustainability reports is a big obstacle that does not permit the valorization of 
human capital information”. In this sense, Ndou et al. (2018, p. 26) believe that “its 
most used channels for disclosing pertinent quantitative and qualitative intellectual 
capital information were non-traditional sources, such as its website, online reports 
and social media pages”. Also, Dumay and Guthrie (2017) mention that “a lack of 
significant innovation in the evolution of ICD indicates that this research stream may 
have been a victim of its own success” (Cuozzo et al. 2017, p. 3).  

Even though intellectual capital reporting has increased over time, there are no 
signs that investors are interested in this information (Nikolaj Bukh 2003). Suciu 
et al. (2013, p. 9) said that “reporting, evaluating and disclosing intellectual capital 
represents reporting, evaluating and disclosing valuable knowledge”. In this sense, 
Nickolaj Buch (2003, p. 7) said that “the incorporation of information about intel-
lectual capital disclosure indicates that companies believe this type of information 
is important in the capital market’s assessment of the company value”. 

Fontana and Macagnan (2013, p. 3) said that “human capital disclosure has 
strategic relevance for enterprises because these features, although not recorded 
in accounting, represent a competitive business edge”. Disclosing human capital 
to the external environment could positively influence the company’s reputation 
(Alvarez Dominguez 2011). But, in this sense, annual reports that include informa-
tion on human capital may reflect the risk that the entity may use them as “adver-
tising documents” but not in accordance with accounting standards (Abeysekera 
2008). Disclosing human capital information can be results-oriented (emphasizing 
the recognition of employees’ contribution to the company and reporting the added 
value of employees), or process-oriented (emphasizing the entrepreneurial quali-
ties and knowledge of employees related to work) (Abeysekera and Guthrie 2004). 
In disclosing human capital information, Beattie and Smith (2010, p. 21) said that 
“HR directors viewed attracting and retaining employees of high caliber to be the 
most important incentives for disclosing HC information externally”. In practice, 
human capital was presented through information about the number of employees 
and their cost (Brennan 2001). Probably the reason for human capital non-disclosure 
is based on variables from the external environment such as: competitors, and from 
the internal environment such as strategy and Critical accounting theory (Samudhram 
et al. 2010). 

The reason for disclosing information of human capital in the financial reports 
was analyzed by researchers. Their goal was to identify what influences companies
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to report information about human capital. Firm size is one of the elements consid-
ered to have an impact on Intellectual Capital Disclosure (Branco 2011; Bellora 
and Guenther 2013; Duff  2018; Ferreira et al. 2012; Fontana and Macagnan. 2013; 
Garcia-meca et al. 2005; Kateb 2015; Melloni 2015; Taliyang et al. 2011; White 
2007), in the sense that large companies are expected to disclose information, either 
descriptive or qualitative, about intellectual capital. But, from a practical point of 
view, the objective of this research is to determine if they are willing to provide 
information in financial reports in small businesses. In Romania, according to the 
Order of the Public Finance Ministry no. 1802/2014, small enterprises are those enter-
prises that have less than 50 employees and that have either a net annual turnover 
not exceeding EUR 8 million or have total assets not exceeding of 4 million euros. 

In 2014, a conclusion of the intellectual capital reporting in Romania is that it is 
at the initial stage (Ienciu et al. 2013). At the same time, the concept of intellectual 
capital is not as well developed in Romania, compared to more developed countries 
(Morariu 2014). Accounting in Romania is under the sign of transition that transforms 
it from a simple tool used to meet the needs of central institutions to a true tool for 
decision-making (Paladi and Fenies 2016). In Romania, investment in intellectual 
capital has become urgent, and some stages must be understood not only conceptually 
but also in terms of mentality (Suciu et al. 2011). 

3 Methodology 

The objective of the research is to identify the economists and employees perception 
regarding to inclusion of more detailed information about the company’s employees 
in the explanatory notes of financial statements. The detailed information that 
should be included are according to Global Reporting Initiative Standards. Thereby, 
in an indirect way, the level of acceptance of the application of these standards 
was measured. Only a series of information regarding employees from the Global 
Reporting Initiative standards were included and measured. To identify whether a 
new change is considered to be accepted, the quantitative method was used. A ques-
tionnaire was applied to respondents, using a Google Forms. This questionnaire was 
completed in late January and start of February 2021 and it was sent using social 
media applications. The questions related to the research are following a 3-point scale 
(offers agree and disagree options along to a neutral option). The answers received 
were analyzed and statistically interpreted using Data Analysis from Excel. There-
with, it was useful to determine perception regarding to including more details about 
employees in financial reports in order to be able to analyze a company from the its 
employees point of view. 

The hypothesis, consists in the opening of the Romanian economists regarding to 
the inclusion in the financial reports of more information about its employees. The 
information that was taken into account are part of information provided by Global 
Reporting Initiative Standards.
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The research questions are “Which are the Global Reporting Initiative require-
ments about employees? and “Are Romanian economists agree to report information 
about employees according to Global Reporting Initiative?”. 

4 Results and Discussions 

Regarding human capital reporting, Global Reporting Initiative has some standards 
that refers to it. The purpose of these standards is to be used by organizations to report 
what impacts have on the economy, environment and society. The questions applied 
support the Global Reporting Standards perspective to analyze a company from 
employees point a view. 401-Global Reporting Standards (GRI) support that a high 
rate of employee turnover can indicate levels of uncertainty and dissatisfaction among 
employees and signal a fundamental change in the structure of an organization’s core 
operations. Also, an uneven pattern of turnover by age or gender can indicate incom-
patibility or potential inequity in the workplace and turnover results in changes to 
the human and intellectual capital of the organization which can impact productivity 
(401-GRI 2016b). Turnover has direct cost implications either in terms of reduced 
payroll or greater expenses for the employees recruitment (401-GRI 2016b). 

The number, age, gender, and region of an organization’s new employee hires are 
important because these values can indicate the company strategy, ability to attract 
diverse and qualified employees (401-GRI 2016b). 

Regarding disclosure of information about parental leave, it is specified in 401-
GRI Standard that “many women are discouraged from taking leave and returning to 
work by employer practices that affect their employment security, remuneration and 
career path and also many men are not encouraged to take the leave to which they are 
entitled” (401-GRI 2016b). This type of information supports the company image 
according to equitable gender choice for maternity and paternity leave (401-GRI 
Standard 2016b, p. 9).  

Employees who participate in training and professional courses support the plan 
skills acquisition to fulfil strategic targets which influences the organization’s human 
capital and contribute to improving performance (404-2 GRI Standard 2016a, p. 8).  
Measuring the employee’s impact in a company’s performance and knowing the value 
of each employee, the employee performance disclosure helps demonstrate how an 
organization works to maintain the skills of its employees (404-2 GRI Standard 
2016a, p. 9).  

Disclosing information about employees’ remuneration supports equal opportu-
nity. This type of information supports a company with equal principles applies to 
recruitment and equal remuneration policies. Also, disclosing this type of informa-
tion characterizes a company which is retaining qualified employees (405-2 GRI 
Standard 2016d, p. 7).  

A sample of 86 employees from the Romanian economy was used. Of 86 respon-
dents, only 57 work in the financial and accounting departments from public and
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private institutions. Only this population was considered in order to identify a correct 
perception. 

The respondents from public environments work at the National Agency for Fiscal 
Administration, Romanian South Region. Answers were obtained from people who 
are certified by Romanian Body of Expert and Certified Accountants, and also having 
professional courses. This sample of respondents was chosen to determine a vision 
on the need to report more information about the employees, in financial reports. 

Of 13 questions, 5 were needed to objectively know the respondents. These ques-
tions referred to the respondents’ age, the experience they have in the field where they 
work, the positions they occupy in the institution where they work, the institution 
type and the working field. 

For the case study, a sample of respondents aged between 18 and 41 was covered 
(Fig. 1). 

Respondents aged 18–24 are expected to occupy entry-level positions, with oper-
ational functions. Respondents aged between 25 and 40, are expected to have more 
experience and professional training, while respondents over 41 are expected to have 
occupied managerial positions. 

Another necessary question was to know the type of institution where the respon-
dents work. It is important to know the workplace, because employees from the 
private sector, especially those who provide accounting services, have a wide port-
folio of clients and requirements from them. Also, there are those who apply other 
reporting standards, besides the national reporting standards. At the same time, the 
perception of those in the public environment is important, because those from 
National Agency for Fiscal Administration represent a part of the users of the financial 
reports. The results about the types of institutions can be found in Fig. 2. 

Another necessary question was regarding to the positions the respondents occupy 
within the institutions in which they work. Those who answered that occupy both 
management and operational positions have two options: either they did not want

Fig. 1 Age of respondents. Source own research
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Fig. 2 Type of institutions where respondents work. Source own research 

their position to be known, or they work in several positions in different compa-
nies. Thereby, the results show that most of the respondents included in statistical 
interpretation occupy operational positions, as seen in Fig. 3.

The other 8 questions used for validating the research hypothesis referred to the 
inclusion of information about employees in the reports: total number of employees 
and rate of new employees during the reporting period by age groups, sex, region, type 
of contract (full-time or part-time) (102-Global Reporting Initiative et al. 2016a); 
turnover per employee during the reporting period (401-Global Reporting Initia-
tive 2016b); percentage of employees by sex groups, age, educational classifica-
tion and other criteria relevant to their knowledge (405-Global Reporting Initiative 
2016d); benefits granted to all employees, because the quality of benefits for full-time 
employees is a key factor in retaining employees (401-Global Reporting Initiative 
2016b); parental leave (401-Global Reporting Initiative 2016b); the average number 
of hours and their value per employee regarding the courses and trainings in which

Fig. 3 The positions which respondents occupy. Source own research
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Table 1 Summary ANOVA 

Groups Count Sum Average Variance 

No 8 211 26.375 7.410714286 

Neutral 8 93 11.625 20.55357143 

Yes 8 152 19 25.14285714 

Source Own research using EXCEL-Data Analysis 

Table 2 ANOVA 

Source of variation SS df MS F P-value F crit  

Between groups 870.25 2 435.13 24.58 3.15761E−06 3.466800112 

Within groups 371.75 21 17.70 

Total 1242 23 

Source Own research using EXCEL-Data Analysis 

the employees participate (404-Global Reporting Initiative 2016c); the remunera-
tion rate for each category of employee (405-Global Reporting Initiative 2016d); 
the percentage of employees who receive regular performance reviews (404-Global 
Reporting Initiative 2016c).

An ANOVA-Single Factor was used to analyze the answers (Tables 1 and 2): 
H1—Romanian economists agree with the inclusion of information about 

employees proposed by Global Reporting Initiative Standards in the financial reports 
of small and medium companies. 

A composite score was calculated, totaling the ratings of the 8 questions applied 
to respondents, which address the openness of the Romanian economists towards 
disclosing new information according to Global Reporting Initiative Standards. 
Considering that P-value is 3.16 > 0.05 and F (2, 56) = 24.58, H1 is rejected and H0 
is confirmed. There were no significant differences and no statistically significant 
trend of the difference between the 3 answer variants. The statistical test supports 
the null hypothesis that Romanian economists are not willing to include more infor-
mation about their employees according to the requirements of the Global Reporting 
Initiatives Standards. In this way, the respondents consider that information already 
presented about the employees is sufficient. The statistical test result is conclusive 
considering the average age of the respondents, which is predominant, in proportion 
of 60%, over 41 years. Thereby, this type of population is not psychologically open 
to new changes, and new responsibilities would lead to "loading the job description" 
as one of the respondents replied: "What will be imposed in the job description of 
economists? If we include such information, what other financial bodies would do?” 
(Answer received from a respondent, over 41 years old, his identity will be kept 
according to GDPR rules). At the same time, the test result shows that people did not 
decide. The respondents do not agree with the inclusion of some information about 
employees provided in Global Reporting Initiative, in small and medium companies 
in Romania. This result is confirmed also by the fact that many companies in Romania
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do not have an evaluating model of the employee’s impact on the process performed 
(Nita 2020). In this sense, companies would have nothing to report considering that 
there is no model of evaluation, of knowing its own employees. However, one good 
result that was found from the statistic test results is that a large part of the respondents 
agree with the inclusion of more complex information about employees, according 
to Global Reporting Initiative Standards. It can be seen that the difference between 
the answers with yes and no is relatively close. The sample has a rigid perception 
and is resistant to a possible change, in the sense that they oppose vehemently. 

5 Conclusion 

If the intellectual capital measurement is not possible at present, its reporting by all 
companies is a must. Knowing employees and presenting them in financial reports 
is probably the only way to identify a company’s intellectual capacity. It is known 
that the most complex reports are made by listed companies. Their reports provide 
detailed information about the company’s progress during the reporting period and 
the most important events. This study case complements the research, determining the 
perception of Romanian economists regarding to their openness to accepting new 
requirements from the Global Reporting Initiative Standards. Regardless of size, 
companies should report additional information about their employees. The contri-
bution they bring to the company is one of major importance, and their knowledge is 
important to understand the company intellectual potential in the future. One of the 
elements that this case study presents is the information required by Global Reporting 
Initiative Standards regarding to employees, and another contribution of this study 
case is the fact that the perception of Romanian economists about the information 
disclosure in small and medium companies was identified and measured. One of the 
important points of this research is that in addition to the large number of respondents 
who do not agree with the inclusion of employee information in their financial state-
ments, there were respondents who agreed and accepted these requirements from 
the Global Reporting Initiative Standards. This research is among the first conducted 
in this regard, in determining the perception of Romanian economists regarding to 
the requirements of the Global Reporting Initiative on employees. This study case 
identifies the importance of reporting human capital in the financial reports of all 
companies. Some major limitations are the relatively small number of respondents 
and their average age.
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The Role of Dynamic Capabilities 
and Digitalization in Achieving Economic 
Intelligence. The Case of Huawei’s 
Success 

Shahrazad Hadad and Iulia Ruxandra T, icau˘ 

Abstract The proposed paper draws attention on the topic of Economic Intelli-
gence (EI) to elaborate how dynamic capabilities and digitalization are able to lead 
to increased competitiveness, effective information management and environmental 
monitoring. It is essential for companies in emerging economies to constantly absorb 
external information and apply latest technological advances to keep up with today’s 
competitive environment. In a universe in perpetual change, there is constant need for 
strong strategies for a firm to evolve. Through the unification of coordinated actions 
such as research, information storage and circulation and market anticipation, a 
firm can become economically intelligent. In other words, companies can achieve 
Economic Intelligence by developing strong dynamic capabilities that imply latest 
technologies. This paper proposes an analysis of how dynamic capabilities enhanced 
by digitalization are able to contribute to the development of Economic Intelli-
gence by engaging the case of the international electronics and telecommunications 
equipment producer Huawei. 

Keywords Economic intelligence · Dynamic capabilities · Digitalization · Huawei 

1 Introduction 

Domestic economy and the business sector have been greatly challenged since the 
emergence of the concept “economic intelligence”. In a market where globalization 
constantly challenges companies, businesses need coordinated actions to investigate, 
process and distribute information in order to take strategic economic decisions. 
The high need to achieve economic advantages have resulted in the development 
of strong economic intelligence tools, that are able to control the global economic 
scene. (Spanish Institute for Strategic Studies 2014).
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Faced with market fluctuations and strong competition, companies have real-
ized that developing unique capabilities may be the key to surviving in the industries 
(Teece 2007). To absorb information and to adapt to the constantly changing business 
environment, companies need dynamic capabilities, defined as “the firm’s ability to 
integrate, build, and reconfigure internal and external competencies to address rapidly 
changing environments” (Teece 2007). The paper however proposes that such capa-
bilities can significantly contribute to the development of a business’s Economic 
Intelligence, as they assume valuable and constant market research and monitoriza-
tion but also competitive strategy development, through the implementation of new 
assets and reconfiguration and transformation of companies. 

On the level of businesses and organizations, technological development has 
greatly influenced the way these organize their activity nowadays. We are witnessing 
a serious shift from the physical way of doing business to the digital one. Every-
thing has now moved online, from collecting customer data, to organizing meetings 
and signing contracts. Companies need to adapt to new technologies in order to 
remain efficient and competitive. But these technologies can be incorporated into a 
company’s dynamic capabilities, making these more effective and efficient on the 
market. This is the reason why paper’s approach considers digitalization as a factor 
that, if embedded in a company’s dynamic capabilities, can lead to constructive 
outputs. 

This article, therefore, addresses the contribution of dynamic capabilities upon 
business’s EI, when influenced by latest technology, by observing the strategic activ-
ities conducted by an international electronics retailer in China. Based on the resulted 
findings, we aim to add empirical value to the existing research. 

2 Theoretical Background 

2.1 Economic Intelligence (EI)—Definition 
and Characteristics 

In an economy subject to numerous environmental fluctuations, such as cost pres-
sures, consumer rapid changes in tastes and competition increases, enterprises must 
constantly analyze their economic environment to anticipate opportunities but also 
potential threats that may occur (Meddah 2012). 

EI can be perceived as a means of providing firms with better competitive-
ness on the market by focusing on information technologies and communication 
(Shahraki and Shahraki 2016). The term EI firstly appeared in literature in 1990, 
when Ruth Stanat emphasizes the need for competitive intelligence and a continuous 
monitorization of competition on the market (Stant 1990). 

EI can be therefore defined as a “set of concepts, methods and tools which unify 
all the coordinated actions of research, acquisition, treatment, storage and diffusion
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of information, relevant to the individual or clustered enterprises and organizations 
in the framework of a strategy” (Menendez et al. 2002). 

In fact, EI does not have a single definition but we know that it implies a high degree 
of competition knowledge characterized by anticipation of future markets, knowledge 
of other’s strategies and superior management of circulation of information within 
the company (Ursacescu and Cioc 2012). 

2.2 Economic Intelligence (EI) and Dynamic Capabilities 
(DC) 

Teece firstly introduced the concept of dynamic capabilities in 1997 and later on 
defined it as a company’s “capacities to integrate, build and reconfigure internal 
and external resources and competences in order to address rapidly changing 
environments of business.” (Teece 2007). 

Often being described as unique (Teece et al. 1997), dynamic capabilities can be 
disaggregated into the following (Fig. 1). 

Additionally, definitions of each component, included in dynamic capabilities 
concept, are outlined in the Table 1. 

If we now take a closer look at the characteristics of Economic Intelligence 
mentioned in the previous subchapter of this paper we may observe that devel-
oping DC may be a proper solution to achieving this type of intelligence within

Fig. 1 Dynamic Capabilities components. Source Teece et al. (1997) 

Table 1 Dynamic capabilities definitions. Source Teece (2007) 
Dynamic capability Definition 
Sensing and shaping opportunities “Scanning, creation, learning and interpretive activity” 

(Teece 2007). 
Seizing opportunities Addressing sensed opportunities through new products, 

services and processes (Teece 2007) 
Reconfiguring and transforming “Reconfiguration and recombination of assets and 

organisational structures” (Teece 2007) in line with 
enterprise growth
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the business. DC are able to sense and shapes opportunities and threats by contin-
uous monitorization of the market, to effectively seize the right opportunities and 
to maintain competitiveness by transforming and reconfiguring the business (Teece 
2007). This is a way of forming a sense of intelligence in the firm, which can be 
defined as a “wisdom arising from the understanding of the basic principles that 
support knowledge, allowing the creation of scenarios, the modification of strate-
gies and innovation.” (Menendez et al. 2002) By developing DC, businesses create 
a high degree of knowledge within the enterprise, develop and adapt the enterprise 
to respond to market changes and competitive moves. All these characteristics can 
significantly contribute to the formation of a sense of EI, a sense which will be further 
tested in this paper by engaging a relevant example of a successful giant electronics 
producer.

2.3 Dynamic Capabilities (DC) and Digitalization 

In a fast-developing market, the emergence of new digital technologies led to a 
gradual transition to the digital world, a fact that greatly impacted the main pillars of 
any business. In today’s world, adopting a digital perspective may be a critical choice 
for successfully growing on the market. The digital age creates new opportunities 
and future profits, where every player is searching for the use of new technologies 
to conquer, gain market share and be part of the Intelligent World (Huawei 2021). 

This has created new challenges between firms and introduced a need for the 
majority of companies to digitalize their products, services and processes. Digital-
ization can be defined as “the process of moving to a digital business” by using digital 
technologies to change a business model and obtain valuable-producing opportunities 
and generate new revenue (Gartner 2021). 

In 2013, MIT Initiative on the Digital Economy (IDE), which is a visionary team, 
formed of leaders and researchers exploring how people and business work in time 
of digital transformation (MIT Initiative on the Digital Economy, n.d.), conducted a 
survey among 319 large companies located in 31 countries all over the world. The 
results showed that companies achieving a level of maturity from the point of view 
of digitalization gain 9% more revenue and become 26% more profitable compared 
to the rest of competitors in the industry (Huawei 2021). 

Organizations feel the pressure to go digital before other competitors do and 
this forces firms to develop a wide range of capabilities to implement successfully 
digitalization initiatives (Warner and Wager 2018). 

By engaging digitalization in everyday activities, organizations better interact 
with customers, obtaining new and valuable insights, which contribute to innovating 
business models (Amit and Zott 2001;Aspara et al.  2013) Digitalization contributes to 
the creation of a business strategy that is different from traditional forms or changes-
it creates an environment that is volatile, complex and ambiguous (Matt et al. 2015; 
Day and Schoemaker 2016).
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Therefore, we consider that companies that seek digitalization are more likely 
to sense market trends, seize opportunities and threats and transform their way of 
doing business, while the rest take the risk of remaining behind. By using the lens 
of dynamic capabilities framework, digitalization stands out by creating increased 
value and help companies keep up with market growth. 

3 Methodology 

3.1 Research Methods 

The present research was designed to explore the meaning of EI and how it can 
be enhanced by DC and Digitalization. In order to investigate this matter we have 
chosen the case of a well-known international electronics and telecommunications 
equipment producer and seller, that of Huawei Technologies Co. Ltd. Given this 
research objective, we propose a qualitative analysis, which is aimed at attaining 
new insights and exploring whether the success of Huawei is connected in any way 
to developing DC through digitalized structures and Economic Intelligence. 

A qualitative research design explores non-numerical data with the purpose of 
understanding concepts, opinions and experiences. This type of research can be used 
to explore new insights into a problem but also generate new ideas. (Bhandari 2020) 
This methods has been considered suitable for our research as it can provide valuable 
understandings of the connection between DC, Digitalization and EI. 

3.2 Data Collection 

By engaging two well-known research techniques, those of documentary analysis 
and secondary data analysis, relevant information was collected and interpreted for 
our proposed objective. 

Documentary Analysis. For realizing in-depth content analysis, the research tool 
of document analysis was engaged. This type of qualitative research method was real-
ized by „reviewing and evaluating documents” (Bowen 2009) resulting in gaining 
new meanings, improved understandings and achievement of empirical knowledge 
(Corbin and Strauss 2008). Document analysis is a systematic evaluation of sources 
such as advertisements, press releases, agendas, diaries and event programs, under 
either printed or electronic formats (Bowen 2009). When conducting document anal-
ysis, relevant data is selected, appraised and synthesized, so that excerpts, quotations 
or even entire passages are correctly engaged for researcher’s purposes. Documentary 
analysis has the advantage of being available in the public domain, being accessed 
with no special permission needed from the author. Additionally, this research 
methods is ‘unobtrusive’ and ‘non-reactive’. As the researcher does not contribute
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in any way to the original content, no influence is executed upon the study. Behav-
iors and events may develop differently if observation is consciously known by the 
population sample, however, in the case of documentary analysis, this scenario can 
be completely avoided. (Bowen 2009). 

Secondary Data Analysis. Research was also realized through secondary data 
analysis, a technique based on engaging and reanalyzing data that was previously 
collected and investigated by other researchers (Punch 2005). It involves academic 
literature studies, reports, website informal articles. When analyzing secondary data, 
the researcher is not involved in any way at the moment of data collection (Bryman 
2004) and is not responsible for its actual commissioning (Reason and Bradbury 
2001). Secondary data can belong to different sources such as statistical data, jour-
nals, reference books, technical reports etc. (Chivaka 2018). In our analysis, we have 
considered academic selected based on their credibility, reliability, sample consis-
tency and relatedness to the topic and research objective. A list of these all these 
sources can be found in the ‘References’ section of this paper. 

3.3 Operationalization 

Operationalization is a process through which a defined concept is split into indicators 
able to make that concept more measurable. This technique is important in both 
qualitative and quantitative research, as it makes a concept countable to measure 
progress or change. (Peters 2021). 

As a result of our previously conducted literature review, we have observed that 
there are various definitions, characteristics and practices of EI. However, from all of 
these, we have observed that EI is focused on straightening company’s competitive 
advantage by perfecting its strategic plans. All these goals can be resumed as the 
following phrase “Right information, Right moment, Right place” (Ursacescu and 
Cioc 2012), which will be further denoted in our analysis as the 3R’s of EI. We will 
additionally consider the three pillars of EI as defined by Shahraki and Shahraki 
(2016) as guidance in our research paper: 

• Monitoring 
• Benchmarking 
• Knowledge Management 

Monitoring consists of “collecting, organizing, analyzing and disseminating 
collected information.” (Shahraki and Shahraki 2016). It is a continuous process 
that detects changes and signals in a business environment. This phase of EI focuses 
on managing information collected from the external environment, so evolutions 
tendencies and competition can be detected. Any organization using this practice can 
identify opportunities and threats, which can be further used to develop strategies. 
(Ursacescu and Cioc 2012).
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While monitoring targets company’s external environment, benchmarking focuses 
on its internal continuity. Being defined as “a level of quality that can be used as a stan-
dard when comparing other things” (dictionary.cambridge 2021) benchmarking is 
developed by identifying performance gaps and transposing observed best practices 
into the business (Shahraki and Shahraki 2016). Therefore the practice of bench-
marking is usually applied to achieve EI as it allows businesses to appropriate best 
practices of competitors, to receive recommendations of specialized organizations 
and to adapt these to their existing problems. 

Knowledge Management (KM) represents a third component for achieving EI. 
According to Jakobiak (2004), while EI and Competitive Intelligence use information 
in an ‘offensive’ manner to create strategies, KM is aimed at optimizing knowledge 
within the organization. In fact, KM can be defined as “the way in which knowledge is 
organized and used within a company, or the study of how to effectively organize and 
use it” (dictionary.cambridge 2021) so that it targets creating value from intellectual 
assets. Thanks to KM, employees are able to benefit from a specialized knowledge 
base but also transfer internal information to external resulting in a collective creation 
and share of valuable knowledge. 

4 Empirical Analysis 

4.1 History of the Company 

Founded in 1987, Huawei is currently a leading information provider and communi-
cations technology (ICT) and smart devices, exceeding 197.000 employees in more 
than 170 countries (Huawei n.d.). Created in Shenzhen, China, by Ren Zhengfei, 
company’s way to success was not easy and smooth, facing strong competition 
from the beginning. The company entered the market as an importer of telephone 
switchers. Competition was fierce, especially in 2001 when the internet boomed and 
many players merged in order to cope with overcapacities, such as Nokia merging 
with Siemens, Lucent and Alcatel under Nokia brand. By 2013, Huawei became the 
biggest supplier of telephone network equipment, today internationally competing 
with Apple and Samsung (Wu et al. 2020) and being ranked fourth largest smart-
phone brand in the world (Sudarshan 2020). Huawei was chosen as our analysed 
company as its evolution is remarkable, gaining market share unexpectedly for the 
crowded market it competes in.
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4.2 Dynamic Capabilities (DC), Digitalization and Economic 
Intelligence (EI) at Huawei 

In order to remain competitive over the years, Huawei implemented a well-developed 
sustainable strategy, that covered different areas of interest. It has to be mentioned 
that DC in the case of Huawei have been mainly selected based on their digitaliza-
tion relevance as we consider adoption of digitalization an influencing factor in this 
relation. 

Therefore, we will analyze company’s moves towards achieving DC, enhanced by 
digitalization techniques, rooted in the company’s strategic changes over the years, 
to test their contribution in obtaining EI. 

Sensing capabilities at Huawei. Through our research, we found that Huawei 
showed outstanding capabilities to quickly and effectively sense and respond to 
increasing market needs. In order to achieve its sustainable plan, Huawei showed 
superior sensing capabilities by rapidly reacting to changes in the environment, and 
engaging the following: 

Migrating R&D to the Cloud. Being currently a “leader in cloud and storage stan-
dardization” (martinroll.com, 2018), Huawei has moved its traditional R&D activi-
ties to cloud online platforms. Company’s IT department made possible to provide 
service like test cloud, cloud compilation and developer community by decoupling 
process, data and tools used for product development. Now these services cover the 
whole R&D process. The advantage of this move towards digitalization significantly 
diminishes the time to move software and hardware from R&D to the department 
of production. For instance, creating the operating system of a device, the process 
of every model was isolated, leading to a great number of hours to finish a large 
no of models. With the new cloud-based R&D, a compilation platform accessed by 
everyone performs the process in a few minutes. (Jingwen 2021). 

Huawei Institute of Strategic Research. The research institute founded by Huawei 
helps the company sense future opportunities of cutting-edge technologies. The 
purpose of the institute is to identify the pathway of technological future, new types 
of products and business models and innovative opportunities in the industry. 

Huawei Innovation Research Program (HIRP). Huawei strongly engaged with 
academic research communities through several research partnerships and by 
providing constant support for technological related research. As a result, more than 
400 universities and research institutes and 900 businesses from 30 countries around 
the globe received funding from HIRP. In Europe, Huawei spent around US$100 
million for such funding (huawei.com n.d.). 

AA100Stakeholder Engagement Standards. In order to gain market insights, 
Huawei categorizes each stakeholder differently, according to a specialized digital 
system following the AA100 Stakeholder Engagement Standard, using eight groups: 
business customers, end customers, industry, governments, industry peers, suppliers, 
NGOs and employees. The company then establishes different relationships and 
communication channels according to the needs of each group, resulting in a clear 
understanding of their environmental and social concerns. Next, the company uses
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a matrix to evaluate the impact of these concerns over the strategy of the firm, by 
following six principles: influence, responsibility, proximity, dependency, policy, 
strategic intent and representation (Huawei 2010). This is a way through which 
Huawei is always aware of the changes in its environment and is able to identify 
significant concern and prioritize their requirements, in other words sensing external 
factors. (Wu et al. 2012). 

Evaluating sensing capabilities in relation to EI. All these sensing capabilities 
result in a better understanding of the market’s trajectories, increased innovation 
awareness, increased information knowledge and creation a stronger business eco-
system. Huawei was awarded by the Economist with the ‘Corporate Use of Innovation 
Award’ for its ability to develop innovative environments and continuously react to 
market trends (The Indian Express Ltd. 2010). Sensing capabilities at Huawei, by 
embedding latest technology, results in a high degree of monitorization of the market 
but also a better knowledge management levels. Huawei migrated its information 
to the Cloud and engaged with strategic research program to increase its KM and 
have better control over the industry. By setting up the Huawei Innovation Research 
Program (HIRP), company’s ability to benchmark is increased, as HIRP is able to 
explore best practices and developments into the industry and put these as a priority 
to be transposed into the business. Additionally, by applying the AA100Stakeholder 
Engagement Standards, the company not only enhances KM, but also monitoring, 
as it strategically groups stakeholders differently to have better control and evaluate 
their impact upon the business’s future. Taking into consideration the 3R’s of EI as 
defined by Ursacescu and Cioc (2012), those of Right information, Right moment, 
Right place”, we can observe that sensing capabilities contributes to achieving the 
first category, that of Right information. Sensing consists in continuously detecting 
valuable trends on the market, valuable for the company’s development, therefore 
selecting the ‘right’ information for the growth of the business. 

Seizing capabilities at Huawei. Considering its notable success in the industry, 
Huawei seemed to have understood what seizing opportunities and threat mean in a 
dynamic and complex environment it operates in. By investing in digital assets such 
as tools and processes, products and services and latest technologies, Huawei showed 
capabilities to respond to opportunities and threats, resulting in meeting consumer 
demands and gaining market share. 

Unification of global IT resource management. Huawei implemented a cross-
cloud organization of resources. Due to this operation, research centers of Huawei 
all around the globe can commonly create a product as IT departments preliminary 
developed resource scheduling that cover machines and cloud platforms. Therefore, 
there is no need to worry about where machines and services will come from (Jingwen 
2021). 

Effective digital sales. Sales represent a company’s department that requires a lot 
of coordination and discipline in order to work efficiently, otherwise, it can easily 
end up in chaos and misunderstanding. Before adopting digital sales, Huawei and 
its sales managers used to have problems in obtaining a clear view of activities in 
the frontlines. As a result of the introduction of digital sales, the electronics giant 
coordinates online and offline management and better organizes operations of sales
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teams. Huawei’s sales managers can now observe real-time sales activities of more 
than 200 branches in around 170 different countries (Jingwen 2021) Therefore, the 
adoption of digitalization within the sales chain at Huawei significantly increased 
capabilities and performance and organization of sales teams. 

Open Cloud strategy. Huawei realized that IT development is a big opportunity 
for the future. They tried to open up platforms and standardize computing, storage 
and network resources. Seizing this opportunities, Huawei developed OpenStack, a 
mainstream cloud based on open sources OS, that encourages IT vendors to create 
a shared ecosystem. It is a methods of converging multiple virtualization pools and 
clouds. Huawei claims that open sources brings several benefits for company, industry 
and even customer as: software can be shared among industry, there is a sense of 
open source community created that improves features, and product time-to-market 
(TTM) is accelerated, fact which can diminish the price of purchase for customers. 
Therefore committed to be a promoter of the open cloud platforms, Huawei invested 
in such digital assets and seized the opportunity of the open-source community that is 
growing more and more everyday under an evolutionary trend. (Huawei.com 2015). 

Investments in R&D activities. Around 10% out of its annual revenues and 44% 
of its base employees have been invested in R&D activities (marketing91.com). 

Changes in business model. Huawei started its activity as a B2B company. 
However, in 2009, the company launched its first smartphone and changed its busi-
ness model. The main reason behind this decision has its origins in 2003, when 
Huawei received an order of one hundred thousand custom phones from Hong Kong. 
However, even though being qualitatively excellent and 3G incorporated, the phones 
were not selling well, regardless the efforts made by the team. At that point, Huawei 
sensed the importance of branding in order to reach reputation and seized it by estab-
lishing a strong connection with customers. They rebranded from being a positioning 
focused company, which was about constantly developing its selling points, to a repu-
tation oriented organisation. (Cheung 2018). What is more, after years of practice, 
Huawei articulated a value-driven model for efficient digitalisation, as far as the 
electronics giant realized that this is the future. Huawei supports actual business use 
and scenarios, and the use of these to create value for clients by continuous devel-
opment. Huawei constantly hosts digitalisation oriented conferences. At the most 
recent online the “Industrial Digital Transformation Conference” organized on the 
24 March 2021, Mr Peng Zhongyang, president of Enterprise BG, Board Member, 
emphasized three aspects to be followed for every company’s to adapt their business 
models to digital transformation: 

1. Business: Customer-centric model; 
2. Technology: Seizing 2 key factors: convergence of technologies and Cloud; 
3. Ecosystem: Symbiotic digital ecosystem formation- by exploring scenarios, 

capacity building and a cooperation model (Huawei Enterprise 2021). 

By driving its business model focus towards digitalisation, Huawei tries to adapt 
to latest technologies and change perspectives. This change in the business model 
represents a way of seizing the increasing importance of shifting to a digitalized way 
of doing business. Kindström et al. (2013) and Chesbrough and Schwartz (2007) have
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emphasized that cooperation, co-development and partnering with other stakeholders 
may be valuable movements towards supporting the business to seize new opportu-
nities. Huawei articulated its value proposition towards sustainable social models. 
The company works in joint innovation with partners in the finance sector for social 
purposes. NCBA Bank Kenya is the biggest commercial bank in East Africa, which 
now benefits by a new digital core system provided by Huawei. This new system 
implemented financial services for more than 18 mil. users, not only in Kenya but 
also in neighbouring countries. The initiative boosted region’s real economy and 
promoted social development, by “solving current problems as well as grasp new 
opportunities” (Huawei Enterprise 2021). 

Investments in employee communication channels. Huawei sensed that for its 
employees to remain committed they need to always stay connected with each other, 
aspect which in the end can build loyalty and improve teamwork. This opportu-
nity was seized by improving communication within the electronics company with 
the help of digitalisation. This made it easier to communicate between hierarchical 
layers by adopting open communication channels such as president mailbox, bulletin 
board system (BBS) and formal complaint procedure. (Wu et al. 2012) Additionally, 
Huawei’s IT department designed an efficient platform for employees to connect 
not only between devices, but also to transfer knowledge within teams. In 2017, the 
platform “WeLink” was launched, which enables users to have meetings, benefit of 
service applications, share files and in the end share ideas and knowledge with their 
team, no matter where they are located. The transition to a digitalized way of keeping 
in touch is now used by around 170.000 employees, an impressive number which 
shows its efficiency of transferring knowledge. (Jingwen 2021). 

Evaluating seizing capabilities in relation to EI. It can be observed that Huawei 
succeeded in seizing opportunities and obtain success on the market. But doesn’t 
this show us that the company has a high level of Economic Intelligence? The 
company invested in new digital assets, technologies and processes which signifi-
cantly contributed to a better knowledge management. By adopting digitalized sales, 
all the knowledge between sales departments was improved, as information circulates 
now more easily and efficiently. By adopting an open cloud strategy, information is 
better organized, contributing to better KM but also monitoring. By changing and 
expanding its business model, Huawei gained a higher level of EI as new business 
models are able to reveal innovative ways of organizing knowledge leading to devel-
opments in KM. Contributions to KM are made also by investing in communication 
channels through the platform “WeLink” and through the adoption of open commu-
nication channels between hierarchical layers. Considering the definition of EI as 
stated by Shahraki and Shahraki (2016) that “EI is a means of providing firms with 
better competitiveness on the market by focusing on information technologies and 
communication.” we can observe that seizing opportunities at Huawei has finally 
contributed to achieving this objective. Seizing phase seems to find its correspon-
dent in the defining phrase of EI stated by Ursacescu and Cioc (2012) that of “Right 
information, Right moment, Right place”. Seizing stands for the “Right moment” as 
it engages meeting an opportunity at the moment it arises on the market and in this 
way gaining success.
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Reconfiguring and transforming at Huawei. Reconfiguration and transforming 
actions have been witnessed in the case of Huawei, as outlined in the following 
sections. 

From centralization to decentralization. From 1993 until 2003, Huawei adopted 
a centralized way of governing, with the power attributed mainly around the founder 
and the CEO of that time. However, this pattern was changed in 2003, when the 
company started to gradually become international and new routines were considered 
necessary. With the help of a consulting firm, Huawei shared the decision making 
power between a management team formed out of 8 members, who worked closely 
with the CEO and were responsible for strategic making decisions. An important 
aspect is that the chair of the member committee is functioning in rotations, changing 
every six months. (Wu et al. 2020). 

CSR management committee- increases decentralized structure. Huawei created 
a CSR (Corporate Social Responsibility) management committee that, together with 
the investment audit committee assures continuous asset orchestration for social 
responsibility purposes. The CSR management department plays an essential role 
in decentralizing the power within the company, by acting as a transfer hub for 
information and knowledge sharing between business units, marketing units and 
functional units (Wu et al. 2012), as follows (Fig. 2). 

Knowledge Management. Frankie Lai, a knowledge manager at Huawei Shenzhen, 
considered PowerPoint talks as being outdated and changed the traditional way of 
organising conferences and sharing knowledge. Huawei yearly gathers directors and 
manager in its headquarters office. In 2016, Frankie ran a Knowledge Market, which 
redesigned the deployment of conferences as follows (Fig. 3). 

Each owner of good practices has a 90 s speech to present key aspects of how 
value can be added into the company. Next, the knowledge is exchanged in a new 
venue, where people become ‘knowledge hunters’ get engaged in conversations and 
ask critical questions. In the knowledge review phase, people are distributed into 
smaller meeting rooms and reflect upon what can be used for further action and 
improvements in the market (Lai 2016). This is a highly efficient way of transferring 
essential knowledge between employees from different locations and making sure 
that essential data can be filtered by each individual. We can however notice that, in 
this case Huawei lowered the importance of digitalisation in its company by focusing 
on the human factor. The company considers that human to human interaction can 
create more value when it comes to knowledge transfer. This is an interesting and 
original change to make, as in today’s society, we can easily get lost in a fast-
developing digitalized world. Additionally, in order to become international, starting 
with 2000, Huawei imported know-how from the Western firms but also from the 
Eastern ones by copying their organisational and structural knowledge. They even 
developed a program to send students to the US and train in ultimate technology so 
China could keep up with the outside world. (Wu et al. 2020). 

Open innovation-oriented. Digitalization is able to reshape the way industry 
ecosystems are designed, as industries are now overlapping each other. There-
fore, an organization may be unable to compete on its own on the market and it 
may need to join ecosystems to survive and grow. In a rapidly changing consumer
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Fig. 2 CSR organisationnel structure at Huawei. Source Wu et al. (2012) 

Fig. 3 Huawei knowledge market as implemented by Lai (2016)
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demand environment, business need to be more open and adaptable. They need to 
be part of sustainable and strong ecosystems to establish long-term competitiveness. 
(Huawei.com, 2021).

To promote digital transformation among industries, Huawei reconfigured its 
way of innovating. It became a huge promoter of open innovation, being a signifi-
cant contributor to several open source foundations and communities. They aim at 
increasing open innovation and open ecosystems in the ICT industry, by contributing 
to communities such as CNCF, OpenStack, Akraino And Linaro. (Huawei n.d.) 

Evaluating reconfiguring and transforming capabilities in relation to EI. In 
Huawei’s transformation and reconfiguring phase significant changes and move-
ments can be identified, by changing the way business is done. It can additionally be 
noticed that all these actions contributed to achieving a consistent degree of EI, more 
precisely creating a ‘Right place’ for growing the business (Ursacesu and Cioc 2012). 
Firstly, by sharing the decision making power between 8 members, with the chairman 
functioning in rotation, Huawei increased its management of knowledge within the 
company. This is enhanced by creating a CSR management department that, by 
decentralizing power, facilitates knowledge sharing and information management. 
KM is also improved by reconfiguring the way knowledge was transferred within 
the company. By shifting from the ‘boring’ PowerPoint presentations to a human– 
human interaction based process, transferring knowledge became more consistent 
and efficient between team members. Last but not least, Huawei is a promoter of 
Open Innovation, that develops connections, generates innovative ideas and creates 
disruptive technologies. This form of working can contribute to the development of 
valuable knowledge, that is effectively shared between enterprises, building strong 
KM, but also determining a strong monitoring practices for Huawei, as it helps the 
company keep an eye on the industry from within and detect changes in perspectives. 
Benchmarking was found to be developed by the way Huawei achieved know-how 
at the beginning of its business journey. The company carefully dedicated time to 
transforming observed practices of successful players on the market into own prac-
tices, as it engaged a “level of quality that can be used as a standard when comparing 
other things” (dictionary.cambridge 2021) when in 2000, got inspired by the Western 
and Eastern firms, borrowing their way of organizing and structuring knowledge. 

5 Discussion 

We have therefore identified the main dynamic capabilities in the case of Huawei 
when enhanced by digitalization. It can be clearly observed that, along time, our 
proposed company has made great efforts to continuously adapt to the environment 
and survive on the constantly evolving electronics market. From migrating to Cloud 
resources to changing the way it organizes its stakeholders, Huawei proved to have 
constantly sensed the external market. If we look at the practices of achieving EI 
we can observe that these actions helped the company achieve EI, by contributing to 
improved monitoring and better knowledge management, but also benchmarking, as
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it allows companies to analyze competitor’s performance and compare and determine 
performance gaps. 

Next, Huawei seems to have successfully seized opportunities and threats discov-
ered on its relevant market. The company registered tremendous efforts to invest in 
digital assets, such as digital technologies, digital processes and digital communica-
tion between employees and seized the opportunities and threats through digitalized 
technologies. This helped the company provide better services and optimize capa-
bilities of the future. Helfat and Peteraf (2015) claim that incremental changes of 
the business model are necessary for a company to effectively seize opportunities. 
Huawei validates previous affirmations by constantly developing and innovating its 
business model, from B2B to B2C, to a value-oriented model, to a social-oriented 
model. All these investments help the company increase its knowledge management 
and monitorization abilities and intrinsically enhance its EI. 

From Huawei’s transformation and reconfiguration phase we mention the transi-
tion from a centralized to a decentralized structure, knowledge management tech-
nique changes and adoption of open innovation. All these contribute to increasing 
knowledge management, a change in the way knowledge is organized and transferred 
within the company. Information is optimized and open for everyone to access. Also, 
by choosing to achieve know-how from outside the company, by observing other 
player’s good practices, the benchmarking indicator is enhanced. 

The summarizing Table 2 shows DC enhanced by Digitalization identified at 
Huawei and their contribution to the EI practices. For a more clear understanding, 
the table also includes the 3R’s of EI practices as defined by Ursacescu and Cioc 
(2012) “Right information, Right moment and Right place.” 

The paper, therefore, introduces a new approach towards EI, seen through the 
use of DC and digitalization, aimed at enriching the research and obtaining a deeper 
and more critical analysis of the influence between the three. The diagram illus-
trated below indicates the new approach of the topic and represents the result of the 
empirical analysis conducted in the research paper (Fig. 4). 

6 Limitations of the Paper 

Even though the study is aimed at adding value to current research, by bringing 
empirical evidence in the EI field, there are a series of limitations that need to be 
specified. 

The first research tool engaged by the paper, that of documentary analysis, may 
provide insufficient details regarding company’s products, as the documents may 
have been initially created for a different purpose (Bowen 2009). The producer 
of electronics and telecommunication equipment may not have provided complete 
characteristics and details of the devices in their advertisements, these may have 
sometimes been created to advertise the product, and too many details may have 
been unnecessary. Additionally, according to Yin (1994), an incomplete selection 
of the right documentation may lead to ‘bias selectivity’. Contradicting Bowen’s
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Table 2 Summary of research results. Source Author’s own contribution 
Dynamic capability EI contributions 
Sense 

• Migrating R&D to the cloud 
• Huawei Institute of Strategic Research 
• Huawei Innovation Research Program (HIRP) 
• AA100Stakeholder Engagement Standards 

Monitoring 
Knowledge Management 
Benchmarking 
Right Information 

Seize 

• Unification of global IT resource management 
• Effective digital sales 
• Open Cloud strategy 
• Changes in business model 
• Investments in employee communication channels 

Monitoring 
Knowledge Management 
Right Moment 

Transform 

• From centralization to decentralization 
• CSR management committee 
• Knowledge Management (knowledge transfer, 
achieving know-how) 

• Open innovation oriented 

Monitoring 
Knowledge Management 
Benchmarking 
Right Place 

Fig. 4 Visual representation of research results. Source Author’s own contribution
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(2009) view of a positive impact of ‘unobtrusive’ and ‘non-reactive’ characteristic 
of documentary analysis, Miller and Alvarado (2005) argue that there is a sense of 
distance created between the researcher and the original analyzed situation, resulting 
in possible misinterpretations and incorrect perspectives of the setting presented in 
the document.

Apart from its numerous benefits, secondary data analysis brings a series of 
critiques as well. Just like in the case of documentary analysis, the researcher is 
considered to have no control over the data analysed (Bickman and Rog 1998). The 
amount of data may become overwhelming (Stewart 1984), hard to analyse and not 
relevant to the research topic (Wolberg 1997). In our case, the amount of secondary 
data available has been vast and diverse, so that the process of selecting reliable, 
correct and relevant information from such a large bunch of sources was a tough 
process with easy to occur errors. Attention to detail and in-depth research was 
considered essential for a correct understanding of the sources. 

However, the combination of the two research tools was aimed at constructing a 
novel research approach upon the topic, able to capture extensive information through 
academic articles, informal websites and official advertisements and campaigns. By 
engaging two well-known research methods in a correct manner, the paper tried over-
coming limitations and bring substantial value in the domain of DC and Digitalization 
and their impact upon the process of achieving EI. 

7 Conclusions 

Considering all of the above, we can state that there is a degree of EI estab-
lished once an entity possesses dynamic capabilities and digitalization. By creating 
competitive advantages, by anticipating future markets and by enhancing knowl-
edge inside and outside the company, Economic Intelligence plays an essential role 
in any entity’s business journey. In over-saturated markets, with customer tastes 
constantly changing and unexpected competitive strategies, companies need to be 
ready to perform the next smart move. However, we noticed that this can be real-
ized by constantly absorbing information from the outside market, by comparing 
and contrasting, by seizing the right opportunity and acting and transforming, so 
that competition is surpassed. In other words, companies need dynamic capabilities 
to survive and compete in a fluctuating environment. Additionally, digitalization is 
impacting everyday life at an increasing rate. Latest technologies have shifted the 
majority of businesses to the digital world, changing the way they create, sell and 
promote products. But doesn’t the digitalization process influence the way compa-
nies sense, seize and transform? As a result of our analysis, based on the international 
electronics and telecommunications equipment producer and seller Huawei, we posi-
tively answer our question. Our research adds empirical evidence to current studies by 
outlining that dynamic capabilities and digitalization contribute to the development 
of any company’s Economic Intelligence.
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Triadic Models: On the Triad 
Technology-Efficiency-Culture 
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Abstract So different in content, yet triadic models share interesting features as well 
as deeper investigation potential. The relationships between triad’s elements are not 
only conceptual but operational as well. Three examples are given, as the fourth case 
is further analyzed in depth. Objective. The paper aims to reveal the research potential 
of triadic models by examining the triad Technology-Efficiency-Culture at the orga-
nization level. The analysis potential of triadic models is emphasized, by systematic 
investigation of the two-by-two inter-relationships, in a triple S holistic approach. 
This paper focus is on the last triad case which is both a novel approach and new 
integrative analysis. Trying to bridge the literature gap, the authors propose a discus-
sion exploring the possible inter-links between the three elements of the triad. Trying 
to bridge the literature gap, the authors propose a discussion exploring the possible 
inter-links between the three elements of the triad. The results of this endeavor are 
twofold encouraging: (i) by underlying the investigation potential of triadic models, in 
general, and (in particular) the potential of the triadic model technology-efficiency-
organizational culture; and (ii) by implications for business managers, in general, 
and (in this particular case), for company managers while making strategic deci-
sions, considering criteria linked to different business sectors and resources. The 
study of the triad of technology—efficiency—organizational culture is PhD research 
in progress that has its inherent limitations. The most serious one is the integrated 
approach of the triad’s elements—which is also the main further research path. 

Keywords Triadic models · Triple S holistic approach · Organizational culture 

1 Introduction 

“Triad” is a word attributed to many different sets of three objects—somehow 
related—from several areas of knowledge, by both academics and practitioners. 
Closer to modern business administration, Etzkowitz (2003, 2008) has used the triple
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helix model to illustrate interlinks identified between university, industry and govern-
ment. However, more systematic use of triad-based models as investigation as well 
as explanatory tool in business management studies is less common.1 

1.1 Triadic Models: Triad-Based Models 

Triadic models are not simple sets of three elements. According to Scarlat (2017a), 
triad-type models enjoy the following features:

• They should be systemic—that means the elements of the triad are parts of the 
same system;

• They should be synthetic—that means the composing elements reveal essential 
features as well their inter-links;

• They should be synergic—that means triad as a whole displays more features and 
higher value than the sum of features of the three isolated elements. 

By this triple S holistic approach (Scarlat 2017a) triadic models prove to be useful 
analytic tools for both academics and practitioners. The triple S holistic approach 
implies more that individual study of each element of the triad; it includes mostly 
two-by-two finer analysis as well as study of the triad as a whole—aiming at better 
understanding of the concept in its entirety. 

To note that the three-element set qualifies as a triadic model as long as it satisfac-
tory serves the purpose (to describe the entire system and its behavior) and complies 
with the triple S approach. In this respect, it is challenging to discuss to what extent 
the sustainability three-element model (Passet 1979) is or is not a triadic-type model 
(Scarlat 2017b). 

Besides providing three examples of triadic models applicable in the business 
management studies (stakeholders’ triad; project management triad; and techno-
preneurship triad), this paper aims to launch a discussion on another triad-based 
conceptual model, to be studied at the organization level: the triad {Technology; 
Efficiency; Organizational Culture}. The study is conducted by systematic investi-
gation of the two-by-two inter-relationships, in a triple S holistic approach (Synthetic, 
Systemic, and Synergic).

1 According to Oxford Advanced Learner’s Dictionary—(https://oxfordlearnersdictionaries.com/ 
definition/english/triad) the noun triad defines a group of three related people or things (as the 
classic triad of the visual arts: sculpture, architecture and painting). However, Oxford Dictionary of 
Business (Oxford University Press, Second Edition, 1996) does not mention this word. 

https://oxfordlearnersdictionaries.com/definition/english/triad
https://oxfordlearnersdictionaries.com/definition/english/triad
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1.2 Three Examples of Triadic Models 

Example 1: The Stakeholders’ Triad 
The stakeholders’ triad {business owners; employees; clients} is an illustrative 
example of triadic model at the company level (profit-based organization). 

Besides two-by-two tensions (business owners versus employees over salary level; 
business owners versus clients over price level; company’s employees versus clients 
over product quality), this triadic model reveals the common interest of business 
stakeholders. Regardless their narrow interests, the common goal is the success of 
the firm itself—without which not a single group would be happy. The same basic 
three-piece structure is used to define the concept of total quality as described by 
Kelada (1996). Further exploited, the total quality triad explains the concept of total 
quality management (Kelada 1996, pp. 55–57). 

When a fourth element (cultural environment) is added to the model (Scerri and 
James 2010; James et al. 2015) then the model obviously falls in a different category. 

Example 2: The Project Management Triad 
A good example of triadic model, satisfying the triple S condition, is well-known 
by the project management professionals: the triangle-shaped graphical model of 
project management, emphasizing the key-problem that project managers must solve: 
compromising the project cost versus its duration—yet reaching the project objective 
(PMI 2008), in qualitative and quantitative terms. If the project’s defining elements 
as a triad {project cost; project duration; project objective} are clearly part of the 
system “project” and they synthetically can describe the project, none of them is able 
to drive the project to its success as the intangible but essential project management. 

Example 3: The Technopreneurship Triad and Technowledgepreneurship 
Triad 
Built on Schumpeter’s assertion of “entrepreneurship as innovation” (Schumpeter 
2013), scholars have deepened and studied the inner relationship between the 
two related concepts (Acs and Audretsch 2005; Veeraraghavan 2009; Braguinsky 
et al. 2009; Śledzik 2013). Drucker (1985) also reckons the organic link between 
innovation and entrepreneurship. Lynn and Lynn (1992) have discussed the 
concept of “Innopreneurship”—aiming to underline the importance of innovation 
in entrepreneurial activities. 

Technological innovativeness was studied by Antončič et al.  (2007) while models 
needed to analyse innovative technologies (Scarlat 2005) or innovation potential of 
the firms (Scarlat et al. 2010) were extensively developed even in emerging economies 
as Romania. 

The mutual influence and interdependence between technology and entrepreneur-
ship were studied by many scholars as Cuero Acosta et al. (2014) and Alderete 
(2014)—so that technology-based entrepreneurship (or technology entrepreneur-
ship) started to be known as Techno-entrepreneurship. 

As scholars agree on the intimate interdependence between entrepreneur-
ship, innovation, and technology, corresponding two-by-two studies are carried
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out: entrepreneurship and innovation; innovation and technology; technology and 
entrepreneurship. 

Following this trend, the virtues of the triple S holistic approach were exploited 
by Scarlat (2014)—emerging the conceptual model of the technopreneurship triad: 
{entrepreneurship; innovation; technology}. 

Nowadays an important part of new businesses are knowledge-based. Accepting 
that technowledge is an appropriate term for technology knowledge, then an even 
newer triadic model of technowledgepreneurship triad was launched (Scarlat 2014): 
{technowledgepreneurship; technowledge-based innovation; technowledge}. 

2 The Triad of: Technology—Efficiency—Organizational 
Culture 

The technology development brings under scrutiny other conceptual triads at 
the organization level: {Technology; Efficiency; Organizational culture} and—as 
shown before—{Technowledge; Efficiency; Organizational culture}. The analysis 
is focused on the first triad only, analyzing its elements in two-by-two sets (with 
examples from banking and financial services industry). 

2.1 Relationship Technology—Efficiency 

As technology continues to grow and information technology (IT) becomes a vital 
survival factor within industries, top managers need to understand and manage IT as 
a competitive weapon. Researchers as Porter (1980) have contributed to this area by 
providing several frameworks. None of these frameworks, however, have made real 
progress towards realizing the potential that may exist for using information tech-
nology as competitive or strategic business weapons. Across industries, the digital 
generation shows a high rate of adoption of online banking services, 27% reporting 
that they never visit their branch in person, the following 27% only visiting it once 
a month or less (Rolfe 2015). They are more inclined to reach out to newcomer 
fintech firms or alternative financial services such as the ones being developed by 
the GAFAM (Google, Apple, Facebook, Amazon, Microsoft). 

This new trend reshapes the previous relationship that banks used to share with 
their clients. Not only do they have to provide quality online services to this gener-
ation of clients that will favour digital products more and more, calling for strong 
applications with robust security and 24/7 customer service that is typically achieved 
through the use of chatbots; but this new model is also deconstructing the knowledge 
that banks have of their clients. The area of the clients preferring to be connected to a 
human agent is over and the remaining human interaction is weakened. The banking 
institutions now have different ways to know their customers.
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IT can impact an organization by affecting specific competitive forces (e.g. the 
buyers, suppliers, substitutes, new entrants, or rivals). For example, IT can help a firm 
deal with its powerful buyers by providing resources to develop buyer information 
systems, IT can even potentially change the basis for competition by creating an 
entry barrier, or dismantling an existing barrier, or creating switching costs. 

The organization-level variables that are potentially affected by IT include 
new entrants, entry barriers, buyers and consumers, competitive rivalry or compe-
tition, suppliers, search and switching costs, intra-organization efficiency, and 
inter-organization efficiency. 

Specific fields of Artificial Intelligence such as Machine Learning or “deep learn-
ing” enable the computer to learn relevant features from the information they are 
fed by themselves, and to extrapolate meaning from it directly, thus improving the 
cost-efficiency of this bias-sensitive activity traditionally performed by humans. Two 
striking examples of the use of this new technology could be the loan or mortgage 
risk evaluation, or the stock market evolution’s prediction. The lending, insurance 
and financial advising sectors have proved Artificial Intelligence to be extremely 
promising in the banking industry. 

But to be able to manage, aggregate and analyse this massive amount of data in a 
fast-changing environment, and to offer constantly improving 24/7 services to their 
customers whose needs and expectations are evolving as the digitalization of our 
society deepens, banking institutions cannot rely only human workers anymore and 
the automation of many dimensions of the banking process isn’t just a competitive 
advantage, but has become a necessity to survive in this ever-changing environment. 

How and how much the business intelligent systems increase the organizational 
efficiency is also an area of further research. 

2.2 Relationship Efficiency—Organizational Culture 

Organizational culture is empirically related to organizational effectiveness and effi-
ciency, while conducive and solid organizational culture motivates employees to 
achieve organizational success. 

Organizational effectiveness and efficiency are not direct related with organiza-
tional culture and at the same time the people through organizations are looking 
forward—especially in the last years, to be guided and accompanied, within regular 
1–1 call with their direct managers to achieve their own goals and I the same time 
the company goals and targets. 

A lot of efforts were made to describe and build the organizational culture and 
its implications and the impact on people, department, and organizational level from 
many perspectives—especially from performance point of view. Most of these studies 
have proposed that the culture of organizations is closely linked to many interme-
diary and outcome variables, causing or having consequences for the performance 
of organizations.



180 C. Scarlat and C. A. Stanescu-Agarici

Organizational culture seems to be indirectly linked to organizational effectiveness 
and efficiency. The accurate company culture can be described as a predictor of the 
organizational evolution, effectiveness, and efficiency. 

2.3 Relationship Technology—Organizational Culture 

Leischnig et al. (2016) have shown that in many industries, organizations are 
redesigning processes and even business models entirely to transform big data and 
its applications into strategic advantages. 

Bughin et al. (2015) revealed a strong positive link between digital performance 
and a risk-taking culture, that the primary asset in helping organizations attract 
and retain digital talent is culture, and that a lack of leadership and talent are the 
greatest challenges companies face in meeting their digital priorities—in the same 
time, Organizational culture put the spot on the challenges and potentials of digital 
transformation. 

The financial service industry could not provide the level of service it does without 
the support of advanced information processing and telecommunication technolo-
gies. The numbers of checks (over 37 billion annually), credit card drafts (over 
3.5 billion annually), and securities trades (over 30 billion shares traded annually) 
would swamp any manual system that tried to handle them. In a report published 
in December 2020 by S&P Global Market Intelligence, a survey conducted among 
financial organizations highlighted that 30% of the digital leaders considered that the 
increased automation of manual processed that had been set up to answer their Covid-
19 remote working policies were to become permanent changes in their institutions 
(Eagle 2020). 

Based on UXDA (2021)—around 400,000 jobs are available in banks to specif-
ically address the digitalization of financial services in positions such as program-
mers, designers, banking customer experience whose goal is to enhance the online 
banking experience. Banks are recruiting massively in these specific fields: a total 
of 1.5 million vacancies related to the banking industry and financial services have 
been posted on LinkedIn Job Search at the beginning of 2021. But among these 1.5 
million, only 16,000 for instance are full-time bank tellers’ positions, unrelated to the 
world of digital banking. One of the important industry where it can be find out the 
impact of Technology on the competition and on the diversification and gamification 
is in financial service. The reliance on technology comes from the enablement, as a 
result of its use, to provide services and process tasks which would not otherwise be 
provided. 

Beyond the results of secondary research and current observations, this research 
continues to focus on the sector of financial services, aiming at identifying more 
specific features of this sector by in depth studies—to demonstrate the triple S 
character of this triadic model, and eventually reveal its uniqueness.
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3 Conclusions 

Opening a discussion on triad-type models is worthy—as the above examples demon-
strate a solid research potential, bringing up new notions (as technopreneurship, 
technowledgepreneurship, triple S holistic approach) or deepening the study of 
relationships between existing concepts. 

The examples of this paper were picked from different areas of business studies 
(theory of firm, project management, and entrepreneurship) but the triple S approach 
is applicable for triadic models at large. 

The automation of the process massively entered the industry’s practices as a 
value-bringer to many core businesses not only in banking but in many fields such 
as pharmaceuticals, retail, telecom, real estate and for a large spectrum of activities 
ranging from employee payroll to report generation including invoice processing, 
data migration or inventory management for instance. Since then, it has become vital 
for business operations and a necessity to remain competitive, allowing the companies 
to delegate mundane rule-based tasks to appropriate software’s and freeing the human 
resources to focus on higher-value work and customer services. 

The study of the triad {technology; efficiency; organizational culture}, as research 
in progress, has its inherent limitations. The most serious one is the integrated 
approach of the triad’s elements—which is also the main further research path. 

Trying to bridge the literature gap, the authors propose a discussion exploring 
the possible inter-links between the three elements of the triad. The results of this 
endeavor are twofold encouraging: (i) by underlying the investigation potential of 
the triadic models, in general, and triadic model technology-efficiency-organizational 
culture, in particular; and (ii) by implications for business managers, in general, and 
particularly for the top managers—in designing their strategies and making decisions 
considering criteria from different business sectors and resources. 
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Abstract Residential consumption is gaining an increasing focus regarding 
assessing their flexibility and load control. Flexibility potential of smart cities 
becomes significant as the uncertainties of the power system operation are increasing 
with the integration of a large volume of Renewable Energy Sources (RES), numerous 
charging stations of Electric Vehicles (EV), and unexpected climate change. Thus, 
the load flexibility of residential buildings may contribute to the balance of the 
power system, flatten the daily load curves, and decrease the energy acquisition costs. 
The usage of load flexibility also depends on the availability of Demand Response 
(DR) programs, aggregation of flexible resources, and requirements regarding the 
implementation of DR programs. In this paper, to extract valuable insights, we 
propose a multi-processing data analytics framework identifying clusters of resi-
dential consumers and the flexibility of the load targeting various DR programs. 
For this purpose, we will use large and various datasets and multi-processing data 
facilities. In addition, other varieties of datasets could be correlated: such as ISO 
affiliation, DR programs, cost of the infrastructure requirements to implement DR, 
assess and value the flexibility. However, flexibility transactions and DR specific 
program implementation are complex aspects that also involve new legislative rules 
and pose policy challenges that will initiate business models and strategies. 

Keywords Multi-processing · Flexibility · Controllable ·Market value · DR 
programs · Clustering 

1 Introduction 

Residential consumption became more promising in terms of offering a flexibility 
perspective, and they are subject to various DR programs to enhance the stable and
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secure operation of the power systems and integrate a larger volume of RES. Most 
of the DR programs target the flexibility of consumers or prosumers in offering 
energy to the grid or in load curtailing possibilities when the grid has no reserves to 
feed a sudden increase in consumption. They mainly rely on controllable appliances 
and generating sources of prosumers providing programs for shifting, shedding, or 
shimmying of the consumption at certain hours. Tariffs are playing an important 
role as they represent a signal to influence the consumers’ behavior. In this sense, 
numerous studies have been performed (Oprea et al. 2019). However, open input data 
regarding the consumption of residential buildings by categories is not available in 
many countries, including Romania, limiting the possibility to perform studies and 
analyses. 

OpenEI is an energy-free data source related to renewable energy and efficiency. Its 
goal is to facilitate novel business models, create innovative frameworks, and inspire 
new insights into electricity and gas consumption (Office of Energy Efficiency and 
Renewable Energy (EERE) n.d.). Department of Energy in U.S. developed programs 
such as Building America program that researches the implementation and adoption 
of advanced energy technologies in buildings. Such programs promote the energy 
efficiency of buildings and an engineering approach in the design of new buildings 
and retrofits. Moreover, they speed up the adoption of high-performance standards for 
energy systems of buildings, enhancing indoor air quality, comfort, and sustainable 
development. 

The profile-datasets for residential and commercial buildings in the U.S. represent 
a multi-year statistical consistent reference point by location, designed for energy 
efficiency scientific research targets for new existing buildings and retrofits (National 
Renewable Energy Laboratory 2010). 

273 residential consumers with hourly consumption data with 8760 records each 
that total around 2.4 million of records are stored in.csv files with 14 columns as 
in Table 1. They consist of both electricity and gas consumption data (total and 
breakdown of main appliances). However, we will study only the electricity flexibility 
potential since there are different principles, approaches and assumptions regarding 
gas flexibility potential. Furthermore, the Power-to-Gas (P2G) concept (Quarton and 
Samsatli 2018) is out of the scope of this paper, as the technology has to gain more 
maturity. 

As mentioned above, the consumption is split into electricity and gas in total 
and details: heating, cooling, HVAC, interior and exterior lights, interior and other 
appliances. In addition, gas provides heating for the house and water. However, not 
every electric appliance could be a reliable controllable resource as a limitation of 
its capabilities or consumers’ comfort constraints. Thus, we selected three of them 
(electricity based) that can fall into this category: HVAC, water heater and heating.
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Table 1 Consumption 
breakdown for residential 
sector 

No. Columns in the dataset 

1. Date/Time 

2. Electricity:Facility 

3. Gas:Facility 

4. Heating:Electricity 

5. Heating:Gas 

6. Cooling:Electricity 

7. HVACFan:Fans:Electricity 

8. Electricity:HVAC 

9. Fans:Electricity 

10. General:InteriorLights:Electricity 

11. General:ExteriorLights:Electricity 

12. Appl:InteriorEquipment:Electricity 

13. Misc:InteriorEquipment:Electricity 

14. Water Heater:WaterSystems:Gas 

2 Literature Review 

Not so long ago, buildings of residential consumers were not considered as control-
lable resources to provide advanced DR services. Strategies for DR and generation 
control to improve the flexibility of buildings in smart grid are studied in Chen et al. 
(2018). The flexibility is extended to a variety of sources such as RES, programmable 
appliances, buildings thermal efficiency (Brahman et al. 2015; Hurtado et al. 2017) 
and consumers’ behavior. The concept relies on a synergistic approach designed to 
enhance and assess the flexibility potential of commercial and residential buildings. 

However, their potential has been enhanced by ICT progress and sensor tech-
nology (Bloess et al. 2018) fostering the implementation of smart city concepts. 
Additionally, the flexibility necessity from the demand side is increasing with the 
higher volume of RES that has to be integrated into the power system. In addition, 
consumers adapt to the advancement of the technology and opportunities of the DR 
programs (Balvedi et al. 2018; Patteeuw et al. 2016). 

Several studies were performed to model and underline the flexibility potential of 
residential consumers (Finck et al. 2019; Gottwalt et al. 2017), considering thermal 
storage of the boilers (Dréau and Heiselberg 2016) or heat pumps (Bloess et al. 2018; 
Fischer et al. 2017). 

Flexibility is required for secure operation of the power system and integration of 
RES. Therefore, in Denmark, newly designed residential buildings must comply with 
strict regulations regarding low-energy buildings from the thermal storage capacity 
perspective (Foteinaki et al. 2018). The study assessed the potential curtailed energy 
from buildings considering the thermal comfort of the inhabitants. The main findings
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state that the aggregated flexibility of buildings is significant and there is a strong 
correlation between flexibility potential and factors such as weather and benefits. 

The effect of ToU (Time-of-Use) tariffs on DR flexibility of residential consumers 
is studied by Pallonetto et al. (2016). A case study is performed for a building located 
in Ireland using an EnergyPlus model simulator (Attia and Carlucci 2015) to evaluate 
the effectiveness of DR strategies in relation to various ToU tariffs. Implementation of 
DR strategies led to a significant reduction in generation costs and carbon emissions. 
Furthermore, the different ToU tariffs effect is analyzed in Oprea et al. (2018), under-
lining the benefits for consumers and peak reduction depending on the optimization 
strategy and implemented tariff (Oprea and Bara 2020). 

Two methods, LEED (USA) and ITACA (Italy) are compared in Asdrubali et al. 
(2015) to assess buildings environmental assessment. The case study is performed 
on buildings located in Italy using five areas such as site, materials, water, indoor 
environmental quality, and energy. The results show common grounds for the two 
methods even if they give different importance to the considered areas. 

Other studies focus on pilot projects in Italy (Corrado and Ballarini 2016) 
analyzing the refurbishment trends of residential buildings located in Piedmont area, 
Lombardy region (Salvalai et al. 2017) and the impact of a DSM strategy in a Mediter-
ranean residential building (Salvalai et al. 2017), or Catania (Italy) considering the 
energy simulation of buildings impact on the microclimate (Evola et al. 2020). 

Such projects and studies are usually carried out in developed countries with 
strict regulations and available data for testing and validation. Limited studies were 
performed on building efficiency in Romania (Adam et al. 2019; Muntean et al. 2017). 
They mainly discuss the thermal efficiency and possible solutions for the existing 
residential buildings that were built during the communist regime. Some other studies 
were performed by Romanian researchers, but the input data for buildings was not 
available. Hence the data was again taken from open sources such as OpenEI. 

3 Methodology 

The proposed methodology consists in four steps as represented in Fig. 1. In the first 
step, the source files in .csv format are read in Python and different useful information 
are extracted from the file names such as: state, location, and consumer ID. 

During this pre-processing step, the recording date is validated, and the input 
string is formatted using a date-time format. In the second step, the pre-processed 
data is loaded into a MongoDB collection stored as json documents. To reduce the 
time and allocated resources, in the third step, we used multiprocessing to work 
with several processes in parallel to load MongoDB collection into multiple cursors 
and retrieve the records into Dask dataframes. In the last step, we applied k-means 
clustering method to group consumers into several profiles. 

The files were read in Pandas dataframe, columns were renamed, recording_date 
(former Date/Time) was converted into a date type column using a generic year 
(such as 2009), new columns such as state and location were created using the .csv
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Fig. 1 Data analysis methodology 

file name and finally the data was inserted into MongoDB collection. For the data 
processing step, we used multiprocessing for retrieving the MongoDB collection and 
for data transformation and preparation. Thus, we start several processes in parallel 
that extract data chunks from MongoDB using cursors and then load it into Dask 
dataframe. These dataframes contain multiple Pandas dataframes that are processed 
in parallel, thus reducing the execution time by half. In this step, we prepared the data 
for clustering and analytics by transforming the categorical variables into numeric 
variables, impute missing values and standardize the variables. 

Clustering might be used for solving a wide range of problems: from anomaly 
detection or outlier detection to recommended systems or as a dimensionality reduc-
tion method (Al-Wakeel and Wu 2016; Haben et al. 2016). Knowing the behavior 
of consumers and determining consumption patterns (An et al. 2018; Gianniou et al. 
2018), we can improve and streamline the distribution of DR programs for each cate-
gory. At the same time, determining the groups of consumers can help us to identify 
anomalies, which could translate into electricity losses or other possible problems 
that need to be remedied. One algorithm that scales well to a large number of data 
points is k-means (Motlagh et al. 2019), an iterative algorithm that divides the dataset 
into a predefined number of subgroups. The partitions are created considering the 
data similarity and the distance between the mean of the centroid and each data point, 
basically the objective function is to minimize the Euclidian distance between these 
two. Steps followed for determining the profile groups are presented in Fig. 2. 

The intra-cluster variance is minimized using the following function: 

F = 
k∑

j=1 

n∑

i=1 

||x j i − c j ||2 (1)
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Fig. 2 K-means implementation steps 

where: k—Number of clusters; n—Number of observations; x j i —Observation i; c j— 
Centroid of cluster j. 

The well-known drawback of this unsupervised algorithm is that the number of 
clusters needs to be specified beforehand. The Silhouette Score method is helpful 
for estimating the best number of clusters. The method returns the measure of how 
similar a data point is to its belonging cluster. A data point silhouette coefficient is 
equal to b − a/max(a, b), where a is the mean distance to the other data points in the 
same cluster, we can refer it as intra-cluster distance, while b is the mean distance 
to the data points that belong to the nearest cluster, or inter-cluster distance. This 
coefficient ranges from -1 to 1 and the higher the value, the better the point is placed 
inside the cluster. If the coefficient is equal to 0, then the point is very close to the 
cluster boundary. SciKit-Learn’s function silhouette_score() is used to compute this 
coefficient. 

4 Results and Discussions 

The consumption datasets were uploaded from the .csv files with MongoDB and then 
read into a dataframe object from pandas’ library in Python. The data processing 
involved the following steps: establishing the same scale of values for the data,
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keeping only the relevant variables for each type of analysis, normalization and 
scaling. 

The mean hourly total consumption for gas and electricity is shown in Fig. 3. 
The gas consumption is higher than electricity, house and water heating relying on 
gas mainly. The gas consumption peak is recorded at 8 a.m., whereas the electricity 
consumption peak is at 6 p.m. 

The breakdown of each category by hour is shown in Fig. 4. The GasHeating 
component is heavily influencing the gas consumption curve allure, whereas the 
electricity consumption peak is influenced by HVAC. 

Fig. 3 Hourly total gas and electricity consumption 

Fig. 4 Hourly total gas and electricity consumption by category
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We can determine that the gas peak of consumption is around 8:00 a.m., followed 
by a sharp decline in GasHeating, which has a large share of the total gas consumption. 
There is also an increase at a lower rate, around 6:00–7:00 p.m., which coincides with 
an increase in electricity consumption. As the dataset is a multivariate time series, a 
line plot was created for each variable to preview the consumption patterns over the 
entire period for which the data was collected (as in Fig. 5). 

As expected, in the summer months, the total consumption of gas was reduced 
due to a decrease in gas heating consumption. It is interesting to observe that this 
wasn’t the case for the total electricity consumption. While electric heating followed 
a downward trend, all other electricity appliances were used more often, perhaps 
because most stayed at home. We also resample the dataframe by month and configure 
subplots to view the monthly breakdown for each category, as shown in Fig. 6. 

Fig. 5 Feature value representation by month 

Fig. 6 Electricity total consumption—category breakdown by month
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As for gas consumption, the monthly plot is shown in Fig. 7. Gas is used very 
little in the summer months and heavily in the rest of the year. To reduce the burden 
of integrating large volumes of RES, programs to convert P2G could be envisioned. 

Figure 8 shows the maximum values for each electricity consumer. HVAC, Fans, 
Interior Equipment and Appliances were the most used, with peaks in January, 
February, June, July and August. 26% of the total electricity consumption is control-
lable and could be integrated into DR programs for residential buildings. 63% of the 
total controllable resources is provided by HVAC, 30% by Water Heater and 7% by 
Heating. 

Residential consumers are allocated to an Independent System Operator (ISO) 
depending on their state and location. The ISO distribution is represented in Fig. 9. 

Fig. 7 Gas total consumption—category breakdown by month 

Fig. 8 Consumption peaks for each category by month
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Fig. 9 ISO geographical representation 

Total consumption grouped by ISO is represented in Fig. 10. SOUTHEAST, 
MISO, ERCOT and PJM are among ISO with the highest electricity consumption, 
maybe because they embed the top states ordered by population. A detailed data 
model converted into a flexibility database could easily facilitate the computation of 
flexibility potential at ISO level and its market value. The data model should contain 
at least data regarding load, DR programs, associated costs, tariff rates, geographical 
representation by location, state, ISO, weather readings to perform forecast, climate

0 50000 100000 150000 200000 
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NORTHWEST 
NYISO 
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Fig. 10 Controllable resources grouped by ISO
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area, etc. The computation could be performed by stored procedures that are called 
periodically to extract valuable insights from data.

K-means clustering was implemented for determining the electricity consumers’ 
groups, to understand if there are any consumption patterns and responsible groups. 
Data is normalized using Min–Max Scaler, so each feature is transformed to units 
from 0 to 1. First, 10 clusters are assumed to determine the highest score for the 
optimum number of clusters. Hence, the highest score was obtained for two clusters 
for gas consumption and three for electricity consumption. The obtained scores are 
the following: 

Silhouette Score(n = {2}): {0.7508274719538655} 
Silhouette Score(n = {3}): {0.7061200651332357} 
Silhouette Score(n = {4}): {0.6884293689805547} 
Silhouette Score(n = {5}): {0.6657898081195187} 
Silhouette Score(n = {6}): {0.6374764267006435} 
Silhouette Score(n = {7}): {0.5962002268939042} 
Silhouette Score(n = {8}): {0.5929862418994234} 
Silhouette Score(n = {9}): {0.5824524891301696} 
Silhouette Score(n = {10}): {0.5890674878457753} 
For k = 2, the score was 0.75, which is closest to 1. Figure 11 illustrates the 

optimum cluster number. 
For the electricity consumption, the highest score was obtained with three clusters. 

Clusters are presented in Fig. 12. K-means algorithm handles numeric data, so the 
encoding of categorical data is required. Therefore, “State” and “Location” columns 
were encoded using Label Encoder which belongs to SciKit-Learn library from 
Python. This will encode labels with values between 0 and the total number of values 
−1. The fit_transform() method will return the encoded labels after fitting them. To

Fig. 11 Silhouette score
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Fig. 12 Clusters for total electricity consumption 

obtain the cluster plot, the dataframe index was at first set to RECORDING_DATE 
column and afterwards, the dataframe was up-sampled to hours.

Figure 12 shows the main groups of consumers: the one from the yellow group 
seems to have a sudden increase around the morning and evening hours (with a 
higher morning peak), the black group consumption amplitude is lower, and the red 
partition shows a steady linear consumption with a smooth growth around evening 
hours. Clusters do not have similar peculiarities, which indicates a correct number 
of groups. 

5 Conclusion 

First, we propose a multi-processing data analysis framework with MongoDB and 
Dask to handle a relatively large dataset of load data from residential consumers 
located in the U.S. 

A data analysis methodology, that includes several Python libraries such as 
powerful Dask and Scikit-Learn, and Mongo BD, is proposed to handle relatively 
large datasets and extract valuable insights regarding the consumption pattern of 
the residential buildings. However, consumption data can be combined with other 
data such as weather or ISO affiliation and analyzed considering the breakdown and 
different periods of time. 

By clustering the consumers into groups, we identified the clusters of smart cities 
that should be targeted from the DR program point of view. Among the three clusters, 
the red one is more “responsible” with the evening peak that should be shifted, shed 
or participate to shimmy DR programs. Thus, specific DR programs could be applied 
differentially to the three clusters according to their consumption daily load profile.
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Furthermore, the consumption data recorded by smart meters can be combined 
with specific DR programs and relevant costs that enable such programs for residen-
tial consumers depending on the DR program (such as shift or slide, shed, shimmy, 
etc.), ToU tariffs and create a robust data model to extract more information from 
data. Such approach will be considered in a future research study. 
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Differentiation Strategy and Cost 
Leadership Strategy: Their Contribution 
to Achieving Sustainable Financial 
Performance 

Juniarti Juniarti , Clarissa Simanjaya, Marcella Chandra, 
and Zenia Estella Soesetyo 

Abstract This research aims to study the influence of differentiation and cost-
leadership strategy on sustainable financial performance with innovation as the 
moderator variable. This research uses the last 5 years financial report of go-public 
companies in South-East Asia, with a total of 250 firm years. In the early stage of 
the research, the companies are grouped into their respective strategy. From that 
grouping, each strategy is then measured. The researcher uses 5 measurements to 
test the strategies, 2 for differentiation strategy and 3 for cost-leadership strategy. The 
finding of this research is that differentiation positively influences sustainable finan-
cial performance, with innovation as the moderator variable. However, these findings 
are not proved in cost leadership strategy. Innovation shows partially influences to 
the achievement of sustainable financial performance. This research contributes to 
adding the innovation factor that strengthens the relationship between the successes 
of a strategy with the sustainable financial performance so that the result can be more 
consistent. 

Keywords Strategy · Differentiation · Cost-leadership · Financial performance ·
Sustainable financial performance · Innovation 

1 Introduction 

Both differentiation and cost-leadership strategies have their respective roles in a 
company’s success for sustainability. The success of the strategy chosen by the 
company is also influenced by innovation. The innovation factor is important in 
choosing between the two strategies, especially for companies that implement the 
differentiation strategy. In a differentiation strategy, innovation is a crucial factor 
for higher performance (Hull and Rothenberg 2008; Miller 1983; Porter 1990). This 
is due to the fast-paced globalization that causes increasingly fierce competition, 
which encourages companies to innovate their products, services, and corporate
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image with new and different processes that are difficult for competitors to imitate 
(Zehir et al. 2015). The advantage of the differentiation strategy, which makes 
products and services difficult to imitate by competitors, is that it increases the 
chance for the company to be sustainable (Grant 1991). Although innovation is very 
important in differentiation strategy, this does not mean that cost-leadership strategy 
does not also require innovation. To benefit from a cost-leadership strategy, compa-
nies need to emphasize minimizing costs and undertaking a process of innovation 
(Frohwein and Hansjurgens 2005). The innovation process is concerned with all of the 
company’s operational activities by improving the quality of offerings and efficient 
delivery methods than competitors to achieve a competitive advantage (O’Sullivan 
and Dooley 2009). In addition, the innovation process also allows companies to 
achieve economies of scale, reduce costs and gain market share (Qin 2007). Thus, 
innovation is needed in a cost-leadership strategy to achieve cost reduction, larger 
market share, and better efficiency than competitors (Hilman and Kaliappen 2014). 

The company implements strategies to achieve long-term goals, where these 
strategies influence long-term financial performance. However, the results of previous 
studies regarding the choice of strategy and financial performance show mixed 
results. Banker et al. (2014) found that differentiation strategies have an impact 
on long-term financial performance as measured by future ROA, each using the next 
5 years as a function of the company’s current performance. This measure refers to 
the success or persistence of ROA, that is, the extent to which current ROA can be 
maintained in future periods. Meanwhile, other research results show a relationship 
between differentiation strategies and financial performance as measured by ROI, 
ROE, and other financial measures, such as budget variance analysis, working capital 
ratio, divisional profit, cash flow return on investment, and shareholder value. added 
(Asdemir et al. 2013; Spencer et al. 2009; Teeratansirikool et al. 2013; Yamin et al. 
1999; Yeung et al. 2006). Several other researchers did not find a relationship between 
differentiation strategies and sustainable financial performance (Altuntas et al. 2014; 
Oyewobi et al. 2016; Wong et al. 2016). Inconsistency in research results also occurs 
in research on cost-leadership strategies. Several researchers have proven that cost-
leadership strategies are related to short-term financial performance (Hilman and 
Kaliappen 2014; Kaliappen and Hilman 2013; Nandakumar et al. 2010), however, Li 
and Li 2008; Banker et al. 2014) did not find a relationship between cost leadership 
strategies and sustainable financial performance. 

The results of previous studies are still not solid, one reason is that these studies 
have not considered the innovation factor. The changing business environment, 
changing customer needs and expectations, increasing competition, and rapid tech-
nological developments make companies need to innovate to stay ahead of competi-
tors (Bhatt et al. 2010; Chen et al. 2009; Uzkurt et al. 2013; Zaefarian et al. 2017). 
Research on the effect of innovation on company performance shows positive results 
(Agarwal et al. 2003; Han et al. 1998). This shows that innovation is an important 
factor for company growth and sustainability (Han et al. 1998; Kiron et al. 2013). 
This study adds innovation as a moderating variable for the relationship between 
differentiation strategies and cost leadership and sustainable financial performance.
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Innovation is one of the main sources of achieving competitive advantage (Díaz-
Díaz and Saá-Pérez 2014), and is a transformative force that improves the sustain-
ability and economic performance of companies (Cavaleri and Shabana 2018). Inno-
vation is needed by companies in facing the increasing pressure of globalization, 
changing customer expectations, increasing competition, and rapid technological 
developments in a changing business environment. Innovation is an important driver 
of competitiveness and company success in a changing business environment (Chen 
et al. 2009; Uzkurt et al. 2013; Zaefarian et al. 2017). 

2 Literature Review 

2.1 Strategy and Innovation 

The differentiation strategy is a strategy that involves the addition of a significant 
aspect from a product and service that are superior, hard to imitate, unique, and of 
higher quality than the competitors, thus, the resulting additional value can be felt by 
the customers and creates a competitive advantage (Banker et al. 2014; Green et al. 
1993; Porter 1980, 1997; Prajogo 2007). Moreover, the advantage of the differentia-
tion strategy is that customers will be able to customize the product, which depends 
on the company’s rapport with its customers (Banker et al. 2014). An exclusive rela-
tionship between a company and its customers becomes a competitive advantage 
that is hard for competitors to imitate, which enables the company to have a sustain-
able competitive advantage (Banker et al. 2014; Barney 1986; Ghemawat 1995). 
Innovations have a central role in the companies that use the differentiation strategy 
to compete with their competitors (Herzallah et al. 2017). Innovations have to be 
done continuously to leave no chance for the competitors to imitate the products 
(Amoako-Gyampah and Acquaah 2008; Asdemir et al. 2013; Banker et al. 2014; 
Zehir et al. 2015). When a company innovates, its competitors will need time to 
match the products and services provided by the company because the competitors 
need to do the research and development phase first. At the time the competitors 
do their research, the company has already made another innovation (Asdemir et al. 
2013). A company’s innovation will be reflected in the appearance and technology of 
high quality and innovative product with a high design or brand image (Banker et al. 
2014; Crema et al. 2014; Frambach et al. 2003; Hutchinson et al. 2007; Porter 1980). 
Because of this, the companies set a high price (Banker et al. 2014; Crema et al. 
2014; Frambach et al. 2003; Hutchinson et al. 2007; Porter 1980). The customers of 
the differentiation strategy are not sensitive to price as long as they receive the value 
of the product or service. This is the advantage of the differentiation strategy (Black 
et al. 2000; Green et al. 1993; Prajogo 2007; Porter 1997). On the other hand, the 
differentiation strategy needs high initial capital, operational costs, and investments 
to develop the products and services (Banker et al. 2014).
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To identify whether a company uses the differentiator strategy or not, previous 
studies use the survey method (Amoako-Gyampah and Acquaah 2008; Nandakumar 
et al. 2010; Parnel and Brady 2019; Parnell et al. 2012). This methodology may cause 
bias because the respondents are influenced by consistency, social desire, and the lack 
of knowledge, thus this research does not use it (Podsakoff and Organ 1986; Miller 
and Roth 1994). Other researchers, such as Selling and Stickney (1989), Banker 
et al. (2011, 2013), Wu et al. (2015), measures the profit margin, which is the sum 
of adding operating income with R&D expenditure, divided by sales. 

In cost-leadership strategy, operational efficiency becomes the foundation of the 
achievement of this strategy (Banker et al. 2014; De Castro and Chrisman 1995; Porter 
1997). This efficiency is conducted by controlling the production costs, increasing 
capacity, and minimizing other costs (Banker et al. 2014; Prajogo 2007). Thus, this 
strategy can strive for an average return above its competitors because it uses lower 
prices (Prajogo 2007). The low cost can be used as a company’s main advantage to 
compete with its competitors (Banker et al. 2014; Teeratansirikool et al. 2013) and 
will have a positive influence on the company’s financial performance (Herzallah 
et al. 2017). 

Companies that apply the cost-leadership strategy also need to innovate to be supe-
rior in the competition (Frohwein and Hansjurgens 2005; Seaden and Manseau 2001). 
Innovation in the cost-leadership strategy can be cone through the application and 
development of new technology and procedure because it can significantly improve 
the company’s structure and cost efficiency (Francesco, 2014; Seaden and Manseau 
2001). Innovation can also safe companies from unhealthy competition from the 
cost-relationship strategy: the application of a very low price that is irrational and 
disturbing the company’s financial performance (Gunday et al. 2011; Hilman and 
Kaliappen 2014; Hilmi et al. 2010; Nandakumar et al. 2011; Parnell 2011). 

To measure the cost-leadership strategy, Selling and Stickney (1989), Banker 
et al., (2011, 2013), Wu et al. (2015) use ATO (Asset Turnover) as a measurement 
tool. However, this research uses three types of ratio used by Asdemir et al., (2013), 
Balsam et al., (2011), Banker et al., (2014). These three ratios can detect a company’s 
efficiency in its capital utilization (David et al. 2002) because the customers of cost-
leadership strategy buy a company’s products that are cheaper than its competitors 
and the company’s profits are gained through minimizing costs and assets per unit 
output (Hambrick 1983b). The first ratio is SALES/CAPEX (Formula 3)—the net 
sales that are measured with the company’s capital expenditure used to buy properties, 
plants, or equipment. The high value of this ratio shows that the company applies 
the cost-leadership strategy (Banker et al. 2014). The second ratio is SALES/P&E 
(Formula 4), which is a ratio between net sales and the net book value of plant 
and equipment. A higher value shows more efficient use of the company’s assets, 
which shows that the company uses the cost-leadership strategy (Berman et al. 1999; 
Hambrick 1983a, b; Kotha and Nair 1995; Miller and Dess 1993). The last ratio 
used by the researcher in this cost-leadership strategy is EMPL/ASSETS (Formula 
5), which is the ratio between the number of employees and total assets (Hambrick 
1983a, b; Kotha and Nair 1995; Nair and Filer 2002). A higher value of this ratio 
shows the company uses the cost-leadership strategy (Banker et al. 2014).
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2.2 Sustainable Financial Perfromance 

Financial performance is the company’s financial condition during certain periods 
that includes modal adequacy, liquidity, solvability, efficiency, leverage, and prof-
itability. Financial performance shows a company’s capability in managing and 
controlling its resources (Fatihudin et al. 2018). To support a company’s sustain-
ability, good financial performance in not only the short-term but also the long term 
is expected. Companies can achieve a sustainable financial performance if they use 
resources that can encourage the creation of value in the companies’ operational in 
the present and future (Banker et al. 2014). If the companies create future values 
by using present resources, they can also create a sustainable competitive advan-
tage. With this, companies can have a financial performance that can survive in the 
long-term (Mohammadi et al. 2019). 

In measuring sustainable financial performance, Banker et al., (2014) use future 
ROA, and Juniarti (2020) uses earning persistence. From the previous studies’ 
measurements, this research will use Earnings Persistence (EP) as a measurement 
tool to show sustainable earning (Francis et al. 2004; Penman and Zhang 2002). 
Earning Persistence is a time-series parameter to measure the size of the influence of 
earnings obtained repeatedly without a loss that the company expects in the future 
(Aguguom et al. 2019; Pimentel and Aguiar 2016). A high earning persistence shows 
a strong and sustainable earning, while low earning persistence shows weak, tempo-
rary, or unsustainable earning (Ashley and Yang 2004; Francis et al. 2004; Juniarti 
2020). This Earning Persistence follows Francis et al., (2004) measurement that uses 
the autoregressive model of order one (AR1) by observing the earnings in the past 
5 years: 

X j,t = f0, j + f1, j X j,t−1 + v j,t 

Notes: 

Xj,t A company’s net earnings before the extraordinary items in year t is divided 
by the weighted average of shares outstanding in year t. 

φ1,j Earning persistence as the estimated slope coefficient. Approaching 1 implies 
very persistent earnings, approaching 0 implies huge temporary earnings. 

vj,t J company’s specific residue in year t. 

2.3 A Subsection Sample 

A differentiation strategy involves offering products and services that are different 
from competitors, that is, offering unique and quality products and services by 
investing in various activities such as advertising, promotion, customer service, 
product distribution, and other related activities (Banker et al. 2014; De Castro  
and Chrisman 1995; Jermias 2008; Liu and Atuahene-Gima 2018; Prajogo 2007).
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This makes the company more effective than its competitors, creates higher value 
for customers, and achieves higher performance and profits (Awwad et al. 2013; 
Hosseini and Sheikhi 2012; Leonidou et al. 2015; Mathenge 2013; Murray et al. 
2011; Tan and Sousa 2015; Yao and Qin 2016). Grant (1991) argues that with this 
uniqueness, the benefits obtained from a differentiation strategy are more sustainable 
because the products and services offered by the company are not easily imitated by 
competitors. Differentiation strategies usually also involve innovation in certain prod-
ucts and adjustments to marketing campaigns that are impossible to imitate quickly 
(Asdemir et al. 2013). The longer it takes a competitor to respond to a certain compar-
ative advantage, the greater the opportunity for the company to take advantage of a 
sustainable advantage (Banker et al. 2014). Companies that can withstand the efforts 
of competitors in imitating their products and services can maintain their competitive 
advantage, thus enabling the company to have superior performance in the long term 
(Ghemawat 1995). 

On the other hand, the cost-leadership strategy emphasizes operational efficiency 
through the development of new processes and technologies, economies of scale, and 
experience (Banker et al. 2014). Kim et al. 2004 argued that companies that imple-
ment a cost-leadership strategy are easily trapped into continuously reducing prices 
because technology tends to be based on a cost structure with low variable costs and 
high fixed costs. This gives rise to a competitive advantage that is only temporary 
and makes it impossible to achieve long-term financial performance (Eisenhardt and 
Martin 2000; Kim et al. 2004), because operational efficiency can be imitated by 
competitors or cannot be operated due to the emergence of new sources and better 
(D’Aveni 1994; Hamel 2000). Murray (2011) also argues that imitation by competi-
tors cannot be avoided if the company uses a cost-leadership strategy. Another argu-
ment suggests that companies that focus solely on cost-leadership strategies are no 
longer suitable to meet the different needs and demands of customers in the era of 
globalization (Baines and Langfield-Smith 2003; Kotha and Vadlamani 1995; Perera 
et al. 1997). 

From the results discussed above, the following hypothesis is formulated in this 
study. 

H1a: The differentiation strategy influences sustainable financial performance. 
H1b: The cost-leadership strategy influences sustainable financial performance. 
Innovation generally has a positive relationship to performance and is important 

for companies to maintain their survival (Brown and Eisenhardt 1995; Covin and 
Miles 1999; Christensen and Bower 1996; Clark and Fujimoto 1991; Han et al. 
1998; Hamel and Prahalad 1994; O’Reilly and Tushman 2004; Peters 1990, 1991; 
Teece et al. 1997; Turulja and Bajgoric 2019; Zahra and Covin 1995). Innovation 
needs to be done so that companies can explore opportunities and markets as a 
source of excellence, especially in today’s business environment where the business 
is very complex and changing (Chen et al. 2009; Duane Ireland and Webb 2007; 
Madhavan and Grover 1998; Miller and Friesen 1983; Montes et al. 2004; Turulja 
and Bajgoric 2019; Urbancova 2013; Uzkurt et al. 2013; Zaefarian et al. 2017). 
Therefore, new products and services, new processes, and new ways of organizing 
work in the company are very important for future success, given that novelty is
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one of the attractions of the company (Duane Ireland and Webb 2007; Racela and 
Thoumrungroje 2019). Companies that are still able to survive and innovate in the 
future can create advantages in terms of competition, are efficient in their operational 
activities, and can run their business even though they are in an environment with 
limited resources (Porter 1990; Simpson et al. 2006; Ren et al. 2010). From this inno-
vation activity, companies have the opportunity to get profits, sales revenue, return 
on investment, and high market share (Saliba de Oliveira et al. 2018; Turulja and 
Bajgoric 2019). If innovation is carried out continuously, the company can maintain 
a competitive advantage and have long-term financial performance (Agarwal et al. 
2003; Cavalry and Shabana 2018; Duane Ireland and Webb 2007; Han et al. 1998; 
Hull and Rothenberg 2008; Madhavan and Grover 1998; Miller and Friesen 1983; 
Montes et al. 2004; Porter 1990; Simpson et al. 2006; Racela and Thoumrungroje 
2019; Ren, 2009; Turulja and Bajgoric 2019). 

From the results discussed above, the following hypothesis is formulated in this 
study. 

H2: Innovation has a positive influence on sustainable financial performance. 
The ability of a company to innovate is also one of the factors that characterize 

its sustainability and growth potential (O’Reilly et al. 1991). Therefore, innova-
tion is an important thing to implement in strategy, both differentiation and cost-
leadership (Cavaleri and Shabana 2018). Companies with a differentiation strategy 
tend to develop many R and D activities to increase their innovative strength and 
increase the company’s ability to compete with innovations made by competitors 
(Miller 1987). This company needs innovation based on features that are difficult 
for competitors to imitate (Amoako-Gyampah and Acquaah 2008). Innovation by 
companies is important for differentiation strategies and also for achieving higher 
performance (Hull and Rothenberg 2008; Miller 1983; Porter 1990). In addition to 
a differentiation strategy, a cost-leadership strategy also requires innovation to be 
competitive even though this strategy focuses on efficiency and low costs. Compa-
nies must emphasize cost minimization and engage with process innovation to gain 
the advantage of this strategy (Frohwein and Hansjurgens 2005). The aim of imple-
menting innovation in a cost-leadership strategy is to achieve cost reduction, larger 
market share, and better efficiency than competitors that drive corporate sustain-
ability (Hilman and Kaliappen 2014). Thus, innovation is important to be applied to 
each strategy, because companies that do not innovate will find it difficult to sustain 
even though the company has implemented the right strategy (Cavaleri and Shabana 
2018; Najafi-Tavani et al. 2018; Prajogo 2016). 

From the results discussed above, the following hypothesis is formulated in this 
study. 

H3a: Innovation moderates the relationship between differentiation strategy and 
sustainable financial performance. 

H3b: Innovation moderates the relationship between cost-leadership strategy and 
sustainable financial performance.
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3 Research Method 

3.1 Sample 

This research uses secondary data from the companies’ annual financial report in 
2015–2019 from Bloomberg. The population of this research is 5.169 go-public 
companies in South East Asia from all sectors. The researcher did a reselection to 
the population to obtain the selected samples when the companies have complete 
financial report data during the research period. The sample criteria of this research 
are: 

1. Companies listed in the Stock Exchange of each country in South East Asia in 
2015–2019. 

2. Have their earnings data from 2010–2019. This data is required to measure 
earnings persistence, which is an indicator of sustainable financial performance. 

3. Companies that have R&D data from 2015–2019. 

The definition of this research’s operational variables can be seen in the Table 1. 

3.2 Model Analysis 

To evaluate the hypothesis of this research, the analysis model used is as follows: 

EP  = β0 + β1ST RDI Fi,t−1 + β2ST RC Li,t−1 + β3 I N  Vi,t−1 + β4 I N  V  ∗ ST RDI Fi,t−1 

+ β5 I N  V  ∗ ST RC Li,t−1 + β6SI  Z  Ei,t−1 + β7LEVi,t−1 

+ β8C Ii,t−1 + β9 MSi,t−1 + β10 AGEi,t−1 + εi, t 

Notes: 

EPi,t−1 i company’s earning persistence in t period. 
STRDIFi,t-1 i company’s differentiation strategy in t − 1 period. 
STRCLi,t-1 i company’s cost-leadership strategy in t − 1 period. 
INVi,t−1 i company’s innovation in t − 1 period. 
INV*STRDIFi,t−1 Innovation moderates i company’s differentiation strategy in 

t − 1 period. 
INV*STRCLi,t−1 Innovation moderates i company’s cost-leadership strategy in 

t − 1 period. 
SIZEi,t−1 t − 1. i company’s size in t − 1 period. 
LEVi,t−1 i company’s leverage in t − 1 period. 
CIi,t−1 i company’s competition intensity in t − 1 period. 
MSi,t−1 i company’s market share in t − 1 period. 
AGEi,t−1 i company’s age strategy in t − 1 period. 
εi,t i company’s error in t period.
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Table 1 Operational variable definition 

Variable Operational definition Scale 

Differentiation strategy This variable is measured with two measurement tools: 
SG&A/SALES (Formula 1) and SALES/COGS (Formula 2). 
The high result of these two formulas shows that the 
companies are focusing on the differentiation strategy (Banker 
et al 2014; Kotha and Nair 1995; Nair and  Filer  2002) 

Ratio 

Cost-leadership strategy This variable is measured with three measurement tools: 
SALES/CAPEX (Formula 3), SALES/P&E (Formula 4), and 
EMPL/ASSETS (Formula 5). The high result of these three 
ratios shows that the companies are using the cost-leadership 
strategy (Banker et al 2014; Berman et al.  1999; Hambrick  
1983a, b; Kotha and Nair 1995; Miller and Dess 1993) 

Ratio 

Earning persistence Measured with earning persistence by using the 
autoregressive model of order one (AR1). If Xj,t approaches 1, 
then the earning is very persistent. If Xj,t approaches 0, it 
implies a huge temporary earning (Francis et al. 2004) 

Ratio 

Innovation Measured with the R&D expenditures on total sales ratio 
(R&D/SALES) (Ameer and Othman 2012; Alshwer and 
Levitas 2014) 

Ratio 

Firm size Firm size is measured with i company’s log total asset in year 
t (Jermias 2008) 

Ratio 

Leverage The use of debt is measured by dividing total debt by the total 
asset (Dimitrov and Jain 2008; Mercer 2004) 

Ratio 

Competition intensity The competition intensity between companies is measured by 
using the Herfindahl Index (HHI) (Formula 6). The lower 
index value shows a higher competition intensity (Li et al. 
2008; Naldi and Flamini 2018) 

Ratio 

Market share Measured by dividing the company’s total sales with the 
industry’s total sales (Edeling and Himme 2018). A higher 
value shows a higher market share (Connolly et al. 1986; Li  
and Li 2008) 

Ratio 

Firm age Firm age is measured with the log of a company’s age from its 
foundation until the research year (Hariyanto and Juniarti 
2014) 

Ratio 

Source Authors’ own research 

3.3 Data Analysis and Technique 

The data analysis technique for the panel data regression model is conducted by 
choosing the best model out of the following: Pooled Least Squared (PLS), Fixed 
Effect Model, and Random Effect Model. To choose the best panel data model, 
several tests are conducted: the Chow Test, Hausman Test, and Lagrange Multiplier 
Test.



206 J. Juniarti et al.

Based on the sample selection, the final number of this research’s sample is 50 
companies, where there is a total of 250 firm-years that are go-public companies in 
the South East Asia region (Table 2). 

The sample includes all sectors and countries in South East Asia. The sample 
profile covers all sectors and 5 countries in South East Asia: Indonesia, Malaysia, 
Singapore, Philippines, and Thailand. 5 other South East Asian countries are not 
listed in the country-based sample profile because the data do not fulfill the sample 
criteria. As can be seen, the most dominant samples are in the industrial sector, 
12 samples. While the least number of sample is in the electronic components and 
telecommunications and media sectors, with only 1 sample each. For country-based 
sample profile, Malaysia has the biggest number of samples with 20, and Thailand 
has the smallest number of the sample with 1. Thailand is not representative in this 
research sample (Table 2). 

The average of EP does not approach 1, which means that the researched compa-
nies’ earning persistence is not too persistent. STRDIF1 also has a value far below 
1, which means the companies are also not reflecting the implementation of the

Table 2 Sample profile 

Panel A: based on sectors 

No. Sectors Sample (%) 

1. Consumer discretionary, products and services, staples 7 1400 

2. Electronic components 1 200 

3. Health care 3 600 

4. Holding firms 2 400 

5. Industrial 12 2400 

6. Plantation 4 800 

7. Property, real estate, construction 2 400 

8. Services 6 1200 

9. Technology 10 2000 

10. Telecommunications and media 1 200 

11. Utilities 2 400 

Total 50 10,000 

Panel B: based on nations 

No. Nation Sample (%) 

1. Indonesia 9 1800 

2. Malaysia 20 4000 

3. Singapura 12 2400 

4. Filipina 8 1600 

5. Thailand 1 200 

Total 50 10,000 

Source Authors’ own research
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differentiation strategy when they are measured with formula 1. On the other hand, 
the average of STRDIF2 has a value above 1, companies with the differentiation 
strategy that uses the formula 2 have a higher sales average than the cost of goods 
sold and very much reflect companies with differentiation strategy if measured with 
formula 2. STRCL 1 has a value far below 1, which means that the companies are 
not reflecting the use of the cost-leadership strategy if measured with formula 3. 
STRCL2 has a value far above 1, which means the companies’ strategy very much 
reflects the implementation of the cost-leadership program if measured with formula 
4. INV only has a value of 0.04, which means that innovation does not really influence 
sustainable financial performance.

The average value of SIZE is far above 1, which is 12.68, with a value on the 
financial report of 35.144.023.277.527. This means that the total asset owned and 
borrowed by the company is huge. LEV has a value less than 1, 0.18, which means 
that the companies have a high debt risk. The CI value is only 0.02, far below 1, 
which means that the companies are not capable enough of facing tight competition. 
This can hinder the companies in achieving sustainability. MS has a value far below 
1, this means that the companies have a small market share and thus do not have 
a high rate of return. AGE has an average value far above 1, this means that the 
companies are quite old and have more experience. 

The majority of the processed data has a data variation with normal distributions 
such as EP, STRDIF1, STRDIF2, INV, SIZE, LEV, CI, MS, AGE as can be seen 
from the low standard deviation, it means that the data do not really represent the 
distribution inside of a group (Table 3). 

Table 3 Descriptive statistic 

Minimum Maximum Mean Std. deviation 

EP 250 −2.795 2.614 0.307 0.659 

STRDIF1 206 0.000 1.865 0.251 0.290 

STRDIF2 200 1.027 3.146 1.532 0.426 

STRCL1 250 −420.9 349.562 −19.72 55.94 

STRCL2 250 0.120 1202.645 9.989 76.268 

INV 250 0.000 0.936 0.049 0.141 

SIZE 250 10.861 14.782 12.683 0.947 

LEV 208 0.000 0.895 0.180 0.155 

CI 250 0.000 0.121 0.020 0.033 

MS 245 0.000 0.304 0.036 0.057 

AGE 250 0.845 2.267 1.53 0.291 

Valid N (listwise) 160 

Source Authors’ own research
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4 Results and Discussion 

To determine the best panel data model, the researcher uses the Chow Test. The 
Chow Test is used to choose the best model between Pooled Least Square (PLS) and 
Fixed Effect. If p-value < α, which is 0.05, then the Fixed Effect model is chosen. 
Otherwise, if p-value > 0.05, the chosen model is PLS. Below are the results of the 
PLS Test using the GRETL application. 

This research is conducted by testing each strategy using the described formulas. 
Table 4 shows the measurement result from SG&A/SALES with 50 companies tested. 
Based on the Chow Test result above, it is found that p-value > 0.05, thus, the 
best model for the differentiation strategy with formulas 1 and 2 (SG&A/SALES) 
and (COGS/SALES) is PLS. The hypothesis test result shows that STRDIF1 has a 
significant and negative regression coefficient: −3.97610 with a p-value of 0.0042. 
Table 5 shows the measurement result of formula 2. The measurement result shows 
that STRDIF2 has a significant and positive regression coefficient: 0.797698 with a 
p-value of 0.0293. Thus, these two tables prove that H1a is accepted if measured with 
formula 2. This means that the differentiation strategy influences long term financial 
performances and can improve the company’s future performance (Tables 6 and 7). 

The INV variable on STRDIF1 has a significant and negative regression coef-
ficient of −26.4037 with a p-value of 0.0510, which means that innovation nega-
tively influences sustainable financial performance when it is tested with formula 1. 
Meanwhile, the result on STRDIF2 shows a non-significant and negative regression 
coefficient of −1280.16 with a p-value of 0.1140, which shows that innovation does 
not influence sustainable financial performance if measured with formula 2. These 
results show that innovation itself without connected with the strategy seem mean-
ingless. However, when we moderate the INV with the STRDIF1 and STRDIF2, it 
proves that innovation strengthen the benefit of differentiation strategy and resulting 
a higher sustainable financial performance. The evidence that innovation moderate 
the relationship of differentiation strategy and sustainable financial performance is

Table 4 STRDIF1 PLS test result 

Coefficient Std. error t-ratio p-value 

Const −5.41438 4.56222 −1.187 0.2425 

STRDIF1 −3.97610 1.30722 −3.042 0.0042 *** 

INV −26.4037 13.1109 −2.014 0.0510 * 

STRDIF1*INV 136.411 62.1401 2.195 0.0342 ** 

SIZE 0.598571 0.444177 1.348 0.1856 

LEV −1.34600 1.40871 −0.9555 0.3452 

CI −5.97169 2.85929 −2.089 0.0433 ** 

MS 1.58130 1.66855 0.9477 0.3491 

AGE −0.238747 0.704850 −0.3387 0.7366 

Source Authors’ own research
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Table 5 STRDIF1 chow test result 

Coefficient Std. error t-ratio p-value 

Const −12.5081 7.89412 −1.584 0.1236 

STRDIF1 −0.172589 3.65090 −0.04727 0.9626 

INV 326.604 267.083 1.223 0.2309 

STRDIF1*INV −1280.16 786.347 −1.628 0.1140 

SIZE 0.919340 0.717797 1.281 0.2101 

LEV 0.629352 2.46043 0.2558 0.7999 

CI 25.1878 38.3372 0.6570 0.5162 

MS −9.73704 15.1695 −0.6419 0.5258 

AGE 0.993111 1.22603 0.8100 0.4243 

*Joint significance of differing group means: F(9, 30) = 1.46912 with p-value 0.2045 
Source Authors’ own research 

Table 6 STRDIF2 PLS test result 

Coefficient Std. error t-ratio p-value 

const −3.58285 3.95691 −0.9055 0.3722 

STRDIF2 0.797698 0.310111 2.572 0.0151 ** 

INV −7.59195 29.6858 −0.2557 0.7998 

STRDIF2*INV 4.60044 13.1062 0.3510 0.7280 

SIZE 0.0859230 0.389690 0.2205 0.8269 

LEV 3.08429 1.23056 2.506 0.0177 ** 

CI 2.37017 2.87081 0.8256 0.4153 

MS 2.53418 1.65797 1.528 0.1365 

AGE 0.363957 0.720138 0.5054 0.6169 

Source Authors’ own research 

Table 7 STRDIF2 chow test result 

Coefficient Std. error t-ratio p-value 

const 19.2697 13.3960 1.438 0.1646 

STRDIF2 2.69770 1.15729 2.331 0.0293 ** 

INV 263.976 406.723 0.6490 0.5230 

STRDIF2*INV −73.8851 232.312 −0.3180 0.7535 

SIZE −1.91412 1.19628 −1.600 0.1238 

LEV 4.40121 1.61446 2.726 0.0123 ** 

CI −85.1690 59.2065 −1.439 0.1644 

MS 41.2871 25.3232 1.630 0.1173 

AGE −1.24347 1.77103 −0.7021 0.4900 

*Joint significance of differing group means: F(9, 22) = 1.25677 with p-value 0.3133 
Source Authors’ own research
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as shown by the regression coefficient of STRDIF1*INV is significant and positive, 
with a value of 136.411 and a p-value of 0.0342, while the regression coefficient of 
STRDIF2*INV is positive but non-significant, with a value of 4.60044 and p-value of 
0.7280. Thus, H3a is accepted. This shows that differentiation strategy needs inno-
vations because it can strengthen the achievement of sustainable financial perfor-
mance (Hull and Rothenberg 2008; Miller 1983; Porter 1990). This finding is also 
supported by some previous studies that uncovered that differentiation strategy need 
to develop many R&D activities to increase their innovative strength and increase the 
company’s ability to compete with innovations made by competitors (Miller 1987). 
The company needs to innovate based on features that are difficult for competitors to 
imitate (Amoako-Gyampah and Acquaah 2008). Therefore, when combining with 
the innovation, differentiation strategy will useful in achieving the higher sustainable 
financial performance (Tables 4, 5, 6, 7, 8, 9, 10 and 11).

Table 8 STRCL1 PLS test result 

Coefficient Std. Error t-ratio p-value 

Const −1.23132 1.15607 −1.065 0.2890 

STRCL1 −0.000308102 0.00206222 −0.1494 0.8815 

INV 0.611420 0.635918 0.9615 0.3382 

STRCL1*INV −0.0293655 0.0479078 −0.6130 0.5411 

SIZE 0.0827240 0.0939622 0.8804 0.3804 

LEV −1.28816 0.530789 −2.427 0.0167 ** 

CI 3.89686 2.30913 1.688 0.0941 * 

MS 0.659576 1.36591 0.4829 0.6301 

AGE 0.356184 0.204495 1.742 0.0841 * 

Source Authors’ own research 

Table 9 STRCL1 chow test result 

Coefficient Std. error t-ratio p-value 

const −3.25731 2.61064 −1.28 0.2148 

STRCL1 0.00271993 0.00356167 0.7637 0.4467 

INV −36.8278 28.4818 −1.293 0.1987 

STRCL1*INV −0.687822 1.05588 −0.6514 0.5161 

SIZE 0.230486 0.210682 1.094 0.2763 

LEV −2.85009 0.828360 −3.441 0.0008 *** 

CI 8.88490 4.07908 2.178 0.0315 ** 

MS 0.167979 2.24448 0.07484 0.9405 

AGE 0.624490 0.274262 2.277 0.0247 ** 

*Joint significance of differing group means: F(9, 111) = 1.85454 with p-value 0.0663 
Source Authors’ own research
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Table 10 STRCL2 PLS test result 

Coefficient Std. error t-ratio p-value 

const −5.65756 2.76051 −2.049 0.0538 * 

STRCL2 0.00458241 0.00848773 0.5399 0.5952 

INV 2.03612 1.03788 1.962 0.0639 * 

STRCL2*INV 0.00280943 0.0230811 0.1217 0.9043 

SIZE 0.136524 0.191026 0.7147 0.4831 

LEV −0.400180 0.658087 −0.6081 0.5500 

CI 7.57690 9.45979 0.8010 0.4326 

MS 3.71669 3.78343 0.9824 0.3377 

AGE 2.79133 0.770914 3.621 0.0017 *** 

Source Authors’ own research 

Table 11 STRCL2 test result 

Coefficient Std. error t-ratio p-value 

const 4.17939 6.06654 0.6889 0.5051 

STRCL2 0.0134524 0.0089084 1.498 0.1623 

INV 1.33685 0.93763 1.426 0.1816 

STRCL2*INV −0.00731214 0.0206885 −0.3534 0.7304 

SIZE −0.137676 0.498398 −0.2762 0.7875 

LEV −0.764551 0.579221 −1.320 0.2137 

CI 17.9434 24.6456 0.7281 0.4818 

MS 27.3204 10.6480 2.566 0.0262 ** 

AGE −2.92422 2.29266 −1.275 0.2284 

*Joint significance of differing group means: F(9, 11) = 2.01413 with p-value 0.1362 
Source Authors’ own research 

Based on the Chow Test above (Tables 8, 9), it is known that p-value > 0.05, thus 
the best model for the cost-leadership strategy with formula 1 (SALES/CAPEX) is 
the PLS model. This PLS model also applies to the cost-leadership strategy with 
formula 2 (SALES/P&E) that also has a p-value > 0.05 (Tables 10, 11). From the 
hypothesis test using the PLS test, STRCL1 has a negative and non-significant regres-
sion coefficient of 0.00458241 with a p-value of 0.5952, thus H1b is rejected. The 
INV variable on STRCL2 is positive and significant, with a value of 2.03162 with a 
p-value of 0.0639. This proves that innovation influences sustainable financial perfor-
mance, but it is not absolute, thus H2 is accepted. Following the H2 result of this 
research, innovation can still be a point of consideration for companies to achieve 
long-term financial performance because by innovating companies can obtain profits, 
sales income, the return of investment, and high market share (Saliba de Oliveira et al. 
2018; Turulja and Bajgoric 2019). STRCL1INV has a negative and non-significant 
regression coefficient of −0.687822 with a p-value of 0.5161. STRCL2INV has a
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positive and non-significant regression coefficient of 0.00280943 and a p-value of 
0.9043, which means H3b is rejected. The cost-leadership strategy with measure-
ment 3, EMPL/ASSETS, is not included in the descriptive statistics and is not used 
to determine the best panel data model in the hypothesis test because there is no 
sufficient data. 

In achieving competitive advantage, companies need to apply an appropriate 
strategy (Asdemir et al., 2019). The most commonly used strategies are the ones 
introduced by Porter (1980), differentiation strategy, and cost-leadership strategy. 
Differentiation strategy prioritizes innovation, as can be seen from the uniqueness 
and quality of a product to obtain a long-term superior performance (De Castro and 
Chrisman 1995; Frambach et al. 2003; Ghemawat 1995; Hutchinson et al. 2007; 
Jermias 2008; Porter 1980; Prajogo 2007). The more unique a product compared 
to the competitors, the more superior the company from its competitors. In the 
cost-leadership strategy, innovation is needed to reduce costs to get ahead of the 
competitors (Frohwein and Hansjurgens, 2005). By innovating, the reduction of 
costs, a higher market share, and efficiency can be achieved. Thus, the companies 
that implement this strategy can be sustainable (Hilman and Kaliappen 2014). 

The control variable of this research shows diverse influences, SIZE and MS do not 
influence sustainable financial performance on both differentiation strategy and cost-
leadership strategy in all measurements. The AGE variable has a relationship with 
a long-term financial performance involving how the long-standing companies are 
more trusted for the investor, have more experience, and a more skilled workforce, 
thus it can be assumed that long-standing companies will receive higher earnings 
than the newly built ones (Hariyanto and JUniarti 2014; Mehmood et al., 2019). 
The leverages with negative influence have higher risks and cannot sustain their 
long-term performance (McGuire et al. 1988; Waddock and Graves 1997). The CI 
variable shows a negative and significant regression coefficient value on STRDIF1 
of −5.97169 and a p-value of 0.0433. The direction of the regression coefficient 
that is positive but non-significant is shown on STRDIF2 and STRCL2, of which 
each has the value of 2.37017 with p-value 0.4153 and 7.57690 with a p-value of 
0.4326 respectively. Meanwhile, on STRCL1, the CI variable shows a regression 
coefficient direction that is positive and significant, with a value of 3.89686 and a 
p-value of 0.0941. This signifies that competition intensity influences sustainable 
financial performance only on STRCL1. 

5 Conclusion 

In this research, the differentiation strategy is found to significantly influence sustain-
able financial performance on STRDIF2 (H1a is accepted), and cost leadership does 
not significantly influence sustainable financial performance (H1b is rejected). Inno-
vation is found to have a not so solid influence on sustainable financial performance 
because it is only proven in the STRCL2 test (H2 is accepted). It means that inno-
vation can still influence a company’s future success. Aside from that, innovation
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also moderates the relationship between differentiation and sustainable financial 
performance (H3a is accepted) but does not moderate the relationship between cost-
leadership and sustainable financial performance (H3b is rejected). This research 
result contradicts the research of Altuntas et al., (2014) and Wong et al., (2016) who  
find that differentiation strategy does not have a significant influence, and Li and Li 
(2008) do not find any influence. This research is also different from the research of 
Banker et al., (2014) who find that the differentiation strategy and cost-leadership 
strategy has a positive influence on performance, but is in line with the context that 
differentiation strategy is more sustainable than the cost-leadership strategy. 

The implication of this research on managers is that the managers need to utilize 
scarce resources to make it hard for competitors to imitate and to be able to survive 
in the long-term. Managers can utilize common resources and create a good financial 
performance, but it will only last in a short term. Furthermore, it is also important 
for the managers to keep innovating to be able to compete in a dynamic environment 
and the ever-growing pace of technology development. However, this differentiation 
strategy is quite risky because it needs huge costs to obtain scarce resources and 
innovate. Because of that, managers need to be careful in implementing the best and 
the most suitable strategy for the company. 

This research is limited to the samples of go-public companies that are listed on 
South East Asia’s stock exchange. The amount of sample is low because there is 
a limited number of companies that have 5 consecutive years of R&D data and 10 
consecutive years of EPS data. Aside from that, innovation is not an absolute on either 
differentiation or cost-leadership strategy. The strategy measurement in this research 
also shows diverse and inconsistent results. Thus, this opportunity can be taken by the 
next researcher to find the most suitable measurements to calculate the strategies. The 
research can also use other measurements that can give a more absolute result. The 
next studies are expected to broaden the research samples to improve the validity of 
sustainable financial performance measurement. Different moderator variables can 
also be used to identify the relationship between the strategy and sustainable financial 
performance. 
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Evolutions of the Forest Fund Against 
the Background of Climate Change 
and the Effects on the Carbon Stock 
and the Environment 

Adela Sorinela Safta and Lavinia Popescu 

Abstract The investment will provide a holistic aspect of generating the cost of 
productive costs for agricultural systems in the field of new climate change. The 
development of phased climate change effects in the functioning of the developing 
regions has a clear and important record of information on new environmental condi-
tionality in the new Community Agricultural Policy. As a matter of course, the role 
is protected by the protection of the population - forest areas from the area of the 
company which squats the protection of the area with agricultural crops and the 
climatic factors of climate change. The evolution of the industrial system of agricul-
tural systems has been one of the main points of research and observes the general 
level of agricultural systems, thus excluding the role of forestry supporters. The study 
presented and proposed in the continuation of the role of silviculture, by finding the 
effects and benefits of regeneration and the protection of forestry perpetrators in the 
context of climate change. A good mentor for good practice in the field of agricultural 
research will have effective climate change in agriculture. 

Keywords Climate change · Agricultural systems · Forest fund · Environment 

1 Introduction 

Existing natural environments, climate, and agricultural practices worldwide as well 
as there is an acute need to maintain these areas soils, plants forming a circle in which 
pesticides have their role. The degradation of the environment, manifested in the last 
decades by radical modifications of the geosystems on large spaces, with the installa-
tion of some chronic ecological imbalances, requires the taking of urgent ecological 
reconstruction measures. The relevance of this study is based on the importance of the
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elements of good practice in the management of forest areas and forest curtains for 
the protection of the natural habitat at the foot of the development areas in Romania. 

It is true that climate change also entails new innovative production models 
precisely to find new sources that are sustainable, meant to reduce costs for sustain-
ability (European Commission 2021). This new approach is of particular interest to 
farmers alike and to researchers, the interference between needs and standards shows 
that the existence of an ongoing debate on how best to adapt agricultural practices 
to climate change is still relevant today. 

Against the background of these debates, the whole world is facing higher levels 
of vulnerability (Popescu et al. 2020). 

Our aim is to provide a diagram of the risks of a sustainable agricultural economy 
in the context of the demands of climate change, but also of its global consequences. 
From this perspective, we stress in part why it is important to prioritize vulnerabilities 
in the agricultural sector, the relationship of costs and subsidies to prioritize the 
conservation of forest areas, meadows through the use of agricultural management 
in mountainous and hilly areas. 

2 Literature Review 

Existing natural environments, climate, and agricultural practices worldwide as well 
as there is an acute need to maintain these areas soils, plants forming a circle in which 
pesticides have their role. The relevance of this study is based on the importance of the 
elements of good practice in the management of forest areas and forest curtains for 
the protection of the natural habitat at the foot of the development areas in Romania. 

The inventory of methods used in agricultural systems does not necessarily reflect 
a standard of zonal development, but as a form of conservation instinct, nature 
reserves the right to prove its usefulness, the forests leaving room for meadows. 
This new approach is of particular interest to farmers alike and to researchers, the 
interference between needs and standards shows that the existence of an ongoing 
debate on how best to adapt agricultural practices to climate change is still relevant 
today. 

Against the background of these debates, the whole world is facing higher levels 
of vulnerability (Aldag Tecimen 2017). 

Our aim is to provide a diagram of the risks of a sustainable agricultural economy 
in the context of the demands of climate change, but also of its global consequences. 
From this perspective, we stress in part why it is important to prioritize vulnerabilities 
in the agricultural sector, the relationship of costs and subsidies to prioritize the 
conservation of forest areas, meadows through the use of agricultural management 
in mountainous and hilly areas. 

The main objective of the presentation is the external factors that encumber the 
agricultural system in the case of forest areas. Forest bottom, buffer zones and soil. 
Romania is a country with a high biological diversity, the natural and seminatural 
ecosystems represent approximately 47% of the country’s surface. The forests occupy
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a total area of 3.0043.946 hectares, representing 96.7% of the total area of the state-
owned forest fund. From conserving and increasing biological diversity by reducing 
negative impacts and rebuilding ecosystems and damaged habitats to banning the 
use of nonselective pesticides and rebuilding ecosystems degraded by overexploita-
tion, each regional development area is addressed separately. Restoring bushes and 
creating protective curtains, as well as preventing the reduction of biological diver-
sity are some of the sensitive issues that make the management plan to be customized 
according to the local geographical area. 

It has become vital to investigate alternative agricultural methods that reduce 
greenhouse gas emissions, biodiversity loss, deforestation, and soil erosion (Andrei 
et al. 2015). 

3 The Distribution of the National Forest Fund 

About two-fifths of EU land is cultivated, which demonstrates the direct impact that 
agriculture has on the natural environment and thus on forest systems. But how each 
system contributes to the spatial construction of the environment is highlighted in the 
impact of climate change on agriculture and, equally, agriculture on climate change. 
Field protection curtains—forest areas in plain areas (steppe and forest-steppe) that 
have the role of protecting areas with agricultural and forestry crops against harmful 
climatic factors (strong winds, etc.). 

In 2018, public property represented 64.3% of the total area of the National forest 
Fund, and private property represented 35.7%, being managed mostly by private 
forestry structures (95.6%). The distribution of the National Forest Fund in devel-
opment regions and counties is uneven, depending on the physical-geographical 
conditions and the economic-social development of the area (Aznar-Sánchez et al. 
2019). 

At the level of development regions, in 2018, 26.0% of the total regenerated area 
was achieved in the North-East region, 18.0% in the North-West region, 16.6% in 
the Center region, 11.9% in West region, 9.5% in the South-East region, 9.0% in 
the South-Muntenia region, 8.6% in the South-West Oltenia region, and 0.4% in the 
Bucharest-Ilfov region. Forest protection curtain—formations with forest vegetation 
located at a certain distance from each other or with an objective to protect it against 
the effects of harmful factors and/or for the climatic, economic, and aesthetic sanitary 
improvement of the land. 

The degradation of the environment, manifested in the last decades by radical 
modifications of the geosystems in large spaces, with the installation of some 
chronic ecological imbalances, requires the taking of urgent ecological reconstruction 
measures (Huang et al. 2019). 

An important environmental factor that can be directly influenced and that effec-
tively contributes to preventing and combating environmental degradation is forest 
vegetation.
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The forest vegetation is a real biological barrier both against pollutants of any 
kind and against harmful climatic factors (Ramírez et al. 2019). 

By creating forest protection curtains, the climatic, economic, and aesthetic sani-
tary improvement of the land is achieved. The installation of antierosion forest 
curtains is necessary in all areas where the slope of the land is higher than 5% 
and where the phenomena of surface erosion, deep erosion (ravines and gullies), 
on torrential alluvium deposits as well as on lands degraded by displacement 
phenomena. When setting up forest curtain networks for field protection, the aim is 
to remove as little as possible from the agricultural circuit (maximum 5%). For this 
purpose, the land configuration will be used (secondary roads, border roads, muddy 
roads, embankments of some dams, canal banks, unproductive lands for agriculture 
(Ruttan 2019). 

The surface of the forest fund in private property has an increasing tendency to 
the detriment of the surface in public property, due to the continuation of the process 
of restitution of the forests. 

An important environmental factor that can be directly influenced and that effec-
tively contributes to preventing and combating environmental degradation is forest 
vegetation. The forest vegetation is a real biological barrier both against pollutants 
of any kind and against harmful climatic factors (OECD 2011). 

The National forest Fund on December 31, 2019, registered an increase of 9165 ha. 
This increase is mainly due to the redevelopment of forested pastures and the intro-
duction into the forest fund of degraded lands and nonforested lands, established 
under law1 (Sauerbeck 1993). The approach to risk in our opinion that affects biodi-
versity and the resilience of natural capital and on the other hand, the sustainability 
of agricultural ecosystems can be applied separately depending on the ecosystem 
yield process being cyclical, and hence the distinct features of agricultural manage-
ment approaches. Thus, the benefit of agri-environmental measures and subsidies is 
reflected in the balanced analysis of production methods. 

4 Methodology 

We also considered the analysis of stocks by climate, soil type, degree of agricultural 
activities per ha, and soil works in the methodology for determining carbon stocks, 
which took into account the study of subsidies and the impact of agricultural activities 
on agricultural holdings compared to production as shown above. In the case of the 
IPCC approach (Westhoek et al. 2014), we utilized the soil carbon stock calculation 
rule for the reference use of CSR land, as well as the actual use of CSA land based 
on plant activity on the ground (cultivated per ha) and above the ground. (completed 
project) 

CSi = SOC + CVEG × A
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where 

CSi = amount of carbon per unit area associated with land use. 

SOC= amount of organic carbon in the soil) measured as mass of carbon per hectare. 

CVEG = soil organic carbon stock (measured as mass of carbon per hectare). 

A= coefficient of the area in question (measured as number of hectares per unit area 

SOC = SOCST × FLU × FMG × FI 

where: 

SOCST = the standard amount of organic carbon in the soil in the 0–30 cm layer at 
the surface of the land (measured as mass of carbon per hectare); 

FLU = land use factor reflecting the difference between the amount of organic carbon 
in the soil associated with the type of land use, compared to the standard amount of 
organic carbon in the soil; 

FMG = the management factor that reflects the difference between the amount of 
organic carbon in the soil associated with the management practices in principle, 
compared to the standard amount of organic carbon in the soil; 

FI = input factor reflecting the difference between the amount of organic carbon in 
the soil associated with different levels of carbon inputs to the soil compared to the 
standard amount of organic carbon in the soil. 

Factors is in Table 7.1 Annex V to Directive 2009/28/EC of the European 
Parliament and of the Council of 23 April 2009 (europa.eu), L140/16, OJ EU, 
5.06.2009 

SOC1a = 63 × 0, 8 × 1 × 0, 95 = 47, 88 

SOC2a = 63 × 0, 8 × 1 × 1 = 50, 4 

SOC3a = 63 × 0, 8 × 1 × 1, 37 = 69, 04 

SOC4a = 63 × 0, 8 × 1 × 1, 04 = 52, 42 

then 

CVEG = CBM + CDOM 

with CDOM the value 0 may be used, except in wooded areas with a crown of more 
than 30%—excluding forest plantations
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CBM = CAGB + CBGB; 

CAGB = BAGB × CFB; 

CBGB = BBGB × CFB 

The figure for BAGB= weight of live biomass above ground (measured as mass of 
dry matter per hectare) for agricultural land, perennial crops, and forest plantations; 
BBGB reflects the average weight of alive biomass in the soil during the production 
cycle. The value of 0.47 is utilized for CFB, resulting in 

CS1 = 47, 88 + 0, 47(BAGB + BBGB) × A 

There are some practical implications in the second part of the investigation, 
which served as the foundation for this research. To begin with, agriculture has been 
triggered by the continued attractiveness of subsidy money and has a tendency to 
rely on the financing provided as an incentive without at least gradually adding an 
index to calculate the rise. In addition to the compelling studies from the Recom-
mendations for determining the C stock of soil, the approach utilized for 1:1 scale 
evaluations was a major problem. To estimate the increase in application of environ-
mental requirements, we had to introduce a correlation indicator. At the humidity 
index, we introduced the atmospheric pressure, which has the effect of favoring soil 
moisture in climatic vulnerabilities on the storage and storage of CSAU at ground 
level. As a result, we discovered a stagnation of 5–8 months per year in which the 
storage C at ground level does not stagnate, following the Spor index to be an average 
compared to 4–6 months preferably: 4 months when it is presumed to be a long day, 
so the dynamics-humidity variable is low during the summer. As a consequence, the 
formula is as follows 

Sphor  = P1 + CS  AU  + 
n∑

k1 

E1 

t 

n = number of periods for which data was collected in a given t, 

k1 = extension coefficient to a number of measurements. 

CSAU = effective density C at the value SAU (per ha) in Kg/m3 CSAU. 

P = soil nutrient power measured as a coefficient of weight C in mass, qualified as 
an index measured progressively at A surface area at depth, a1 = 0–10 cm3, a2 = 
0–30 cm3, a3 = 0–40 cm3. 

E1 = item independent of the atmospheric pressure variable that determines the 
humidity.
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Table 1 Forms of 
agricultural land management 
(own documentation) 

Land area cut per hectare Degree of land occupation (%) 

Surface 1 ha the plot 0, 
3 ha*  

70 

Surface 1 ha the plot 0, 
03 ha* 

63 

Surface between 10–30 ha 75 

Surface 30 ha 2 different 
cultures 

75 

Surface > 30%, 3 diff. 
cultures 

71 

Proportion SAU Total area 
≥ 5% 

≥5 

Sphor  = Increased absorption of C in the soil at variable atmospheric pressure. 
The nutritional power of the soil must be measured at the given area by conversion 

to the volume of a sphere, r being the relative correspondence to a, being calculated 
at the slope coordinate 0–5°, 5–10°, 10–15° and over 15°. 

Thus the tolerance r at 1 ha is 0.72/0.90/1.08/1.14. These determinations take into 
account Topometric Tables bying. Niculescu. The elements of probability have in 
view the atmospheric pressure exerted at the level of the atmosphere that favors the 
humidity coefficient in air other than the humidity at ground level, so not as a linearly 
determined coefficient. Result (Table 1). 

P = A × 
/
4 

3 
πr3 

5 Results and Discussions 

The capacity to minimize greenhouse gas emissions has increased as forest systems 
have evolved. Agriculture, according to Tilman et al. (2001), is at the root of the 
problem, as it is the world’s largest driver of global environmental change. However, 
agriculture and forestry can be assessed by simulating the growth of the two systems, 
and forest areas actually protect agricultural production soils (European Commission 
2021). Finally, net SCS techniques can produce synergies and trade-offs between 
diverse sources of GHGs and other environmental consequences, such as biodiversity, 
air quality, and water quality. Net SCS techniques, more than most other agricultural 
mitigation strategies, have a beneficial impact on the agricultural sector’s overall 
environmental performance. Policies that encourage the adoption of these practices 
must consider these interconnections in order to maximize the environmental gains 
and minimize the environmental trade-offs.
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Improving the efficiency of agricultural-environmental policies by gradually 
increasing the basic requirements of agricultural practices and, where appropriate, 
imposing conditionality on farmers’ ability to manage current risks and adapt to 
evolving risks, particularly in the context of climate change. Natural regeneration 
accounted for 17,972 hectares (66.5%), which is 676 hectares higher than in 2017, 
while artificial regeneration accounted for 9071 hectares (33.5%), which is 1665 
hectares fewer than the previous year. The forest fund contains, by its legal char-
acter, the method in which the forest fund is represented depending on the form of 
ownership, as illustrated in Table 2. In 2018, public property contributed for 64.3% 
of the entire area of the National Forest Fund, with the National Forests Authority— 
Romsilva managing the majority of it, while private property accounted for 35.7%, 
with the structures private forestry managing the majority of it. The National Forest 
Fund is distributed unevenly among development areas and counties, based on the 
area’s physical-geographical circumstances and economic-social development. 

The importance of achieving proper forest fund management entails, first and 
foremost, the importance of forest protection curtains, which are formations of forest 
vegetation located at a certain distance from each other or with the goal of protecting 
it from harmful factors and/or improving the lands’ climatic, economic, and aesthetic 
sanitary conditions. We emphasized technological modalities for relaying forest 
curtain management via their involvement in climatic zones that more or less 
exacerbate the vulnerabilities of bordering agricultural ecosystems in the technique. 

In the midst of these disputes, the entire planet is becoming increasingly vulnerable 
(Singh et al. 2020). 

One strategy to exploit the potential of geographical ecosystems to enhance the 
area’s biosphere, including agricultural land, is to advance agricultural production 
practices to protect natural areas, conserve ecosystem functions, and destruction of 
forest vegetation outside the forest fund. 

As a result, nature-based solutions can help society become more resilient to 
the consequences of climate change by enhancing the synergy between ecosystem 
management and climate mitigation (Szymczyk 2010). 

For instance, maximizing the restoration of forest protection zones protects the 
agricultural region from the risk of excess rainwater. As a result, there are several 
options for increasing carbon sequestration while also safeguarding the biosphere. 

Fruit and vine crops, which are commonly grown on such ground, require special 
attention since soil erosion and, implicitly, the threats of nutrient loss via runoff are 
more frequent and strong. Buffer strips are grassy areas near to protection zones 
where chemical and organic fertilizer applications are not permitted. The buffer 
strips’ width is measured from the physical block’s outside edge to the protective

Table 2 Forest fund 

Whitewood beech oak tree miscellaneous mountain hill plain 

30,97% 38,94% 13,74% 16,34% 59,70% 33,80% 6,50% 

Source https://insse.ro/cms/sites/default/files/com_press/com_pdf/silvicultura_r2018.pdf

https://insse.ro/cms/sites/default/files/com_press/com_pdf/silvicultura_r2018.pdf
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zone’s interior edge. The average slope of the physical block close to the watercourse 
is referred to as the land slope (Tilman et al. 2001). The protection zone width is 
determined by the watercourse width, the kind and destination of the water resource, 
or the hydrotechnical arrangement as follows:

Illegal logging, grazing, fires, frequent defoliation, natural catastrophes, technical 
faults in installation, maintenance and administration, and so on are the primary 
reasons of forest protection curtain deterioration. In comparison to the previous year, 
the forest area expanded by 9127 hectares in 2019. As shown in Fig. 1, the allocation 
of the national forest fund by development areas and counties is unequal, based on 
the area’s physical-geographical features and economic-social development. 

Natural regeneration accounted for 17,972 hectares (66.5%), which is 676 hectares 
higher than in 2017, while artificial regeneration accounted for 9071 hectares 
(33.5%), which is 1665 hectares fewer than the previous year. 

Forest curtains that no longer correspond to the role for which they were created, 
being subject to the phenomenon of degradation, are covered with regeneration or 
improvement works (Tilman et al. 2001). 

Natural regeneration accounted for 17,972 hectares (66.5%), which is 676 hectares 
higher than in 2017, while artificial regeneration accounted for 9071 hectares 
(33.5%), which is 1665 hectares fewer than the previous year. 

In 2018, the forest fund was concentrated in a significant proportion in the 
Central (19.3% of the total forest fund) and North-East (18.2%) development 
regions, followed by the Western development regions (16.1%), North-West (15.2%), 
South-West—Oltenia (12.4%), South—Muntenia (10.4%), South-East (8.4%), and 
Bucharest—Ilfov (0.4%). Table 1 shows that in 2018, the North-East region received 
26.0% of the total regenerated area, 18.0% in the North-West region, 16.6% in the 
Center region, 11.9% in the West region, 9.5% in the South-East region, 9.0% in
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West Northwest 
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Fig. 1 Forest regeneration works by development regions in 2019. Source insse data silvicultura
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the South-Muntenia region, 8.6% in the South-West Oltenia region, and 0.4% in the 
Bucharest-Ilfov region of the total forest fund at the country level.

When drafting relief forms, the maximum altitude is taken into consideration, 
when it is changeable, the allocations designated for the forest services, for the 
owners of forest funds, are calculated according to the calculation methodology. As 
the agricultural sector improves, there’s a good chance that GHG emissions from 
agriculture will rise again—especially if livestock numbers rise and/or crop output 
intensifies again. 

As a result, some causes, such as the impacts of climate change, may be handled 
using alternative means provided by nature, and the position of protective curtains is 
part of the standard of sustainable water management in the major lines of study. The 
examination of land use changes, especially in terms of sustainable development in 
new types of agricultural management, such as organic farming, are also markers of 
improved climatic effects in the region. 

Technical forestry standards for the establishment, maintenance, and manage-
ment of forest vegetation of forest protection curtains play a significant part in 
the natural balancing conditions generated by excellent practices and connected to 
existing vegetation. 

The Romanian National Forest Fund covers 6,559 thousand hectares, or 27.5% 
of the country’s land surface. In comparison to the European average of 32%, the 
distribution of forests by relief types is typical. 

The changes in the agricultural industry’s worldwide progress have forced the 
inclusion of new topics on the work agenda, such as climate change and the strain 
on agriculture as a result of changing climatic impacts. 

In this setting, agricultural policy and rural development strategic goals require 
reorientation and resizing, and environmental resources are limited, with a consid-
erable recovery period in the usage phase (Tuomisto et al. 2016; Westhoek et al. 
2014). 

Establishing and analyzing the sources of injuries is a crucial part of measuring 
the health of forest ecosystems, as well as a priority in terms of diagnosing symptoms 
produced by various groups of harmful agents. The soil carbon inventory, particularly 
the form in which it is stored, capacity, persistence and bulk density, and soil textural 
class, emphasize the management of regeneration activities in line with the provisions 
of forest management or specialized studies for carbon sequestration. 

Environmental impact assessment by advancing agricultural production tech-
niques to maintain areas of natural habitat, conservation of ecosystem functions, 
and deforestation of forest vegetation outside the forest fund are of strategic impor-
tance, and we highlighted in Fig. 2 the graphical representation of regenerated forest 
areas by development regions as a progress in raising awareness of maintaining 
the natural forest habitat, thus maintaining the forest fund. One of the causes of 
the ecological reconstruction of ecosystems, including forest systems as part of the 
broader agricultural system, has been climate change. The importance of agricultural 
ecosystems with the highest carbon stocks and the ability to store carbon, particu-
larly through practices appropriate to local conditions, such as cultivating permanent
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Fig. 2 Emission Land. use–foresttotal E_All_Data Net emissions/removals (CO2) gigagrams  
EU27. Source Owner data from Eurostat 

pastures, maintaining traditional agricultural practices, and avoiding the use of chem-
ical fertilizers and pesticides on valuable pastures, should not be overlooked, in our 
opinion (Tables 3 and 4).

When drafting relief forms, the maximum altitude is taken into consideration, 
when it is changeable, the allocations designated for the forest services, for the 
owners of forest funds, are calculated according to the calculation methodology. As 
the agricultural sector improves, there’s a good chance that GHG emissions from 
agriculture will rise again—especially if livestock numbers rise and/or crop output 
intensifies again. 

Table 3 National Forest Fund for development regions, at the end of 2019 

Forms of ownership 2014 2015 2016 2017 2018 

Forest fund—total 6545 6555 6559 6565 6583 

Public property 4253 4249 4245 4233 4232 

of the state 3217 3203 3194 3189 3186 

of the administrative-territorial units 1036 1046 1051 1044 1046 

Private property 2292 2306 2314 2332 2351 

of natural and legal persons 2203 2215 2225 2239 2248 

of the administrative-territorial units 89 91 89 93 103 

Sourcehttps://insse.ro/cms/sites/default/files/com_press/com_pdf/silvicultura_r2019.pdf 

Table 4 Trends in carbon stock in living forest biomass 1990–2010 

Carbon stock in living forest biomass (year) 1900 2000 2005 2010 

UM: million metric tons) 

Total 600 599 601 618

https://insse.ro/cms/sites/default/files/com_press/com_pdf/silvicultura_r2019.pdf
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As a factor in increasing the effort to reduce greenhouse gases, the implementation 
of forest regeneration plans adds to the concern for the introduction into the produc-
tive circuit, through afforestation, of degraded land, unsuitable for agricultural use, 
as well as the construction of protective forests curtains, achieving the objectives 
of increasing the forest fund by regenerating forests and expanding their area. The 
interdependence between carbon sequestration and climate change has led to the idea 
of the need to find new methods of conserving agriculture, as stated by Popescu et al. 
(2020). 

The conclusion is that the interdependence of agricultural ecosystems depends 
largely on the geographic amphitheater in which they are located, and our attention 
to forest protection areas shows that the biosphere balance can be maintained by 
frequent application of advanced techniques. Protection against pests with protection 
products so that the soil has to increase the properties even in the conditions of climate 
change nature can support through itself obstacles and risks, the role of subsidies 
being even to support this mechanism of balancing ecosystems. 

As he claims (Popescu et al. 2020), currently, the sources of calculation of climate 
change must be rethought, the Sphor index being a step to re-establish a simple anal-
ysis in another spectrum. We cannot infinitely calculate the effects of climate change 
only as fixed sources when they are counted worldwide as a whole (Westhoek et al. 
2014). Addressing the risks in our opinion that affect biodiversity and the resilience of 
natural capital and on the other hand, the sustainability of agricultural ecosystems can 
be applied separately depending on the ecosystem yield conservation process, and 
hence the distinct features of agricultural management approaches. Climate change 
has been one of the causes of the ecological reconstruction of ecosystems, including 
forest systems as part of the entire agricultural system. In our opinion, the role of 
agricultural ecosystems that have the highest carbon stocks and can store especially 
through practices appropriate to local conditions, by cultivating permanent pastures, 
maintaining traditional agricultural practices by avoiding the application of chemical 
fertilizers and pesticides on valuable pastures should not be neglected. High nutrients, 
maximizing the restoration of forest protection areas protects the agricultural area, 
so there are multiple ways to increase carbon sequestration, protecting the biosphere. 

The results of this study have several directions that could be a real benefit of agri-
environmental measures and subsidies that are reflected in the balanced analysis of 
sustainable production methods following three pillars: economic, environmental, 
and social. In terms of the agricultural context, the economic pillar of sustainability 
is often the most prevalent. Hence, the conclusion that agriculture depends largely on 
a good working environment, in conditions of climate vulnerability and agriculture 
suffers. Applied research is needed in a range of areas both for the development of 
new practices and technologies for climate change mitigation and adaptation, and 
for improving existing practices and technologies in forest areas with a key role in 
mitigating the risks of agricultural production in their vicinity with conservation is 
vital.
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COVID-19 Crisis Among Romanian 
Entrepreneurs—Challenges and Support 
Measures 

Mihaela Cornelia Dan, Simona Irina Goia Agoston, and Shahrazad Hadad 

Abstract There is consensus on the fact that COVID-19 crisis goes far beyond 
its medical roots and poses great challenges for entrepreneurs all over the world. 
Not only specific business models are provoked, but also the underlying principles 
of our economic and social system, based on human interaction and consumption 
as prerequisite for growth, prosperity and well-being. The pressure on the public 
system, national and international institutions and authorities, which were urged 
to come with rapid solutions and answers in order to bail-out and support the 
entrepreneurial ecosystem is enormous. The present paper aims at investigating the 
main challenges faced by Romanian entrepreneurs and the support schemes and 
public measures, as they were perceived by the interviewed persons, owners of small 
and medium-sized enterprises from Romania. After delivering a brief introduction 
of the specific features of the Romanian entrepreneurial environment and the impact 
of COVID-19 crisis on Romanian companies, the paper focuses on the policies and 
support measures offered by the state. Different categories of support schemes are 
depicted and critically analyzed within the broader European context, but also from 
the perspective of several Romanian entrepreneurs, target population of the afore-
mentioned measures, participants in a qualitative study, based on in-depth interviews, 
conducted in the time framework July- December 2020. 
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1 Introduction 

At the beginning of the COVID-19 pandemic, the National Institute of Statistics 
(NIS 2020) of Romania conducted several ad hoc statistical surveys, Trends in the 
evolution of economic activity during March–April 2020, The impact of SARS-
COV2 on the volume of exports and imports of goods in March and April 2020, 
to quantify the impact of the health crisis on economic activity and the volume of 
foreign trade, the results of which have been of real interest to policy makers, the 
media and users in general. The implications of the pandemic on economic activity 
and natural movement population are the basis of new statistical data requirements 
at national and European level on the impact of preventive measures on sectors 
of national economies. In the coming months, the National Institute of Statistics 
will make flash estimates to measure the impact of COVID-19 on the economy and 
society, complemented by a collection of innovative practices that European Union 
countries have implemented to meet key challenges, including the use of new data 
sources. 

The most common measures taken by companies to reduce the negative effects 
of the pandemic on their business, at the aggregate level, are the partial reduction of 
activity, suspension of activity or sending into unemployment some of the staff or all 
employees. On the other hand, the least popular measures are recourse to insolvency 
proceedings or judicial reorganization proceedings, suspension of the payment of 
bank installments or dismissal of some or all employees. 

According to a study conducted by HotNews (2020), on the background of 
the crisis generated by the COVID-19 pandemic, companies identify a worsening 
tendency of the main factors influencing their activity. They are of the opinion that 
the economic situation at national level, the situation of the sector to which they 
belong and the economic and financial situation of their own company have dete-
riorated compared to the previous year. However, the development prospects, the 
relationship with business partners (suppliers or customers) or the relationship with 
the financial institutions with which they work have remained largely unchanged. 

According to NIS (2020), the problems that companies have felt are the most 
pressing in the last six months are production costs or labor costs, the availability of 
well-trained labor and lack of demand. Access to finance is not one of the pressing 
issues for companies, with 60% of them considering this factor to have little or no 
impact on them. 

Moreover, in the context of the COVID-19 pandemic, almost a quarter of compa-
nies were significantly affected by the reduction in sales (a decrease of over 75%). 
From the point of view of measures taken by companies to reduce the negative effects 
of the pandemic on their business, the most common are partial reduction of activity, 
suspension of activity or sending to unemployment some of the staff or all employees. 

The main sources of financing used by companies remained domestic, which 
became more important during this period than external resources, mainly due to the 
substantial advance recorded by the reinvestment of profits and the sale of assets. 
Bank loans remain a much less used option, and the number of companies opting



COVID-19 Crisis Among Romanian Entrepreneurs—Challenges … 237

for commercial loans and bank overdrafts continued to decrease during the analyzed 
period. 

The payment discipline of business partners is a factor that is not assessed to 
be pressing for 49% of companies. About one in 5 companies consider that they 
are affected by the payment discipline of business partners. Corporations are more 
affected by this factor compared to small firms. However, lax payment discipline is a 
structural vulnerability of the Romanian economy, given the amounts of late payment 
to non-banking trading partners, which represents about 9% of gross domestic 
product, according to financial data of companies in 2018 (HotNews 2020). 

2 Literature Review 

As the COVID-19 crisis became a world-wide phenomenon, its associated economic 
impact has triggered chain reactions across multiple nations sending many countries 
into economic downturn, sanitary crises and social turmoil. The macroeconomic 
shocks translated into alterations of supply, demand, trade, investment, supply chain, 
financial stability, economic growth, exchange rates etc. 

It is true that the world economy had already deteriorated widely over the past year, 
with GDP rising by only 2.9% in 2019, the lowest rate in 10 years, amid endless trade 
disputes and policy uncertainties, high rates of poverty and inequality, increasingly 
pressing climate risks, ubiquitous disparities and interactions (Băhnăreanu 2020). 

In the first half of 2020 the anti-pandemic measures led to significant declines in 
almost all economic sectors, the collapse of stock indices, the collapse of the labor 
market, negative oil prices, disruption of world trade, etc. (McKibbin and Fernando 
2021). It seems that this global health problem and the associated economic and social 
crisis will lead to the deterioration of most macroeconomic indicators in the coming 
years, which will call into question the activity and architecture of the economic 
and financial system and medium and long term development prospects (Padhan and 
Prabheesh 2021). 

At global level, there have been conducted different reports investigating the 
effects of the corona virus outbreak over various economies. In a mild scenario, 
researchers show that GDP growth would take a hit, ranging from 3–6% depending 
on the country (Fernandes 2020), while for other countries GDP can fall more than 
10%, and in some countries, more than 15%. The main service-oriented economies 
subject to negative effects (Baker et al. 2020), and have more jobs at risk, such 
examples could be represented by countries like Greece, Portugal, and Spain that 
are more reliant on tourism (more than 15% of GDP) will be more affected by this 
crisis. An interesting result suggests that on average, each additional month of crisis 
costs 2.5–3% of global GDP, therefore the need to limit the crisis. 

The economic implications of this crisis which is deemed to be a Black Swan 
(Petro 2020) have been emphasized by massive lock-downs which interred with the 
free movement of people, capital and goods conducing to the temporary impairment 
of business (Barua 2020).
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Aligning to most of the countries within the European Union and also globally, 
the Romanian Government has adopted various national measures in an attempt to 
alleviate the impact of the COVID-19 crisis over the economy. The main categories 
of actions relate to: Economic and budgetary-fiscal measures to support the busi-
ness environment, Measures to support jobs in the economy and Social protection 
measures. Of course the measures also gained traction on the one hand, and were 
very severely criticized, on the other hand, as it will be discussed in the research 
results section where the mostly affected players will also turn out to be the most 
vocal. The following section delves into some of the most important measures within 
the specific categories and also indicate, where available, the legal documents that 
support their particular enactment and provisions (Romanian Government 2021). 

2.1 Economic and Budgetary-Fiscal Measures to Support 
the Business Environment 

• Implementation of a multi-annual program to support SMEs, IMM Invest, by 
guaranteeing loans and subsidizing interest for these loans (Governance Emer-
gency Ordinance—GEO no. 29/2020 supplemented by GEO no. 42/2020, GEO 
89/2020, GEO no. 143/2020 and the application norms adopted by GD (Govern-
ment Decision) No. 282/2020, amended and supplemented by GD No. 326/2020 
and GD No. 458/2020). 

• Starting a program (about 8 billion lei) to support large companies and SMEs 
with a turnover of more than 20 million euros and which can benefit from state 
guarantees for investment loans and working capital up to 80%—program that 
will be run through Eximbank. 

• SME Leasing guarantee scheme regarding the granting of state guarantee facili-
ties for financial leasing type financing for the purchase of new or second-hand 
movable goods necessary for carrying out the activities of SMEs, as well as 
affiliated enterprises with an equal or greater number of 250 employees (GEO 
118/2020). 

• Approval of a commercial credit guarantee program supplier—SME Factor 
Program, to ensure the guarantee of payment facilities between merchants— 
guarantee offered by the state in proportion of 50%. The expected results are 
the avoidance of the risk of non-payment and the accumulation of arrears. 

• Ensuring the necessary financing for contracting the projects submitted within 
the Regional Operational Program 2014-2020, Priority Axis 2—Improving the 
competitiveness of small and medium enterprises for financing applications whose 
total non-reimbursable value exceeds the value of the financial allocation. 

• Extension of the payment term for taxes on buildings, on land, on means of 
transport, from March 31 to June 30, 2020, with the preservation of the bonus 
established by the Local Council (art. V of GEO 29/2020).
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• Granting powers to local councils to reduce the building tax and exempt from 
paying the building tax, in the case of buildings used by taxpayers who have 
completely ceased their activity as a result of the establishment of the state of 
emergency, under certain conditions. (GEO no. 69/2020). 

• Deferral of payment for utility and rent services in the case of small and medium-
sized enterprises as well as national sports federations/sports clubs experiencing 
financial difficulties, with the fulfillment of specific conditions (art. X of GEO 
29/2020 and GD no. 312/2020). 

• Exemption of the holders of broadcasting licenses and licenses for the use of radio 
frequencies in digital terrestrial system (cf. Law 504/2002) from the payment of 
the spectrum use tariff for 2020. 

• Suspension of seizures and forced executions for budget receivables, except for 
those established by court decisions in criminal matters (art. VII of GEO 29/2020, 
amended by GEO no. 99/2020). 

• The granting of the fiscal facility consisting in the cancellation of some accessory 
obligations, related to the main budgetary obligations that were extinguished until 
31.03.2020, for all categories of debtors (PF and PJ), with certain conditions. 
(GEO no. 69/2020 and the related norms from OMFP 2100/2020). 

• Establishment of a specific method for taxpayers who apply the system of decla-
ration and payment of annual income tax, with advance payments made quarterly 
(art. VIII of GEO 29/2020). Granting bonuses for companies that pay their taxes 
(art. 1 GEO 33/2020) 

• Postponement of the deadline for submitting requests for restructuring of 
outstanding budget receivables on March 31, 2020 until December 15, 2020, 
with prior notification of the tax authorities until September 30, 2020 (art. I of 
GEO no. 90/2020). 

• Extension of the deadline for submitting the declaration regarding the legal benefi-
ciary until November 1. 2020, and during the state of emergency being suspended 
the submission of the declaration and the completion of the documents (art. XI of 
GEO 29/2020, amended by GEO no. 70/2020). 

• Postponement of the deadline for submitting the annual financial statements for 
2019 until July 31, 2020 (art. XIV of GEO 48/2020). 

• Postponement of VAT payment for imports of medical equipment and medical 
supplies (including protective mask production machines) necessary to combat 
the SARS-CoV-2 epidemic for the period of emergency, plus another 30 days 
after its cessation (GEO no. 33/2020 completed of GEO No. 48/2020). 

• Extension of the period of validity of licenses and authorizations for the operation 
of games of chance, which expire during the state of emergency, which may be 
exchanged within 90 days and suspension of payment obligations related to these 
authorizations, during the state of emergency (GEO no. 48/2020). 

• Exemption from the payment of fees related to gambling operating authorizations 
provided in GEO no. 77/2009. 

• Exemption from the payment of the specific tax for 2020, for a period of 90 days, 
by all taxpayers obliged to pay it, according to Law no. 170/2016.
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• Reimbursement of VAT related to negative amount returns with the subsequent 
performance of the tax inspection—a measure applicable until October 25, 2020, 
provided certain conditions are met. (GEO no. 48/2020, amended by GEO no. 
99/2020). 

• Dissemination, for a fee, of public information campaigns on measures to prevent 
and limit the spread of SARS-CoV-2 and how to resume economic and social 
activities after the cessation of the state of emergency and alert (GEO no. 63/2020, 
supplemented by GEO No. 86/2020). 

• Supporting, through a state aid scheme with an estimated total budget of 291 
million euros, large energy consumers in 15 branches of industry, Romanian 
producers who have directly and indirectly employed over 100,000 employees, 
where there is a very high risk relocation due to the transfer of the cost of 
greenhouse gas emissions to the price of electricity (GEO 85/2020). 

• Measures to support the cultural events industry—for festivals/events from March 
8 to September 30. 2020, through which vouchers can be issued for customers 
who have purchased tickets for these canceled events (GEO no. 70/2020). 

• Extension until June 15 of the term in which the Ministry of Economy (MEEMA) 
can issue, upon request, Emergency Situation Certificates (GEO no. 70/2020). 

• Granting facilities for the payment of rent for the period related to the state of 
emergency (Law no. 62/2020). 

• Regulation of a special way of extinguishing the fiscal and budgetary obligations 
administered by institutions of the central public administration, of the economic 
operators that have capacities for the production of electricity or electric and 
thermal energy in cogeneration connected to the National Electricity System. 

2.2 Measures to Support Jobs in the Economy 

• Payment of technical unemployment for employees of economic operators 
(including SMEs) whose individual employment contract was temporarily 
suspended, at the initiative of the employer, during the state of emergency and as 
a result of the effects of the coronavirus epidemic (GEO no. 30/2020, completed 
by GEO No. 32/2020). 

• Establishment of an indemnity for other professional categories that do not have 
the quality of employers and interrupt the activity totally or partially, including 
lawyers affected by the coronavirus crisis according to the established criteria 
(GEO no. 30/2020, completed by GEO no. 32/2020 and GEO no. 53/2020). 

• Regulating Romania’s preparation for participation in the temporary Support to 
mitigate Unemployment Risks in an Emergency (SURE) Program, intended for 
Member States to finance support measures for companies and employees affected 
by the coronavirus crisis, by amending the legal framework on public debt, to allow 
Romania to participate as a Member State in guarantee mechanisms and European 
Union funding (GEO no. 77/2020).
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• Providing active support measures for employees and employers, in order to 
support the resumption of economic activity (GEO no. 92/2020). 

2.3 Social Protection Measures 

• Regulation of the payment of social assistance benefits during the establishment 
of the state of emergency (GEO no. 30/2020 completed by GEO no. 32/2020). 

• The further granting of the insertion incentive for a period of 3 months for the 
parents who returned to work faster from the parental leave are in the situation of 
termination or suspension of the employment contract due to the epidemic (GEO 
no. 30/2020 completed of GEO No. 32/2020). 

• Granting the monthly allowance for the beneficiaries of the leave for the care of 
the child with disabilities up to the age of 7 during the whole period of the state 
of emergency and in the situation when the child has reached the age of 7 during 
this period. 

• Maintaining the salary rights held in the month prior to the decree of the state 
of emergency for the staff employed in social services such as residential care 
and assistance centers for the elderly, residential centers for children/adults, with 
and without disabilities, for which the preventive isolation measure is established 
14 days at work/specially arranged areas, followed cyclically by home isolation 
(GEO no. 59/2020). 

• Suspension/non-initiation of foreclosure proceedings for all monthly fees paid 
through pension funds (budgetary, fiscal, financial and commercial claims that 
apply to these entitlements), for the period of state of emergency to which are 
added another 60 days (GEO No. 32/2020). 

• Non-taxation of benefits in kind granted to employees who hold positions consid-
ered essential for carrying out the activity and are in preventive isolation at work 
or in special areas to which persons from outside do not have access. The granting 
period is established by the employer, not exceeding the period of establishment 
of the state of emergency (GEO no. 48/2020). 

• Establishing a favorable fiscal regime, during the state of emergency, for the 
amounts representing incentives/bonuses granted by the employer from the salary 
fund to the individuals who realize incomes from salaries, these being subject only 
to the income tax (GEO no. 69/2020). 

• Extension of the deadline for submitting the Single Declaration on income tax 
and social contributions due by individuals, as well as the payment deadline (June 
30, 2020), as well as the granting of bonuses (10%) in case of payment of income 
tax and social contributions mandatory for 2019, as well as the submission of the 
Single Declaration by electronic means until June 30, 2020 (GEO no. 69/2020). 

• Granting some days off to parents for the supervision of children (GEO no. 
30/2020 completed by GEO no. 32/2020, GEO no. 41/2020, GEO 147/2020, 
GEO 182/2020 and GEO 198/2020)



242 M. C. Dan et al.

3 Methodology of the Empirical Research 

In order to assess the challenges and support coming from authorities, as perceived 
by respondents, in the time period July-December 2020 have been conducted in-
depth, semi structured interviews with twelve Romanian entrepreneurs, owners of 
small and medium-sized enterprises from different fields of activity. The in-depth 
interview is a one to one interview, which is conducted by the researcher with each 
participant in the study, separately. Usually the in-depth interview might last between 
30 and 90 minutes and in most of the cases the discussion is based on an interview 
guide which contains several questions, from which the conversation might divert 
also to other aspects that might be considered relevant for the topic researched by 
the interviewer. It is also very important that the focus lies always on the interviewee 
and the interviewer tries to minimize his own talking and provides so much time 
as possible to the respondent, in our case the business owner, to express his/her 
opinions about the various business topics related to the impact of COVID-19 crisis 
on their enterprises (Schiffman and Wisenblit 2015; Greener 2008). In the present 
study, despite the pandemic situation, the interviews were conducted face to face, as 
the non-verbal communication was considered also important. The average duration 
of an interview was around 80 minutes and the trained interviewer has provided the 
interviewee with the interview guide before starting the interview, so that both of 
them could follow the questions. The researcher who conducted the interview started 
with a short introduction about the scope of the research, the utilization of obtained 
data as well as reinforcing the expected duration of the interview. 

The interviews have not been recorded because this approach was considered 
intimidating for the interviewees and the aim of the research was to obtain sincere, 
honest answers which could reveal insights of the business and also less formal 
business approaches of the COVID-19 situation. As recommended, the interviews 
were transcribed in the next period after the interview, in order to avoid that important 
and relevant information, which might not necessarily directly refer to the questions 
provided in the guide and rather to the personal impressions of the interviewer, gets 
lost and some contextual notes shade over time. Data obtained was analyzed using 
text mining and content analysis, based mainly on the experience of the research 
team. 

According to Boyce and Neale (2006) in-depth interviews are recommended when 
the researcher seeks for detailed information about a person’s thoughts, ideas, behav-
iors, actions and want to explore new issues in detail. This is exactly the situation in 
our research: COVID-19 crisis is a completely new situation considering the current 
paradigm of doing business, based on consumption and social, human interaction. 
Besides the pragmatic impact of the pandemic, we should not underestimate the 
emotional one, which highly impacts business behavior and decisions. Emotions are 
difficult, if not impossible, to capture through other data collection methods, such as 
surveys. During interviews, people feel more comfortable and are more willing to 
provide details about their personal and professional situation, about how the current 
crisis impacted them, about the challenges, threats and opportunities during these
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times and also some insights about the support received from authorities. Therefore, 
considering the aforementioned aspects we considered that we could obtain a more 
complete picture of the business situation of the small and middle-sized Romanian 
enterprises by conducting qualitative research. 

The interview guide contains both open-ended and closed-ended questions and it 
is divided into five main sections: in the first two parts demographic questions and 
questions about the company are addressed. Next section is dedicated to evaluating 
the impact of COVID-19 crisis on the company’s activity. An important series of 
questions refers to the challenges faced by small and medium-sized companies from 
Romania during COVID-19 pandemic. The last section refers to the support measures 
provided by Romanian authorities and their effectiveness for companies, as well as 
some general predictions related to the evolution of the economic crisis. The present 
paper focuses on the last part of the questionnaire, support measures offered by the 
state. Next, demographic data about respondents and data about their companies is 
presented, followed by the analysis of the questions related to the aid received from 
the authorities, as perceived by the interviewed entrepreneurs. 

4 Results and Discussions 

In the following table it is presented the demographic profile of the respondents. 
As it results from the table, we have an equal distribution of genders, half of the 
respondents being females and half males. 75% of them are between 31 and 50 years 
old. With respect to the educational level, 75% of respondents have an academic 
degree, in the field of activity or not. Eleven out of the twelve respondents are either 
married or in a stable relationship, and more than a half have at least one minor 
dependent child in the household (Table 1). 

With respect to the profile of the companies, we can state that they are active in 
various fields of activity, all of them being impacted by the COVID-19 crisis to a 
certain extent (see Fig. 1): HoReCa (one third), Constructions/Real estate, Beauty, 
Photography, Event management, Sports, Medical services. As it results from Table 
2, over 50% of the companies have a history of at least 6 years when the COVID-19 
pandemic emerged, while most of them reported to have between 1–5 employees. 
With respect to the turnover, half of the companies have an annual turnover (2019) 
between 10.001 and 50.000 Euro, with just one company below the value of 10.001 
Euro and the rest above 50.001 Euro. 

In terms of the impact of COVID-19 pandemic on the company’s activity as 
perceived by respondents, almost 85% of them considered that starting with 16th of 
March 2020 (when the state of emergency was declared on the territory of Romania) 
the activity of their businesses has been impacted to a large and very large extent. 
Just 2 respondents, representing a company from the HoReCa industry (production 
and selling of ice-cream) and a company from the construction sector stated that they 
have being impacted to a small and medium extent. The explanations behind these 
two answers refer to capturing actually some business opportunities: the ice-cream



244 M. C. Dan et al.

Table 1 Profile of 
respondents 

Gender Age 

Male 50% 21–30 years 16.70% 

Female 50% 31–40 years 50% 

41–50 years 25% 

51–60 years 8.30% 

Education Civil status 

Highschool degree 25% Married 58.40% 

Bachelor’s degree 33.40% Divorced 8.30% 

Master’s degree 25% In a stable 
relationship 

33.30% 

PhD 8.30% 

Postgraduate degree 8.30% 

Minor children 

None 41.70% 

One child 25% 

Two children 25% 

Three children 8.30% 

Fig. 1 COVID-19 impact on the company

manufacturer stated that they focused on deliveries and during crises people tend 
to indulge themselves with smaller things, such as a good ice-cream, and not with 
expensive ones, as they tend to be more cautious with their budget. The company 
from the construction sector captured the business opportunity of repairing old things 
rather than building new ones (in the case of private customers), as people tend also 
to be more careful with their expenses and focus on conserving existing buildings. 
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Table 2 Profile of 
respondents 

Age of the company Number of employees 

0–2 years 16.70% 1–5 employees 66.70% 

3–5 years 25% 6–10 employees 8.30% 

6–10 years 41.60% 11–20 employees 25% 

Over 11 years 16.70% 

Turnover (Euro) 

0–10.000 8.30% 

10.001–50.000 50% 

50.001–100.000 8.30% 

100.001–200.000 16.70% 

200.001–500.000 16.70% 

The next section of the paper focuses on presenting the measures and support 
offered by Romanian authorities, as perceived by the interviewed entrepreneurs. 
In accordance with the next figure, which outlines the perception of the respon-
dents regarding the appropriateness of the measures provided by the Romanian state, 
respectively the supporting measures offered by authorities they benefited from, it 
can be stated that the answers are balanced: half of the respondents consider that 
the measures taken by Romanian authorities in order to support the business envi-
ronment during COVID-19 state of emergency/ alert are inappropriate and totally 
inappropriate, while the other half perceived them as neither inappropriate nor appro-
priate, and appropriate (8%). Therefore, the perception of the entrepreneurs is not 
negative, but neither positive, rather neutral. Concerning the support coming from 
the Romanian state through the adopted measures, more than 80% of respondents 
stated that they received no support or reduced support from authorities, only 16% 
declaring that they received moderated aid (Fig. 2). 

Next there are provided details about the support measures implemented by 
the Romanian state, which respondents benefited from. According to the present

Fig. 2 Measures versus support from Romanian authorities
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research the most popular support measure is represented by technical unemploy-
ment paid by the state (50% of respondents benefited from technical unemployment 
for their employees), while over 16% of respondents benefited from postponement 
of payments (taxes, social contribution) and 16% from tax reductions when paying 
before a due date. Only a reduced number of the participating entrepreneurs within 
the present research mentioned to have benefited from postponement of credits’ 
payment and accelerated VAT refund. Most of the entrepreneurs interviewed explic-
itly complained about the conditions of accessing the Support Fund IMM Invest. 
They claimed to have unsuccessfully tried to access this Support Fund due to the very 
restrictive financing conditions and overwhelming bureaucracy while filling in the 
application file, contrary to the easy access and financing opportunities as presented 
and advertised in the general media. Therefore, one of the main remarks refers to the 
creation of a real, functional and accessible support fund- IMM Invest. Other remarks 
refer to the availability of non-refundable grants offered on time, not just postpone-
ment of different types of payments- an action which does not offer real help/ release 
of financial burden for companies facing financial difficulties. Another remark refers 
to the extension of technical unemployment for all categories of personnel under 
contract (not just own employees), as many companies work with various types of 
personnel (such as beauty salons, fitness centers etc.). Representatives of the HoReCa 
industry claim that restrictions have been extended over too long periods of time, 
making therefore the recovery of the business very difficult- softer economic limi-
tations could have reached the target, if corroborated with logical, consistent and 
coherent medical measures. One of the respondents confessed to have hesitated to 
apply for support measures, being afraid that controls coming from authorities will 
intensify, if accessing the funding. Another questioned entrepreneur claimed that the 
support measures should be functional and of real help for the business environment, 
just as presented in media, and entrepreneurs should not have to face so many obsta-
cles while trying to access them. For instance, besides the general remark referring to 
the functionality and accessibility of the IMM Invest Fund, the partial reimbursement 
of VAT (instead of full reimbursement) was also mentioned. The general conclusion 
refers to the fact that the business environment would have needed a more prompt 
response from authorities, with coherent measures, easy to access and of real help 
for the various industries. The general opinion reveals that the support schemes were 
presented in the media in a very good light, which does not necessarily reflects the 
reality faced by the representatives of business environment, while trying to benefit 
from them. However, there were stressed some very useful measures for the busi-
ness environment, such as the technical unemployment, postponement of certain 
payments and accelerated VAT refund.

Regarding the information channels, as depicted in the following figure, the TV 
and the Online press rank first according to the answers received. On the second 
place we can find the Social Media, followed by Friends, acquaintances. Written 
press and official communication of public authorities are the least used methods of 
information, while Radio and Professional associations and networks are used by 
approximately half of the respondents (Fig. 3).
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Fig. 3 Channels of information 

An important aspect refers to the effects of the crisis: all of the respondents with 
only one exception consider that the effects of the present crisis generated by COVID-
19 will be severe (66,7%) and very severe (25%), lasting over 2 years starting from 
2020 (50%). One quarter cannot estimate the duration of the crisis, while one quarter 
are more optimistic, estimating a shorter crisis, which will end by the end of 2021. 
When asked to compare the effects of the economic crisis in Romania with other Euro-
pean countries, 75% of the respondents consider that in Romania the consequences 
will be more severe (due to the bad public management and administration of invest-
ment, lack of coherence of public measures), while 25% consider them similar to 
other European states. However, despite the crisis, 50% of respondents plan to extend 
their business or take advantage of new opportunities in related fields of activity. It is 
worth mentioning that it can be observed a positive correlation between the level of 
education and the identification of new business opportunities: the higher the level of 
education, the more opportunities have been identified. Similarly, it can be observed a 
connection between the capacity and desire to capture certain business opportunities 
during these challenging times and an academic background in the field of Business 
Administration (Fig. 4). 

5 Conclusion 

The COVID-19 crisis is a world-wide phenomenon and its associated economic 
impact has triggered chain reactions across multiple nations sending many countries 
into economic downturn, sanitary crises and social turmoil. The macroeconomic 
shocks translated into alterations of supply, demand, trade, investment, supply chain, 
financial stability, economic growth, exchange rates etc.
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Fig. 4 Predictions related to 
the effects of the crisis 

The main challenges faced by companies have been transformed, to certain extent, 
into measures meant to alleviate the damage caused by the COVID-19 crisis. In order 
to achieve an optimum balance between the necessities of the business environ-
ment and the measures the government has to take there should take place common 
meetings for designing the proper framework with a particular focus on the busi-
nesses. Moreover, flexibility and promptitude are of the essence for preventing 
further negative consequences of unaddressed challenges by creating corresponding 
measures. 

As rendered by our study, specific actions need to be taken with the purpose of 
either improving public management or the perception of companies with respect to 
public management and efforts are invited to facilitate coherence of public measures 
(they should be properly aligned across all institutions and stakeholders). 

Another major conclusion we can draw is that since TV and Online press rank 
first according to the answers received, policy makers and supervisory bodies should 
pay close attention to content of the materials distributed within the framework of 
these channels for ensuring that the population/businesses get properly informed. 

The general conclusion refers to the fact that the business environment would 
have needed a more prompt response from authorities, with coherent measures, easy 
to access and of real help for the various industries. The general opinion within our 
research reveals that the support schemes were positively altered in the media, which 
turned out to be havoc when the representatives of business environment tried to 
access them. Still, some particularly useful measures for the business environment 
were identified: technical unemployment, postponement of certain payments and 
accelerated VAT refund. 

Disclaimer 

The present paper does not represent the position of the Romanian Government on 
the subject.
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Entrepreneurship and Short-Term Labor 
Market Sustainable Functioning—The 
Case of Romania 

Speranţa Pîrciog , Adriana Grigorescu , Cristina Lincaru ,
and Catalin-Cor˘ neliu Ghinararu˘ 

Abstract If contractual work (waged) is traditional employment, “the new work” 
is represented by entrepreneurship and self-employment and to a certain extent by 
various forms of “subsistence economy”. We develop an instrument to understand 
how new work shapes the short-term labor market’s sustainable functioning. The 
dynamic interaction between labor market macro-aggregates related to employment 
status is treated in a systemic approach. We analyze the Granger Causality (GC) 
relations between contractual/dependent work, non-contractual/independent work 
and the work’s social protection. A total of 14 VAR models have been analyzed 
following the Toda and Yamamoto (J. Econ. 66: 225–250, 1995) procedure as detailed 
by Giles (Testing for granger causality. Econometrics beat: dave giles, 2011), using 2 
datasets (1999Q1-2018Q1 and 2008Q1-2018Q1). The main conclusion is that only 
a sustainable entrepreneurship mechanism could make the Romanian labor market 
suitable for the actual challenges. A powerful call for a new type of entrepreneurial 
behavior becomes evident in the case of Romania. 

Keywords Sustainable entrepreneurship ·Waged employment ·
Self-employment · Unemployment · Innovation 

1 Introduction 

Changing types of employment relations spurred by shifting demographics, a more 
dynamic labour force in a global scale, the rise of individual choice, the technological 
revolution and “client sophistication” are the root causes of an increasing pressure felt 
by all stakeholders in the “world of work” (World Economic Forum 2018). Bergmann 
in its book (2019) and Interview held by Ramsburg (Ramsburg 1999) pointed out “the 
‘Job System’ for organizing work has only existed for around 200 years—since the
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industrial revolution”. The Job System is now dying while the next system, labeled 
conveniently, “New Work” has to be created. Production in the New Economy driven 
by intelligent technologies is ubiquitous and hence accessible to each person.”New 
work” is intrinsically entrepreneurial and this particular feature will only become 
evident as time passes. 

Work is becoming increasingly “non-traditional”, generating thus a demand for 
specific “policy innovations” capable both of sustaining higher assure living stan-
dards as well as providing a number of social benefits to which the workforce 
has grown accustomed. If we are therefore to consider contractual work (waged 
employment) as “traditional employment”, then “the new work” will be represented 
by entrepreneurship, self-employment, and, in certain peculiar circumstances, by 
what we will call subsistence economy (the national accounts sector of “household 
production for its own final consumption”). 

Labour market functioning revolves, in our opinion, around three main pillars: (1) 
self-employment and entrepreneurship, (2) contractual employment (waged employ-
ment) and (3) unemployment (the system of unemployment protection). The dynamic 
interaction of these pillars characterizes the sustainability of the labor market assuring 
the quality of life for each person. A sustainable labour market means a higher rate of 
job creation, coming from more successful entrepreneurship. This should be coupled 
with fast enough labour force allocation and reallocation at an “optimal” security level 
(the “flexicurity” country-specific “model”). The present paper aims at analysing the 
interactions between the above components as triggering factors for public policy 
initiatives. Following an “evolutionary approach”, the job creation and destruction 
process may have been seen as having a “contractual dimension” as per below: 

(a) Self-employment may evolve into self-employment with employees thus gener-
ating contractual employment, or conversely generating (registered) unem-
ployment with respect to social protection and safety nets, if employment is 
deemed as not sustainable; 

(b) Contractual employment may evolve into self-employment as a spill-over 
effect, or conversely may also lead to unemployment; 

(c) Unemployment may evolve into “contractual employment”, or into self-
employment/independent employment. 

The labor market sustainable functioning “assessment instrument”, described by 
the present paper, uses the Granger Causality (GC) relationship between contractual, 
non-contractual work and the social protection system (as expressed by the variable: 
rate of unemployment/unemployment rate) in Romania between 1999–2018. The 
analysis looks at 14 VAR models following the methodological approaches pioneered 
by Toda and Yamamoto (1995) and Giles (2011). Due to the large number of GC we 
decided to analyse only one region for 20 years and a replication of the study could 
be done for any other region.
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2 Literature Review 

Currently, the research field on the relationship between self-
employment/entrepreneurship and unemployment is well developed, modeled 
by the following theories: GC1—the “refugee” or “unemployment push” theory and 
GC2—“the Schumpeter” or “entrepreneurial” theory. 

GC1 states that a higher level of unemployment will have a positive lagged effect 
on start-up activities in a given spatial area. Ghavidel et al. (2011) explained that 
“unemployment reduces the amount of entrepreneurial activity”, especially when at 
very high levels.” This particular statement is in line with the work performed by 
Audretsch and Fritsch (1994, 1995, 2001). 

However, the “refugee effect” is found to be reversed. This is what we call the 
“demand-driven” leverage: A higher level of unemployment will have a negative 
lagged effect on start-up activities in a given spatial area as a mere result of depressed 
demand. GC2 by contrast states that a higher level of start-up activity will have a 
negative lagged effect on unemployment in a given spatial area (Cole 2018). 

Literature showed a validation of both, GC1 and GC2. Cole (2018) found a “cir-
cular relationship” between unemployment (unemployment rate) and new firm start-
ups, and Audretsch et al. (2001) found a relationship between unemployment and 
the number of business owners. Audretsch et al. (2005) and Thurik et al. (2008) both 
studies confirm distinct relationships for 23 OECD countries for the period 1974– 
2002, where the “entrepreneurial” effects are considerably stronger than “refugee” 
effects. Faria et al. (2008) concluded that “the Granger-causality tests show there 
is bidirectional causality between unemployment variation and entrepreneurship 
for countries that have the most flexible labor markets, such as Ireland, Germany, 
the United States and Australia. Unemployment variation causes business creation 
in Italy and Japan, and for France, the causation runs from entrepreneurship to 
unemployment.” 

At the same time as GC1 is rejected, unemployment does often lead to 
entrepreneurship (Lasch et al. 2007) for the case of France, with “agglomeration 
economies” displaying no significant effect. Halicioglu and Yolac (2015) estab-
lishes that the results for H1 are ambiguous as increased unemployment may lead 
to increased self-employment activities (results reveal the existence of a long-run 
relationship for Belgium, Canada, Sweden and the UK). The increase in unem-
ployment rates may however work so as to decrease human capital endowment and 
entrepreneurial talent thus causing a rise in unemployment rates (observed empiri-
cally in Luxembourg, Greece and Portugal). However, these tendencies materialize 
only in the short term (Garba et al. 2013), which confirms that in the case of Nigeria 
with unemployment positively influencing entrepreneurship. 

Also, as GC2 is rejected, a one-way validation (Bokhari et al. 2012) points to the 
fact that the impact of entrepreneurial activity on the unemployment rate is signifi-
cantly negative in the case of 31 selected countries during the period 2008–2010, as 
supported also by data from Global Entrepreneurship Monitor (GEM). Dilanchiev 
(2014) confirms this relationship for Georgia in 2013 and Verheul et al. (2006) did
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the same for Spain for the period 1972–2004. Spain has become convergent with 
the OECD model only recently and following labor market reforms with the effect 
of increasing the quality of business ownership. Baptista and Thurik (2007) using  
COMPENDIA data 2000.1 (1974–1998) and COMPENDIA Data 2002.1 (1972– 
2002), noted that Portugal is an outlier when compared to the OECD average because 
of the “subsistence entrepreneurship”, similar to other Southern European countries 
such as Italy and Greece. For seven developing and 23 OECD countries, during the 
period 1995–2007, the Schumpeter effect is established definitively, but the refugee 
effect is not clear, suggesting that the causal effect of the unemployment rate on 
entrepreneurship is first positive and then negative (Ghavidel et al. 2011). 

Opolskie Voivodship (PL), during the Q1 2007 to Q2 2013 period, showed that 
neither GC1 nor GC2 are validated (Szewczyk et al. 2013). “Countries with a high rate 
of entrepreneurial activity have a low rate of unemployment (developed countries). 
While on the other hand countries with a high rate of unemployment have a low rate of 
entrepreneurial activities (under-developed or developing countries). Therefore, the 
interaction between entrepreneurship and unemployment is essentially determined 
by the country’s position in the labor market” (Audretsch et al. 2005). 

The Granger causality model was applied to Romania mainly to study the relation-
ship between education and economic growth (Dănăcică 2011), the employment rate 
of older workers and the shadow economy, inflation and unemployment (Dilanchiev 
2014), and GDP and entrepreneurial activity (Simionescu 2015; Şipoş-Gug and 
Bădulescu 2013; Şipoş-Gug et al. 2015). Another causal link evidenced by liter-
ature is the particular relationship between entrepreneurship, economic growth and 
employment as studied for the case of Taiwan (RoC–Republic of China) (Chen 2013). 
The Granger causality test indicates that there is a two-way relationship between the 
employment rate and entrepreneurship. Entrepreneurship is one of the mechanisms 
facilitating the spillover of knowledge, alongside research and development, and 
human capital, promoting thus economic growth alongside job creation (“job-rich 
growth”) (Acs et al. 2012). Between the employee and the company the relationship 
could be influenced by the motivation (Uka and Prendi 2021) or the satisfaction or 
happiness (Eckhaus 2021). 

3 Systemic Approach of Waged Employment, 
Self-Employment and Unemployment 

The main theoretical argumentation of the paper is that of providing a valuable input 
for policy makers in support of “job-rich growth”. The dynamic perspective of Waged 
Employment, Self-Employment, and Unemployment (Constant and Zimmermann 
2014) from the labor market transitions in relation to the business cycle. Bennett and 
Rablen (2015) looked at the self-employment, wage employment, and informality in a 
developing economy concluding on “the importance of underlying macroeconomic 
conditions in determining the effects of education and training on transitions of
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individuals from one labor market status to another”. Poschke (2010) considers some 
dimension of FLEXICURITY such as high hiring costs or low matching efficiency 
(simultaneous with high job destruction rate) as being indicative of the presence 
of high friction on the labor market” causing not only high unemployment rates, 
but also high rates of self-employment in poor countries”. We should also consider 
the Atkinson model about flexibility Atkinson (1984) that considers the pressure of 
change from job creation, technical/production, institutional and supply factors. 

Building upon the previous GC1 and GC2 theories as well as upon other research 
as previously referenced, our approach for the current paper considers the three 
main pillars as mentioned before: contractual employment, self-employment and 
unemployment rate. Two-way relations and the dynamic between groups were under 
analysis. The research hypothesis starts with H1 and H2 used in the theories GC1 
and GC2 adding to these H3, H4, H5, and H6 as per below. 

H1—Social Protection does not cause Non-Contractual Employment. 
H2—Non Contractual Employment does not cause Social Protection. 
H3—Non Contractual Employment does not cause Contractual Employment. 
H4—Contractual Employment does not cause Non-Contractual Employment; 
H5—Social Protection does not cause Contractual Employment. 
H6—Contractual Employment does not cause Contractual Employment. 
The systemic approach can be easily understood by looking at Fig. 1. 
The hypothesis reflects the dynamics (in our case the causality relationship GC) 

between labor markets’ considered statuses, for the period 1999Q1–2018Q1 for all 
the variables, with exception of self-employment without employees, not in agricul-
ture (NACE, Rev 2), available since 2008Q1, and excluding the case of subsistence 
entrepreneurship: 

Contractual employment involves WR—employee’s rate (share of waged 
employees). 

Non-Contractual Employment1 represented by: 

(a) SE1R—self-employment with waged employees rate; 
(b) SE0R—self-employment without waged employees rate, marked by “*”; 
(c) SE0NAR—self-employment without employees, not in agriculture (NACE, 

Rev 2), marked by “**”; 
(d) CFR contributing family workers rate marked by “**”. 

Social protection status is represented by the unemployment rate. In Fig. 2, we  
present the short-term labor market sustainable functioning assessment instrument 
as detailed by the explored relationship. We use supplementary notations “#” for the 
second time period 2008Q1–2018Q1. 

These relationships reflect the intersection of various policies (Pinelli 2015) 
growth and job creation and unemployment reduction (Bokhari et al. 2012), 
entrepreneurship and sustainable entrepreneurship; labor market policies (LMP);

1 We do not consider the case of cooperative members while, since 2011, RO-national statistics 
office (The National Institute for Statistics of Romania/NIS-RO) no longer reports the number for 
the category”Members of an agricultural holding or of a cooperative”. 
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Fig. 1 The short-term labor market sustainable functioning assessment instrument 

measures such as direct job creation and start-up incentives; regional develop-
ment; economic performance, and enhancing productivity and competition, etc., 
in opposition to the undeclared work (Xavier and Badea 2018). Non-contractual 
employment may refer to entrepreneurship (Babaginda and Semasinghe 2013), new 
firm startups; self-employed persons with or without employees; small business 
ownership; innovators (Bokhari et al. 2012), and social enterprise as the precursor 
to entrepreneurial non-profit organizations (Borzaga et al. 2010). The literature 
considers non-contractual employment and unemployment as being “considerably 
ambiguous” with respect to their causal relationship (Audretsch et al. 2001). 

Entrepreneurship in Romania during the period 2008–2014 presents some 
worrying features regarding its sustainability restrictions Paradoxically, it first 
increases, but its hope of survival decreases after 2 years, with business activity 
decreasing to a historical minimum. Following the “great recession” of 2008– 
10, entrepreneurship has apparently failed to generate employment growth. Based 
on business demography characteristics in Romania, as described by short-term 
indicators, we apply the model of Toda-Yamamoto.
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Fig. 2 The short-term labor market sustainable functioning assessment instrument detailed for their 
allocated hypothesis (<> relationship) 

4 Methods and Research Data 

Following Toda and Yamamoto (1995), Giles (2011) and Bennett and Rablen (2015) 
the GC model, we applied the following VAR model equations: 

Yt = a0 + a1Yt ― 1 + . . .  + apYt ― p + b1Xt ― 1+ . . .  + bp Xt ― p + ut (1.) 

Xt = c0 + c1Xt ― 1 + . . .  + cp Xt ― p + d1Yt ― 1+ . . .  + dpYt ― p + vt (2.) 

Then, testing H0: b1 = b2 = …… = bp = 0, against HA: ‘Not H0’, is a test that 
X does not Granger-cause Y. 

Similarly, testing H0: d1 = d2 = ……= dp = 0, against HA: ‘Not H0’, is a test 
that Y does not Granger-cause X. p lag numbers
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Social Protection & Non-Contractual Employment; Non Contractual Employ-
ment & Contractual Employment; Social Protection & Contractual Employment. 
For each equation we test that the coefficients of only the first p lagged values of X 
are zero in the Y equation and reverse. Rejection of the H0 implies the presence of 
Granger causality. 

The Giles (2011) approach assures the causality testing be done properly, when 
the time series used are non-stationary and possibly co-integrated (Lütkepohl 2005). 
We use Wald test from Eviews 7 to test GC in the VAR in level model. If data are 
non-stationary then the “statistics does not follow its usual asymptotic chi-square 
distribution under the null”(Giles 2011). 

Under our approach, the endogeneity of the VAR model is controlled in the step 
“checking VAR specification” increasing the lag length until the autocorrelation of 
the errors is resolved. 

4.1 Data Description 

The first data set covers 1999Q1–2018Q1 and the following working variables: 
waged employment rate; self-employment rate with employees; self-employment 
rate without employees; contributing family workers, and unemployment rate. 

4.2 Main Steps of the Toda and Yamamoto Procedure 

(a) Check the time-series stationarity for each time series and their respective 
orders of integration. 

If the average and dispersion of a series are variable in time, then the series is 
non-stationary (Jula 2011). 

The augmented Dickey-Fuller (ADF) unit root tests on WR, SE1R, and SE0R 
indicate that all these variables are non-stationary at the 1%, 5% and 10% levels for 
all three exogenous models. They are: model 1 with Constant, model 2 with Constant 
and Linear trend, and model 3 when none have the maximum order of integration, 
m = 1. Only the unemployment rate is stationary at the second difference level and 
therefore has m = 2. The stationarity in the ADF test follows the H0, and the series 
has the unit root (nonstationary). Regarding Schwartz test, we consider the variable 
to be stationary if in at least one of the three models, ADF for H0 is rejected (Jula 
2011). 

Consider the maximum order of integration for the group of the time-series as 
“m”. If there are two time-series and one is found to be I(1), and the other is I(2) 
then, “m” = 2. If one is I(0) and the other is I(1) then, “m” = 1, etc. (Giles 2011). 
(b) Unrestricted VAR Equations Setting.
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We set up a 5*2-equation (unrestricted VAR type, co-integrated or without any long-
run association) VAR model at various levels of the data, including an intercept in 
each equation. We assume that the variables are of short-time association only. 

(c) Optimal Lag Selection. 

We determine the appropriate maximum lag length (p) for the variables in the VAR 
using the usual information criteria methods, such as AIC, SIC (Giles 2011). For 
each pair of series, we apply the lag length criteria for the VAR build for levels with 
exogenous variables, and the statistics are determined to be at the 5% level. 

(d) Checking the VAR Specification. 

We check that there is no serial correlation in the residuals: “If the majority of 
probability values are larger than 5%, then there is no serial correlation at lag 
order. If more than half of p values are >0.05, then no autocorrelation is observed” 
(Toda and Yamamoto 1995). The errors are independent (Giles 2011). We apply 
the LM test/EVIEWS 7 = VAR residual serial correlation LM tests under the “Null 
Hypothesis: no serial correlation at lag order h.” 

(e) Checking the Dynamic Stability of the Models. 

Checking the dynamic stability of the models presents the inverse roots of the charac-
teristic AR polynomial (Lütkepohl 2005). The estimated VAR is stable (stationary) 
if all roots have modules less than one and lie inside the “unit” circle. If the VAR is 
not stable, certain results (such as impulse response standard errors) are not valid. 
There will be roots at the number of endogenous variables with the largest lag. If 
we estimated a VEC with co-integrating relations, the roots should be equal to the 
“unit” (Lütkepohl 2005). 

We confirmed the lag 5 for the VAR estimated models, WR SE0R, SER1 UR, 
and SE0R UR, with lag 7 for WR UR, and raised the lag from 3 to 7 for WR SER1. 
Equations are dynamically stable based on the fact that all roots have a modulus less 
than one and lie inside the unit circle. 

(f) Checking the Cointegration of the Time-Series Using Johansen’s Methodology. 

In literature is considered that “if there is a linear stationary combination between 
random non-stationary variables, then the combined variables are co-integrated” 
(there is a common non-stationary dynamic) (Jula 2011). Both tests of unrestricted 
co-integration rank, the Johansen’s Trace Test and Max. Eigenvalue, indicate the 
presence of 1 co-integrating equations at the 0.05 level for each model (WR SE0R, 
WR CFR, WR UR, SE0R UR and CFR UR, with the exception of WR SE1R and 
SE1R UR models. 

(g) Finalize VAR models models. 

We finalize the VAR models by adding in “m” additional lags of each of the variables 
into each of the equations (Giles 2011). As m = 1, we now re-estimate the levels 
of VAR with one extra lag of each variable in each equation. To “trick” EViews
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into doing what we want when we test for causality, rather than declaring the lag 
interval for the 2 endogenous variables to be from 1–7 (the latter being p + m), we 
leave the interval at 1–6, and declare the extra (7th.) lag of each variable to be an 
“exogenous” variable. The coefficients of these extra lags will then not be included 
when the subsequent Wald tests are conducted. If we just specified the lag interval to 
be from 1–7, then the coefficients of all seven lags would be incorrectly included in 
the Wald tests. In this case, the Wald test statistic would not have its usual asymptotic 
chi-square null distribution (Giles 2011). 

In our VAR models we finalize the equations and add in m additional lags as 
exogenous variables. According to Giles (Giles 2011) “it’s essential that you don’t 
include the coefficients for the ‘extra’ m lags when you perform the Wald tests. They 
are there just to fix up the asymptotic”. 

(h) Applying the Granger Non-Causality Test. 

We test for Granger non-causality by testing the hypothesis that the coefficients of 
(only) the first p lagged values of the unemployment rate are zero in equations, using 
a standard Wald test for the first data set (Fig. 3) and for the second data set (Fig. 4). 

Then we apply the standard Wald test for the coefficients of the lagged values 
of the same equations. We conduct an evaluation on the effects induced by various 
impacts on system variables (the impulse response function). Each variable affected 
by its own innovations, as well as by the innovations of the other variables (Jula 
2011) the response to Cholesky One S.D. Innovations (Fig. 5).
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Fig. 3 VAR Granger Causality/Block exogeneity Wald Tests. Sample: 1999Q1 2018Q1
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Fig. 4 VAR Granger Causality/Block Exogeneity Wald Tests. Sample: 2008Q1–2018Q1
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Fig. 5 Waged employment, self-employment, and unemployment relationship in Romania: A 
flexy-security profile in the short run (H with no reject means H accepted) 

5 Results 

Based on the fact that we apply a Toda-Yamamoto procedure detailed by Giles (Giles 
2011) adding but not testing the extra “m” lags and we use only the Wald test “our 
causality test results will be meaningless, even asymptotically”. The VAR equation 
coefficients are not significantly caused by the multiple methodological breaks in 
series. We run the model multiple times for the trimmed variable series (to avoid the 
broken series), but the results are not statistically robust. The GC is robust, but the 
equations are not appropriate for forecasting. 

The Granger causality test indicates that there is robust evidence for. 

(a) A two-way relationship between the share of wage employment and unem-
ployment rate after a lag of 7 quarters (reject H5 and H6) for the period 
between 1999Q1–2018Q1, confirming the presence of social protections 
for contractual employment, respectively wage employment. Unemployment 
growth causes wage employment growth after making due consideration for
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the effectiveness of the ALMPs, especially the information, consultation, 
searching, and matching services of SPOs on the labor market. Wage employ-
ment increases determine (“Granger sense”) a rise of unemployment when 
considering the “Akerlof gift exchange” according to Akerlof 1984) theoret-
ical situation, with its consequence of the presence of involuntary unemploy-
ment. This is especially notable with the background of the labor force deficits 
present in Romania. 

(b) There is also a relationship between the share of self-employment 
without employees (excluding agriculture) and the unemployment rate 
after two lags during the period 2008Q1–2018Q1. Additionally, both the 
“refugee” and “unemployment-push” (H1 and H2 rejected) and the “Schum-
peter/entrepreneurial” hypotheses are validated. There is a one-way relation-
ship between: 

(c1) Self-employment with employees share and the unemployment rate, after  three  
lags, during the period 1999Q1–2018Q1, presenting the Schumpeter effect; 

(c2) the share of contributing family workers and unemployment rate after five 
lags during the period 1999Q1–2018Q1, as a “subcase” of the Schumpete-
rian/entrepreneurial effect; and 

(d) the share of  self-employment with employees and the share of wage employ-
ment after seven lags during the period 1999Q1–2018Q1, indicating depen-
dent employment creation in emerging and expansion sectors or the existence 
of job creation policies. 

6 Discussion 

The discussion of the results is focused on their relevance to the characterization of the 
unemployment, waged employment, self-employment and unemployment relation-
ships in Romania. Performance assessment is considered in the short-run with a focus 
on entrepreneurial sustainability as the engine of job creation coupled with social 
policies innovation. Based on the demography of enterprise and entrepreneurship 
indicators in Romania for the period 2008–2014, we have identified several features 
leading to a preliminary conclusion of a rather poor sustainability of entrepreneur-
ship and entrepreneurial job creation processes. A purely quantitative increase of 
our chosen sustainability metric matched by a decrease in the enterprise survival 
expectancy (two years following enterprise start-up); business activity decreases to 
its historical minimum in 2014. In a context marked by a severe recession during 
2009–2011, entrepreneurship failed to play its expected role as job generator and thus 
made little contribution to unemployment rate reduction. Our result, for a developed 
country, is the reverse where “both immigrants and Germans use self-employment for 
transition between different employment status” (Constant and Zimmermann 2014). 

Pineiro-Chousa and López-Cabarcos (Akerlof 1984) endorses reputational 
management as a driver of entrepreneurial sustainability resulting from an original 
multidisciplinary analysis based on the “game theory of organizational realities”.
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Agriculture in Romania’s entrepreneurship profile is still important and therefore 
covers a specific profile of self-employment supported by the fragmented properties 
of the small producers. The high level of self-employment in agriculture (70% of 
total) indicates the presence of a subsistence-type entrepreneurship (Baptista and 
Thurik 2007), akin to the ones identified in the economies of Portugal, Italy and 
Greece. The quality of Romanian entrepreneurship and reputational management 
falls broadly in line with the one found in Portugal. Its large share in the overall 
employment is poorly supported by a corresponding quality, especially with respect 
to innovation. (it is to be noted that Romanian enterprises rank lowest in the EU-28 on 
the innovation metrics). This may also find an explanation in the low levels of SME 
survival rates, which prevent these entities from engaging into innovative production 
processes. 

Romanian unemployment metrics in the meantime, are to a certain extent deficient. 
This deficiency basically translates into an incomplete, partial statistical capture of 
the phenomenon. Adding the information provided by the underemployment EURO-
STAT indicators ([lfsi_sup_a]) is important to illustrate that in 2015 there were 625 
thousand underemployed persons in Romania—11 thousand more than in 2014. 
In reference to their behavior on the labour market, in 2015 there were 357 thou-
sand underemployed persons willing to work but who were not looking for jobs 
(decreasing by 19 thousand persons compared with 2014) and 268 thousand “part-
time worker underemployed persons” (increasing by 30 thousand persons compared 
with 2014) (Pineiro-Chousa et al. 2016). 

The model uses the ILO (harmonized) definition of the unemployment rate. This 
is not entirely relevant as when looking to social protection of the unemployed 
and the coverage into the corresponding system then, one should take rather the 
administratively calculated unemployment rate.2 Romania, as a former communist 
country, has a low risk acceptance level, reflected by low levels of independent 
employment search. In 2015, from 624 thousand unemployed persons, only 82.5 
thousand were independently searching for or finding employment [lfsa_ugates]. In 
relative terms, the share of unemployed persons expressing readiness for indepen-
dent employment increased from 7% in 2014 to 13.3% in 2015. In the context of 
relatively high rates of youth unemployment in Romania (three times higher than 
the national average), the youth unemployed persons aged 15–24 years displayed 
a positive tendency towards entrepreneurship acceptance, as a form of independent 
employment. However, this remains less intense when compared with the “adult” 
unemployed persons (25–55 years of age). The share of young (aged 15–24 years) 
unemployed persons expressing a readiness for self-employment in the total number 
of unemployed persons was 5.9% in 2014; this share doubled in 2015, reaching 9.4% 
(Pineiro-Chousa et al. 2016). 

Contractual employment is in a two-way relationship with unemployment (indica-
tive of its strong relation with contractual/wage employment), indicating the intra 
and inter sector allocation of the labor force, simultaneously with gift exchange

2 The unemployment rate as calculated by the Romanian PES- the national agency for employment 
(ANOFM, see for more at: www.anofm.ro). 

http://www.anofm.ro
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(Jula 2011) and the presence of “involuntary unemployment”. Non-contractual work 
generates contractual work only in one way for self-employment with employees 
after seven lags, indicating the absence of spill over from dependent employment. 
This relationship confirms the gift exchange choice even if productivity is not 
increasing at the same rate as wages; there is low innovation presence, and a low rate 
of economic sector diversification. 

A Non-contractual employment type increase causes an unemployment increase 
thus being indicative of the presence of social protection arrangements for the self-
employed (agriculture excluded) (for the period 2008Q1–2018Q1). It is remark-
able that the effect of the Schumpeter model is present after 2008Q1 in the case 
of increasing self-employment with employees causing a decrease in unemploy-
ment. The absence of a relationship between self-employment without employees 
(including the self-employed in agriculture) and unemployment indicates the vulner-
ability and low level of access to social protections for this category of workers. 
Between contributing family workers and contractual employment there is no rela-
tionship; the only relationship with this category is established via the “social protec-
tion system”. The functioning of the Romanian labor market suffers from multiple 
imbalances, confirming the dual labor market paradigm illustrated by”the high insta-
bility of jobs in non-contractual compared to contractual wage employment, regard-
less of the type and period, lower by more than 2 times and even 3 times as the 
lag—interpreted as the speed of exiting from employment”. The jobs are segmented 
(Jula 2011) between a “primary sector” (i.e.: characterized by job stability, low exit 
rates, good working conditions, regular promotion and career perspectives, acquisi-
tion of skills and reasonably high salaries) and a “secondary sector” (high exit rates, 
low or no chance of promotion or acquisition of skills, and poor pay)”. 

We analyse the Non-contractual employment from the perspective of evolu-
tionary entrepreneurship by quantity and quality in a limited spectrum (self-employed 
with employees, without employees, without employees not in agriculture, and 
contributing family workers), ignoring social enterprises, cooperatives, etc. as they 
are practically absent from official statistics. While “institutional and organizational 
variety increases characterizing advanced economic systems” (Borzaga et al. 2010), 
in Romania this tendency is inverted. The systemic model proposed by the authors 
and the results of the analysis for 1999–2018 data presented in Fig. 6. 

The analysis is subject to the following limitation: 
*given by the concept of variables: 

(1) The VAR equation coefficients are not significantly caused by the multiple 
methodological breaks in series. The CG is robust, but the equations are not 
appropriate for predictions. 

(2) Entrepreneurship definition: Self-employment is not comparable with the 
OECD methodology. “Limits of comparability self-employment are defined in 
COMPENDIA as the number of non-agricultural self-employed (including 
both unincorporated and incorporated firms) as a share of the labor force” 
(Verheul et al. 2006). Our entrepreneurship definition is exhaustive, based on 
the EU-LFS Methodology, comparable at the EU28 level. This model needs to
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Fig. 6 Short-term labor market flexy security monitoring tool—2018 results overview 

be applied on EU28 countries in order to validate the model better according 
to international literature, especially when applied to developed countries 
(OCED). 

(3) The unemployment rate is the one calculated according to the ILO method-
ology, and the variable with administrative unemployment should also be 
checked. 

*Given by the model: Wage employment rates, the entrepreneurship 
rates/contributing family workers, and the unemployment rate relationship are only 
a short run causality as the result of the application of the Toda–Yamamoto proce-
dure. “If the Granger causality analysis requires that the lagged coefficients of the 
independent variable in each equation are jointly statistically significant, using Wald 
statistics, Toda-Yamamoto has the advantage of no pre-testing the integration order 
of variables and also of the cointegration rank in the VAR system” (Pîrciog and 
Lincaru 2017).
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7 Conclusions and Suggestions for Future Research 

The Granger causality test indicates that there is robust evidence for a two-way 
relationship between wage employment rate and unemployment rate after a lag of 
seven quarters (reject H5 and H6) for the period 1999Q1–2018Q1. An increase 
in unemployment causes an increase in wage employment, a comparable situation 
to unemployment acting as a stimulus for entrepreneurship, but in this case, the 
“unemployment stimulus” applied to contractual work. Various forms of “subsistence 
economy” categories (e.g., self-employed in agriculture, contributing family workers 
also in subsistence agriculture) for which sustainable employment and especially 
sustainable entrepreneurship are at the most difficult to attain, become thus eligible 
for support. Wage employment increase causes an unemployment increase, indicating 
gift exchange and involuntary unemployment presence. 

The test shows also a robust, two-way relationship between the self-employment 
without employees not in agriculture rate and unemployment rate, after two lags 
during the period 2008Q1–2018Q1, with “refugee” and “unemployment-push” 
hypotheses and the “Schumpeter/entrepreneurial” hypothesis partially validated. 
In this case, the increase in entrepreneurship causes an increase in unemploy-
ment, pointing to a lack of entrepreneurship sustainability determined by its 
“founder’s endowments and its competitiveness”, and thus, there will be winners 
and losers. These results indicate that even though there are entrepreneurial efforts, 
entrepreneurial success is not easily reached. Future research will be in this direction. 
Howard and Martinez note that “from an evolutionary approach, process and context 
(strategy and environment) interact in a recursive continuous process, driving the 
fate of entrepreneurial efforts” (Davidescu 2015). This model’s results are partially 
concordant with the results of Şipoş-Gug and Bădulescu (2015), for the level of 
unemployment and entrepreneurship. They point out that there exists a two-way 
relationship between the variables analyzed: “Entrepreneurship is a cause in the 
Granger sense for unemployment level with a 3 quarters lag, while unemployment 
is a Granger cause for entrepreneurship with a 13 quarters lag”. 

The following one-way relationships have were confirmed by the Ganger test: 

(c1) Self-employment with employee rate and unemployment rate after three lags, 
confirming the Schumpeter effect during the period 2008Q1–2018Q1. The 
increasing entrepreneurship rate (self-employment with employees) causes a 
decrease in unemployment. 

(c2) Contributing family’s workers rate and unemployment rate, after five 
lags, during the period 1999Q1–2018Q1, as a subcase of the Schumpete-
rian/entrepreneurial effect but with a reverse effect; the CFRs rate increase 
causes a decrease in unemployment in the short run. 

(c3) Self-employment with employees rate causally affects wage employment rate 
after seven lags during the period 1999Q1–2018Q1, indicating the dependent 
(wage) employment role in job creation in emerging and expanding sectors/job 
creation policies as a case of inter-sectorial reallocation of the labor force.
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These results, especially with regard to the general mechanism of employment 
generation by the self-employed category, are in line with (Verheul et al. 2006), self-
employment becoming an opportunity and not only an employment of last resort 
(Grebel et al. 2001). Another explanation for this atypical result could be found in 
the conclusion of Peric and Vitezic (2016) for the Croatia case that “during recession 
large and medium-sized firms seem to possess higher growth potentials than do small 
ones, which is inconsistent with previous research in this field”. Faria et al. (2008) 
pointed that between unemployment and entrepreneurship is a cyclical relation, a 
fact that explains the variability of results in time. 

The absence of a relationship between self-employment without employees (inclu-
sive of the self-employed in agriculture) with contractual and social protections 
reflects the presence of segmentation on the Romanian labor market, thus preserving 
the dual labor market paradigm. Segments of Self-employed without employees 
as well as contributing family workers are still vulnerable workers, trapped in the 
“in-work poverty cycle”. 

The low level of entrepreneurial success (in a global economy) reflects the low 
competitive performance of Romanian labor market. This may prove indicative of 
the low entry labor costs manifested by the firm’s low rate of adoption of new and 
advanced technologies (Poschke 2010). On the other side, the significant presence of 
contributing family workers in the rural area, confirm the model of rural–urban migra-
tion model driven by the low agricultural earnings, labeling the persistent rural urban 
divide with poverty spots (Faria et al. 2009). Based on Günther and Launov (2012) 
findings, the Romanian informal sector too, presents a heterogeneous structure, which 
could be the result of “competitive market forces or labor market segmentation”. 
The lack of “flexisecurity type” arrangements expressed by low transition levels 
from entrepreneurship to waged employment on Romanian labor market reflects 
the important presence of informality, specific to developing countries. This conclu-
sion is in line with Bennett and Rablen (2015) whereby for a governmental strategy 
aiming at the reduction of informality, reducing the “costs” of informality makes for 
a prerequisite.. 

The main conclusion is that the “current performance and (functioning model” of 
the Romanian labor market is not sustainable while the entrepreneurship efforts are 
still not successful. The dual labor market paradigm preserved according to Salem 
and Bensidoun (2012). 

The jobs in non-contractual work are two and even three times more unstable 
compared to contractual work, regardless of their type and period, and are also less 
covered by social protection (for self-employed without employees, especially those 
in agriculture where any type of social protection, with the voluntary type aside, is 
entirely absent). 

The Granger causality relation identification between its macro-aggregates refer-
encing status in employment (contractual work, non-contractual work and social 
protection) provides for a rapid labor market performance assessment instrument 
with an emphasis on “entrepreneurial sustainability” as an alternative engine 
for job creation. (Fig. 6). There is a certain evident need to enhance the role of 
novel opportunities for entrepreneurship such as social enterprises, cooperatives etc.,
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rooted in innovation including the high-end, high tech innovation processes (Borzaga 
et al. 2010; Salem and Bensidoun 2012). 

The results indicate that Romania is advancing towards a “developed country” 
status but suffers from a lack of “entrepreneurship sustainability”. The absence of 
innovation with respect to the activities undertaken by entrepreneurs is an impor-
tant cause of a de-balanced “flexysecurity type arrangements” on the labor market, 
coupled with the lack of social and environmental orientation of entrepreneurs. 
Kuckertz and Wagner (2010) pointed out that the new economic success implies 
a new entrepreneurial behavior explained by the positive relationship between an 
individual’s “sustainability orientation” and entrepreneurial intentions. 

The issue of successful and sustainable entrepreneurship in Romania opens further 
inroads into this research area, with a particular regard to: 

• The high relevance of this topic for ALMPs and other policies stressing the 
ALMP’s impact on entrepreneurship as well as other public policies designated 
to support entrepreneurship, e.g., the “Start-up Nation” National Programme 
launched in June 2017 in Romania. We suppose that the target groups of these poli-
cies are more system-following than system-building entrepreneurs (?) (Kuckertz 
and Wagner 2010); 

• The need to introduce quality criteria (and not only quantitative criteria) in 
entrepreneurship policies regarding job creation and independent employment 
and the creation of a procedure for accelerating innovation adoption, including 
eco-innovation, considering eco-innovation an instrument to ensure sustainable 
competitive advantages (Klein Woolthuis 2010); 

• The need to further explore the relationship between entrepreneurship and unem-
ployment with a distinct glance towards immigration inflows: “The economic 
variables examined here have an enormous explanatory capacity for migration 
flow (GDP per capita, GDP growth, and unemployment rate), fundamentally in 
the periods of economic crisis and recovery. According to the regression coeffi-
cients, the variables related to GDP attract immigration to a high degree; however, 
the rate of unemployment is a decreasing factor for immigration, but has a much 
smaller impact.” (Albort-Morant et al. 2017); 

• The need to further explore entrepreneurship as “an important tool to enhance 
knowledge diffusion and promote economic growth” (Grau and Ramírez López 
2017). The authors applied the Granger test for OECD countries which “confirms 
that causality goes in the direction from entrepreneurs to growth”. Şipoş-Gug and 
Bădulescu (2015) finds that entrepreneurship is not a Granger cause for GDP 
growth in Romania. Also, there is no evidence regarding entrepreneurship and 
knowledge diffusion in the Romania analysis. Entrepreneurship represented by 
startups as a mechanism for knowledge spillover that produces economic growth 
(Acs et al. 2012); 

• The need to explore the profile of sustainable entrepreneurs (Kuckertz and Wagner 
2010), entrepreneurs seem to have to be rather “networkers” than inventors. Their 
products might be less central to their entrepreneurial actions; it is the embedding 
of the products in new structures and the reinvention of the “entrepreneurial game”
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that seems to be key in these entrepreneurial processes. A “game with new players” 
and new relationships amongst them, and, obvious enough, maybe new rules. 

A flexible, secure and well-functioning labor market is possible only through 
its integration with innovation processes. However, “sustainable innovation” is not 
possible without a robust and equally sustainable social protection system. 
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Dănăcică, D.-E.: Causality between school education and economic growth in Romania. Argumenta 
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