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Preface

The international conferences on Integral Methods in Science and Engineering
(IMSE) started in 1985 at the University of Texas–Arlington, and continued
biennially in a variety of venues around the world, bringing together specialists who
employ integration techniques as essential tools in their research. These procedures
exhibit generality, elegance, and efficiency, all of which are essential ingredients in
the work of a wide category of practitioners.

The dates and venues of the first 15 IMSE conferences are listed below.

1985, 1990: University of Texas–Arlington, TX, USA
1993: Tohoku University, Sendai, Japan
1996: University of Oulu, Finland
1998: Michigan Technological University, Houghton, MI, USA
2000: Banff, AB, Canada (organized by the University of Alberta, Edmonton)
2002: University of Saint-Étienne, France
2004: University of Central Florida, Orlando, FL, USA
2006: Niagara Falls, ON, Canada (organized by the University of Waterloo)
2008: University of Cantabria, Santander, Spain
2010: University of Brighton, UK
2012: Bento Gonçalves, Brazil (organized by the Federal University of Rio

Grande do Sul)
2014: Karlsruhe Institute of Technology, Germany
2016: University of Padova, Italy
2018: University of Brighton, UK

Due to the unfavorable world health conditions, the 2020 conference, scheduled
to be held at the Steklov Mathematical Institute in St. Petersburg, Russia, had to
be postponed. However, as an intermediate solution, a Symposium on the Theory
and Applications of Integral Methods in Scientific Research was held online in
July 2021. By making public their latest results, the participants in this event, all
with long-standing IMSE credentials, have kept the flames of our common research
interests burning bright, in anticipation of the more inclusive in-person meeting
expected to take place, as planned, in St. Petersburg in the summer of 2022.
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vi Preface

The peer-reviewed chapters of this volume, arranged alphabetically by first
author’s name, consist of 22 of the papers presented at the 2021 symposium. The
editors would like to thank the reviewers for their help, Christopher Tominich at
Birkhäuser–New York for his support of this project, and Saveetha Balasundaram
and her production team for their courteous and professional handling of the
publication process.

Tulsa, OK, USA Christian Constanda
Porto Alegre, Brazil Bardo E. J. Bodmann
Brighton, UK Paul J. Harris
January 2022



The International Steering Committee
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Christian Constanda (The University of Tulsa), Chairman; Bardo E.J. Bodmann
(Federal University of Rio Grande do Sul); Paul J. Harris (University of Brighton);
Mirela Kohr (Babes–Bolyai University of Cluj–Napoca); Massimo Lanza de Cristo-
foris (University of Padova); Sergey Mikhailov (Brunel University London); Dorina
Mitrea (Baylor University); Marius Mitrea (Baylor University); David Natroshvili
(Georgian Technical University); Maria Perel (St. Petersburg State University);
Maria Eugenia Pérez–Martínez (University of Cantabria); Ovadia Shoham (The
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Chapter 1
Approximate Solution for
One-Dimensional Compressible
Two-Phase Immiscible Flow in Porous
Media for Variable Boundary Conditions

W. Q. Barros, A. P. Pires, and Á. M. M. Peres

1.1 Introduction

In most petroleum reservoirs, there are at least two phases: oil and connate
water. Usually, water is also injected to increase oil production and keep the
reservoir pressure at some desired level. Oil displacement by injected water can
be modeled by a system of two partial differential equations representing the mass
conservation of each component and Darcy’s law replacing momentum balance.
For one-dimensional incompressible systems without mass transfer, the problem
can be solved by the method of characteristics [BL42]. If the relative permeability
curves are convex, the solution is given by a continuous two-phase saturation zone
(rarefaction wave) followed by a discontinuity (shock). This solution was further
expanded to include gravitational and capillary effects [SC59, FS59], to evaluate
the pressure drop along porous medium [W52, JBN59], and for three-phase flow
[IMPT92, GF97, AS09, CAFM16]. Analytical solutions for compressible two-phase
problems are more difficult to develop because both pressure and saturation fields
must be solved simultaneously. Approximate solutions were obtained for a two-zone
system with constant saturation in each zone [HRM58, KMJ72]. Splitting the two-
phase region in more segments improves the accuracy of the solution. The water
saturation in each zone of this multi-region system is constant, and thus the velocity
of water saturation front in the pressure solution can be neglected and a quasi-
static approach can be used [AK89]. The authors of [BH90] proposed a different
approximate solution superposing pressure transient effects on a previous saturation
profile obtained by Buckley–Leverett solution. The authors of [TR97] generalized
the theory for multiphase flow in a heterogeneous reservoir. In this approach, the

W. Q. Barros · A. P. Pires (�) · Á. M. M. Peres
Universidade Estadual do Norte Fluminense, Macaé, RJ, Brazil
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Fig. 1.1 Typical water
saturation and dimensionless
flow rate profiles for constant
injection rate for a fixed time

pressure and saturation zones move with different velocities, in which the saturation
front is always within a steady-state flow-rate zone (Fig. 1.1). It is a simplified
method to calculate the pressure profile for the problem of constant fluid injection,
in which the saturation is obtained by the immiscible Buckley–Leverett problem
and the flow rate by the single-phase compressible solution. The pressure solution
is calculated integrating Darcy’s equation [BTR98, PR03, PBR04, PBR06].

For constant boundary conditions, the Thompson–Reynolds conjecture provides
good results when compared to numerical experiments. However, for non-constant
boundary conditions, a new pressure perturbation along the reservoir appears and the
conjecture cannot be applied. In this work, we present a new procedure to generalize
the solution for non-constant boundary conditions. In Sect. 1.2, we derive the
mathematical formulation and present an approximate solution. Next, we compare
the solution with numerical results under different injection schedules and system
compressibility (1.3). Finally, some conclusions are addressed (1.4).

1.2 Mathematical Model

In this work, it is considered a one-dimensional oil displacement by water in a
homogeneous porous medium (Fig. 1.2). Additional hypothesis are:

• Immiscible and isothermal linear flow
• Constant cross-sectional area
• Negligible dispersion, gravitational and capillary effects
• Constant viscosity phases
• Constant phases and rock compressibility
• Darcy’s law is valid
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Fig. 1.2 Representation of
1D water flooding

The velocity of each phase can be calculated using Darcy’s law,

vπ = −Kkrπ
μπ

∂P

∂x
, (1.1)

where K and krπ are the absolute and phase relative permeabilities, μπ the phase
viscosity, and ∂P

∂x
the linear pressure gradient; the subscript π denotes water w or

oil o phase. Summing up the velocity for all phases and neglecting capillary effects,
one gets

qT (x, t) = −AKλT (x, t) ∂P (x, t)

∂x
, (1.2)

where A is the cross-sectional area, qT represents the total volumetric flow rate, and
λT is the total mobility of the phases (λT = krw

μw
+ kro

μo
).

To determine the pressure profile along the porous medium length, we integrate
Eq. 1.2 using a constant pressure external boundary condition

P (x = L, t) = Pi ,

in which Pi denotes the initial pressure and L is the core length, resulting in

P (x, t)− Pi = 1

AK

∫ L

x

qT
(
x′, t

)
λT (x′, t)

dx′.

Now, we introduce dimensionless time and space coordinates,

xD = x

L
, (1.3)

tD = qref t

(1 − Swi − Sor) ALφ
, (1.4)

where qref is a reference flow rate, adopted as the first injection value, and φ is
the rock porosity. The irreducible water saturation and residual oil saturation are
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denoted by Swi and Sor , respectively. Thus, the pressure drop can be written in
dimensionless variables as

PD (xD, tD) =
∫ 1

xD

qD
(
x′D, tD

)
λTD

(
x′D, tD

)dx′D , (1.5)

where

PD (xD, tD) = KAλ̂o

qref L
(P (x, t)− Pi) , (1.6)

λTD (xD, tD) = λT (x, t)

λ̂o
, (1.7)

qD (xD, tD) = qT (x, t)

qref
, (1.8)

in which λ̂o is oil mobility at water irreducible saturation. Equation 1.5 relates the
flow rate and mobility profiles to the pressure drop change at a given position xD .
In this work, we solve this problem for the case of step-change internal boundary
condition. Thus, an approximation can be obtained based on two key hypotheses:

1. The mobility profile can be obtained by the incompressible problem solution.
2. The total flow rate can be calculated considering two regions with fixed interface

position for compressible flow.

The total flow rate is obtained from a linear partial differential equation. Thus,
Eq. 1.5 applied for the internal boundary condition PD (xD = 0, tD) = PwD (tD) is
written as

PwD (tD) =
∫ 1

0

qD
(
x′D, tD

)
λTD

(
x′D, tD

)dx′D , (1.9)

where

qD (xD, tD) =
Nsteps∑
j=1

[
q
Inj
Dj

− q
Inj
Dj−1

]
qDC

(
xD, tD − tDj−1

)
.

The last equation is the flow-rate superposition, in which Nsteps is the number of
flow-rate steps until tD , qInjDj

is the injection flow rate in step j , and tDj
is the time

when qInjDj
started. The terms inside parenthesis are the (xD, tD) coordinates where

qDC and λTD are evaluated. The function qDC is the mathematical solution for the
two-region problem under constant injection rate.
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1.2.1 Approximation for λT D (xD, tD)

The mass conservation for simultaneous flow of oil and water in a linear porous
media is modeled by the equations

∂ (φSπρπ)

∂t
+ ∂ (ρπvπ)

∂x
= 0, π = w, o , (1.10)

where ρπ is the phase density. Considering an incompressible system, we find

∂Sπ

∂t
+ 1

φ

∂vπ

∂x
= 0, π = w, o .

Defining the normalized water saturation as

Snw = Sw − Swi

1 − Swi − Sor
, Sw ∈ [Swi, 1 − Sor ]

and applying the definitions of dimensionless variables (Eqs. 1.3, 1.4, and 1.8)
together with Darcy’s law (Eq. 1.1), we find [BL42]

∂Snw

∂tD
+ qD (xD = 0, tD)

∂fw

∂xD
= 0 ,

in which fw defines the water fractional flow

fw =
krw
μw

krw
μw

+ kro
μo

.

For convex relative permeability curves, the derivative dfw
dSnw

is not monotonic and
the solution is not unique. To determine the most admissible solution, we apply the
Lax [L57] and Oleinik [O57] stability criteria, and the solution is composed of a
rarefaction wave followed by a shock. The shock must be a zero-diffusion limit of
the solution given by traveling waves [L07]. The solution is given by

Snw =
⎧⎨
⎩

dfw
dSnw

−1 ( 1
qD(xD=0,tD)

xD
tD

)
, xD ∈ (

0, xBLD
)
,

0, xD ∈ (
xBLD , 1

)
,

(1.11)

where
(

1
qD(xD=0,tD)

xD
tD

)
is the self-similar variable where the inverse of dfw

dSnw
is

evaluated. The shock position is denoted by xBLD (Fig. 1.2) and is calculated solving
the Rankine–Hugoniot ODE condition.

dxBLD

dtD
= qD (xD = 0, tD)

f BLw

SBLnw
.
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1.2.2 Approximation for qDC (xD, tD)

Applying Darcy’s law (Eq. 1.1) in the mass conservation (Eq. 1.10), we find

Sπ

(
φ
∂ρπ

∂P
+ ρπ

∂φ

∂P

)
∂P

∂t
+ (φρπ)

∂Sπ

∂t

−
⎛
⎝ρπ

∂
(
Kkrπ
μπ

∂P
∂x

)

∂x
+ Kkrπ

μπ

∂ρπ

∂P

(
∂P

∂x

)2
⎞
⎠ = 0, π = w, o (1.12)

Using the rock and fluid compressibility definitions (cφ = 1
φ
∂φ
∂P

and cπ = 1
ρπ

∂ρπ
∂P

)
and summing for both phases, it is possible to derive

∂
(
λT

∂P
∂x

)
∂x

+ (cwλw + coλo)

(
∂P

∂x

)2

= φct

K

∂P

∂t
,

where ct is the total compressibility, given by

ct (x, t) = cφ + co (1 − Sw (x, t))+ cwSw (x, t) .

For small pressure gradients and slightly compressible fluids, the quadratic term can
be neglected. Thus, applying the dimensionless definitions (Eqs. 1.3, 1.4, and 1.5),
we find the dimensionless PDE for the pressure in a compressible two-phase system,

1

λTD

∂
(
λTD

(
∂PD
∂xD

))

∂xD
= γL

∂PD

∂tD
,

where the term γL is given by

γL (xD, tD) = qref L

(1 − Swi − Sor)KA

ct

λT
.

The terms γL and λTD depend on the saturation profile. To solve this equation, the
domain is divided into two regions based on the shock position, and the saturation
profile is considered constant in both zones

⎧⎪⎨
⎪⎩
∂2P ′

D

∂x2
D

= γ INL
∂P ′

D

∂tD
, xD ∈ (

0, xBLD
)
,

∂2P ′
D

∂x2
D

= γ̂L
∂P ′

D

∂tD
, xD ∈ (

xBLD , 1
)
,
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where γ INL is the average gamma in the region behind the shock, and γ̂L is the
gamma in the original oil condition. Note that P ′ indicates the pressure for the two-
zone problem. The internal boundary condition (I.B.C.) in dimensionless variables
is given by

limxD→0

(
∂P ′

D

∂xD

)
= − 1

λINTD

(I.B.C.) .

The initial condition (I.C.) and external boundary condition (E.B.C.) are

P ′
D (xD = 1, tD) = 0 (E.B.C.) ,

P ′
D (xD, tD = 0) = 0 (I.C) .

Thus, the equations that model the pressure in the inner zone are given by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂2P ′
D

∂x2
D

= γ INL
∂P ′

D

∂tD
, xD ∈ (

0, xBLD
)
,

P ′
D (xD, tD = 0) = 0 (I.C.) ,

limxD→0

(
∂P ′

D

∂xD

)
= − 1

λINTD
(I.B.C.) .

The equations for the outer region are

⎧⎪⎪⎨
⎪⎪⎩

∂2P ′
D

∂x2
D

= γ̂L
∂P ′

D

∂tD
, xD ∈ (

xBLD , 1
)
,

P ′
D (xD, tD = 0) = 0 (I.C.) ,

P ′
D (xD = 1, tD) = 0 (E.B.C.) .

The continuity of pressure and total flow rate at the interface of the two regions are
used to close the problem.

lim
xD→xBL−D

P ′
D (xD, tD) = lim

xD→xBL+D
P ′
D (xD, tD)(

λINTD
∂PD(xD,tD)

∂xD

)
xBL−D

=
(
∂PD(xD,tD)

∂xD

)
xBL+D

.

The shock position xBLD = xBLD (tD) characterizes a moving internal condition.
However, as the speed of this boundary is small, we may use a quasi-stationary
assumption, in which the effect of a moving interface is neglected in the solution.
However, the interface position is updated every time tD in order to evaluate the
dimensionless pressure PD (xD, tD).
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1.2.2.1 Solution by the Laplace Transform

The quasi-stationary hypothesis allows one to solve the two-region problem by
the Laplace transform. Applying the transform in the PDE and in both boundary
conditions and using the initial condition, the system can be written for the inner
zone as

⎧⎨
⎩
∂2P̄ ′

D

∂x2
D

= γ INL uP̄ ′
D, xD ∈ (

0, xBLD
)
,

limxD→0

(
∂P̄ ′

D

∂xD

)
= − 1

uλINTD
(I.B.C.)

and for the outer zone as
⎧⎨
⎩
∂2P̄ ′

D

∂x2
D

= γ̂LuP̄ ′
D, xD ∈ (

xBLD , 1
)
,

P̄ ′
D (xD = xDs, u) = 0 (E.B.C.) .

The coupling condition in Laplace’s domain is given by

lim
xD→xBL−D

P̄ ′
D (xD, u) = lim

xD→xBL+D
P̄ ′

D (xD, u)(
λINTD

∂P̄ ′
D(xD,u)
∂xD

)
xBL−D

=
(
∂P̄ ′

D(xD,u)
∂xD

)
xBL+D

.

The general solution is

P̄ ′
D (xD, u) = A0e

√
γ INL uxD + A1e

−
√
γ INL uxD , for xD ∈ (

0, xBLD
)
,

P̄ ′
D (xD, u) = A2e

√
γ̂LuxD + A3e

−
√
γ̂LuxD , for xD ∈ (

xBLD , 1
)
.

Applying the boundary and coupling conditions, it is possible to write the
following system of equations:

⎛
⎜⎜⎜⎝

1 −1 0 0
0 0 eα̂LxDs e−α̂LxDs

eα
IN
L xBLD e−αINL xBLD −eα̂LxBLD −e−α̂LxBLD

λINTDα
IN
L eα

IN
L xBLD −λINTDαINL e−αINL xBLD −α̂oeα̂LxBLD α̂oe

−α̂LxBLD

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎝
A0

A1

A2

A3

⎞
⎟⎟⎠ =

⎛
⎜⎜⎜⎝

− 1
λINTD

1
uαINL

0
0
0

⎞
⎟⎟⎟⎠ ,
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with αINL =
√
γ INL u and α̂L = √

γ̂Lu. The coefficients A0, A1, A2, and A3 are
calculated through

A0 = 1

λINTDα
IN
L u

⎛
⎝2λINTDα

IN
L

(
e−α̂LxBLD − eα̂L

(
xBLD −2

))
− e−αINL xBLD ΩL

2cosh
(
αINL xBLD

)
ΩL

⎞
⎠ ,

A1 = 1

λINTDα
IN
L u

⎛
⎝eα

IN
L xBLD ΩL + 2λINTDα

IN
L

(
e−α̂LxBLD − eα̂L

(
xBLD −2

))

2cosh
(
αINL xBLD

)
ΩL

⎞
⎠ ,

A2 = −2e−2α̂L

uΩL

,

A3 = 2

uΩL

,

in which

ΩL =
(
α̂L + λINTDα

IN
L

) (
e
(
αINL −α̂o

)
xBLD + eα̂L

(
xBLD −2

)−αINL xBLD

)
,

+
(
α̂L − λINTDα

IN
L

) (
e−

(
αINL +α̂L

)
xBLD + eα̂L

(
xBLD −2

)+αINL xBLD

)
.

The coefficients A0, A1, A2, and A3 are time dependent because the interface
position between the regions moves. Finally, we can apply Darcy’s law (Eq. 1.2)
in the two-zone pressure solution and obtain the approximated flow-rate profile

q̄DC (xD, u) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

−λINTD
√
γ INL ue

√
γ INL uxDA0 + λINTD

√
γ INL ue

−
√
γ INL uxDA1

for xD < xBLD ,

−√
γ̂Lue

√
γ̂LuxDA2 +

√
γ̂Lue

−
√
γ̂LuxDA3

for xD > xBLD .

(1.13)

These equations are inverted to real space using Stehfest’s algorithm [GS70]. When
the water front position reaches the external core face, Eq. 1.13 for xD < xBLD is still
valid; however, the terms γ INL and λINTD must be averaged inside the core domain
(xD ∈ (0, 1)).
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1.3 Model Validation

In this section, we apply the developed solution for a set of typical laboratory core
flood experiment parameter sets (Table 1.1). The relative permeability curves were
generated using the Corey model [C56],

{
krw = k

Swor
rw (Snw)

nw ,

kro = k
Swi
ro (Sno)

nwo ,

using properties shown in Table 1.2 and Fig. 1.3. The mobility ratio is given by

M = λ̂w

λ̂o
, where λ̂w and λ̂o denote the water mobility at residual oil saturation and

the oil mobility at irreducible water saturation. For the data shown in Table 1.2, we
have M = 1.875.

All solutions discussed in this section are compared to numerical results.

1.3.1 Injection Schedule 1

The first case analyzed is an isochronal schedule composed of three increasing
injection flow rates followed by a falloff (Table 1.3). To generate the approximate
solution, the first step is solving the incompressible problem (Eq. 1.11) using the
fractional flow shown in Fig. 1.3. Comparing the incompressible solution with the

Table 1.1 Typical rock and
fluid properties for core flood
experiments

Core length L = 15 [cm]
Cross-sectional area A = 11.4 [cm2]
Porosity φ = 0.1 [-]
Absolute permeability K = 200 [mD]
Initial injection rate q0

T = 0.54 [cm3/min]
Water viscosity μw = 1.0 [cp]
Oil viscosity μo = 5.0 [cp]
Rock compressibility cr = 9.8E − 6 [1/Kgf/cm2]
Water compressibility cw = 1.0E − 6 [1/Kgf/cm2]
Oil compressibility co = 4.0E − 5 [1/Kgf/cm2]

Table 1.2 Relative
permeability curves
parameters

Swi = 0.20

k
Swi
ro = 0.80

Swor = 0.20

k
Swor
rw = 0.30

nw = 2.2

nwo = 2.0
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Fig. 1.3 Relative permeability curves (left) and water fraction flow curve (right) for data shown
in Tables 1.1 and 1.2

Table 1.3 Injection
schedule 1

tD qINJD

0.00–0.05 1.0

0.05–0.10 2.0

0.10–0.15 3.0

0.15–0.20 0.0

Fig. 1.4 Analytical and numerical saturation profiles for schedule 1

numerical compressible solution (Fig. 1.4), it can be observed that the saturation
profile matches for different injection times.

Once we have the saturation profile, we can solve Eq. 1.13 and obtain an
approximate flow rate. In Fig. 1.5, three differentΔtD after the first flow-rate change
(tD = 0.05) are compared. Note that the greatest difference between solutions



12 W. Q. Barros et al.

Fig. 1.5 Analytical and
numerical flow-rate profile
for different ΔtD after
tD = 0.05

Fig. 1.6 Analytical and
numerical PwD solution for
schedule 1

appears at small times (ΔtD = 1e−8). AfterΔtD = 1e−7, the solutions present close
agreement. Using the calculated λTD and qD , it is possible to integrate Equation 1.9
and obtain the final solution (Fig. 1.6).

1.3.2 Injection Schedule 2

The second case changes the injection flow rate schedule (Table 1.4) using the
same reservoir properties (Tables 1.1 and 1.2). Schedule 2 is composed of three
isochronal decreasing flow rates, followed by a falloff. Figures 1.7 and 1.8 present
the saturation and flow-rate profiles compared with the compressible numerical
solutions. The presented profiles are calculated at three differentΔtD after the falloff
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Table 1.4 Injection
schedule 2

tD qDi

0.00–0.05 1.0

0.05–0.10 2/3

0.10–0.15 1/3

0.15–0.20 0.0

Fig. 1.7 Analytical and
numerical saturation profiles
for different tD for schedule 2

Fig. 1.8 Analytical and
numerical flow-rate profile
for different ΔtD after
tD = 0.15

(tD = 0.15). It can be noted that both solutions agree and can be used to build the
pressure solution of the original problem (Fig. 1.9). Note that our approximation of
PwD agrees with numerical simulation for all flow-rate steps.
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Fig. 1.9 Analytical and
numerical PwD solution for
schedule 2

Fig. 1.10 Analytical and
numerical saturation profile
for different tD for a more
compressible system

1.3.3 Compressibility Effect

Schedule 1 (Table 1.3) was used to analyze the compressibility effects in the
results (cr = 1.0E − 2 1/MPa and co = 4.0E − 3 1/Kgf/cm2 keeping all other
properties constant. Even increasing the compressibility by a factor of 100, the
incompressible and compressible saturation profiles still match (Fig. 1.10). As this
system is much more compressible, it is expected that the flow rate propagates
slower in the reservoir (Fig. 1.11). It can be noted that both solutions agree after
ΔtD = 1e−6. The pressure solution is presented in Fig. 1.12 showing the excellent
agreement with numerical compressible simulation.
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Fig. 1.11 Analytical and
numerical flow-rate profile
for different ΔtD after
tD = 0.10

Fig. 1.12 Analytical and
numerical PwD solution for a
more compressible system

1.4 Conclusion

This work presents a new solution for the pressure drop along a linear porous
medium considering immiscible two-phase oil displacement and a step-rate variable
boundary condition. The solution is calculated based on two main hypothesis:

1. The mobility profile can be determined by the incompressible problem solution.
2. The total flow rate can be calculated by a dual-zone compressible problem.

The model was tested for two different flow rate schedules, and the results were
compared to numerical solutions with excellent agreement. The analytical solution
built in this work can be used to model laboratory core flood experiments.
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Chapter 2
On Pseudo-Cross Sections for Neutron
Escape from a Domain by a Physical
Monte Carlo Simulation

D. G. Benvenutti, L. F. F. C. Barcellos, and B. E. J. Bodmann

2.1 Introduction

Neutron transport in finite multiplicative media is relevant in a variety of applica-
tions, as for instance in medicine, industrial applications, energy production and
many others. In these situations, nuclear interactions occur in the domain and
neutrons escape from the domain constituting the physics of the system that can
be dealt with by deterministic methods, such as the Pn and Sn approximations,
or stochastic methods, such as the physical Monte Carlo method [La06]. It is
noteworthy that these nuclear interactions are generally classified as absorption or
scattering interactions and are quantified using the concept of nuclear cross sections,
which are directly related to the probability for an interaction to occur such that
each nuclear species in the medium has an associated cross section for each type of
interaction [La66].

Concerning the deterministic treatment of this kind of problem, the necessary
boundary conditions depend on the neutron flux in the domain, which in turn depend
on the knowledge of the flux of escape neutrons across the boundary. Usually,
the neutron flux is assumed to be zero at the boundaries or in regions close to
these boundaries known as extrapolation distances [FeEtAl17, OlEtAl17, OlEtAl19,
TuEtAl19]. Although this assumption is a reasonable approximation, it does not
match exactly with reality. Differently, the application of the Monte Carlo method
in the study of neutron transport in finite domains, such as in nuclear reactor cores,
does not require the prior knowledge of the neutron flux on surfaces and allows to
analyse and account for neutron escape in a simulation according to the microscopic
physics of the problem in consideration [BaEtAl21].
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Thus, the present work reports on a novel approach in the study of neutron
transport including escape from finite domains using a Monte Carlo simulation.
More specifically, escape is treated in an analogous way to the absorption reaction
but outside the domain of interest. Consequently, it has the same characteristics as
a real interaction and can be quantified by an associated pseudo-cross section. To
this end, neutron escape or leakage is interpreted as a pseudo-interaction and one
may use the conception of reaction rates determined by a physical Monte Carlo
simulation. This type of method makes use of neutron tracking while providing the
position and energy of each neutron at the interaction vertices when located in the
finite domain. Tallying allows then to compute pseudo-cross sections for neutron
escape which may be cast in analytical functions, so that these can be applied in
subsequent either deterministic or stochastic approaches.

2.2 The Physical Monte Carlo Simulation

The physical Monte Carlo simulation is a stochastic method used in the study of
neutron transport, which allows the treatment of problems with complex geometries
without the need for simplifications frequently applied in deterministic methods.
On the contrary to analytical or numerical approaches, the physical Monte Carlo
method is characterized by simulating the processes which constitute the Boltzmann
transport equation, mimicking the real microscopic physical process at each instance
in the history of each individual neutron. Associated reaction rates are based on
probabilistic descriptions and provide the amplitudes for each specific event that
may occur. The stochastic method like the transport equation is formulated in a
seven-dimensional phase space (energy, oriented solid angle, position and time) as
long as no simplifying assumptions are imposed. Thus, every individual neutron
can be tallied using the track and interaction data recorded for posterior statistical
analysis. From the simulation of a sufficiently large number of neutron histories and
starting from an initial neutron population, it is possible to obtain physical quantities
of interest, such as the neutron density, the scalar and angular flux and reaction rates,
among others. One of the features of the physical Monte Carlo method is that it
considers random processes that are not handled by directly solving the transport
equation through deterministic methods [CaCa75].

One of the main advantages of the Monte Carlo method is that uncertainties due
to the stochastic nature of the procedure can be reduced by increasing the number of
simulated histories, in distinction to deterministic methods, where errors involved
are systematic and cannot be reduced, since they come from necessary simplifying
hypotheses, such as discretization of the independent variables or treating a three-
dimensional problem in a dimensionally reduced fashion. A property of stochastic
methods is that they provide results through tallies, e.g., the number of a given
interaction over a period of time, in intervals ΔV ΔE and ΔΩ that constitute
the physical phase space and are previously defined. In practice, the size of these
intervals (the resolution) depends on the number of simulated neutron histories,
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and the larger the sampling of these histories, the more one may reduce the size of
these intervals to obtain more detailed distributions without statistical fluctuations
becoming dominant [LeMi84].

Developed in C++, the Monte Carlo simulator employed and adapted in this
work was created as described in reference [CaEtAl11] and was successively
restructured and optimized as reported in [CaEtAl13, BarEtAl17, BaEtAl21]. One
of the differences to other neutron transport Monte Carlo codes is that in the present
implementation the nuclear cross section data are parameterized by continuous
functions implemented in the programme, while in most existing simulators the
cross sections are determined by interpolating data from huge databases. In the
simulator used in this work, the entire history of each neutron is assembled in
the Monte Carlo steps, where they are generated by random events in the spirit of
Markov chains. Resuming, at each Monte Carlo step, the neutron propagates from
an initial position to an end position, and if the final position is outside the finite
domain of interest, the neutron is said to have escaped and its history ends, while
otherwise the neutron will induce an interaction at the final position located in the
domain and a new Monte Carlo step describing a new neutron trajectory is initiated.

The history of two neutrons born from fission represented by (n, f ) as simulated
with the Monte Carlo simulator described in detail in references [BarEtAl17,
BaEtAl21] is exemplified in Fig. 2.1. One of the neutrons is absorbed in the finite
medium by an absorption reaction represented by (n, γ ), while the second one
undergoes successive scattering interactions, represented by (n, e), until it escapes
the finite medium. Here, (n, z) represents the escape interaction and will be defined

Fig. 2.1 Possible histories of two neutrons in a finite domain
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later. Note that each displacement the neutron performs characterizes one Monte
Carlo step in the simulation process.

2.3 The Pseudo-Cross Section for Neutron Escape

Based on the simulation data of a neutron transport problem in a finite domain using
the physical Monte Carlo method, we developed the methodology to obtain the
pseudo-cross section for neutron escape. To this end, it is possible to start from the
concept of reaction rates, which are defined as the number of interactions per unit
volume and per time unit at position r and at time t . More formally, it is possible
to define the reaction rate from a density function known as neutron angular density
(n(r,Ω, E, t)) that gives the number of neutrons per unit volume, per energy unit
and per solid angle unit, at position r, with velocity in the direction Ω and with
energy E at time t [BeGl70, La66]. Furthermore, this density function is defined
in such a way that n(r,Ω, E, t)dΩdE represents the number of neutrons per unit
volume at position r and time t , considering neutrons with energy in the infinitesimal
range dE around the energy E and whose direction of motion points into the
differential solid angle dΩ around Ω . Thus, the reaction rate of an interaction of
type i at position r and at a time t can be written as

R(r, t)i =
∫ ∞

0
Σi(E)v(E)

∫
4π
n(r,Ω, E, t)dΩdE .

Here, Σi(E) represents the macroscopic cross section of interaction type i, v(E)
is the neutron speed and the integral

∫
4π n(r,Ω, E, t)dΩ corresponds to the total

number of neutrons per unit volume and per energy unit at position r and at time t
for neutrons with energy E and integrating over all directions.

An alternative way of writing the reaction rate, which will be used in this
approach, is to consider energy-dependent density functions. Furthermore, in the
present approach, a stationary case is assumed, i.e., n(r,Ω, E, t) does not vary with
time during the time interval that is being simulated in the finite domain. Therefore,
for a steady state case, the reaction rate of interaction type i, per energy unit, at
position r, at time t and considering neutrons with energy E is given by

R(r, t, E)i = Σi(E)v(E)

∫
4π
n(r,Ω, E)dΩ .

Now, two additional definitions that characterize types of interactions need to be
made. First, an escape pseudo-interaction indicated by the subscript z is understood
when in the simulation a neutron escapes the finite domain and this pseudo-
interaction is associated with the starting position with time stamp t and the initial
neutron energy in the respective Monte Carlo step. By construction, the escape
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pseudo-interaction will have an associated reaction rate per energy unit written as

R(r, t, E)z = Σz(r, E)v(E)
∫

4π
n(r,Ω, E)dΩ ,

where Σz(r, E) is the macroscopic pseudo-cross section for neutron escape.
Unlike the cross sections that characterize real interactions, which vary only

with the neutron energy, the escape pseudo-cross section varies with both the
kinetic energy of the neutron and its position in space, since neutrons closer to the
boundaries of the finite domain are expected to have greater chances of escaping.
Furthermore, the pseudo-cross section does not vary with time, since only steady
state cases are being considered and it is assumed that this implies the reaction rate
does not vary with time either. Note that these assumptions were validated in the
simulations.

Usually, the total interactions in the physical system, represented by the subscript
t , include any kind of real interaction, that is, scattering and absorption interactions.
With the introduction of an escape pseudo-interaction, the set of all possible
interactions in the domain shall include also escape. In this way and to avoid
ambiguities, integral interactions represented by the letter y are defined as the sum of
any type of interaction that occurs in the domain, whether real interactions, such as
scattering, or pseudo interactions, such as escape. Thus, the reaction rate of integral
interactions per energy unit at time t , at position r and energy E is

R(r, t, E)y = Σy(r, E)v(E)
∫

4π
n(r,Ω, E)dΩ .

Here, Σy(r, E) is the integral macroscopic cross section and is, by definition, the
sum of the total macroscopic cross section of the medium with the macroscopic
pseudo-cross section for neutron escape previously introduced, i.e., Σy(r, E) =
Σz(r, E)+Σt(E).

Based on the reaction rate, it is possible to obtain the number of accumulated
interactions up to time t0. Thus, considering neutrons with energy E and in the time
interval Δt = (t0 − 0), the number of escape interactions per energy unit and per
unit volume at r is

N(r, E)z =
∫ t0

0
R(r, E, t)zdt = Σz(r, E)

∫ t0

0

(
v(E)

∫
4π
n(r,Ω, E)dΩ

)
dt .

(2.1)

Similarly, the number of integral interactions per unit volume and per energy unit at
r, with E and in the time interval Δt is then

N(r, E)y =
∫ t0

0
R(r, E, t)ydt = Σy(r, E)

∫ t0

0

(
v(E)

∫
4π
n(r,Ω, E)dΩ

)
dt .

(2.2)
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Note that using a steady state approach allows to remove Σy(r, E) and Σz(r, E)
from the time integral in the above equation, so that the spectral scalar neutron
flux, i.e., the integral

∫ t0
0

(
v(E)

∫
4π n(r,Ω, E)dΩ

)
dt , appears in both Eqs. (2.1)

and (2.2), respectively. Therefore, by manipulating these equations, it is possible to
obtain the following relation:

N(r, E)z
N(r, E)y

= Σz(r, E)
Σy(r, E)

= Σz(r, E)
Σz(r, E)+Σt(E)

.

Now, isolating Σz(r, E) from the above equation, one obtains the macroscopic
pseudo-cross section for neutron escape.

Σz(r, E) = N(r, E)z
N(r, E)y

Σt (E)

(
1 − N(r, E)z

N(r, E)y

)−1

. (2.3)

Equation (2.3) allows to determine the pseudo-cross section for neutron escape for a
given physical application. Evidently, variations in geometric properties or chemical
composition in this application implies in different Σz(r, E).

Whenever necessary and in order to facilitate the post-processing of statistics,
one last assumption can be made, which is the density functions N(r, E)z and
N(r, E)y are separable and are described as the product of two simpler density
functions. The first one represents the number of interactions per unit volume, which
varies only with position r, and the second one counts the number of interactions per
energy unit, which varies only with the neutron energy E. Thus, Eq. (2.3) becomes

Σz(r, E) = nzr (r)nzE (E)
nyr (r)nyE (E)

Σt (E)

(
1 − nzr (r)nzE (E)

nyr (r)nyE (E)

)−1

. (2.4)

Here, nzr (r) and nyr (r) represent the number of escape and integral interactions per
unit volume, while nzE (E) and nyE (E) represent the number of escape and integral
interactions per energy unit, respectively. It is noteworthy that this simplification is
not necessarily true especially near the surfaces of the finite domain, nevertheless it
still allows to obtain satisfactory global results by the approximate approach.

Considering the case where the number of interactions per unit volume and the
number of interactions per energy unit are not separable, in order to obtain the terms
for the right-hand side in Eq. (2.3), as stated in Sect. 2.2, the intervals ΔV and ΔE
that constitute the phase space were previously defined, therefore, both N(r, E)y
and N(r, E)z are easily found from the Monte Carlo simulation of the neutron
transport in the finite domain of interest. For example, let Cz be the number of
escape interactions in ΔV at r and in ΔE around E obtained from the simulation
considering a time interval Δt . From the definition of N(r, E)z, Cz is given by

Cz =
∫ Ef

Ei

∫
D

N(r, E)zdV dE .
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Here, Ei and Ef define the total energy interval of interest and D is the spatial
domain limit, where the ΔE and ΔV intervals specify the resolution, respectively.

A way to approximate the number of escape interactions in the incremental
intervals and also more convenient is to consider that ΔE and ΔV small enough so
that Cz ≈ N(r, E)zΔVΔE. From the discretization of the phase space, the ΔE and
ΔV are known, so that the number of escape interactions per unit volume and per
energy unit at r and considering neutrons with energy E during Δt can be written as
N(r, E)z ≈ Cz

ΔVΔE
. Since r and E are arbitrary and all ΔV and ΔE that cover the

phase space are known, it is possible to construct N(r, E)z for the entire domain of
interest, in this case, the entire energy spectrum and all positions in space. Note that
by construction,N(r, E)z is discrete, taking unique values for each intervalΔV and
ΔE around r and E. The same idea can be applied to the integral interactions, so
that N(r, E)y ≈ Cz

ΔVΔE
.

Following a similar reasoning, one obtains nzr (r), nyr (r), nzr (E) and nyr (E),
so that the remaining term needed to find the pseudo-cross section for neutron
escape through Eqs. (2.3) or (2.4) is the total macroscopic cross section Σt(E). This
is obtained from the microscopic cross sections of the nuclides that make up the
multiplicative medium and are provided in the nuclear data libraries.

As stated before, the idea is to obtain the pseudo-cross section in form of an ana-
lytical function. To this end, all the terms on the right-hand side of Eqs. (2.3) or (2.4)
must be represented by analytical functions. Though these terms are obtained from
the Monte Carlo data as discrete functions, therefore, a parametrization of these
is proposed and determined through an optimization problem which consists of
minimizing the weighted sum of squared residuals. Note that the model function
must be nonlinear to parameterize the resonances present in Σt(E) and accordingly
in N(r, E)z and N(r, E)y . By virtue of the model function being nonlinear, an
iterative algorithm was used to solve the minimization problem, in the present
treatise the Levenberg–Marquardt algorithm.

Basically, the model function is made up of sums and products of polynomial
functions, window functions and rational functions. The rational functions used
here served mainly to deal with the resonance regions of the cross sections and
are described by

f (x) = a0

(
1 +

(
x − a1

a2

)2
)−1

,

where a0, a1 and a2 are obtained from the fitting process. The choice of this type of
function is due to the fact that individual resonances are physically described by the
Breit–Wigner distribution, which has the form of a rational function. The other type
of function used in the parametrization is a window function, which is not directly
used in the curve fitting process, but serves to divide the dense resonance regions
present in the cross sections into sub-regions in which the curve fitting process can
be performed without resulting in divergences. In addition, this type of function is
used to separate the regions of the cross section that do not have resonances from
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Fig. 2.2 Microscopic fission cross section of uranium-235

those that do, because the fitting process of the regions that do not show resonances
may be setup by simple polynomial functions. In this work, the window functions
are constructed using hyperbolic tangent functions.

w(x) = 1

2
(tanh(a0(x − a1))+ a2 − tanh(a3(x − a4))) .

Here, a0 and a3 are adjusted in such a way that the error between the cross section
data and the parametrization function is minimized, while a1, a2 and a4 limit the
range in which the respective window function acts.

In Fig. 2.2, the microscopic fission cross section of the uranium-235 obtained
directly from the database is represented by the black points and the analytic
function composed of polynomials, rational and window functions that reproduces
these points is represented by the red line. Furthermore, in the figure, a small
range of the resonance region is shown to point out the large amount of resonances
present in the cross section. These regions with dense variations are common in
heavy nuclides and imply in pronounced oscillations in the total cross section of
the medium, a necessary ingredient to obtain the pseudo-cross section for neutron
escape through Eqs. (2.3) or (2.4).

2.4 Calculation of Σz(r,E) for a Spherical Case

In order to apply the proposed methodology to calculate the pseudo-cross section
for neutron escape, neutron transport in a spherical finite multiplicative medium
similar to early criticality experiments was simulated. The medium was composed
of 72% of water, which plays the role of the moderator for fast neutrons, and 28%
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of uranium dioxide, which is the nuclear fuel. Furthermore, the uranium present in
the fuel was enriched to 2.5%, i.e., 2.5% of the uranium in the uranium dioxide is
uranium-235. The spherical finite domain had a diameter of 76 cm, and due to the
fact that the simulation was performed on a personal computer without large storage
capacity the initial population amounted to 2 × 104 neutrons. These characteristics
were chosen so that the multiplicative medium operated in a critical regime, which
represented a situation where the neutron distribution in the domain did not vary
with time, i.e., represented a steady state problem. For this setup, the respective
pseudo-cross section for neutron escape was obtained by the methodology covered
in Sect. 2.3.

As can be seen in the results further down, the number of initial neutrons used
is relatively small and implies in some limitations, mainly due to the incremental
intervals that constitute the phase space, which are not small enough to describe the
neutron distributions with all its details in the domain. Despite this shortcoming,
the main idea in this work is to present the methodology for obtaining the pseudo-
cross section for neutron escape, so that these calculations for the present simulation
may be understood as an instructive example for applications of the lined out new
conception. Furthermore, even with these limitations, global and semi-quantitative
properties of the pseudo-cross section can be determined. Nevertheless, for future
applications, a larger ensemble with neutrons shall be used as the initial condition
of the simulation.

Returning to the calculation of the pseudo-cross section of neutron escape for
the present situation, nzr (r), nyr (r), nzE (E) and nyE (E) are determined from the
generated data by the Monte Carlo simulation and Σt(E) by the nuclear database
so that one is ready to calculate the associated Σz(r, E) through the simplified way
described by Eq. (2.4). In Fig. 2.3, the analytical function that parametrizes the total
macroscopic cross section of the simulation medium is shown. By inspection, one
observes that Σt(E) is composed of several resonances, which was to be expected,
since these stem from the resonances present in the microscopic cross sections of
the nuclides that make up the medium, mainly not only from uranium for lower
energies but also from oxygen for higher energies.

Two other necessary terms are the density functions that represent the number
of interactions per unit volume, i.e., nzr (r) and nyr (r). In Fig. 2.4, these density
functions are illustrated as black points representing the counts obtained directly
from the simulation and by the blue and red solid lines that parametrize these points
in form of analytical functions. Note that the graph is in linear scale and only
interactions that occurred at a radius larger than 26 cm are presented, since almost no
neutrons escaped from the central region of the finite domain. Furthermore, one may
notice that the number of escape interactions is too small and practically constant
up to approximately 70 cm. From this point on, which is already very close to the
finite domain boundary, an exponential like growth sets in such that the closer the
positions are to the surface, the larger is the number of escape interactions that
approximate the number of integral interactions in the domain. This implies that
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Fig. 2.3 Total macroscopic cross section of the medium

Fig. 2.4 Number of escape and integral interactions per unit volume

the nzr (r)
nyr (r)

ratio tends to unity when r tends towards the radius that limits the finite
multiplicative medium, in this case, 76 cm.

The ultimate functions needed to find the pseudo-cross section for neutron escape
through Eq. (2.4) are nzE (E) and nyE (E). Again, in Fig. 2.5, these are illustrated
as black points representing the counts obtained directly from the Monte Carlo
simulation, while the blue and the red solid lines parametrize these points in an
analytical fashion. One observes that the number of escape interactions per energy
unit has the same behaviour as the number of integral interactions except for the
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Fig. 2.5 Number of escape and integral interactions per energy unit

peak regions. Furthermore, throughout the energy spectrum, the order of magnitude
in the number of escape interactions varies between 1 and 10% compared to the
order of magnitude of the integral interactions, which is an expected proportion for
this kind of problem.

Other features that can be identified in Fig. 2.5 are the visible peaks and
crevasses. With regard to the integral interactions, these peaks signify an increase
in the number of interactions in certain narrow regions of the energy spectrum and
are a direct consequence of the total cross section. On the other hand, for escape
interactions, there are crevasses in the same regions of the energy domain and
these represent a decrease in the number of escape interactions, which is also a
direct consequence of Σt(E), as discussed further down. Figure 2.5 also illustrates
the limitations due to the low number of initial neutrons already mentioned in the
beginning of this section. By inspection, one notices that the number of resonances
in the total macroscopic cross section shown in Fig. 2.3 is considerably larger than
those observed in Fig. 2.5. In fact, these peaks are also expected to appear in the
number of interactions per energy unit as shown in Fig. 2.5, however, the sparse
sampling made it impossible for the resonances to be sharply reproduced since the
density of simulated data points is too low and it is impossible to identify these
peaks with fidelity in the optimization process. As can be seen in the figure, only
some resonances up to 1 × 10−4 and around 1 × 100 were parameterized through
the analytic function, while in the region with the most dispersed data, only their
average was determined in the data fit process.

Another limitation is due to the use of considerably large incremental intervals
ΔE such that the heights of the peaks in Fig. 2.5 are higher for integral interactions
and consequently smaller for escape interactions, a property of averages. This effect
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occurs because in the same ΔE, the number of interactions per energy unit is
influenced by regions in the energy spectrum with a high cross section, characterized
by the extremes of the resonances, and regions with a lower cross section in the
immediate vicinity of these extremes. In order to deal with these limitations, the
total macroscopic cross section of the medium used to calculate the pseudo-cross
section for neutron escape has been averaged so that in the energy region of the
spectrum that corresponds to the interval in which the data is dispersed in Fig. 2.5
also the mean value of Σt(E) was considered. Furthermore, for each of the ΔE that
constitute the phase space, the mean of the total cross section was obtained from the
integration of the analytic function which represents Σt(E) as shown in Fig. 2.3 and
considering as integration limits the respective intervals ΔE.

Due to the analytic representation of all functions, the integration process is
simple and fast. In this way, the shortcoming by the low initial number of neutrons
can be compensated and Σz(r, E) can be obtained based on this approximation as
illustrated in Fig. 2.6, where the total macroscopic cross section is shown according
to the adopted energy resolution. It is evident that the above procedure does not
need to be performed if ΔE is of compatible size with the resonance densities so
that the total macroscopic cross section used to calculate the pseudo-cross section
for neutron escape is the one illustrated in Fig. 2.3, which is of the same precision
as the database.

Fig. 2.6 Total macroscopic cross section according to the adopted energy resolution
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Fig. 2.7 Escape probability density function

Before presenting the pseudo-cross section for the implemented simulation and
based on the density functions that represent the number of interaction per volume
unit and per energy unit, it is useful to determine the neutron escape probability as a
function of the neutron position and its energy (shown in Fig. 2.7) upon introducing
a normalization N(r,E)z

N(r,E)y
. In agreement with expectation from experimental evidence,

the escape probability increases as the neutron position gets closer to the boundaries
of the finite domain and as the neutron’s energy increases. Moreover, the escape
probability significantly decreases for neutrons whose kinetic energy corresponds to
the energy of one of the resonances present in the total macroscopic cross section.
This result is also expected theoretically, because at these resonances the probability
of a real interaction in the domain increases considerably and thus decreases the
chance of the respective neutron to escape. The same explanation applies for the
peaks and crevasses in the number of interactions per energy unit in Fig. 2.5.

Finally, with all terms on the right-hand side of Eq. (2.4) known and parameter-
ized by analytic functions, it is now possible to calculate the function that represents
the pseudo-cross section for simulated neutron escape from the finite domain as
shown in Fig. 2.8. Note that the peaks remain visible which is expected since the
pseudo-cross section depends directly on the escape probability density function and
Σt(E). In fact, peaks are expected to imply a decrease in Σz(r, E), however, as can
be seen, the weaker oscillating behaviour may also be related to the aforementioned
limitations and the procedure for dealing with these by the use of averages, as well as
by anti-correlations between the resonances along event chains, thus decreasing the
number of interactions per energy unit. Nevertheless, the general behaviour of the
pseudo-cross section is as expected so that in principle the implemented simulation
may be considered consistent and sound from the programming and physical point
of view, respectively.
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Fig. 2.8 Macroscopic pseudo-cross section for neutron escape

2.5 Properties and Application of Σz(r,E)

As discussed in Sect. 2.1, the escape can be quantified through the pseudo-cross
section for neutron escape. An interesting property of Σz(r, E) is that neutrons that
approach and interact near the surfaces of the finite domain tend to escape, implying
that practically all interactions, except for some back scattering that redirects the
neutron into the domain, are escape interactions. This can also be seen in Fig. 2.4
where the ratio between the number of escape interactions and integral interactions
tends to unity as the interaction position approaches the boundary radius of the
spherical multiplicative medium. Thus, note that

N(r, E)z
N(r, E)y

→ 1 �⇒ Σz(r, E)→+∞ .

Based on this property, it is possible to use Σz(r, E) in deterministic and stochastic
approaches considering initially infinite domains in a way that Σz(r, E) may
account for the finite contours of a medium volume of interest. Thus, the intro-
duction of Σz(r, E) in neutron transport problems may be justified the same way
absorption cross sections are accounted for, i.e., leakage may be inserted directly
in the transport equation for deterministic methods or added as a possible pseudo
reaction in the random process that dice the type of interaction in stochastic
methods.

This conception brings about an advantage in stochastic methods such as the
physical Monte Carlo. Using the probability density functions for escape implies a
reduction in the number of Monte Carlo steps in the simulations, since the execution
of the last step of the neutron which escapes the domain (i.e., tracking) is no
longer necessary. Moreover, these distributions may even simplify deterministic
methods since there is no longer any need for neutron fluxes as boundary conditions.
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Otherwise, the knowledge of the flux of neutron escape at the boundary may replace
the commonly imposed zero flux condition or constructions that make use of an
extrapolated distance.

2.6 Conclusion

In the present work, a new approach to quantify neutron escape from finite domains
was presented by a methodology which results in a pseudo-cross section for
neutron leakage and treats the latter on the same base as the physical interactions.
Furthermore, with the calculation of this pseudo-cross section for a specific case,
some global characteristics could be verified although it would have been desirable
to implement the simulation starting with a larger ensemble, for instance, with
106 neutrons. Highly populated initial ensembles allow to cast all density and
distribution functions in analytical form so that the resulting pseudo-cross section is
then crucial to improve, simplify and facilitate calculations and simulations involv-
ing the neutron transport in finite domains for stochastic as well as deterministic
approaches.

Apart from the indicated limitations, we derived and showed how to use the
pseudo-cross section conception for neutron escape in the study of neutron transport.
Evidently, the higher the resolution, the better are the parametrizations and the
more accurate are the reproduction of physical details such as the influence of
the resonances on the densities and the probability functions. Nevertheless, the
present approximation of Σz(r, E) by the use of averages in the spatial and energy
intervals clearly showed the perspectives that arise so that in future simulations with
power computing resources all the known details in Σt(E) may be embedded in the
calculation of the escape cross section and that the rich influence of the resonances
and their effects on leakage may be evaluated in high fidelity.

Another type of study that can be done is the improvement of the methodology
for obtaining the pseudo-cross section for neutron escape through the consideration
of non-stationary problems and the dependence on the direction of motion of the
neutrons in such a way that Σz(r, E) becomes more accurate and generalized.
Finally, it is worth noting that this is a first approach in the study of neutron escape
through a pseudo-cross section and that other properties and applications in different
areas of particle transport can be derived using findings from this kind of approach.
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Chapter 3
From a Unitary Symmetry Hypothesis
to Dynamical Structures in Quantum
Mechanics Models

B. E. J. Bodmann

3.1 Introduction

Mathematical modelling of physical systems in general starts from a specific
principle such as dimensional analysis or some conservation law, and in cases where
little is known about a system, a phenomenological Ansatz may define an irrevocable
initial hypothesis. The formal description that constitutes the model is frequently
given by a partial differential equation or equation system. However, conservation
laws seem to be a safe justification for the construction of a model due to the fact
that some symmetries are universal independent whether they apply to classical,
statistical or quantum mechanics among other realms, where energy and momentum
conservation are probably the most employed examples.

In classical models, the dynamical equation may have several symmetries
such as space and time translations and their associated momentum and energy
conservation, respectively, but non-homogeneous boundary conditions break some
of the symmetries explicitly. Self-consistent quantum systems though at best are
subject to a normalization condition such that finiteness of physical observables
is guaranteed or if normalization is not possible, then expectation values in the
spirit of the Gell-Mann–Low theorem shall exist [GeLo51, Mo07]. Nevertheless,
the probability fields are defined in an infinite space so that in most cases
there do not exist boundary conditions, and thus symmetries remain preserved in
dynamical formulations or may be broken spontaneously [ArEtAl03]. In this sense,
modelling quantum systems seems to be more simple than classical systems due
to the symmetry argument. When considering conservation laws and following
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the reasoning of Noether’s theorem symmetry transformations and their associated
invariants play the principal role [No18, HaEtAl04].

Commonly, a dynamical equation (system) comes first, and only in a second
step the symmetries of the equation (system) are analysed and identified. It is
probably safe to say that even without the knowledge of a dynamical equation, the
presence of (at least some) symmetries of a physical system of interest is easier to be
recognized than determining them from the model. Hence, in the present discussion,
an alternative modelling strategy is shown, which starts from a symmetry hypothesis
and progressively leads to the ingredients that allow to construct the most general
dynamical model inheriting the underlying symmetries. Evidently, such a procedure
needs a principle which provides the connection between symmetry manifestations
and dynamics, where in the present quantum system the model will define the
dynamical vacuum structure.

Symmetries in differential geometry may be built by the use of the two funda-
mental forms of Gauss with invariants such as the rest mass squared, the eigen-time
squared and an expression with the property of a phase of the type ωt − kr, which
is a composition of space-time coordinates and their dual quantities (obtained by
integral transforms) proportional to energy and momentum. While these invariants
may be interpreted in a geometrical fashion for the purpose of dynamical modelling
one needs a functional principle, i.e., the action integral together with the variational
principle [Gr09]. Furthermore, one needs a fragment of the dynamical description
as for instance a term compatible with free propagation of a quantum particle with
constant energy–momentum, which triggers the cascade of symmetry breaking and
symmetry restoring steps until in the end an invariant action arises. The aim of the
forthcoming treatise is to show how to progressively construct a model compatible
with an initial symmetry hypothesis.

3.2 The Symmetry Hypothesis

Observable quantities in quantum systems are typically computed as expectation
values provided by sesqui-linear forms. The most simple example is that of a
density, where a probability amplitude is multiplied by its adjoint so that the density
remains invariant under a unitary transformationU(1) [SaNa20]. Such an invariance
may be related with charge conservation for instance since the continuity equation
remains the same after the aforementioned transformation. Physical systems are
not necessarily governed by only one type of interaction, where U(1) could be
associated with electromagnetism so that for the second type of interaction a second
but different transformation shall be brought in which otherwise could not be
differentiated from the unitary one and thus would not present anything new. A
natural choice is the SU(2) symmetry transformation which also complies with a
charge conservation and could be similar to the weak charge of the weak interaction
for instance [GeLe60].
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Both the unitary U(1) and also the SU(2) are compatible with the continuity
equation and thus impose no restriction in the question of mass terms. In a work
[NaJo61], the presence of scalar terms like the mass terms in a quantum field model
was associated with a spontaneous symmetry breaking of chiral symmetry, so that
it seems plausible to add the chiral counterparts of the two unitary transformations
(U5(1) and SU5(2)) to the symmetry hypothesis and thus open up for the possibility
to generate the particle mass terms from spontaneously broken U5(1) ⊗ SU5(2)
symmetries. To this end, variations with respect to the combination of the symmetry
transformations are applied to the action integral δ+A = (δ + δ5)A , which is the
same applying the variations to the Lagrange densities since it is the Grassmann
variables which are being varied while the coordinates remain the same and thus the
variational operators commute with the integral operator and the invariance of the
action integral is equivalent to determining the invariant Lagrange density.

3.3 The Free Particle Lagrange Density

As an initial attempt, one may consider the free particle Lagrange density and
apply infinitesimal local unitary transformations to the Grassmann variables with
the intent to determine the terms that explicitly break the combined U(1)⊗SU(2)⊗
U5(1)⊗SU5(2) symmetries. Matter constituents are Fermions so that the free Dirac
Lagrange density is that first fragment of the model.

L0 = ı

2

(
Ψ̄ γ μ∂μΨ − ∂μΨ̄ γ

μΨ
)
.

Here, Ψ , Ψ̄ = Ψ †γ 0 are spinors and adjoint spinors, the ·† signifies the conjugate
transposition, the γ μ are the Dirac matrices and ∂μ is the extension of the∇-operator
to space–time (∂t ,∇). In the further, double occurring indices imply summation
over the time (μ = 0) and space indices (μ = 1, 2, 3).

The combined unitary symmetry group transformation in finite and infinitesimal
form is given by

Ψ → eı(Λa+γ5Λ5a)τ
a

Ψ , δ+Ψ = ı(Λa + γ5Λ5a)τ
aΨ ,

Ψ̄ → Ψ̄ e−ıτa(Λa−γ5Λ5a) , δ+Ψ̄ = −ıΨ̄ τa(Λa − γ5Λ5a) ,

whereΛa andΛ5a are local Hermitian operators with independent local eigenvalues
λa and λ5a , respectively. The adjective local means that the Hermitian operators
as well as their eigenvalues are space–time dependent and in this sense are a
manifestation of the functional character of interactions.

A complementary comment is in order here, the spinor does not only contain
spin parity information but also contains pairs of spinors which are connected by
the chiral operator, which is capable to transform the respective upper and lower
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components into each other. Isospin in medium energy nuclear physics is one
example where one state represents the proton and the other one a neutron, which
are connected by β-decays, i.e. the weak interaction.

Ψ =
(
ψ+ 1

2
, ψ− 1

2

)T
τa = (τ0, τ )

T .

Here, τ0 is the identity, τ is a vector containing as components the three Pauli
matrices and Λaτ

a is a quaternion [Pu12].
If we denote the total variation as a superposition by a unitary and chiral variation

δ+ = δ︸︷︷︸
unitary

+ δ5︸︷︷︸
chiral

, then the variation of the free Dirac Lagrange density is

δ+L0 = −1

2
Ψ̄ {γ μ, τa∂μΛa}Ψ − 1

2
Ψ̄ [γ μ, γ5τa∂μΛ

a
5]Ψ �= 0,

which because of the non-vanishing commutator ([·, ·]) and anti-commutator ({·, ·})
shows that local symmetry is explicitly broken. By inspection, one observes that
the first term is a vector current density times a vector, i.e. the derivative of the
Hermitian operator, while the second term is an axial vector current density times
an axial vector, so that one at least has an indication what type of physical field one
has to introduce together with its interaction to the Fermions in order to get one step
closer to symmetry restoration.

3.4 The Interaction Lagrange Density

The necessary terms to be introduced may be understood as symmetry constraints
G and may be added to L0 by the use of Lagrange multipliers thus ending up with
a modified Lagrange density.

L1 = L0 + gG0 + g5G1

The explicit form of L1 is given below.

L1 = L0 + gΨ̄ γ μτaΩ
a
μΨ + ıg5

2
Ψ̄

(
γ μτaΞ

a
μ −Ξa†

μ τaγ
μ
)
Ψ.

Evidently, the vector current vector field interaction term and the axial vector current
axial vector field interaction term restore the symmetry by compensating the terms
which break local symmetry of the free particle Lagrange density δL0 �= 0.
Moreover, the additional terms together with the derivative terms from the free
Dirac Lagrange density allow now to interpret them as a generalized gauge covariant
derivative in analogy to the substantial derivative in fluid mechanics. In the earlier
literature, the extended derivative was called “minimal substitution”, which appears
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here as a symmetry constraint.

∂μ → ∂μ − ıgτaΩ
a
μ + g5τaΞ

a
μ.

One may now use the fact that L1 has to be a genuine Lorentz scalar density of
weight w = −1, which imposes some constraints [γ 0, Ξ

a(†)
μ ] = 0 on the new field

associated with the chiral transformation and reduces Ξ to a block diagonal form.

Ξa
μ =

(
ξaμ 0
0 ηaμ

)
.

The necessity for the commutation relation between the parity operator (where
an arbitrary phase was dropped) and the tensor fields Ξμ becomes apparent upon
analysing the variation of the interacting Lagrange density δ+L1 as described in
detail next.

δ+L1 = −1

2
Ψ̄

{
γ μ, τa∂μΛ

a
}
Ψ − 1

2
Ψ̄

[
γ μ, γ5τa∂μΛ

a
5

]
Ψ

+g
2
Ψ̄

{
γ μ, δ+(τaΩa

μ)
}
Ψ + g5

2
Ψ̄

[
τaΛ

a, (γ μτbΞ
b
μ − τbΞ

b†
μ γ μ)

]
Ψ

+ ıg5

2
Ψ̄

(
γ μδ+(τaΞa

μ)− δ+(τaΞa†
μ )γ μ

)
Ψ (3.1)

−g5

2
ψ̄

{
γ5τaΛ

a
5, (γ

μτbΞ
b
μ − τbΞ

b†
μ γ μ)

}
Ψ.

The symmetry conditions of the variation are now based on the fact that individual
terms have their characteristic behaviour under transformations (vector, axial vector
and tensor), so that one shall group terms together with corresponding properties
under the aforementioned transformations, which constitute the symmetry condi-
tions similar to well-established gauge conditions in the field theoretical structure
of the Standard Model of elementary particles [YaMi54].

As is the case in the well-established electromagnetic interaction with spinors
the present extension to a symmetry transformation by groups defined by operators
that follow a Lie algebra, the unitary transformation of the vector field establishes a
local gauge symmetry if

gδΩa
μ = ∂μλ

a .

Furthermore, due to the anti-commutation relation of the chiral operator and the
Dirac matrices {γ μ, γ 5} = 0, the chiral variation of the polar vector field (δ5(Ω

a
μ) =

0) vanishes, and thus the first and the third terms of the right-hand side of Eq. (3.1)
cancel. If we denote the transformation matrices τ which form a Lie algebra by
isotopic-spin operators, then isotopic-spin symmetry implies

δΞb
μ = 2εabcλ

aΞc
μ
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for a, b, c ∈ {1, 2, 3} and where εabc is the totally antisymmetric Levi–Civita tensor
of rank three. Thus, the unitary variation of the tensor fields compensates the fourth
term on the right-hand side of Eq. (3.1), so that the last terms that shall match and
establish symmetry are a local and global chiral symmetry condition. Here, the local
chiral symmetry condition comes from the second term and the global one from the
last term on the right-hand side of Eq. (3.1).

g5δ5Ξ
a
μ = −ıγ5∂μλ

a
5 + ıg5τb

(
γ5λ

a
5Ξ

b
μ −Ξa

μγ5λ
b
5

)
.

What we have got so far is an interacting Lagrange density for spinor fields (i.e.
Fermions), which is invariant under a combined U(1)⊗ U5(1)⊗ SU(2)⊗ SU5(2)
symmetry transformation, and however the model is not closed yet since there is a
further need for a Boson Lagrange density so that the set of dynamical equations,
which are derived from the Lagrange density using Hamilton’s principle allow to
compute the solutions for all involved fields except for a gauge degree of freedom
still to be fixed.

3.5 The Interacting Boson Lagrange Density

The interacting Boson Lagrange density may be constructed using either formal
arguments from differential geometry or one may copy from the theory of electro-
magnetic interaction. In either case, one considers some kind of parallel transport of
momentum along an infinitesimal closed curve, which in analogy to Stokes law of
electromagnetism induces in case of curvature an axial vector field in its interior. In
order to construct from this reasoning a scalar density of weight w = −1, one
may consider a flux term, which is sesqui-linear and if only U(1) symmetry is
considered which corresponds to charge conservation, then the resulting Lagrange
density generates via Hamiltons principle the first two Maxwell equations, while the
third and fourth equations are obtained from the first two upon applying the Hodge
operator [Jo02, TeCh99]. In shorthand notation with D̃μ = ∂μ− ıgτaΩ

a
μ+ g5τaΞ

a
μ

the resulting interacting Boson Lagrange density is

L2 = 1

32g2 T rSI

{
[D̃†

ν , D̃
†
μ][D̃μ, D̃ν]

}
,

= 1

32g2 T rSI

{(
ıgτa(∂νΩaμ − ∂μΩaν)+ g5τ

a(∂νΞ
†
aμ − ∂μΞ

†
aν)

−g2[τaΩaν, τ
bΩbμ] + ıgg5[τaΩaν, τ

bΞ
†
bμ]

+ıgg5[τaΞ†
aν, τ

bΩbμ] + g2
5[τaΞ†

aν, τ
bΞ

†
bμ]

)
(−ıgτ c(∂μΩν

c − ∂νΩμ
c )+ g5τ

c(∂μΞν
c − ∂νΞμ

c )
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−g2[τ cΩμ
c , τ

dΩν
d ] − ıgg5[τ cΩμ

c , τ
dΞν

d ]
−ıgg5[τ cΞμ

c , τ
dΩν

d ] + g2
5[τ cΞμ

c , τ
dΞν

d ]
)}

,

where T rSI {·} denotes the trace over spin S and isotopic-spin I degrees of freedom.
Formally, the Lagrange density is setup by 36 terms, though as the analysis to

follow will show, there are terms which naturally vanish and there are terms that
impose restrictions such as to make sense from a physical point of view. Note,
that some of the 36 terms are identical and some of them are related by Hermitian
conjugation, so that for the cases of vanishing terms the number of expressions to be
evaluated effectively reduces. In the following, we denote as “term n-m” the trace
over spin and isotopic-spin degrees of freedom of the product between the n-th term
of the first commutator and the m-th term of the second commutator.

3.5.1 The n-n Terms

3.5.1.1 Term 1-1

This term reminds one on the completely antisymmetric tensor field term of
electromagnetism except for the additional isotopic-spin degrees of freedom.

1

32g2 T rSI
{(
ıgτa(∂νΩaμ − ∂μΩaν)

) (−ıgτ c(∂μΩν
c − ∂νΩμ

c )
)}

= 1

4
(∂νΩaμ − ∂μΩaν)(∂

μΩaν − ∂νΩaμ).

Here, the spin trace supplies a factor of 4, whereas the isotopic-spin trace yields
T r{τaτ c} = 2δac.

3.5.1.2 Term 2-2

This term is the chiral counterpart of the completely antisymmetric tensor field of
term 1-1 which yields the kinetic Lagrange density of the pseudo scalar field with
the covariant derivative.

1

32g2
T rSI

{
g5τ

a(∂νΞ
†
aμ − ∂μΞ

†
aν)

(
g5τ

c(∂μΞν
c − ∂νΞμ

c )
)}

= g2
5

16g2 T rS

{
(∂νΞ

†
aμ − ∂μΞ

†
aν)(∂

μΞaν − ∂νΞaμ)
}
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= g2
5

16g2
εαβνμD

†αχbu
β
baε

γ δμνDγ χcu
ca
δ

= 1

2
{D†αχaDαχa}

= 1

2
∂μχa∂μχa + g2Ω

μ
b Ω

b
μχ

aχa

Here, the generalized gauge covariant derivative was decomposed into the usual
gauge covariant derivative Dγ = ∂μ − ıgτaΩ

a
μ and further the 2 × 2 blocks of

the tensor field Ξ were parameterized by coefficients and the Pauli matrices ξaμ =∑
αaμbσ

b. Moreover, the following terms were interpreted in terms of a Stokes like
identity for stationary problems, so that

τa
(
∂μανba − ∂ναμba

)
= τaεαβμνDαχau

b
β

and

(
αμba ανdc − ανba α

μd
c

)
= εαβμνχaχcu

b
αu

d
β ,

where ubα represents a four velocity carrying spin degrees of freedom and thus
hides some physics relevant for larger energy scales or equivalently for smaller
length scales as the ones relevant for the current model. Furthermore, a steady state
implies that the substantial covariant derivative shall vanish ubβD

β → 0. There is

an additional constraint between the unitary and chiral coupling constant (g2
5 = g2

2 )
which guarantees that upon contracting spin degrees of freedom the Klein–Gordon
Lagrange density may be recovered.

3.5.1.3 Term 3-3

1

32g2 T rSI

{
−g2[τaΩaμ, τ

bΩbν]
(
−g2[τ cΩμ

c , τ
dΩν

d ]
)}

= g2

8
T rI

{
[τa, τ b][τ c, τ d ]

}
ΩaμΩbνΩ

μ
c Ω

ν
d

= −g2εabeεcdf δefΩaμΩbνΩ
μ
c Ω

ν
d

= −g2(δacδbd − δadδbc)ΩaμΩbνΩ
μ
c Ω

ν
d
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This is the four vector boson interaction term due to non-commutativity of isotopic
spin, which turns also the free vector Boson Lagrange density a non-linear model
contribution.

3.5.1.4 Terms 4-4 and 5-5

The terms 4-4 and 5-5 are of identical structure except for space–time, spin and
isotopic-spin indices and the first one is shown below.

1

32g2 T rSI

{
ıgg5[τaΩaν, τ

bΞ
†
bμ](−ıgg5)[τ cΩμ

c , τ
dΞν

d ]
}

= −g
2
5

4
εabeεcdf δefΩaνΩ

μ
c T rS

{
Ξ

†
bμΞ

ν
d

}

= −g2
5(δ

bdδac − δbcδad)ΩaνΩ
μ
c α

†
bμkα

νk
d

= −g2
5(α

d†
μkα

νk
d ΩaνΩ

aμ −ΩaνΩ
bμα

†
bμkα

aνk)

Note that this term together with the terms 4-5 and 5-4 is combined such as to
provide an interaction term between the vector bosons and the pseudo scalar field.

3.5.1.5 Term 6-6

1

32g2 T rSI

{
g2

5[τaΞ†
aμ, τ

bΞ
†
bν]g2

5[τ cΞμ
c , τ

dΞν
d ]
}

= g4
5

32g2 T rSI

{
[τaΞ†

aμ, τ
bΞ

†
bν][τ cΞμ

c , τ
dΞν

d ]
}

= g4
5

16g2 T rSI

{
τaτbτ cτ dΞ†

aμΞ
†
bνΞ

μ
c Ξ

ν
d − τaτbτ dτ cΞ†

aμΞ
†
bνΞ

ν
d Ξ

μ
c

}

= 3g2

⎛
⎝δa0δb0δc0δd0 + δa0δb0 δcd︸︷︷︸

cd �=0

+δb0δc0 δad︸︷︷︸
ad �=0

+δa0δc0 δbd︸︷︷︸
bd �=0

+δb0δd0 δac︸︷︷︸
ac �=0

+δa0δd0 δbc︸︷︷︸
bc �=0

+δc0δd0 δab︸︷︷︸
ab �=0

− (δacδbd − δadδbc)︸ ︷︷ ︸
abcd �=0

⎞
⎟⎠χaχbχcχd
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3.5.2 Terms n-m (n �= m) with Vanishing Spin Trace
T rS{Ξμ(†)

a } = 0

In the following, the terms with vanishing spin trace T r{Ξμ(†)
a } = 0 are shown.

3.5.2.1 Term 1-2 and Hermitian Conjugate Term 2-1

This term is assumed to vanish such that no physical contradictions appear in the
model.

1

32g2 T rSI
{(
ıgτa(∂νΩaμ − ∂μΩaν)

)
g5τ

c(∂μΞν
c − ∂νΞμ

c )
}

= ıg5

16g
(∂νΩaμ − ∂μΩaν)T rS

{
∂μΞaν − ∂νΞaμ

} = 0

Note that from the physical point of view, this term does not make sense since the
incoming particle undergoes a process without a genuine vertex (interaction). Thus,
upon implying T rS{Ξa

μ} = 0 cures the problem, which is in agreement with the
symmetry condition for the block matrices ξaμ = −ηaμ due to the difference in parity
of the upper and lower two components of the spinors.

3.5.2.2 The Terms 1-4, 4-1, 1-5 and 5-1 Vanish Individually

1

32g2 T rSI

{(
ıgτa(∂νΩaμ − ∂μΩaν)

) (−ıgg5[τ cΩμ
c , τ

dΞν
d ]
)}

= g5

32
(∂νΩaμ − ∂μΩaν)Ω

μ
c T rS{Ξν

d }T rI {τa[τ c, τ d ]}

= ıg5

8
εcda(∂νΩaμ − ∂μΩaν)Ω

μ
c T rS{Ξν

d } = 0

The cancellation of these terms stems from the fact that the trace over spin degrees
of freedom is equal zero.

3.5.2.3 Terms 2-3 and 3-2 Vanish Individually

1

32g2
T rSI

{
g5τ

a(∂νΞ
†
aμ − ∂μΞ

†
aν)

(
−g2[τ cΩμ

c , τ
dΩν

d ]
)}

= − ıg5

8
εcdaT rS

{
∂νΞ

†
aμ − ∂μΞ

†
aν

}
Ωμ
c Ω

ν
d = 0
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3.5.2.4 Terms 3-4 and 4-3 Vanish Identically

1

32g2 T rSI

{
−g2[τaΩaμ, τ

bΩbν](−ıgg5)[τ cΩμ
c , τ

dΞν
d ]
}

= − ıgg5

4
εabeεcdf δefΩaμΩbνΩ

μ
c T rS

{
Ξν
d

} = 0

3.5.2.5 Terms 3-5 and 5-3 Do Not Contribute to the Dynamics

1

32g2
T rSI

{
−g2[τaΩaμ, τ

bΩbν](−ıgg5)[τ cΞμ
c , τ

dΩν
d ]
}

= − ıgg5

4
εabeεcdf δefΩaμΩbνΩ

ν
d T rS

{
Ξμ
c

} = 0

3.5.3 Terms n-m (n �= m) with Vanishing Spin Trace

In the following, the terms with vanishing spin trace are shown. These types are
either of the form T rS{∂μΞμ†

a ΞbμΞcν} = 0 or T rS{Ξμ†
a ΞbμΞcν} = 0.

3.5.3.1 Term 2-6 and Hermitian Conjugate Term 6-2

1

32g2 T rSI

{
g5τ

a(∂νΞ
†
aμ − ∂μΞ

†
aν)

(
g2

5[τ cΞμ
c , τ

dΞν
d ]
)}

= g3
5

32g2 T rSI

{
(∂νΞ

†
aμ − ∂μΞ

†
aν)(Ξ

μ
c Ξ

ν
d τ

aτ cτ d −Ξν
dΞ

μ
c τ

aτdτ c)
}

= g3
5

32g2 T rI {τaτ cτ d}εαβνμD†αχbu
β
baε

γ δημε λν
γ δ χmχnu

m
ηcu

n
λd

= − 2g3
5

32g2
T rI {τaτ cτ d}D†αχbχmχnu

β
bau

m
ηcu

n
λdδbaδcmδ

β
η ε

ηλ
αβ = 0



46 B. E. J. Bodmann

3.5.3.2 Term 4-6 and Hermitian Conjugate Term 6-4

These terms vanish due to a zero spin trace as well as a zero isotopic-spin trace.

1

32g2 T rSI

{
ıgg5[τaΩaν, τ

bΞ
†
bμ]g2

5[τ cΞμ
c , τ

dΞν
d ]
}

= − g3
5

16g
εabeΩaνT rSI

{
τeΞ

†
bμ

(
τ cτ dΞcμΞdν − τdτ cΞdνΞcμ

)}

= − g3
5

16g
εabeΩaνT rSI

{
τeτ

cτ dΞ
†
bμΞcμΞdν − τeτ

dτ cΞ
†
bμΞdνΞcμ

}
= 0

3.5.3.3 Term 5-6 and Hermitian Conjugate Term 6-5

The same argument as for the previous terms holds.

1

32g2 T rSI

{
ıgg5[τaΞ†

aν, τ
bΩbμ]g2

5[τ cΞμ
c , τ

dΞν
d ]
}

= − g3
5

16g
εabeΩbμT rSI

{
τeτ

cτ dΞ†
aνΞ

μ
c Ξ

ν
d − τeτ

dτ cΞ†
aνΞ

ν
d Ξ

μ
c

}
= 0

3.5.3.4 The Terms 1-6 and 6-1 Vanish Because of the Contraction of
Space–Time Asymmetry

1

32g2 T rSI

{(
ıgτa(∂νΩaμ − ∂μΩaν)

) (
g2

5[τ cΞμ
c , τ

dΞν
d ]
)}

= ıg2
5

32g
(∂νΩaμ − ∂μΩaν)T rSI

{
τaτ cτ d(Ξμ

c Ξ
ν
d −Ξν

c Ξ
μ
d )

}

= − ıg
4
(∂νΩaμ − ∂μΩaν)δ

μνT rI {τaτ cτ d}χcχd = 0

Here, the last line only takes into account the contribution for cd �= 0 and the fact
that the last term in parenthesis is completely antisymmetric so that the contraction
with respect to space–time indices vanishes.
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3.5.3.5 Terms 2-4, 2-5, 4-2 and 5-2 Vanish

These terms vanish due to the contraction of the completely antisymmetric terms in
both space–time indices as in the previous term.

1

32g2
T rSI

{
g5τ

a(∂νΞ
†
aμ − ∂μΞ

†
aν)

(
−ıgg5[τ cΩμ

c , τ
dΞν

d ]
)}

= g2
5

8g
εcdaT rS{(∂νΞ†

aμ − ∂μΞ
†
aν)Ξ

ν
d }Ωμ

c = 0

3.5.3.6 The Terms 3-6 and 6-3

These terms vanish because of a vanishing isotopic-spin trace.

1

32g2 T rSI

{
−g2[τaΩaμ, τ

bΩbν]g2
5[τ cΞμ

c , τ
dΞν

d ]
}

= − ıg
2
5

16
εabeΩaμΩbνT rSI

{
τeτ

cτ dΞμ
c Ξ

ν
d − τeτ

dτ cΞν
d Ξ

μ
c

}
= 0

3.5.4 Terms n-m (n �= m) Which Contribute to the Dynamics

3.5.4.1 Terms 1-3 and 3-1 Are Equal

1

32g2 T rSI

{(
ıgτa(∂νΩaμ − ∂μΩaν)

) (−g2[τ cΩμ
c , τ

dΩν
d ]
)}

= − ıg
8
T rI

{
τa[τ c, τ d ]

}
(∂νΩaμ − ∂μΩaν)Ω

μ
c Ω

ν
d

= g

2
εcda(∂νΩaμ − ∂μΩaν)Ω

μ
c Ω

ν
d

The isotopic-spin contribution is T rI
{
τa[τ c, τ d ]} = 4ıεcda For c, d = 0 the

commutator vanishes, for a = 0 c = d the commutator also vanishes, therefore
only different combinations for acd survive. This part contributes in form of a three
point interaction part of the vector boson Lagrangian and is a manifestation of non-
commutativity.



48 B. E. J. Bodmann

3.5.4.2 Term 4-5 and 5-4

1

32g2 T rSI

{
ıgg5[τaΩaν, τ

bΞ
†
bμ](−ıgg5)[τ cΞμ

c , τ
dΩν

d ]
}

= −g
2
5

4
εabeεcdf δefΩaνΩ

ν
d T rS

{
Ξ

†
bμΞ

μ
c

}

These terms may be combined with the terms 4-4 and 5-5 and they will form a term
of the type ΩaνΩ

ν
d χ

aχd .

3.6 The Resulting Dynamical Model Compatible with
Unitary and Chiral Symmetries

One may now collect all the non-vanishing terms from the previous analysis and
write the dynamical model in terms of pure fermionic contributions (Lψ ) pure
bosonic contributions (LΩ and Lχ ) and the interaction terms between fermions
and bosons (LψΩ and Lψχ ) and between bosons (LΩχ ) as dictated by the initial
symmetry hypothesis.

L = Lψ +LψΩ +Lψχ +LΩ +Lχ +LΩχ . (3.2)

Here, the explicit expressions for the fermionic sector including the interaction
terms are

Lψ+ψΩ+ψχ = ı

2
{Ψ̄ γ μ∂μΨ − ∂μΨ̄ γ

μΨ } + gΨ̄ γ μτaΩaμΨ

+ ıg√
2
Ψ̄ γ μγ5τ

aχaΨ .

The boson sector that reminds one on the theory of electromagnetism however with
a non-linearity is

LΩ = 1

4

(
∂νΩ

a
μ − ∂μΩ

a
ν

) (
∂μΩν

a − ∂νΩμ
a

)+ gεabc
(
∂νΩμ

a − ∂μΩν
a

)
Ω
μ
b Ω

ν
c

+g2 (δacδbd − δadδbc)︸ ︷︷ ︸
isovector only

ΩaμΩbνΩ
μ
c Ω

ν
d

and the bosonic sector from the pseudo scalar field is also non-linear with a quartic
interaction similar to the Higgs sector in the Standard model.

Lχ+Ωχ = 1

2
∂μχ

a∂μχa − 3g2Fabcd
I χaχbχcχd

+g2Fabcd
I ΩμaΩ

μ
b χcχd
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Fabcd
I = δa0δb0δc0δd0 + δa0δb0 δcd︸︷︷︸

cd �=0

+δb0δc0 δad︸︷︷︸
ad �=0

+δa0δc0 δbd︸︷︷︸
bd �=0

+δb0δd0 δac︸︷︷︸
ac �=0

+δa0δd0 δbc︸︷︷︸
bc �=0

+δc0δd0 δab︸︷︷︸
ab �=0

− (δacδbd − δadδbc)︸ ︷︷ ︸
abcd �=0

.

All the factors may be identified from the individual terms in the analysis section.

3.7 Conclusion

The present discussion showed how starting from an initial symmetry hypothesis
one may derive the most general dynamical structure in agreement with underlying
symmetries. In our procedure, a combined local unitary and chiral transformation
was exploited to progressively construct a model which in the end shows the
considered symmetries. Comparing the obtained structure to existing models, one
observes the similarity to the Standard Model, and however, in the latter the
Higgs sector was constructed so that its contribution could generate the mass
terms of the constituting particles by means of a spontaneous symmetry breaking.
Differently, the present approach generates the non-linear interaction terms as a
symmetry consequence, and one may further think of a spontaneously broken
symmetry in order to generate mass terms as a consequence of non-vanishing
vacuum expectation values similar to the Higgs reasoning. However, this issue
is beyond the considerations of the present work and possible scenarios in this
direction will be explored in a future work.

One of the reasons why one should start from symmetry considerations rather
than directly proposing a dynamical structure is related to the fact that symmetries
are related to conservation laws, and in general it is easier to identify these laws
beforehand than looking for transformations that leave the dynamical equations
invariant and thus indicate existent symmetries. Furthermore, the possibility to
explore the same underlying dynamics with respect to apparent or hidden (spon-
taneously broken) symmetries may open a pathway to get insights in some of
the phenomena in nature which may be related to such mechanisms instead of
introducing them into the model ad hoc . In the same manner as presented in this
work, other symmetry groups may be explored in the same fashion in order to obtain
a generic dynamical structure which then relates constituents of a physical system
to their possible interactions.
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Chapter 4
The Traction Boundary Value Problem
for Thin Elastic Structures

C. Constanda and D. Doty

4.1 Introduction

In this chapter, we construct a method for approximating the solution of bending
of a load-free, unbounded elastic plate with a hole, under Neumann-type conditions
prescribed on the boundary of the hole and a given far-field behavior. The procedure
is implemented by means of a generalized Fourier series method that makes use of
a complete set of functions spanning the space of the solution. The members of this
set are constructed from elements intrinsically tied to the analytic structure of the
mathematical model.

Similar problems have been considered for finite plates with Dirichlet, Neumann,
and Robin boundary conditions, and for an infinite plate with Dirichlet data on
the boundary, in [CoDo17a, CoDo17b, CoDo18, CoDo19a, CoDo19b, CoDo19c,
CoDo20].

4.2 The Mathematical Model

In the sequel, S+ is a finite domain in R
2 bounded by a simple, closed, C2–curve

∂S, S− = R
2 \ (S+ ∪ ∂S), x(x1, x2) and y(y1, y2) are generic points in S+, S−,

or on ∂S, and |x − y| is the distance between x and y in the Cartesian metric. For
a matrix M , we denote by M(i) and M(i) its columns and rows, and by MT its
transpose. Additionally, C0,α(∂S) and C1,α(∂S), α ∈ (0, 1) are, respectively, the
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spaces of Hölder continuous and Hölder continuously differentiable functions on
∂S, and 〈· , ·〉 and ‖ · ‖ are the inner product and norm on L2(∂S).

We assume that the three-dimensional region (S− ∪ ∂S)×[−h0/2, h0/2], where
h0 = const, is occupied by a (homogeneous and isotropic) material with Lamé
constants λ and μ.

The model of bending of plates with transverse shear deformation consists of the
following mathematical elements (see [Co16]):

(i) The displacements are characterized by a vector of the form u = (u1, u2, u3)
T,

whose components are functions of x1 and x2.
(ii) The columns f (i) of the matrix

f =
⎛
⎝ 1 0 0

0 1 0
−x1 −x2 1

⎞
⎠

form a basis for the space of rigid displacements.
(iii) The system of partial differential equations governing the state of equilibrium

when the body forces are negligible is written as

A(∂1, ∂2)u(x) = 0,

where

A(∂1, ∂2)

=
⎛
⎜⎝
h 2μΔ+ h 2(λ+ μ)∂2

1 − μ h 2(λ+ μ)∂1∂2 −μ∂1

h 2(λ+ μ)∂1∂2 h 2μΔ+ h 2(λ+ μ)∂2
2 − μ −μ∂2

μ∂1 μ∂2 μΔ

⎞
⎟⎠,

∂α = ∂/∂xα , α = 1, 2, D(x, y) is a matrix of fundamental solutions, h2 =
h2

0/12, and Δ = ∂2
1 + ∂2

2 is the Laplacian.
(iv) An associated matrix of singular solutions that plays an important role in the

study of the model is defined by

P(x, y) = (
T (∂y)D(y, x)

)T
, (4.1)

where

T (∂) = T (∂1, ∂2)

=
⎛
⎜⎝
h 2(λ+ 2μ)n1∂1 + h 2μn2∂2 h 2μn2∂1 + h 2λn1∂2 0

h 2λn2∂1 + h 2μn1∂2 h 2μn1∂1 + h 2(λ+ 2μ)n2∂2 0

μn1 μn2 μnα∂α

⎞
⎟⎠
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is the boundary moment-force operator, n(n1, n2) is the unit normal to ∂S

pointing outside S−, and nα∂α = n1∂1 + n2∂2.

4.3 Exterior Neumann Problem

Let A be the class of vector functions in S− with far-field expansion, as r →∞,

u1(r, θ) = r−1[m0 sin θ + 2m1 cos θ −m0 sin(3θ)+ (m2 −m1) cos(3θ)
]

+ r−2[(2m3 +m4) sin(2θ)+m5 cos(2θ)− 2m3 sin(4θ)

+ 2m6 cos(4θ)
]

+ r−3[2m7 sin(3θ)+ 2m8 cos(3θ)+ 3(m9 −m7) sin(5θ)

+ 3(m10 −m8) cos(5θ)
]+O(r−4),

u2(r, θ) = r−1[2m2 sin θ +m0 cos θ + (m2 −m1) sin(3θ)+m0 cos(3θ)
]

+ r−2[(2m6 +m5) sin(2θ)−m4 cos(2θ)+ 2m6 sin(4θ)

+ 2m3 cos(4θ)
]

+ r−3[2m10 sin(3θ)− 2m9 cos(3θ)+ 3(m10 −m8) sin(5θ)

+ 3(m7 −m9) cos(5θ)
]+O(r−4),

u3(r, θ) = −(m1 +m2) ln r − [
m1 +m2 +m0 sin(2θ)+ (m1 −m2) cos(2θ)

]

+ r−1[(m3 +m4) sin θ + (m5 +m6) cos θ −m3 sin(3θ)

+m6 cos(3θ)
]

+ r−2[m11 sin(2θ)+m12 cos(2θ)+ (m9 −m7) sin(4θ)

+ (m10 −m8) cos(4θ)
]+O(r−3),

where m0, . . . , m12 are constants.
We make the decomposition

D = DA +D∞,

where

(DA )(i) ∈ A , ADA = AD∞ = 0 in S+ ∪ S−.
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At the same time, for the P matrix we have

P∞ = 0, P = PA , (PA )(i) ∈ A .

The exterior Neumann problem consists in finding u ∈ C2(S−) ∩ C1(S̄−) that
satisfies

Au = 0 in S−,

T u = N on ∂S,

u ∈ A ,

(4.2)

where N is a 3 × 1 vector function prescribed on ∂S.

Theorem 4.1 Problem (4.2) has a unique solution u for anyN ∈ C0,α(∂S) if and
only if

〈
N , f (i)

∣∣
∂S

〉 = 0, i = 1, 2, 3. (4.3)

Since u ∈ A , we write uA instead of u, so problem (4.2) becomes

AuA = 0 in S−,

T uA = N on ∂S.
(4.4)

As a solution of (4.4), uA admits the representation formulas

uA (x) = −
∫

∂S

D(x, y)T uA (y) ds(y)+
∫

∂S

P (x, y)uA (y) ds(y), x ∈ S−,

0 = −
∫

∂S

D(x, y)T uA (y) ds(y)+
∫

∂S

P (x, y)uA (y) ds(y), x ∈ S+,

which, with uA
∣∣
∂S
= ψ unknown and T uA = N , take the form

uA (x) = −
∫

∂S

D(x, y)N (y) ds(y)+
∫

∂S

P (x, y)ψ(y) ds(y) x ∈ S−, (4.5)

0 = −
∫

∂S

D(x, y)N (y) ds(y)+
∫

∂S

P (x, y)ψ(y) ds(y), x ∈ S+. (4.6)
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Let ∂S∗ be a simple, closed, C2–curve lying strictly inside S+, let
{
x(k)

}∞
k=1 be

a set of points densely distributed on ∂S∗, and consider the vector functions

ϕ(jk)(x) =
(
T
(
D(x, x(k))

)A )(j) = T
((
D(x, x(k))

)A )(j)
. (4.7)

In view of (4.1), these functions have the alternative expression

ϕ(jk)(x) =
((
P(x(k), x)

)
(j)

)T
. (4.8)

Theorem 4.2 The set

G = {
ϕ(jk), j = 1, 2, 3, k = 1, 2, . . .

}
(4.9)

is linearly independent on ∂S and complete in L2(∂S).

The elements of G are ordered as the sequence

ϕ(11), ϕ(21), ϕ(31), ϕ(12), ϕ(22), ϕ(32), . . .

and re-indexed:

G = {
ϕ(1), ϕ(2), ϕ(3), ϕ(4), ϕ(5), ϕ(6), . . .

}
,

where

ϕ(i) = ϕ(jk), j = 1, 2, 3, k = 1, 2, . . . , i = j + 3(k − 1) = 1, 2, . . . .

Writing the representation formulas in the more compact form

uA (x) = −〈
D(x, ·),N 〉+ 〈

P(x, ·), ψ 〉
, x ∈ S−, (4.10)

〈
P(x, ·), ψ 〉 = 〈

D(x, ·),N 〉
, x ∈ S+, (4.11)

we intend to approximate ψ (on ∂S) from (4.11), and then approximate uA (in S−)
from (4.10).

Using definition (4.1) of P and (4.8), from (4.11) we deduce that

〈
ϕ(i), ψ

〉 = 〈((
D(x(k), ·))

(j)

)T
,N

〉
.

We consider the (unique) expansion

ψ =
∞∑
h=1

chϕ
(h),
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which we truncate to get the approximation

ψ(n) = (
uA

∣∣
∂S

)(n) =
n∑

h=1

chϕ
(h).

For symmetry and ease of computation, we use the subsequence of ψ(n) with
n = 3N , where N is the number of points x(k) selected on ∂S∗. This leads to a
nonsingular linear algebraic system for computing the coefficients ch, namely

n∑
h=1

ch
〈
ϕ(i), ϕ(h)

〉 = 〈(((D(x(k), x))A )
(j))

T
,N 〉,

i = j + 3(k − 1) = 1, 2, . . . n.

Finally, we construct the function

u(n)(x) = (uA )(n)(x)

= −〈(
D(x, ·))A ,N 〉+ 〈

P(x, ·), ψ(n)
〉
, x ∈ S−.

Theorem 4.3 The vector function u(n) is an approximation of the solution u of
problem (4.2) in the sense that u(n) → u uniformly on any closed and bounded
subdomain of S−.

4.4 First Numerical Example

Let S+ be the disk of radius 1 centered at origin, and let the plate parameters (after
rescaling and non-dimensionalization) be h = 0.5 and λ = μ = 1.

We consider the boundary condition function (in polar coordinates on ∂S)

N (x) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−3
2 cos θ + 2 sin θ − 8 cos(2θ)− sin(2θ)+ 3 cos(3θ)

− 3 sin(3θ)+ 3 cos(4θ)+ sin(4θ)− 3 cos(5θ)+ 6 sin(5θ)

2 cos θ − 3
2 sin θ − 3 cos(2θ)+ 4 sin(2θ)− 9 cos(3θ)

− 3 sin(3θ)− cos(4θ)+ 3 sin(4θ)− 6 cos(5θ)− 3 sin(5θ)

−12 sin(2θ)+ 54 cos(3θ)+ 18 sin(3θ)− 36 cos(4θ)

+ 72 sin(4θ)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
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Direct verification shows that this function satisfies the solvability condition (4.3),
that the exact solution of problem (4.2) generated by it is

u(x) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(x2
1 + x2

2 )
−1[−3x1 + 2x2]

+ (x2
1 + x2

2 )
−2[−5x2

1 + 5x2
2 − 6x2

1x2 + 2x3
2 ]

+ (x2
1 + x2

2 )
−3[x3

1 − 3x1x
2
2 + 6x4

1 + 8x3
1x2 − 36x2

1x
2
2 − 8x1x

3
2 + 6x4

2 ]
+ (x2

1 + x2
2 )
−4[−3x5

1 + 30x4
1x2 + 30x3

1x
2
2 − 60x2

1x
3
2 − 15x1x

4
2 + 6x5

2 ]
(x2

1 + x2
2 )
−1[2x1 − 3x2]

+ (x2
1 + x2

2 )
−2[−2x2

1 + 2x1x2 + 2x2
2 + 2x3

1 − 6x1x
2
2 ]

+ (x2
1 + x2

2 )
−3[−4x3

1 − 3x2
1x2 + 12x1x

2
2 + x3

2 − 2x4
1 + 24x3

1x2

+ 12x2
1x

2
2 − 24x1x

3
2 − 2x4

2 ]
+ (x2

1 + x2
2 )
−4[−6x5

1 − 15x4
1x2 + 60x3

1x
2
2 + 30x2

1x
3
2 − 30x1x

4
2 − 3x5

2 ]

3 + 3
2 ln(x2

1 + x2
2 )

+ (x2
1 + x2

2 )
−1[−2x1 + x2 − 4x1x2]

+ (x2
1 + x2

2 )
−2[−10x1x2 + 3x3

1 + 3x2
1x2 − 9x1x

2
2 − x3

2 ]
+ (x2

1 + x2
2 )
−3[18x3

1 + 18x2
1x2 − 54x1x

2
2 − 6x3

2 − x4
1 + 8x3

1x2

+ 6x2
1x

2
2 − 8x1x

3
2 − x4

2 ]
+(x2

1 + x2
2 )
−4[−9x4

1 + 72x3
1x2 + 54x2

1x
2
2 − 72x1x

3
2 − 9x4

2 ]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and that the class A coefficients of this solution are

m0 = 2, m1 = −3
2 , m2 = −3

2 , m3 = −1, m4 = 2, m5 = −5, m6 = 3,

m7 = 0, m8 = 1
2 , m9 = 2, m10 = −1

2 , m11 = −5, m12 = 0.

We take the auxiliary curve ∂S∗ to be the circle of radius 1/2 centered at the
origin. This seems a reasonable choice since having ∂S∗ too far from ∂S makes the
set G “less linearly independent,” whereas positioning it too close to ∂S increases
the sensitivity of G to the singularities of matrices D and P .

It is obvious that the accuracy of the approximation depends on the selection of
the set of points

{
x(k)

}
on ∂S∗. For the sake of symmetry, we make a uniformly

distributed choice; specifically, for N = 1, 2, . . . ,

{
x(k)

}N
k=1

∣∣
Cartesian =

{(
1

2
,

2πk

N

)}N
k=1

∣∣∣∣
Polar

.

The numerical computation method used in this example is row reduction.
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4.5 Graphical Illustrations I

The graphs of the three components of (uA )(60) computed fromψ(60) (withN = 20
points x(k) on ∂S∗) for

r ≥ 1.01, 0 ≤ θ < 2π,

together with graph of ψ(60), are shown in Fig. 4.1.
The influence of the singularities of D(x, y) and P(x, y) for x ∈ S− very close

to y ∈ ∂S is mitigated by increasing the floating-point accuracy in the vicinity of
∂S but is never completely eliminated. The gap between the computed subdomain
and ∂S is filled by appropriate interpolation.

The graphs of the components of (uA )(60) constructed from ψ(60) for

1.01 < r ≤ 100, 0 ≤ θ < 2π,

which illustrate the class A behavior of the solution away from the boundary, are
displayed in Fig. 4.2.

Figure 4.3 contains the graphs of the components of the error (uA )(60) − uA .
The approximation is 4–5 digits of accuracy near ∂S but improves significantly away
from the boundary.

The behavior of the relative error

‖ψ(3N) − uA |∂S‖
‖uA |∂S‖

as a function of N reflects the efficiency and accuracy of our computational
procedure. The logarithmic plot of the size of the relative error in terms of N
can be seen in Fig. 4.4. This plot strongly suggests that the relative error improves
exponentially as N increases. Fitting a linear curve to the logarithmic data produces
the model

3.38762 − 0.295589N.

The relative error may be modeled by

‖ψ(3N) − uA |∂S‖
‖uA |∂S‖ = 2441.3 × 0.506304N . (4.12)
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Fig. 4.1 Graphs of the
components of (uA )(60) and
ψ(60) for r ≥ 1.01,
0 ≤ θ < 2π
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Fig. 4.2 Graphs of the
components of (uA )(60) for
1.01 < r < 100, 0 ≤ θ < 2π
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Fig. 4.3 Graphs of the
components of the error
(uA )(60) − uA
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Fig. 4.4 Logarithmic plot of the relative error as a function of N

4.6 Second Numerical Example

The first example, where the exact solution of the problem was known, validated
the efficiency of our approximation method. We now solve the boundary value
problem (4.2) with a data function N for which the exact solution is not known.
Specifically, for the same domain S− we choose

N (x) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3 cos θ − sin θ + 6 cos(2θ)− 7 sin(2θ)+ 3 cos(3θ)+ 15 sin(3θ)

− 3 cos(4θ)+ 2 sin(4θ)− 6 cos(5θ)− 9 sin(5θ)

− cos θ + sin θ − cos(2θ)− 6 sin(2θ)+ 3 cos(3θ)− 9 sin(3θ)

− 2 cos(4θ)− 3 sin(4θ)+ 9 cos(5θ)− 6 sin(5θ)

−6 cos(2θ)− 6 sin(2θ)− 54 cos(3θ)+ 36 sin(3θ)− 72 cos(4θ)

− 108 sin(4θ)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

The approximation is computed with the same auxiliary curve ∂S∗ and points
x(k), and the same parameters as in Sect. 4.5, by means of the row reduction method.

4.7 Graphical Illustrations II

The graphs of the components of u(75), generated with 25 points x(k) on ∂S∗, for

r ≥ 1.01, 0 ≤ θ < 2π,

are shown in Fig. 4.5.
The graphs of the components of u(75) for

1.01 ≤ r ≤ 100, 0 ≤ θ < 2π,

which indicate the class A behavior of the solution away from the origin, are
displayed in Fig. 4.6.
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Fig. 4.5 Graphs of the
components of (uA )(60) and
ψ(60) for r ≥ 1.01,
0 ≤ θ < 2π
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Fig. 4.6 Graphs of the
components of (uA )(75) for
1.01 < r < 100, 0 ≤ θ < 2π
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Fig. 4.7 Components of (T ũ)(75) −N in polar coordinates

Since uA
∣∣
∂S

is not known in this case, we cannot use (4.12) to estimate the error.
Instead, we design a roundabout procedure that uses ψ(75) to construct the solution
ũ of an exterior Dirichlet problem, then compute (T ũ)(75) by the method described
in [CoDo20]. As can be seen in Fig. 4.7, (T ũ)(75) is close to N , which confirms
that our technique is efficient.

A far smaller relative error is obtained if we take 200 points x(k) on ∂S∗; then

‖(T ũ)(600) −N ‖
‖N ‖ = 1.41203 × 10−52.
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Chapter 5
Mapping Properties of Potential
Operators Related to the 2D
Compressible Stokes System in Weighted
Sobolev Spaces

M. A. Dagnaw and C. Fresneda-Portillo

5.1 Introduction

The purpose of this chapter is providing the mapping properties on weighted
Sobolev spaces of those boundary and domain integral operators that appear in
the integral representation formula of the pressure and velocity solutions of the
compressible Stokes system. These are required to prove further theorems related to
boundary-domain integral equations in 2D. Let us remark that the results presented
here build on the works for the compressible Stokes system in 2D [AyDa20] and the
works on boundary-domain integral equations for the Stokes system in weighted
Sobolev spaces in 3D [FrMi21].

5.2 Preliminaries

Let Ω := Ω+ be a unbounded (exterior) simply connected domain in R
2 and let

Ω− := R
2 \Ω+ be the complementary (bounded) subset of Ω . The boundary ∂Ω

is simply connected, closed, and C 2–smooth for simplicity.
In what follows, Hs(Ω), Hs(∂Ω) are the Bessel potential spaces, where s ∈R

is an arbitrary real number (see, e.g., [Mc00]). We recall that Hs coincide with the
Sobolev-Slobodetsky spaces Ws

2 for any non-negative s. For an open set Ω ′, we,
as usual, denote D(Ω ′) = C∞

0 (Ω ′), while D(Ω ′) is the restriction to Ω ′ of the
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space D(R2). In what follows we use the bold notation: H s(Ω) = [Hs(Ω)]2 for
2-dimensional vector spaces.

We denote by H̃
s
(Ω) the subspace of H s(R2) defined as H̃

s
(Ω) := {g : g ∈

H s(R2), supp g ⊂ Ω}; similarly, H̃
s
(S1) = {g ∈ H s(∂Ω), supp g ⊂ S1} is the

Sobolev space of functions having support in S1 ⊂ ∂Ω . We will use the following
notation for derivative operators: ∂j =∂xj := ∂

∂xj
with j=1, 2; ∇ :=(∂1, ∂2).

Furthermore, to ensure unique solvability of the BVPs in exterior domains, we
will need the weighted Sobolev spaces, see, e.g., [Ha71, AlAm00]. Let us first
introduce the weighted Lebesgue space

L2(ρ
−1;Ω) = {g : ρ−1g ∈ L2(Ω)},

where

ρ(x) = (1 + |x|2)1/2 ln (2 + |x|2).

Let H 1(Ω) denote the following weighted Sobolev (Beppo-Levi) space

H 1(Ω) := {g ∈ L2(ρ
−1;Ω) : ∇g ∈ L2(Ω)}

endowed with the corresponding norm

‖g‖2
H 1(Ω)

:= ‖ρ−1g‖2
L2(Ω)

+ ‖∇g‖2
L2(Ω)

.

The analogous vector counterpart of H 1(Ω) reads

H 1(Ω) := {g ∈ L2(ρ
−1;Ω) : grad g ∈ L2(Ω)

3×3}.

It is well known that D(Ω) is dense in H 1(Ω), see, e.g., [Ha71]. If Ω is
unbounded, then the seminorm

|g|H 1(Ω) := ‖∇g‖L2(Ω)

is equivalent to the norm ‖g‖H 1(Ω)
in H 1(Ω) [Li73, Chapter XI, Part B, §1]. If

Ω− is bounded, then H 1(Ω−) = H 1(Ω−). If Ω ′ is a bounded subdomain of an
unbounded domain Ω and g ∈H 1(Ω), then g ∈ H 1(Ω ′).

Let H̃
1
(Ω) be the completion of D(Ω) in H 1(R2); it can be also characterised

as H̃
1
(Ω) = {g : g ∈ H 1(R2), supp g ⊂ Ω}. Let H̃

−1
(Ω) := [H 1(Ω)]∗

and H −1(Ω) := [H̃ 1
(Ω)]∗ be the corresponding dual spaces. Evidently, the space

L2(ρ;Ω) ⊂H −1(Ω). Let us also consider the spaces L2∗(Ω) = L2(Ω)/R = {q ∈
L2(Ω) : ∫

Ω
q dx = 0} and H

− 1
2∗∗ (∂Ω) := {ρ ∈ Hs(∂Ω) : 〈ρi, 1〉

∂Ω
= 0 for i =

1, 2}.
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For any distribution g in H̃
−1
(Ω), we have the following representation

property (see [Ne01, Section 2.5]), gj = ∑2
i=1 ∂igij + g0

j , gij ∈ L2(R
2),

g0
j ∈ L2(ρ;R2) and gij , g0

j = 0 outside the domain Ω , i, j ∈ {1, 2}. Consequently,

D(Ω) is dense in H̃
−1
(Ω) and D(R2) is dense in H −1(R2).

Let μ be the viscosity coefficient, p the pressure field and v the velocity field.
In this chapter, for an arbitrary couple (p, v), the stress tensor operator, σij , and the
Stokes operator, Aj , are defined for a compressible fluid as

σji(p, v)(x) := − δ
j
i p(x)+ μ(x)

(
∂vi(x)

∂xj

∂vj (x)

∂xi
− αδ

j
i divv(x)

)
, (5.1)

Aj (p, v)(x) := ∂

∂xi
σji(p, v)(x)

= ∂

∂xi

(
μ(x)

(
∂vj (x)

∂xi
+ ∂vi(x)

∂xj
−αδji divv(x)

))
− ∂p(x)

∂xj
, j, i∈{1, 2},

(5.2)

where α = 1 or α = 2
3 and δ

j
i is Kronecker symbol. Henceforth we assume the

Einstein summation in repeated indices from 1 to 2 if not stated otherwise.
Throughout this chapter, we will assume the following condition to ensure

boundedness properties of the integral operators introduced further on.

Condition 5.1

μ ∈ C 1(R2) ∩ L∞(R2) : ρ∇μ ∈ L∞(R2).

In addition, there exist constants C1 and C2 such that

0 < C1 < μ(x) < C2. (5.3)

The operator A acting on (p, v) ∈ L2(Ω) × H 1(Ω) is well defined in the
weak sense as long as the variable coefficient μ(x) is essentially bounded, i.e.,
μ ∈ L∞(Ω). Indeed, in the sense of distributions the operator A is defined as

〈A (p, v),u〉Ω = −E ((p, v),u), ∀u ∈ D(Ω), (5.4)

where

E ((p, v),u) :=
∫
Ω

E ((p, v),u) (x) dx, (5.5)
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and the function E ((p, v),u) is defined as

E ((p, v),u) (x) :=1

2
μ(x)

(
∂ui(x)

∂xj
+ ∂uj (x)

∂xi

)(
∂vi(x)

∂xj
+ ∂vj (x)

∂xi

)

− αμ(x)divv(x) divu(x)− p(x)divu(x). (5.6)

The bilinear form E : [L2(Ω)×H 1(Ω)
]× H̃

1
(Ω)→ R is evidently bounded.

Thus, by the density of D(Ω) in H̃
1
(Ω), the operator

A : L2(Ω)×H 1(Ω)→ H −1(Ω)

defined by (5.4) for any u ∈ H̃
1
(Ω) is also bounded and gives the weak form of

operator (5.2).
We will also make use of the following space, (cf., e.g., [FrMi21]),

H 1,0(Ω;A ) := {(p, v) ∈ L2(Ω)×H 1(Ω) : A (p, v) ∈ L2(ρ;Ω)},

endowed with the norm, ‖ · ‖H 1,0(Ω;A ), where

‖(p, v)‖H 1,0(Ω;A ) :=
(
‖p‖2

L2(Ω)
+ ‖v‖2

H 1(Ω)
+ ‖ρA (p, v)‖2

L2(Ω)

)1/2
.

Let us define also a space

H 1,0∗ (Ω;A ) := {(p, v) ∈ L2∗(Ω)×H 1(Ω) : A (p, v) ∈ L2(ρ;Ω)},

with the norm

‖(p, v)‖
H 1,0∗ (Ω;A )

:=
(
‖p‖2

L2∗(Ω)
+ ‖v‖2

H 1(Ω)
+ ‖ρA (p, v)‖2

L2(Ω)

)1/2
.

Similar to [Mi11, Theorem 3.12], one can prove the following assertion.

Theorem 5.2 Let μ satisfy condition 5.1. Then the space D(Ω) × D(Ω) is dense in
H 1,0(Ω;A ).

For sufficiently smooth functions (p, v) ∈ Hs−1(Ω±) × H s(Ω±) with s >

3/2, we can define the classical traction (conormal derivative) operators, T c± =
{T c±i }3i=1, on the boundary ∂Ω as

T c±i (p, v)(x) := [γ±σij (p, v)(x)]nj (x)

=−ni(x)γ±p(x)+nj (x)μ(x)γ±
(
∂vi(x)

∂xj
+ ∂vj (x)

∂xi
− αδ

j
i divv(x)

)
, x ∈ ∂Ω,

(5.7)
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where nj (x) denote the components of the unit normal vector n(x) to the boundary
∂Ω directed outwards the exterior domainΩ . Moreover, γ± denote the trace operators
from inside and outside Ω which according to the trace theorem satisfy the mapping
property γ± : H 1(Ω)→ H 1/2(∂Ω).

Traction operators (5.7) can be continuously extended to the canonical traction
operators T ± :H 1,0(Ω±,A )→H−1/2(∂Ω) defined in the weak form (cf. [CMN13,
FrMi21]), as

〈T +(p, v),w〉∂Ω :=
∫
Ω±

[
A (p, v)γ+−1w + E

(
(p, v), γ+−1w

)]
dx

∀ (p, v) ∈ H 1,0(Ω±,A ), ∀w ∈ H 1/2(∂Ω),

where the operator γ+−1 : H 1/2(∂Ω) → H 1(Ω) denotes a continuous right inverse
of the trace operator γ+ : H 1(Ω)→ H 1/2(∂Ω).

Furthermore, if (p, v) ∈ H 1,0(Ω,A ) and u ∈ H 1(Ω), the following first Green
identity holds, similar as in [FrMi21] for the 3D case,

〈T +(p, v), γ+u〉∂Ω =
∫
Ω

[A (p, v)u+ E ((p, v),u) (x)]dx. (5.8)

Applying identity (5.8) to the pairs (p, v), (q,u) ∈ H 1,0(Ω,A ) with exchanged
roles and subtracting the one from the other, we arrive at the second Green identity,

〈T +(p, v), γ+u〉∂Ω − 〈T +(q,u), γ+v〉∂Ω

=
∫
Ω

[
Aj (p, v)uj −Aj (q,u)vj + q div v − p div u

]
dx. (5.9)

5.3 Parametrix and Remainder

When μ(x) = 1, the operator A becomes the constant-coefficient Stokes operator
Å , for which we know an explicit fundamental solution defined by the pair of func-
tions (q̊k, ůk), where summation in k is not assumed, ůkj represent components of
the incompressible velocity fundamental solution and q̊k represent the components
of the pressure fundamental solution (see, e.g., [La69]. So for r0 > 0, ůk and q̊k will
have the form:

q̊k(x, y) = −(xk − yk)

2π |x− y|2 , (5.10)

ůkj (x, y) =
1

4π

(
δkj log

|x− y|
r0

− (xj − yj )(xk − yk)

|x− y|2
)
, j, k ∈ {1, 2}. (5.11)

Therefore, the couple (q̊k, ůk) satisfies
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∂

∂xk
q̊k(x, y) =

2∑
i=1

∂2

∂x2
k

(
− 1

2π
log |x− y|

)
= −δ(x− y), (5.12)

Åj (x)(q̊
k(x, y), ůk(x, y)) =

2∑
i=1

∂2ůkj (x, y)

∂x2
i

− ∂q̊k(x, y)

∂xj
= δkj δ(x − y), (5.13)

divxůk(x, y) = 0. (5.14)

Here and henceforth, δ(·) is Dirac’s distribution.
Let us denote σ̊ij (p, v) := σij (p, v)|μ=1, T̊ ci (p, v) := T ci (p, v)|μ=1. Then by (5.1)

the stress tensor of the fundamental solution reads as

σ̊ij (x)(q̊
k(x, y), ůk(x, y)) = 1

π

(xi − yi)(xj − yj )(xk − yk)

|x− y|4 ,

and the classical boundary traction of the fundamental solution becomes

T̊ ci (x)(q̊
k(x, y), ůk(x, y))

:=σ̊ij (x)(q̊k(x, y), ůk(x, y)) nj (x) = 1

π

(xi − yi)(xj − yj )(xk − yk)

|x− y|4 ni(x).

Let us define a pair of functions (qk,uk)2k=1,

qk(x, y) = μ(x)

μ(y)
q̊k(x, y) = μ(x)

μ(y)
yk − xk

2π |x− y|2 , j, k ∈ {1, 2}, (5.15)

ukj (x, y) =
1

μ(y)
ůkj (x, y) =

1

4πμ(y)

(
δkj log

|x− y|
r0

− (xj − yj )(xk − yk)

|x− y|2
)
.

(5.16)

Then by (5.1),

σij (x)(q
k(x, y),uk(x, y)) = μ(x)

μ(y)
σ̊ij (x)(q̊

k(x, y), ůk(x, y)), (5.17)

Ti(x)(q
k(x, y),uk(x, y)) := σij (x)(q

k(x, y),uk(x, y)) nj (x)

= μ(x)

μ(y)
T̊i (x)(q̊

k(x, y), ůk(x, y)). (5.18)

No summation in k is assumed in (5.17) and (5.18).
Substituting (5.15)–(5.16) in the Stokes system with variable coefficient, (5.2)

gives

Aj (x)(q
k(x, y),uk(x, y)) = δkj δ(x − y)+ Rkj (x, y), (5.19)
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where

Rkj (x, y) = 1

μ(y)

∂μ(x)

∂xi
σ̊ij (x)(q̊

k(x, y), ůk(x, y))

= 1

πμ(y)

∂μ(x)

∂xi

(xi − yi)(xj − yj )(xk − yk)

|x − y|4 = O(|x − y|)−1) (5.20)

is a weakly singular remainder and no summation in k is assumed in (5.19)–(5.20).
This implies that (qk,uk) is a parametrix of the operator A . Let us keep in mind that
we have not assumed summation on the index k in (5.17)–(5.20).

Note that a parametrix is generally not unique (cf. [FrMi21] for BDIEs based
on an alternative parametrix for a scalar PDE). The possibility to factor out μ(x)

μ(y)

in (5.17)–(5.18) and ∇μ(x)
μ(y)

in (5.20) is due to the careful choice of the parametrix in
form (5.15)-(5.16) and this essentially simplifies the analysis of parametrix-based
potentials and BDIE systems further on.

5.4 Hydrodynamic Potentials

Let first h and h be sufficiently smooth scalar and vector functions on Ω , e.g., h ∈
D(Ω), h ∈ D(Ω). Let us define the parametrix-based Newton-type and remainder
vector potentials for the velocity,

[U h]k(y) = Ukj hj (y) :=
∫
Ω

ukj (x, y)hj (x)dx,

[Rh]k(y) = Rkj hj (y) :=
∫
Ω

Rkj (x, y)hj (x)dx,

and the scalar Newton-type and remainder potentials for the pressure,

[Qh]j (y) = Qj h(y) :=
∫
Ω

qj (y, x)h(x)dx = −
∫
Ω

qj (x, y)h(x)dx, (5.21)

Qh(y) := Q·h(y) =Qj hj (y)=
∫
Ω

qj (y, x)hj (x)dx=−
∫
Ω

qj (x, y)hj (x)dx,

(5.22)

R•h(y) = R•
j hj (y) := −2 p.v.

∫
Ω

∂q̊j (x, y)

∂xi

∂μ(x)

∂xi
hj (x)dx − hj

∂μ

∂yj
(5.23)

= −2
〈
∂i q̊

j (·, y) , hi∂jμ
〉
Ω
− 2hi(y)∂iμ(y), (5.24)

for y ∈ R
2. The integral in (5.23) is understood as a 2D strongly singular integral

(in the sense of the Cauchy principal value). The bilinear form in (5.24) should be
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understood in the sense of distributions, and the equality between (5.23) and (5.24)
holds since
〈
∂i q̊

j (·, y), hi∂jμ
〉
Ω
=−

〈
q̊j (·, y), ∂i(hi∂jμ)

〉
Ω
+

〈
ni q̊

j (·, y), hi∂jμ
〉
∂Ω

=− lim
ε→0

〈
q̊j (·, y), ∂i(hi∂jμ)

〉
Ωε

+
〈
ni q̊

j (·, y), hi∂jμ
〉
∂Ω

= lim
ε→0

〈
∂i q̊

j (·, y), hi∂jμ
〉
Ωε

− lim
ε→0

〈
ni q̊

j (·, y), hi∂jμ
〉
∂Ωε\∂Ω

=v.p.
∫
Ω

∂q̊j (x, y)

∂xi

∂μ(x)

∂xi
hj (x)dx − hj

∂μ

∂yj
,

where Ωε =Ω \ B̄ε(y) and Bε(y) is the ball of radius ε centred in y, which implies
that

− 2
〈
∂i q̊

j (·, y) , hi∂jμ
〉
Ω
− 2hi(y)∂iμ(y)

=− 2 v.p.
∫
Ω

∂q̊j (x, y)

∂xi

∂μ(x)

∂xi
hj (x)dx − hj (y)

∂μ(y)

∂yj
= R•h(y).

In addition, we will introduce the operators U,Q,R, and R• whose definitions
coincide, respectively, with the definition of the operators U ,Q,R, and R• with
the sole difference that Ω = R

3.
Let us now define the parametrix-based velocity single-layer potential and double

layer potential as follows:

[V h]k(y) = Vkjhj (y) := −
∫
∂Ω

ukj (x, y)hj (x) dS(x), y /∈ ∂Ω,

[Wh]k(y) = Wkjhj (y) := −
∫
∂Ω

T cj (x; qk,uk)(x, y)hj (x) dS(x), y /∈ ∂Ω.

For the pressure we will need the following single-layer and double layer potentials:

Πsh(y) = Πs
j hj (y) :=

∫
∂Ω

q̊j (x, y)hj (x)dS(x), y /∈ ∂Ω

Πdh(y) = Πd
j hj (y) := 2

∫
∂Ω

∂q̊j (x, y)

∂n(x)
μ(x)hj (x)dS(x), y /∈ ∂Ω.

It is easy to observe that the parametrix-based integral operators, with the variable
coefficient μ, can be expressed in terms of the corresponding integral operators for
the constant- coefficient case, μ = 1, marked bẙ ,

U h = 1

μ
Ů h, (5.25)
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[Rh]k = −1

μ

[
∂j Ůki(hj ∂iμ)+ ∂iŮkj (hj ∂iμ)− Q̊k(hj ∂jμ)

]
, (5.26)

Qh = 1

μ
Q̊(μh), (5.27)

R•h = −2∂iQ̊j (hj ∂iμ)− 2hj ∂jμ, (5.28)

V h = 1

μ
V̊ h, Wh = 1

μ
W̊ (μh), (5.29)

Πsh = Π̊sh, Πdh = Π̊d(μh). (5.30)

We will further use (5.25)–(5.30) as definitions of the potentials in the left-hand
sides of these relations, when the densities h and h are more general functions or
distributions on Ω or ∂Ω .

Note that although the constant-coefficient velocity potentials Ů h, V̊ h, and W̊h

are divergence-free in Ω±, the corresponding potentials U h, V h, and Wh are not
divergence-free for the variable coefficient μ(y). Note also that by (5.10) and (5.21),

Q̊j h = ∂jNΔh, (5.31)

where

NΔh(y) = − 1

2π

∫
Ω

log
|x − y|
r0

h(x)dx (5.32)

is the harmonic Newton potential. Hence

divQ̊h = ∂j Q̊j h = ΔNΔh = −h. (5.33)

Moreover, for the constant-coefficient potentials we have the following well-known
relations,

Å (Π̊sh, V̊ h) = 0, Å (Π̊dh, W̊h) = 0 in Ω±, (5.34)

Å (Q̊h, Ů h) = h. (5.35)

In addition, by (5.31) and (5.33),

Åj ((2 − α)h,−Q̊h) = −∂i
(
∂iQ̊j h+ ∂j Q̊ih− αδ

j
i divQ̊h

)
− (2 − α)∂jh

= −(ΔQ̊j h+ ∂jdivQ̊h− α∂jdivQ̊h)− (2 − α)∂jh = 0.
(5.36)
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5.4.1 Mapping Properties

The following assertions are well known for the constant-coefficient case, see, e.g.,
Lemmas A.3 and A.4 in [KLMW16] and the references therein. Then by relations
(5.25)-(5.30), we obtain their counterparts for the variable-coefficient case. Let
us highlight that the operators U ,Q,Q,R, R• are defined in the same way as
U ,Q,Q,R, and R• if we take Ω = R

2.

Remark 5.3 For sufficiently smooth h, the Newtonian volume potential over R
2,

cf. (5.32), is defined as

NΔh(y) =
∫
R2
EΔ(x, y) h(x) dx, (5.37)

where

EΔ(x, y) = − 1

2π
log

|x − y|
r0

is the fundamental solution of the Laplace equation and moreover NΔΔh = ΔNΔh

= −h, i.e., the operatorNΔ is inverse to the Laplace operatorΔ. On the other hand, it is
well known (see, e.g., [Ha71, Theorem III.2]) that the Laplace operatorΔ : H 1(R2)→
H −1(R2) has a continuous inverse, Δ−1 : H −1(R2) → H 1(R2) and thus NΔh =
Δ−1h for any h ∈ D(R2). As remarked in [CMN13], due to the density of D(R2) in
H −1(R2) this provides a continuous extension of the operator NΔ defined by (5.37) to
the extended continuous Newtonian potential operator

NΔ : H −1(R2)→ H 1(R2). (5.38)

Theorem 5.4 The following operators are continuous under condition 5.1,

U : H −1(R2)→ H 1(R2), (5.39)

U : H̃ −1
(Ω)→ H 1(Ω), (5.40)

Q : L2(R
2)→ H 1(R2), (5.41)

Q : L2(Ω)→ H 1(Ω), (5.42)

Q : H −1(R2)→ L2(R
2), (5.43)

Q : H̃ −1
(Ω)→ L2(Ω), (5.44)

R : L2(ρ
−1;R2)→ H 1(R2), (5.45)

R : L2(ρ
−1;Ω)→ H 1(Ω), (5.46)
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R• : L2(ρ
−1;R2)→ L2(R

2), (5.47)

R• : L2(ρ
−1;Ω)→ L2(Ω). (5.48)

Proof Let us consider relations (5.25) and (5.27). The continuity of operators U , U ,
Q and Q in (5.39), (5.40), (5.43), and (5.44) then follows from the continuity of the
corresponding operators Ů , Ů , Q̊, and Q̊ provided in [KLMW16, Lemma A.3].

Let us prove now the continuity of operator (5.45), which follows if we prove
the continuity of operators in the right hand side of (5.26). Let us note that by
condition 5.1, μ and 1

μ
are bounded and act as multipliers in the space H 1(Ω). In

addition, condition 5.1 states that ρ∂iμ ∈ L∞(R2). Consequently, for any function
hj ∈ L2(ρ

−1;R2), we have that hj ∂iμ ∈ L2(R
2), see the proof of [CMN13, Theorem

4.1]. It is easy to prove that the operator ∇ : L2(R
2) → H 1(R2) is continuous, which

implies that ∇(hj ∂iμ) ∈ H 1(R2).
Let us prove continuity of the first operator in the right hand side of (5.26). First, we

assume that hj ∂iμ in D(R2). Then

∂j Ůki(hj ∂iμ) = −Ůki∂j (hj ∂iμ). (5.49)

By the density of D(R2) in L2(R
2) and the continuity of operator Ů : H −1(R2) →

H 1(R2), cf. (5.39), we can extend relation (5.49) from hj ∂iμ ∈ D(R2) to hj ∂iμ ∈
L2(R

2). Then, the continuity of operator

h �→ ∂j Ůki(hj ∂iμ) : L2(ρ
−1;R2)→ H 1(R2)

follows. The continuity of other two operators in the right hand side of (5.26) can be
proved in a similar way. Consequently, operator (5.45) is continuous. The continuity of
operator (5.45) implies the continuity of operator (5.46).

Taking into account (5.28), the continuity of operator (5.47) will follow from the
continuity of the first operator in the right hand side of (5.28). Let hj ∈ L2(ρ

−1;R2).
Applying a similar density argument, as in the previous paragraph we can deduce
∂j Q̊(hj ∂iμ) = −Q̊∂j (hj ∂iμ). Since, ∂j (hj ∂iμ) ∈ H −1(R2), the we have the inclu-
sion ∂j Q̊(hj ∂iμ) ∈ L2(R

2) for any hj ∈ L2(ρ
−1;R2), with the corresponding norm

estimate. This implies the continuity of operator (5.47). Continuity of operator (5.48) is
implied by the continuity of operator (5.47).

The mapping properties of operators (5.41) and (5.42) differ from the ones for
operators (5.43) and (5.44) and need to be proved separately.

Let us consider φ ∈ D(R2). Then by (5.31) and (5.32) we have

Q̊jφ =−∂jNΔφ = −
∫
R2

∂EΔ

∂yj
(x, y)φ(x) dx =

∫
R2

∂EΔ

∂xj
(x, y)φ(x) dx

=−
∫
R2
EΔ(x, y)

∂φ(x)

∂xj
dx = −NΔ(∂jφ). (5.50)
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For any h ∈ L2(R
2),

‖∂jh‖H −1(Rn)= sup
ξ∈D(R2),‖ξ‖H 1(Rn)=1

|〈∂jh, ξ 〉R2 |= sup
ξ∈D(R2),‖ξ‖H 1(Rn)=1

|〈h, ∂j ξ〉R2 |

≤ sup
ξ∈D(R2),‖ξ‖H 1(Rn)=1

‖h‖L2(R
2)‖∂j ξ‖L2(R

2) ≤ ‖h‖L2(R
2). (5.51)

Due to the density of D(R2) in H 1(R2), this implies that ∂jh ∈ H −1(Rn) and
moreover the operator ∂j : L2(R

2)→ H −1(R2) is continuous.
As a result, the density of D(R3) in L2(R

2) and the continuity of operator (5.38)
in (5.50) imply that Q̊jφ = −NΔ(∂jφ) ∈ H 1(R2) for any φ ∈ L2(R

2) and moreover,
the operator Q̊j : L2(R

2) → H 1(R2) is continuous. Then operator (5.41) and thus
operator (5.42) are continuous as well.

Theorem 5.5 The following operators are continuous under condition 5.1

V : H−1/2∗∗ (∂Ω)→ H 1(Ω), (5.52)

Πs : H−1/2∗∗ (∂Ω)→ L2(Ω), (5.53)

W : H 1/2(∂Ω)→ H 1(Ω), (5.54)

Πd : H 1/2(∂Ω)→ L2(Ω). (5.55)

Proof Let us consider relations (5.29) and (5.30). The continuity of the operators V ,
Πs , W , and Πd then follows from the continuity of the operators V̊ , W̊ , Π̊s and Π̊d

which has already being proved in [Sa14, Proposition 7.2].

In the proofs further, second order derivatives of the coefficient μ(x) will appear
and apart from Condition 5.1, we will sometimes need to assume the following
additional condition.

Condition 5.6

μ ∈ C 2(R2) : ρ2∂j ∂iμ ∈ L∞(R2). (5.56)

Theorem 5.7 The following operators are continuous under Conditions 5.1 and 5.6,

(
Πs,V

) : H−1/2∗∗ (∂Ω)→ H 1,0(Ω;A ), (5.57)
(
Πd,W

)
: H 1/2(∂Ω)→ H 1,0(Ω;A ), (5.58)

(
Q̊,U

) : L2(ρ;Ω)→ H 1,0(R2;A ), (5.59)
(
R•,R

) : H 1(Ω)→ H 1,0(Ω;A ), (5.60)

(((2 − α)μ,−Q) : L2(Ω)→ H 1,0(Ω;A ). (5.61)
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Proof Let us consider first the single-layer potentials (Πsh,V h) ∈ H 1(Ω) × L2(Ω)

for h ∈ H−1/2(∂Ω). Let us apply the operator A taking into consideration (5.29)
and (5.30)

Aj (Π
sh,V h)= Aj

(
Π̊sh,

1

μ
V̊ h

)

= Åj

(
Π̊sh, V̊kh

)
+∂k

(
μ
[
∂j (1/μ)V̊kh+∂k(1/μ)V̊jh−αδkj ∂i(1/μ)V̊ih

])
.

Now, the term Åj (Π̊
sh, V̊kh) vanishes and due Conditions 5.1 and 5.6, the last

term belongs to L2(ρ;Ω) since V̊ h ∈ H 1(Ω), which implies the continuity of
operator (5.57).

The same argument works for the double layer potential
(
W ,Πd

)
h with h ∈

H 1/2(∂Ω)and implies the continuity of operator (5.58). In addition it works for the
Newtonian potentials (U ,Q) with the sole difference that Åj

(
Q̊h, Ůkh

) = hj and
h ∈ L2(ρ;Ω). This implies the continuity of operator (5.59).

For operator (5.60), h ∈ H 1(Ω) ⊂ L2(ρ
−1;Ω) and hence the operator (R•,R) :

H 1(Ω) → L2(Ω) × H 1(Ω) is continuous due to Theorem 5.4. Let us prove that
A (R•,R) : H 1(Ω)→ L2(ρ;Ω) is continuous. Indeed, by (5.2),

Aj (R
•h,Rh) = Åj (R

•h, μRh)− 2 ∂iMij (Rh), (5.62)

where

Mij (u) := 1

2
(uj ∂iμ+ ui∂jμ)− α

2
δij ul∂lμ.

Hence due to Theorem 5.4 and Conditions 5.1 and 5.6, the operator ∂iMijR : H 1(Ω)→
L2(ρ;Ω) is continuous. Moreover, by (5.26), (5.28) and (5.35), Åj (R

•h, μRh) =
−2 ∂iMij (h), hence by Conditions 5.1 and 5.6 the operator Åj (R

•, μR) : H 1(Ω)→
L2(ρ;Ω) is continuous. Then (5.62) implies the continuity of operator A (R•, μR) :
H 1(Ω)→ L2(ρ;Ω) and hence of operator (5.60).

For operator (5.61) we proceed in a similar manner to obtain that

A ((2 − α)μh,−Qh) =A

(
(2 − α)μh,− 1

μ
Q̊(μh)

)

=Åj

(
(2 − α)μh,−Q̊(μh)

)+ 2 ∂iMij (Qh) = 2 ∂iMij (Qh)

due to (5.36). By the continuity of operator (5.42) in Theorem 5.4 and due to
Conditions 5.1 and 5.6, the operator ∂iMijQ : L2(Ω) → L2(ρ;Ω) is continuous,
implying the continuity of operator (5.61).

Let us now define direct values on the boundary of the parametrix-based velocity
single-layer and double layer potentials and introduce the notations for the conormal
derivative of the latter, for sufficiently smooth scalar and vector functions h and h

on ∂Ω , e.g., h ∈ D(∂Ω), h ∈ D(∂Ω),
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[V h]k(y)=Vkj hj (y) :=−
∫
∂Ω

ukj (x, y)hj (x) dS(x), y ∈ ∂Ω,
(5.63)

[W h]k(y)=Wkj hj (y) :=−
∫
∂Ω

T cj (x; qk,uk)(x, y)hj (x) dS(x), y ∈ ∂Ω,
(5.64)

[W ′h]k(y)=W ′
kj hj (y) :=−

∫
∂Ω

T cj (y; qk,uk)(x, y)hj (x) dS(x), y ∈ ∂Ω,
(5.65)

L ±h(y) :=T ±(Πdh,Wh)(y), y ∈ ∂Ω.
(5.66)

Here T ± are the canonical derivative (traction) operators for the compressible fluid
that are well defined due to Theorem 5.7.

Similar to the potentials in the domain, we can also express the boundary
operators in terms of their counterparts with the constant coefficient μ = 1,

V h = 1

μ
V̊ h, W h = 1

μ
W̊ (μh), (5.67)

[W ′h]k = [W̊ ′h]k −
(
∂iμ

μ
[V̊ h]k + αδki

∂jμ

μ
[V̊ h]j

)
ni. (5.68)

We will further use relations (5.67) and (5.68) as definitions of the potentials
V h, W h, and W ′h when their densities h and h are more general functions or
distributions on ∂Ω .

Theorem 5.8 Let s ∈ R. Then the following operators are continuous under Condi-
tions 5.1 and 5.6,

V : H s(∂Ω)→ H s+1(∂Ω), W : H s(∂Ω)→ H s+1(∂Ω), (5.69)

L ± : H s(∂Ω)→ H s−1(∂Ω), W ′ : H s(∂Ω)→ H s+1(∂Ω). (5.70)

Moreover, the following operators are compact,

V : H s(∂Ω)→ H s(∂Ω), (5.71)

W : H s(∂Ω)→ H s(∂Ω), (5.72)

W ′ : H s(∂Ω)→ H s(∂Ω). (5.73)

Proof As in Theorem 4.4 of [FrMi21], the continuity of operators in (5.69)–(5.70)
follows from relations (5.67)–(5.68) and the continuity of the counterpart operators for
the constant-coefficient case. Then, compactness of operators (5.71)–(5.73) is implied
by the Rellich compactness embedding theorem.
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Theorem 5.9 If τ ∈ H 1/2(∂Ω), h ∈ H−1/2(∂Ω), then the following relations hold on
∂Ω under Conditions 5.1 and 5.6:

γ±V h = V h, γ±Wτ = ∓1

2
τ +W τ (5.74)

T ±(Πsh,V h) = ±1

2
h+W ′h. (5.75)

Proof The proof of the theorem directly follows from relations (5.29), (5.67)–(5.68)
and the analogous jump properties for the counterparts of the operators for the constant-
coefficient case of μ = 1, see, e.g., [HsWe08, Lemma 5.6.5].

For bounded domains, we had compactness of the remainder operators R and
R• implied by the Rellich compact embedding theorem, which does not hold for
exterior (unbounded) domains considered in this chapter. To overcome this issue,
we prove that for exterior domains the operators R and R• are limits of some
sequences of compact operators and thus are also compact. We will require the
following condition.

Condition 5.10 lim|x|→∞ ρ(x)∇μ(x) = 0.

The proof of the following assertion is similar to [CMN13, Lemma 7.4] for the
corresponding scalar case.

Lemma 5.11 Let Conditions 5.1 and 5.10 hold. For any sufficiently large η>0, (i) the
operator R can be represented as R=Rs,η+Rc,η, where ‖Rs,η‖H 1(Ω)→H 1(Ω) → 0

as η→∞, while Rc,η : H 1(Ω)→ H 1(Ω) is compact;
(ii) the operator R• can be represented as R• = R•

s,η + R•
c,η, where

‖R•
s,η‖H 1(Ω)→L2(Ω)

→ 0 as η→∞, while R•
c,η : H 1(Ω)→ L2(Ω) is compact.

Theorem 5.12 Let Conditions 5.1 and 5.10 hold. Then the following operators are
compact,

R : H 1(Ω)→ H 1(Ω), R• : H 1(Ω)→ L2(Ω). (5.76)

5.5 Conclusions

When we replace the parametrix (qk,uk), in the second Green identity, it is possible
to obtain the following integral representation formula for any (p, v) ∈ H 1,0(Ω;A )

p +R•v −ΠsT +(p, v)+Πdγ+v = Q̊A (p, v)+ (2 − α)μdivv in Ω,

(5.77)

v +Rv − V T +(p, v)+Wγ+v = U A (p, v)−Q divv in Ω. (5.78)
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The proof follows the argument [FrMi19, Theorem 5.1]. We note that the solution
is represented in terms of integral operators defined on the boundary and also on the
domain. Using these identities, it is possible to derive integral equation systems,
defined on the boundary and the domain, from a given boundary value problem.
To study the existence and unique solvability of such integral equation systems, we
will require the mapping properties analysed in this paper, see., e.g., [FrMi21] as an
example in 3D.

The advantage of this method is that, sometimes, it is easier to study the
equivalence between the BVP and the system of integral equations, and the existence
of solution of such system than proving directly the existence of solution of the BVP
directly.
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Chapter 6
Stochastic Effects of the Meander on the
Dispersion of Pollutants in the Planetary
Boundary Layer Under Low Wind
Conditions

C. Fávero, G. A. Gonçalves, D. Buske, and R. S. Quadros

6.1 Introduction

Outdoor air pollution is responsible for some of three million deaths around the
world [WHO16]. In addition to this problem, it brings considerable damage to
ecosystems and thus economic losses. These are only some of the reasons why it
is important to study the dispersion of pollutants in the planetary boundary layer
of the Earth’s atmosphere. To this end, mathematical models are widely used to
estimate the concentration of pollutants in the planetary boundary layer and in
domains with horizontal extensions of micrometeorological scales. For regulatory
purposes, conventional models such as a Gaussian plume model are known to
provide acceptable results for many stability conditions of the atmosphere, except
for those where the wind speed is below ∼2 m/s, henceforth called low wind
conditions [GoKr02].

Under these conditions, the diffusive process is dominated besides the turbulent
diffusivity also by a spread in the plume due to meandering. So far, to the best of our
knowledge, there do not exist pollution dispersion models in three dimensions which
take into account effects due to meandering. In the present approach, we consider
scenarios with wind speeds below 2 m/s and include in the lateral dispersion of the
plume the effect of meandering based on the discussion in reference [AnEtAl06].
Once the diffusive process of dispersion together with the effect of meander is
implemented in a model, one shall expect that results will approach better reality,
an essential quality for simulation applications by the regulatory authorities.

Accordingly, the objective of the present study is to investigate the perfor-
mance of a newly developed model with analytical solution of the time-dependent
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three-dimensional advection–diffusion equation. The proposed model contemplates
turbulent diffusive parameters for the three spatial dimensions, in contrast to models
that commonly neglect the longitudinal turbulent diffusivity in comparison to the
larger longitudinal wind speed in the advection term, an approximation no longer
valid for low wind conditions. In addition, the effect of meandering in the wind field
is taken care of upon inserting fluctuations in the longitudinal and transverse wind
speeds, respectively.

6.2 The Advection–Diffusion Model

We start our developments from the full space and time-dependent advection–
diffusion equation in Cartesian coordinates, where without restricting generality the
mean wind direction is aligned with the x-axis and the z coordinate extends from the
ground level up to the planetary boundary height. As a simplification, we assume the
terrain to be flat, so that the vertical component of the wind field may be neglected
(see, for instance, reference [Ar99]).

∂C

∂t
+ u

∂C

∂x
+ v

∂C

∂y
= ∂

∂z

(
Kz

∂C

∂z

)
.

Here, C is the average concentration, u is the mean wind speed in the x direction,
and Kz is the eddy diffusivity in the vertical direction, where usually besides
mechanical also thermal forcings generate turbulence and convection.

Kz

∂C

∂z
= 0 at z = h and z = z0.

Here, h is the boundary layer height and z0 > 0 is the average ground level
determined by the root-mean-square value of the surface roughness. The advection–
diffusion equation is subject to boundary conditions that prescribe zero flux at
ground level and at the top of the planetary boundary layer and assume a clean
atmosphere as initial condition and the pollution source with emission rate Q is a
point source located at height z = Hs which starts operating at t = 0.

uC(0, x, y, z) = Q(0)δ(x)F (y)δ(z−Hs)

u lim
ε→0

∫ ε

−ε
C(t, x, y, z)δ(x) dx = Q(t)F (y)δ(z−Hs) lim

ε→0

∫ ε

−ε
δ(x) dx.

To obtain a solution for the advection–diffusion equation, the method of variable
separation was used. Initially, u and v were considered constant and turbulent
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diffusivity Kz = Kz(z) in the vertical direction only.

d

dt
Tκλ = (κ − λ)Tκλ

u
d

dx
Xαλ = (α + λ)Xαλ

v
d

dy
Yκ = −κYκ

d

dz

(
K(z)

d

dz
Zα

)
= αZα.

For details of the solution derivation, see reference [GoEtAl18].

6.2.1 A Time-Dependent Solution

In the present approach and for convenience, the concentration C is factorized by
three functions, the factors containing one of the horizontal coordinates are time
dependent in view of the extension by the meandering, and the third factor contains
the coordinates of the mean wind velocity direction and the vertical component,
where turbulent diffusion is the only driving force for dispersion.

C(t, x, y, z) = ψ(t, y)ϕ(t, x)ξ(x, z).

The function ξ(x, z) is the result of the solution of the diffusive term by the integral
transform approach thoroughly outlined in reference [BuEtAl12], while ψ(t, y) and
ϕ(t, x) are given by the spectral composition

ψ(t, y) =
∫ ∞

0
A(κ)ψκ(t, y) dκ ,

ϕ(t, x) =
∫ ∞

0
B(λ)ϕλ(t, x) dλ .

To determine the coefficients A(κ) and B(λ), one makes use of the initial and the
source conditions, which establish the following equalities:

uC(0, x, y, z) = Q(0)δ(x)F (y)δ(z−Hs) = uψ(0, y)ϕ(0, x)ξ(x, z)
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u lim
ε→0

∫ ε

−ε
C(t, x, y, z)δ(x) dx = Q(t)F (y)δ(z−Hs) lim

ε→0

∫ ε

−ε
δ(x) dx

= uψ(t, y) lim
ε→0

∫ ε

−ε
ϕ(t, x)ξ(x, z)δ(x) dx.

Upon replacing the generic terms by explicit forms of the eigenfunctions after
having solved the equations above, and further using the initial condition at t = 0
and the source condition at x = 0, the results are given by

ψ(t, y) =
∫ ∞

0
L

−1{F(y), y → η}e−η(y−vt) dη = F(y − vt) ,

ϕ(t, x) =
∫ ∞

0
L

−1{Q(t), t → λ}e−λ(t− x
u
) dλ = Q

(
t − x

u

)
,

where L −1 has the form of a Laplace transform. Then, the solution that expresses
the concentration flux of a substance emitted by a point source is given by

uC(t, x, y, z) = F(y − vt)Q
(
t − x

u

)
ξ(x, t) .

Assuming that F and Q are represented by Dirac delta functionals, it is possible
to find solutions with different forms of time-dependent sources by superimposing
instantaneous contributions to the total concentration. If the source has the time
evolution of a Heaviside function H(t), then the solution is

C(t, x, y, z) =
∫ ∞

0
H(t − τ)C(t, τ, x, y, z) dτ

= 2√
16π2KyKxt2

∫ t

t0

uQ(τ)e
− (u(t−τ )−x)2

4Kxx
u e

− (v(t−τ )−y)2
4Kyx
u dτ ξ(x, t) .

With this finding, the expression for the concentration computation is suitable for
micrometeorological conditions that vary in a time interval, which in principle can
be arbitrarily chosen, but for practical applications is usually determined by the
inverse sampling frequency of the data acquisition system in air quality monitoring
installations. Thus, the plume will be composed of segments Cj , for each interval

Q(t) = 2Qu

πD

∫ t

t0

e−
(Aτ2+Bτ+C)

D dτ = 2Qu

π

N∑
j=1

∫ tj

tj−1

1

Dj

e−
(Aτ2+Bτ+C)

D dτ,

where A = u2 + v2, B = 2u(x − ut) + 2v(y − vt), C = (x − ut)2 + (y − vt)2

and D = 16( x
u
)2KxKy . The index j indicates the j -th interval, where the total time
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interval covered extends from t0 = 0 to tN = t . The solution for this equation is
given below:

C(t, x, y, z) =
N∑
j=1

Qjuj√
πDjAj

e
− 4Cj Aj+B2

j
4AjDj ×

×
(

erf

(
2Aj tj + Bj

2
√
AjDj

)
− erf

(
2Aj tj−1 + Bj

2
√
AjDj

))
ξ(x, t).

6.2.2 Fluctuations in the Horizontal Wind Velocity Field

To relate the Eulerian autocorrelation functions with the influence of the meandering
due to the low wind velocity, the following equations were used [AnEtAl06], which
introduce fluctuations in the horizontal wind velocity components and thus giving
the model a stochastic character.

u′(t +Δt) = u(t)− (pu′ + qv′) dt + σu
√

2pdtξu

v′(t +Δt) = v(t)− (qu′ + pv′) dt + σv
√

2pdtξv.

Here, the terms ξu and ξv are random Gaussian variables with zero mean and
variance equal to unity. For the purpose of generating numerical results, p and q
were estimated according to the following expressions proposed by [Fr53]:

p = 1

(m2 + 1)T
,

q = m

(m2 + 1)T
,

where T and m are determined according to the prescription in reference
[CaEtAl06].

T∗ = 2π(m2 + 1)T

m

m = T∗ +
√
T 2∗ − 16π2T 2

4πT
.

Experimental data show that the value of the meander’s period represented by T∗ is
approximately 2000 s regardless of the stability class of the atmosphere’s boundary
layer. Experimental values for p and q were also used in the performed simulations
and will be presented in the next section.
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6.3 The INEL Experiment

Reference [SaDi74], known as the INEL (Idaho National Engineering Laboratory)
report, provides the results of a series of 14 diffusion experiments conducted
under stable micrometeorological boundary layer conditions with slow winds over
a flat terrain. Because of the wind direction variability, a 360◦ sampling grid was
necessary. Arcs were defined at distances of 100, 200, and 400 m from the center of
the grid, and collectors were positioned in intervals of 6◦ along each arc amounting
to a total of 180 sampling points. An SF6 tracer was released at a height of
1.5 m, and the collectors were mounted at 0.76 m above the ground level. Every
hour the average concentrations were read out as determined by electron capture
chromatography. These data were used to evaluate the model, and thus simulations
were carried out using the runs of the INEL experiment which presented wind
speeds below 1 m/s as shown in Table 6.1. The meander specifications by the values
for p and q are presented in Table 6.2 and were based on the data recorded in the
INEL experiment and calculated by [St17].

Table 6.1 Measured data
from the INEL experiment for
respective mean wind speeds
(u) and standard deviations of
the wind direction (σθ )

Run Quantity 2 m 4 m 8 m 16 m

4 u (m/s) 0.7 1.2 - 1.5

σθ (
◦) 13.6 12.0 7.7 11.5

5 u (m/s) 0.8 0.9 1.2 2.2

σθ (
◦) 28.4 28.4 22.3 16.6

7 u (m/s) 0.6 0.9 0.4 0.5

σθ (
◦) 23.9 22.3 34.4 20.1

8 u (m/s) 0.5 0.8 0.6 1.2

σθ (
◦) 19.6 72.1 25.5 15.3

9 u (m/s) 0.5 0.5 0.9 1.6

σθ (
◦) 21.4 17.9 14.6 13.9

12 u (m/s) 0.7 1.1 1.1 1.6

σθ (
◦) 28.8 60.2 92.6 74.2

Table 6.2 Calculated values
p and q for the respective
runs of the INEL experiment

Run pu(s
−1) qu(s

−1) pv(s
−1) qv(s

−1)

4 (4 m) 0.007556 0.030121 0.006515 0.012815

7 0.008302 0.021958 0.002489 0.009445

8 0.004295 0.009744 0.001799 0.008073

9 0.003513 0.010404 0.001335 0.006510

10 (4 m) 0.002996 0.011516 0.001003 0.008080

11 0.001321 0.006060 0.001471 0.005338

12 0.012110 0.031390 0.010650 0.011440

13 0.001338 0.007407 0.001040 0.005696

14 0.002029 0.004640 0.001326 0.005390
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6.4 Results and Discussion

So far, a theoretical treatise and the referenced experimental evidences were
presented apart, so that in the next step the appropriateness of the model against
data from measurement is in order. To this end, three different considerations were
put on as to insert fluctuations in the model and in agreement with the data from the
experimental runs summarized in Table 6.3.

To further validate the model, we also used traditional statistical indices proposed
by the author of reference [Ha89]. The results for the three scenarios can be seen in
Table 6.4. By inspection, one may assert that the model reproduces reasonably well
the observed concentrations once the results indicate an acceptable correlation factor
(COR � 0.8), as well as a reasonably small normalized mean square error (NMSE
� 0.4) and standard deviation difference (FS � 0.2). If the results are analyzed
by arc, it is possible to infer that the simulation fidelity is best at the arc nearest
to the source, what is welcome for dispersion under low wind conditions because
pollutant concentrations propagate off less from the point of emission. Comparing
the statistical indices in Table 6.4 between the evaluated scenarios, no significant
conclusion may be drawn, which may be rooted in the fact that the underlying
model is a deterministic one although modified by a stochastic component. Thus,
without accounting for fluctuations by a turbulent diffusive variance in the model,
the additional effects by meandering may not be revealed with contrast, since all of
the cases generated satisfactory results.

At this point, it is appropriate to point out that the statistical evaluation of the
presented simulations is right from the beginning limited by the fact that simulated
mean concentration values are compared to single samples from experiment, which
belong to an unknown distribution so that differences between prediction and

Table 6.3 Simulated scenarios

Simulation Fluctuations at u and v Parameters p and q

Cp1 u′(t +Δt) = ρuu
′(t)+ σu(1 − ρu

2)1/2χ Absent

v′(t +Δt) = ρvv
′(t)+ σv(1 − ρv

2)1/2χ

Cp2 u′(t +Δt) = u(t)− (pu′ + qv′)dt + σu
√

2pdtξu Section 6.2.2

v′(t +Δt) = v(t)− (qu′ + pv′)dt + σv
√

2pdtξv
Cp3 u′(t +Δt) = u(t)− (pu′ + qv′)dt + σu

√
2pdtξu Table 6.2

v′(t +Δt) = v(t)− (qu′ + pv′)dt + σv
√

2pdtξv

Table 6.4 Traditional
statistical evaluation of the
model

Simulation NMSE COR FS

Simulation Cp1 0, 30 0, 81 0, 01

Simulation Cp2 0, 27 0, 82 0, 03

Simulation Cp3 0, 25 0, 82 0, 03

Simulation Cp1 < 1 m/s 0, 23 0, 88 0, 14

Simulation Cp2 < 1 m/s 0, 24 0, 87 0, 17

Simulation Cp3 < 1 m/s 0, 25 0, 87 0, 20



92 C. Fávero et al.

Table 6.5 Experimentally
observed concentrations (Co)
and predicted ones by the
model (Cp1, Cp2 e Cp3) for
the arcs of 100 m, 200 m, and
300 m of the INEL
experiment. The
concentrations were
normalized by emission rate
(C/Q)

Exp. Dist.(m) Co Cp1 Cp2 Cp3

4 100 5.81 4.80 4.71 4.70

200 2.99 2.23 2.23 2.17

400 1.47 1.11 1.12 1.06

5 100 1.36 1.64 1.60 -

200 0.87 0.59 0.63 -

400 0.30 0.30 0.32 -

7 100 1.26 2.10 2.11 2.10

200 0.71 0.77 0.81 0.76

400 0.33 0.39 0.40 0.40

8 100 0.59 1.24 1.33 1.40

200 0.32 0.37 0.42 0.41

400 0.33 0.15 0.15 0.17

9 100 1.09 2.75 2.69 2.71

200 0.57 1.19 1.21 1.23

400 0.39 0.59 0.63 0.63

10 100 2.41 2.02 2.05 2.06

200 1.80 0.52 0.57 0.51

400 0.71 0.24 0.25 0.25

11 100 2.32 1.41 1.42 1.89

200 1.09 0.30 0.34 0.43

400 1.10 0.10 0.10 0.12

12 100 2.00 2.13 2.17 2.63

200 1.77 0.98 1.01 1.04

400 0.99 0.50 0.47 0.51

13 100 3.19 4.21 4.17 4.16

200 2.30 1.22 1.22 1.25

400 1.37 0.60 0.60 0.61

14 100 2.81 2.65 2.75 2.70

200 1.59 0.79 0.79 0.79

400 0.30 0.38 0.38 0.39

observation are to be expected. Moreover, the introduced stochastic component
in the model should be implemented in such a way as to avoid random numbers
close to the recently generated one so that more distant values are more likely than
neighboring ones. In the present implementation, we evaluated the performance
with unpredictably varying fluctuations in the horizontal wind velocity components.
Nevertheless, it is well known from reports in the literature that the meander
has a significant effect on pollutant dispersion, especially close to the source
[OeEtAl06] and according to [AnEtAl06] and [ShEtAl02], if the effect is not
correctly represented, then the concentration values are typically overestimated.
However, one has to question the validity of Fick’s closure in the vicinity of sources,
which was one of the premises that lead to the advection–diffusion model.

Nonetheless, it is possible to see in the results presented in Table 6.5 that for this
study the values of observed and predicted concentrations show a fairly good agree-
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Fig. 6.1 Scatter plot of observed concentrations (green line), predicted with the presence of
meander (black line) and predicted without the presence of meander (blue line) for the 100 m
arc of run 11 of the INEL experiment

ment. In order to take a more detailed look into comparisons between prediction
and observation involving meandering, we show concentrations of pollutants for
almost all low wind condition runs of the INEL experiment shown in Table 6.5.
There are no calculated values of p and q for run 5 so that the corresponding
Cp3 values were not calculated. Figure 6.1 shows the data for run 11, the purely
deterministic simulation together with the simulation with the stochastic component
which shall mimic some aspects of meandering. The purely deterministic model
has apparently no pronounced oscillations in the angular distribution, while the
simulation with the stochastic component shows a similar pattern with fluctuations
compared to the experimental data. One effect that was to be expected did not
occur, namely the increase in the spread of the angular distribution in comparison
to the purely deterministic results although both simulations show a larger spread
of angular values anyway. It may well be that in order to reveal meandering effects,
periods with a more stable wind direction shall be chosen so that the afore discussed
distributional effects become more apparent.

6.5 Conclusion

The solution in analytical form presented by the model facilitates the understanding
and description of the physical phenomena involved in the problem, since it explic-
itly considers all involved parameters, either physical or phenomenological. Thus,
the concentration can be obtained at any time and requiring little computational
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effort. Recalling the fact that the employed model is Eulerian as obtained from
the advection–diffusion equation, the insertion of new diffusive coefficients in the
horizontal directions is a necessary adaptation for dispersion simulation in low wind
conditions due to the presence of a new effect, namely meandering. In addition,
the formulation of the latter was implemented by inserting stochastic variables,
which in turn makes the mathematical representation approach the phenomenon
observed in nature but still not fully understood. Furthermore, in comparison to
the approaches reported in the literature, a formal advance was accomplished by
avoiding the usually necessary numerical inversion of the Laplace transform in the
time variable.
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Chapter 7
Asymptotics for the Spectrum of a
Floquet-Parametric Family of
Homogenization Problems Associated
with a Dirichlet Waveguide

D. Gómez, S. A. Nazarov, R. Orive-Illera, and M.-E. Pérez-Martínez

7.1 Introduction

In this chapter, we consider a parametric family of spectral problems for the Laplace
operator in a rectangular perforated domain �ε. The perforations are periodically
placed along the ordinate axis at a distance O(ε) between them, where ε is a small
parameter ε � 1, see Fig. 7.1a. We impose Dirichlet conditions on the boundary
of the perforation and on the horizontal sides of the rectangle, while we impose
quasi-periodicity conditions on the lateral sides containing the so-called Floquet
parameter η ∈ [−π, π]. This parametric family arises as the model problem of a
spectral problem posed in an unbounded strip periodically perforated by a string of
holes, which is referred to as perforation string, cf. Fig. 7.1b. For each η ∈ [−π, π],
the spectral problem in the periodicity cell �ε is itself a homogenization problem,
and we study the asymptotic behavior of the eigenvalues and eigenfunctions as ε→
0. In this way, we revisit the spectral problem for the Dirichlet–Laplace operator
in a perforated waveguide addressed in [NaOrPe19a], providing new results that
complement those.

The setting of the perturbation spectral problem is in Sect. 7.1.1; the homoge-
nized problem is in Sect. 7.1.2, while the state of the art is in Sect. 7.1.3. Our aim is
to study the asymptotic behavior of the spectrum as ε→ 0 at the same time that we
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Fig. 7.1 (a) The perforated domain �ε . (b) The perforated strip Πε

provide precise bounds for convergence rates which are uniform in both parameters
ε and η. This is in Sect. 7.3. Some preliminary results obtained in [NaOrPe19a] and
[GoEtAl21] are stated in Sect. 7.2.

7.1.1 The Parametric Family of Homogenization Spectral
Problems

Let ω be a domain in the plane R
2 which is bounded by a smooth simple closed

curve ∂ω and has the compact closure ω = ω∪∂ω ⊂ � 0,where� 0 is the rectangle

� 0 = (−1/2, 1/2)× (0,H). (7.1)

We introduce the perforated domain �ε, see Fig. 7.1a, obtained from � 0 by
removing the family of holes

ωε(k) = {x : ε−1(x1, x2 − εkH) ∈ ω}, k = 0, . . . , N − 1,

which are distributed periodically along the ordinate x2-axis. Each hole is homoth-
etic to ω of ratio ε and translation of εω = ωε(0); namely,

�ε = � 0 \ ωε where ωε =
N−1⋃
k=0

ωε(k). (7.2)

Here, ε is a small positive parameter and N is a big natural number, both related by
N = ε−1. The period is εH with ε � 1.

In the domain �ε, we consider the spectral problem defined by the equations

−ΔUε(x; η) = Λε(η)Uε(x; η), x ∈ �ε, (7.3)

Uε(x; η) = 0, x ∈ Γ ε, (7.4)

Uε(1/2, x2; η) = eiηUε(−1/2, x2; η), x2 ∈ (0,H), (7.5)

∂Uε

∂x1
(1/2, x2; η) = eiη

∂Uε

∂x1
(−1/2, x2; η), x2 ∈ (0,H), (7.6)



7 On the Spectrum of a Floquet-Parametric Family of Homogenization Problems 97

where

Γ ε = ∂�ε \ {±1/2} × (0,H),

η is the dual variable, namely, the Floquet parameter. Λε(η) and Uε(·; η), respec-
tively, denote the eigenvalues and eigenfunctions which depend on both the
perturbation parameter and the Floquet parameter. Conditions (7.5)–(7.6) are the
so-called quasi-periodicity conditions on the lateral sides {±1/2} × (0,H) of �ε.

The variational formulation of the spectral problem (7.3)–(7.6) reads: find Λε(η)

and Uε(·; η) ∈ H 1,η
per (�

ε;Γ ε), Uε(·; η) �= 0 satisfying

(∇Uε(·; η),∇V )
�ε = Λε(η)

(
Uε(·; η), V )

�ε ∀V ∈ H 1,η
per (�

ε;Γ ε),

(7.7)

where H 1,η
per (�

ε;Γ ε) denotes the subspace of H 1(�ε) of functions which satisfy
the quasi-periodicity conditions (7.5)–(7.6) and vanish on Γ ε, and (·, ·)�ε denotes
the scalar product in L2(�ε).

As is well known (cf. [NaOrPe19a], Ch. 10 in [BiSo80], Ch. 13 in [ReSi78], and
Ch. 4 in [SaSa89]), problem (7.7) has a discrete spectrum constituting the monotone
unbounded sequence of eigenvalues

0 < Λε
1(η) ≤ Λε

2(η) ≤ · · · ≤ Λε
m(η) ≤ · · · → ∞, as m→∞, (7.8)

which are repeated according to their multiplicities. Also, the corresponding
eigenfunctions {Uε

m(·; η)}∞m=1 are assumed to form an orthonormal basis in L2(�ε).
Furthermore, the function

η ∈ [−π, π] �→ Λε
m(η) (7.9)

is continuous and 2π -periodic. This last assertion is due to the fact that problem
(7.3)–(7.6) is the model problem associated with a waveguide, which is referred to
as the Dirichlet strip, and has been recently considered in the literature (cf. (7.20),
Fig. 7.1b), [NaOrPe19a], and [NaOrPe19b]). For the sake of completeness, in order
to outline the interest of the problem under consideration (7.3)–(7.6), as well as its
properties, we introduce briefly this waveguide in Sect. 7.1.3.

7.1.2 The Homogenized Problem

For each η ∈ [−π, π], the homogenized problem of (7.3)–(7.6) reads

−ΔU0(x; η) = Λ0(η)U0(x; η), x ∈ �̃ 0, (7.10)

U0(x; η) = 0, x ∈ Γlu0, (7.11)
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U0(1/2, x2; η) = eiηU0(−1/2, x2; η), x2 ∈ (0,H), (7.12)

∂U0

∂x1
(1/2, x2; η) = eiη

∂U0

∂x1
(−1/2, x2; η), x2 ∈ (0,H), (7.13)

where �̃ 0 and Γlu0 denote

�̃ 0 := (−1/2, 0)× (0,H) ∪ (0, 1/2)× (0,H)

and

Γlu0 := {x : x1 ∈ (−1/2, 1/2), x2 ∈ {0,H }} ∪ {x : x1 = 0, x2 ∈ (0,H)},
(7.14)

respectively, Λ0(η) is the spectral parameter, and U0(·; η) is the corresponding
eigenfunction.

The variational formulation of the spectral problem (7.10)–(7.13) reads: find
Λ0(η) and U0(·; η) ∈ H 1,η

per (�
0;Γlu0), U0(·; η) �= 0 satisfying

(
∇U0(·; η),∇V

)
�̃ 0

= Λ0(η)
(
U0(·; η), V

)
�̃ 0

∀V ∈ H 1,η
per (�

0;Γlu0),

(7.15)

where H 1,η
per (�

0;Γlu0) denotes the subspace of H 1(� 0) of functions which satisfy
the quasi-periodicity conditions (7.12)–(7.13) and vanish on Γlu0. Similarly to
(7.7), problem (7.15) has a discrete spectrum {Λ0

m(η)}∞m=1 with corresponding
eigenfunctions {U0

m(·; η)}∞m=1, which form an orthogonal basis in L2(� 0).
Comparing the homogenization problem (7.3)–(7.6) with other homogenization

problems having Dirichlet conditions on the boundary of the perforations, we see
that it differs only in the quasi-periodicity boundary conditions on the lateral sides,
and one can easily guess the homogenized problem (7.10)–(7.13), see, for instance,
[LoEtAl98]. However, in this case, one can show that the eigenvalues coincide with
those of the Dirichlet problem

−ΔU0(x) = Λ0U0(x), x ∈ υ, υ := (0, 1)× (0,H),
U0(x) = 0, x ∈ ∂υ, (7.16)

and consequently, do not depend on η (cf. [NaOrPe19a]).
Problem (7.16) has a discrete spectrum which forms the increasing sequence of

eigenvalues

0 < Λ0
1<Λ

0
2 ≤ · · · ≤ Λ0

m ≤ · · · → ∞, as m→∞, (7.17)
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repeated according to their multiplicities. In addition, the eigenpairs of (7.16) can
be computed explicitly

Λ0
np = π2

(
n2 + p2

H 2

)
, U0

np(x) =
2√
H

sin(nπx1) sin(pπx2/H), p, n ∈ N.

(7.18)

Note that the eigenvalues Λ0
np are numerated with two indexes and must be

reordered in order to obtain the increasing sequence (7.17); the corresponding
eigenfunctionsU0

np are normalized inL2(υ). Also, we note that ifH 2 is an irrational
number, all the eigenvalues are simple.

As noticed in [NaOrPe19a], extending by quasi-periodicity the eigenfunctions
U0
m(·; η),

u0
m(x; η) =

{
U0
m(x; η), x1 ∈ (0, 1/2),

eiηU0
m(x1 − 1, x2; η), x1 ∈ (1/2, 1),

(7.19)

we obtain a smooth function in the rectangle υ, and the pair (Λ0
m(η), u

0
m(·, η))

satisfies (7.16).
The orthogonality of {U0

m(·; η)}∞m=1 in L2(� 0) implies that the functions in
(7.19), {U0

m(·; η)}∞m=1, form an orthogonal basis inL2(υ), and this shows that the set
{Λ0

m(η)}∞m=1 coincides with {Λ0
m}∞m=1 in the sequence (7.17) for any η ∈ [−π, π].

By (7.18) and (7.19), we compute the eigenvalues and eigenfunctions of (7.10)–
(7.13):

U0
np(x, η) =

{ 2√
H

sin(nπx1) sin(pπ x2
H
), x1 ∈ (0, 1/2),

2e−iη√
H

sin(nπ(x1 + 1)) sin(pπ x2
H
), x1 ∈ (−1/2, 0),

is the eigenfunction corresponding to Λ0
np = π2

(
n2 + p2

H 2

)
with p, n ∈ N.

7.1.3 The Dirichlet Strip and Some Background

For convenience, we introduce here a problem closely related to (7.3)–(7.6): a
Dirichlet problem for the Laplace operator in a strip with periodic dense transversal
perforations by identical holes of diameter ε.

Extending �ε (cf. (7.2) and Fig. 7.1a) by periodicity along the x1-axis, we create
the unbounded perforated strip Πε (see Fig. 7.1b):

Πε = R× (0,H) \
⋃
j∈Z

N−1⋃
k=0

ωε(j, k),
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where ωε(j, k) = {x : ε−1(x1−j, x2−εkH) ∈ ω} with j ∈ Z, k = 0, 1, . . . , N−
1. In the waveguide Πε, we consider the Dirichlet spectral problem

{−Δuε(x) = λεuε(x), x ∈ Πε,

uε(x) = 0, x ∈ ∂Πε.
(7.20)

Then, applying the Floquet–Bloch–Gelfand transform

uε(x)→ Uε(x; η) = 1√
2π

∑
n∈Z

e−inηuε(x1 + n, x2),

see, for instance, [Ge50], [ReSi78], [Sk85], [Ku93], and [CoPlVa94], problem
(7.20) converts into an η-parametric family of spectral problems in the periodicity
cell�ε, namely, into the parametric family of boundary value problems (7.3)–(7.6),
see Fig. 7.1a.

The spectrum of the operator on the Hilbert space L2(Πε) associated with
problem (7.20) is given by

σε =
⋃
m∈N

Bε
m, (7.21)

where

Bε
m = {Λε

m(η) : η ∈ [−π, π]}. (7.22)

As a consequence of the previously mentioned continuity of Λε
m(η), cf. (7.9), the

sets Bε
m are closed, connected, and bounded intervals of the real positive axis R+.

Results (7.21) and (7.22) for the spectrum of the boundary value problem (7.20)
are well known in the framework of the Floquet–Bloch–Gelfand theory (see the
above references). The segments Bε

m and Bε
m+1 may intersect or be disjoints so that

a spectral gap may become open between them. Recall that a spectral gap is a non-
empty interval which is free of the spectrum but has both end points in the spectrum.

Therefore, studying the asymptotic behavior of the spectrum of (7.3)–(7.6)
becomes essential to detect the band gap structure of the spectrum (7.21). In this
respect, an extensive asymptotic analysis of the spectral bands (7.22) has been
performed in [NaOrPe19a]. In particular, we have obtained asymptotic formulas
for the end points of the spectral bands (7.22) and show that σε has a long number
of short bands of length O(ε) which alternate with wide gaps of width O(1), while
we can guarantee that indeed there are open gaps corresponding with Bε

m and Bε
m+1

only when the limit eigenvalue Λ0
m in the sequence (7.17) is simple, cf. Fig. 7.2 (on

the right), and this strongly depends on H .
We note that the explicit formulas (7.18) are of great interest to draw the

limit dispersion curves for different values of H and, after obtaining bounds for
discrepancies of the type (7.42) (cf. also (7.28)), they also allow us to draw possible
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Fig. 7.2 On the left: a sketch
of possible dispersion curves
in the axis (η,Λ) for the
problem in the waveguide
Πε . On the right: a sketch of
the possible distribution of
the spectral bands Bε

configurations of the perturbed dispersion curves associated with (7.20), cf. Fig. 7.2
(on the left). Recall that these curves are the graphs of Λε

m(η), for η ∈ [−π, π]. On
account of (7.18), the limiting dispersion curves are independent of η.

We refer to [BaPe18] for a very different perturbed waveguide with limiting
dispersion curves independent of the Floquet parameter and to [GoEtAl22a] and
[GoEtAl22b] for the geometry of the waveguide here considered but with Neumann
conditions instead of Dirichlet. Also, we refer to [GoEtAl22a] and [GoEtAl22b]
for further references and an extensive comparison between the behaviors of the
spectral bands when we change Dirichlet by Neumann conditions both in (7.20) and
in (7.10)–(7.13). As a matter of fact, in the case of the Neumann strip, we find long
bands, of order O(1), which are separated from each other by short spectral gaps
of order O(ε). Moreover, it should be mentioned that, as a consequence of the fact
that the limiting dispersion curves are not constant in the case of the Neumann strip,
the asymptotic analysis is much more complicated and delicate, and in particular, it
becomes multiscale in several variables, not only in the geometrical ones but also in
the Floquet parameter.

Finally, let us observe that opening gaps in [NaOrPe19a] implies a thorough
asymptotic analysis to obtain corrector terms of order O(ε) that improves the
uniform bounds (7.42). For the sake of brevity, we avoid defining the correctors
here which involves introducing some boundary layer problems and the so-called
polarization matrix. We refer to [NaOrPe19a] and [NaOrPe19b] in this connection.

7.2 Preliminary Results

Let us introduce here some estimates for the eigenvalues of the perturbation problem
that improves that in [NaOrPe19a] and a couple of theorems whose proofs are in
[NaOrPe19a]. The results of these theorems are improved in Sect. 7.3.
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Lemma 7.1 For each fixed m, there are constants ε0 < 1, Km(η), and Cm such
that

0 < Km(η) ≤ Λε
m(η) ≤ Cm ∀η ∈ [−π, π], ε ≤ ε0. (7.23)

Proof To obtain the lower bound in (7.23) with Km(η) ≡ C independent of m
and η, it suffices to consider (7.7) for the eigenpair (Λε

1(η), U
ε
1 (·; η)) and apply

the Poincaré inequality in H 1(� 0) once that Uε
1 (·; η) is extended by zero in ωε,

cf. (7.1) and (7.2). However, we can also obtain better bounds depending on η that
somehow could isolate the branches {Λε

m(η) : η ∈ [−π, π]}.
Indeed, let us consider {Λ∗

m(η)}∞m=1 to be the sequence of eigenvalues of the
following problem in � 0:

−ΔU∗
m(x; η) = Λ∗

m(η)U
∗
m(x; η), x ∈ � 0,

U∗
m(x; η) = 0, x ∈ Γlu,

U∗
m(1/2, x2; η) = eiηU∗

m(−1/2, x2; η), x2 ∈ (0,H),
∂U∗

m

∂x1
(1/2, x2; η) = eiη

∂U∗
m

∂x1
(−1/2, x2; η), x2 ∈ (0,H),

(7.24)

where we have denoted by Γlu lower and upper basis of the rectangle � 0, namely,

Γlu := {x : x1 ∈ (−1/2, 1/2), x2 ∈ {0,H }}, (7.25)

cf. (7.14) to compare, and by {U∗
m(·; η)}∞m=1 the eigenfunctions.

Using the minimax principle,

Λ∗
m(η) = min

Em⊂H 1,η
per (�

0;Γlu)
max

V∈Em,V �=0

(∇V,∇V )� 0

(V , V )� 0
,

where the minimum is computed over the set of subspaces Em of H 1,η
per (�

0;Γlu)
with dimension m.

Consider the subspaceEε
m ofH 1,η

per (�
ε;Γ ε)with dimensionm, of the eigenfunc-

tions Uε
k (·; η) of (7.3)–(7.6) associated with the eigenvalues Λε

k(η) in the sequence
(7.8) with k ≤ m. These eigenfunctions have been taken to be orthonormal in
L2(�ε) and are extended by 0 inside the holes, they are still denoted by Uε

m(·; η)
and orthonormal in L2(� 0), and we take the particular subspace of dimension m
of H 1,η

per (�
0;Γlu) to be the span E∗

m = [
Uε

1 (·; η), Uε
2 (·; η), · · ·Uε

m(·; η)
]
. Then, we

can write

Λ∗
m(η) ≤ max

V∈E∗
m,V �=0

(∇V,∇V )� 0

(V , V )� 0
= max

V∈E∗
m,‖V ‖L2(�0)=1

(∇V,∇V )� 0 .

For each V ∈ E∗
m, with ‖V ‖L2(� 0) = 1, we write V = ∑m

i=1 α
ε
i (η)U

ε
i (·; η) for

certain constants αεi (η). On account of the abovementioned orthonormality, these
constants satisfy
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‖V ‖2
L2(� 0)

=
m∑
i=1

(αεi (η))
2 = 1.

Similarly, because of the extension by zero, the orthonormality, and (7.7), for the
gradients, we can write

‖∇V ‖2
L2(� 0)

=
m∑
i=1

(αεi (η))
2‖∇Uε

i (·; η)‖2
L2(� 0)

=
m∑
i=1

(αεi (η))
2Λε

i (η) ≤ Λε
m(η),

which gives

Λ∗
m(η) ≤ Λε

m(η), ∀η ∈ [−π, π], m ≥ 1.

Therefore, the left-hand side of (7.23) holds for Km(η) = Λ∗
m(η) the eigenvalue of

the mixed problem (7.24).
Finally, the precise constant Cm on the right-hand sides of (7.23) has been

obtained in [NaOrPe19a], related to the m-th eigenvalue of a Dirichlet problem in
any fixed rectangle (α, β)× (0,H), with 0 < α < β < 1/2. � 

The first convergence result is given in Theorem 7.1 below. It shows the somehow
expected convergence of the spectrum with conservation of the multiplicity in
homogenization theory. Also, the convergence of the corresponding eigenfunctions
is stated. The proof in [NaOrPe19a] has been performed adapting standard tech-
niques in homogenization and spectral perturbation theory: see, for instance, Ch. 3 in
[OlShYo92] for a general framework and [LoEtAl98] for its application to spectral
problems in perforated domains with different boundary conditions.

Theorem 7.1 Let us consider the spectral problem (7.3)–(7.6) and the sequence of
eigenvalues (7.8). Then, for any η ∈ [−π, π], we have the convergence

Λε
m(η)→ Λ0

m, as ε→ 0, (7.26)

where Λ0
m are the set of eigenvalues in the sequence (7.17) of the Dirichlet problem

(7.16). In addition, for each sequence, we can extract a subsequence, still denoted
by ε, such that the extension by zero of the eigenfunctions {U ε

m(·; η)}∞m=1 normalized
in L2(�ε), {Û ε

m(·; η)}∞m=1, converges toward the eigenfunctions of (7.10)–(7.13) in
L2(� 0), which form an orthonormal basis of L2(� 0).

As a consequence of the asymptotic analysis in [NaOrPe19a], we state the
following result:

Theorem 7.2 Let m ∈ N, and let Λ0
m be an eigenvalue of the Dirichlet problem

(7.16) in the sequence (7.17). There is at least one eigenvalue Λε
p(η) of problem
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(7.3)–(7.6), with p = p(ε, η,m) ≥ m, satisfying

|Λε
p(η)−Λ0

m| ≤ cmε, ∀ε ≤ εm, η ∈ [−π, π], (7.27)

where εm and cm are certain positive constants that are independent of η and ε.

The proof of Theorem 7.2 can be found in [NaOrPe19a], based on a lemma
on almost eigenvalues and eigenfunctions from the spectral perturbation theory,
cf. [ViLu57]. It involves the construction of approximations to eigenpairs of the
perturbation problem by means of asymptotic expansions from the solutions of the
homogenized problem and a boundary layer problem in an unbounded perforated
strip, namely, in the “unit periodicity cell” for the homogenization problem (7.3)–
(7.6) (cf. also [NaOrPe19b]).

In the next section, we show that the index p provided by Theorem 7.2 coincides
with m, cf. Theorem 7.4. Although the bound (7.27) with p = m has been used to
detect spectral gaps in [NaOrPe19a], we think that the proof in Sect. 7.3 of this work
may clarify that in [NaOrPe19a].

Remark 7.1 It should be noted that bounds (7.23) can be improved as follows: for
each fixed m, there are positive constants ε0 < 1, θ < 1, km, and cm independent of
ε and η, such that

Λ0
m − kmε

2θ ≤ Λε
m(η) ≤ Λ0

m + cmε ∀η ∈ [−π, π], ε ≤ ε0. (7.28)

The proof of (7.28) can be obtained using the reasoning of [GoEtAl21] (Sect. 7.3)
with minor modifications. This implies using the max–min principle, Hardy inequal-
ity, the normalization procedure used to obtain the left-hand side inequality in (7.23)
(applied to both finite-dimensional spaces of eigenfunctions of the perturbation and
homogenized problem), weighted estimates in Sobolev spaces and some cut-off
functions vanishing in ε-neighborhoods of the perforation string. This result allows
a simplification of the proof of Theorem 7.3 related to the eigenvalues. However,
the bounds (7.28) are associated with the homogenization of perforated domains
along lines with Dirichlet boundary conditions in the perforations (see [GoEtAl21]
and [GoEtAl22b] for other boundary conditions), and the suitable bounds cannot be
obtained in many problems of perturbed waveguides, see [GoEtAl21], [GoEtAl22a],
and [GoEtAl22b] to compare. In contrast, the technique developed in Theorem 7.3
can be applied to many problems even when the limit dispersion curves depend on
η, cf. [GoEtAl22a].

Also, it should be emphasized that the result in Theorem 7.4 improves the bound
(7.28) providing the precise value of θ = 1/2. �
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7.3 Convergence and Convergence Rates for Eigenvalues

The first approach to the asymptotics for eigenpairs of (7.3)–(7.6) is given by
Theorem 7.1, when the parameter η is fixed. Theorem 7.3 below also allows a certain
perturbation of this parameter and therefore improves the result in Theorem 7.1.

Theorem 7.3 Let us consider the spectral problem (7.3)–(7.6) and the sequence
of eigenvalues (7.8). Then, for each sequence {(εr , ηr )}∞r=1 such that εr → 0 and
ηr → η̂ ∈ [−π, π], as r →∞, we have the convergence

Λεr
m (ηr)→ Λ0

m, as r →∞, (7.29)

where Λ0
m are the set of eigenvalues of the Dirichlet problem (7.16) in the sequence

(7.17). In addition, we can extract a subsequence, still denoted by εr , such that
the extension by zero of the eigenfunctions {U εr

m (·; ηr)}∞m=1 normalized in L
2(�εr ),

{Û εr
m (·; ηr)}∞m=1, converges toward the eigenfunctions of (7.10)–(7.13) in L2(� 0),

which form an orthonormal basis of L2(� 0).

Proof Let us consider Λεr
m (ηr) and Uεr

m (·; ηr) ∈ H
1,ηr
per (�

εr ;Γ εr ) the eigenpair of
(7.7); namely, for fixed (ηr , εr ) and m = 1, 2, · · · , they satisfy

(∇Uεr
m (·; ηr),∇V

)
�εr = Λεr

m (ηr)
(
Uεr
m (·; ηr), V

)
�εr , V ∈ H 1,η

per (�
εr ;Γ εr ).

(7.30)

Taking V = U
εr
m (·; ηr), (7.30) reads

‖∇Uεr
m (·; ηr)‖2

L2(�εr )
= Λεr

m (ηr)‖Uεr
m (·; ηr)‖2

L2(�εr )
.

Let us extend the eigenfunctions by zero inside the holes. Then, using (7.23), the
normalization ‖Uεr

m (·; ηr)‖L2(�εr ) = 1, and the Poincaré inequality, for each m, we
get a uniform bound for the eigenvalues and eigenfunctions in H 1(� 0). Indeed, the
inequalities

min
η∈[−π,π ]Km(η) ≤ Λεr

m (ηr) ≤ Cm and ‖Uεr
m (·; ηr)‖H 1(�εr ) ≤ cm (7.31)

hold for constants cm and Cm which do not depend on εr and ηr .
Hence, for each fixed m, we can extract a subsequence of εr and ηr , still denoted

by r such that

(ηr , εr )→ (̂η, 0), as r →∞, (7.32)

and

Λεr
m (ηr)→ Λ̂0

m, Ûεr
m (·; ηr) ⇀ Û0

m in H 1(� 0)− weak, as r →∞,

(7.33)
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for a certain positive Λ̂0
m and a certain function Û0

m ∈ H 1(� 0) which vanishes on
the lower and upper bases of � 0, namely on Γlu, cf. (7.4) and (7.25). Let us prove
that Û0

m also vanishes along the line {x1 = 0} ∩� 0.
Indeed, we use the Poincaré inequality on the domains � 0 \ω and � 0, cf. (7.1),

‖U‖L2(� 0\ω) ≤ C‖∇U‖L2(� 0\ω) ∀U ∈ H 1(� 0 \ ω; Γlu ∪ ∂ω),

and

‖U‖L2(� 0) ≤ C‖∇U‖L2(� 0) ∀U ∈ H 1(� 0;Γlu).

We deduce

ε−1
r

∥∥Uεr
m (·; ηr)

∥∥2
L2({|x1|≤εr /2}∩� 0)

≤ Cεr
∥∥∇Uεr

m (·; ηr)
∥∥2
L2({|x1|≤εr /2}∩� 0)

,

(7.34)

where C is a constant independent of r and m. Now, taking limits in (7.34) as r →
∞, or equivalently as εr → 0, we get Û0

m = 0 on {x1 = 0}∩� 0 (cf., e.g., [MaKh06]
and (7.31)) as it has been announced.

Therefore, the limit function in (7.33) satisfies Û0
m ∈ H 1(� 0;Γlu0), cf. (7.14).

Let us prove that it also satisfies the quasi-periodicity conditions on the lateral sides
of � 0:

Û0
m(1/2, x2) = eiη̂Û0

m(−1/2, x2) and
∂Û0

m

∂x1
(1/2, x2) = eiη̂

∂Û0
m

∂x1
(−1/2, x2).

(7.35)

To do this, notice that the change V εr
m (·; ηr) = U

εr
m (·; ηr)e−iηrx1 converts the

Laplacian into the differential operator

−( ∂

∂x1
+ iηr

)( ∂

∂x1
+ iηr

)− ∂2

∂x2
2

,

and the ηr quasi-periodicity condition forUεr
m (·; ηr) becomes a periodicity condition

for V εr
m (·; ηr) ∈ H 1

per (�
0;Γlu). Consequently, since the convergence (7.33) holds,

we also have a bound for V̂ εr
m ∈ H 1

per (�
0;Γlu) which holds uniformly in ηr

and εr , and consequently a convergence of V̂ εr
m (·; ηr) (V εr

m (·; ηr) extended by zero
inside the holes) toward a function V̂ 0

m(·; ηr) ∈ H 1
per (�

0;Γlu0) holds in the weak

topology of H 1(� 0;Γlu0). Then, we obtain V̂ 0
m = Û0

me
−îηx1 , as a consequence of

the convergence

‖Û εr
m (·; ηr)e−iηrx1 − Û0

me
−îηx1‖L2(� 0) → 0 as r →∞.
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To verify the last convergence, it suffices to consider

‖Û εr
m (·; ηr)e−iηrx1 − Û0

me
−îηx1‖L2(� 0)

≤ ‖(Û εr
m (·; ηr)− Û0

m

)
e−iηrx1‖L2(� 0) + ‖Û0

m

(
e−iηrx1 − e−îηx1

)‖L2(� 0),

the convergence (7.33), the smoothness of the exponential function, and the
convergence of ηr toward η̂ as r →∞.

Thus, we have Û0
m = V̂ 0

me
îηx1, with V̂ 0

m ∈ H 1
per (�

0), and this already implies

(7.35). Consequently, we have shown that Û0
m ∈ H

1,̂η
per (�

0;Γlu0) and depends
on η̂. Also, the normalization of the eigenfunctions Û εr

m (·; ηr) in L2(� 0) and the
convergence (7.33) provides Û0

m �= 0.
In addition, by taking limits in the variational formulation (7.30) for the test

functions V ∈ C∞
0 ((−1/2, 0) × (0,H)) and for V ∈ C∞

0 ((0, 1/2) × (0,H)), we
obtain the partial differential equation

−ΔÛ0
m = Λ̂0

mÛ
0
m for x ∈ �̃ 0. (7.36)

All of this together allows us to identify (Λ̂0
m, Û0

m) with an eigenpair of the boundary
value problem (7.10)–(7.13), cf. also (7.15).

Note that the extracted subsequence and limits, cf. (7.32) and (7.33), may depend
on m. However, using a diagonalization argument, for each sequence of r , we can
extract another subsequence of r , still denoted by r but independent of m, such
that (7.33) holds ∀m ∈ N. Hence, by construction, we have obtained an increasing
sequence of eigenvalues of (7.10)–(7.13)

0 < Λ̂0
1 ≤ Λ̂0

2 ≤ · · · ≤ Λ̂0
m ≤ · · · . (7.37)

In what follows, we prove that the sequence {Λ̂0
m}∞m=1 converges toward infinity as

m→∞, while the whole sequence coincides with that in (7.17).
Indeed, from the orthonormality of Uεr

m (·; ηr) in L2(�εr ), we get the orthonor-
mality of Û0

m := Û0
m(·; η̂) in L2(� 0) just writing

(Û εr
m (·; ηr), Û εr

p (·; ηr))� 0 = δm,n, ∀m, n ∈ N,

and taking limits as r → ∞. This confirms that the sequence (7.37) converges
toward infinity as m→∞.

Let us prove that the sequence (7.37) coincides with that in (7.17). Since for
each (εr , ηr ), we have a spectral problem with the corresponding spectrum (7.8)
and the eigenfunctions forming an orthonormal basis of L2(�εr ), we can follow
the idea of Section 3.1 in [OlShYo92] or Section III.9.1 in [At84] to show the
convergence of the whole sequence of eigenvalues {Λεr

m (ηr)}∞m=1 toward those of
(7.10)–(7.13) with conservation of the multiplicity and that the set {Û0

m}∞m=1 forms
a basis of L2(� 0). The fact that the eigenvalues Λ̂0

m do not depend on η̂ is due to
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the identification performed by means of the change (7.19). However, since we are
dealing with a double perturbation, the technique must be adapted and, for the sake
of completeness, we provide here the whole proof.

We proceed by contradiction, assuming that there is some Λ∗ eigenvalue of
(7.10)–(7.13) in the sequence (7.17) which is not in the sequence (7.37). Therefore,
for some m ∈ N,

Λ∗ < Λ̂0
m+1.

Let U∗(·; η̂) ∈ H 1,η
per (�

0;Γlu0) be a corresponding eigenfunction that is orthogonal
to the constructed sequence of eigenfunctions {Û0

l (·; η̂)}∞l=1. Then, we consider the

function Uεr∗ (·; ηr) ∈ H 1,ηr
per (�

εr ;Γ εr ), solution of the problem

(∇Uεr∗ (·; ηr),∇V
)
�εr = Λ∗ (U∗(·; η̂), V )

�εr ∀V ∈ H 1,ηr
per (�

εr ;Γ εr ).

Applying the Poincaré inequality, we obtain that the extension by zero of Uεr∗ (·; ηr)
inside the holes, {Û εr∗ (·; ηr)}r , constitutes a sequence uniformly bounded in
H 1(� 0). Therefore, up to a subsequence, still denoted by r ,

Û εr∗ (·; ηr) ⇀ U∗(·; η̂) in H 1(� 0)− weak, as r →∞. (7.38)

Note that to show the convergence (7.38), we need to rewrite the argument above,
cf. (7.30)–(7.36), with minor modifications.

From U
εr∗ (·; ηr), we construct a new function W

εr∗ (·; ηr) orthogonal to the set
{Uεr

l (·; ηr)}ml=1 in the space L2(�εr ) as follows:

Wεr∗ (·; ηr) = Uεr∗ (·; ηr)−
m∑
l=1

(Uεr∗ (·; ηr), Uεr
l (·; ηr))�εr U

εr
l (·; ηr).

In addition, from the above convergence for eigenfunctions, (7.38), the orthogonal-
ity of the limit eigenfunctions in L2(� 0), and the assumption performed on the
orthogonality of U∗(·; η̂) to the limit eigenfunctions, we can write

(Uεr∗ (·; ηr), Uεr
l (·; ηr))�εr → 0, as r →∞, l = 1, 2, · · · ,m, (7.39)

Ŵ εr∗ (·; ηr) ⇀ U∗(·; η̂) in H 1(� 0)− weak, as r →∞, (7.40)

Ŵ
εr∗ (·; ηr) being the extension by zero on the holes of Wεr∗ (·; ηr), and

(∇Wεr∗ (·; ηr),∇Wεr∗ (·; ηr))�εr → Λ∗(U∗(·; η̂), U∗(·; η̂))� 0 , as r →∞.

(7.41)



7 On the Spectrum of a Floquet-Parametric Family of Homogenization Problems 109

Then, since for each εr , we have constructed a function W
εr∗ (·; ηr) ∈ {V ∈

H
1,ηr
per (�

εr ;Γ εr ); (V , (Uεr
l (·; ηr))�εr = 0, l = 1, 2, · · · ,m}, we can apply the

Rayleigh principle, see, for instance, Section I.7 in [SaSa89],

Λ
εr
m+1(ηr) = inf

V

(∇V,∇V )�εr

(V , V )�εr

,

where the infimum is computed over the elements of the space

{V ∈ H 1,ηr
per (�

εr ;Γ εr ) : (V , Uεr
l (·; ηr))�εr = 0, l = 1, 2, · · · ,m}.

Consequently,

Λ
εr
m+1(ηr) ≤

(∇Wεr∗ (·; ηr),∇Wεr∗ (·; ηr))�εr

(W
εr∗ (·; ηr),Wεr∗ (·; ηr))�εr

,

and taking limits as r →∞, from (7.33) and (7.39)–(7.41), we already obtain

Λ̂0
m+1 ≤ Λ∗,

which contradicts our assumption, and we have proved that all the eigenvalues of
the homogenized problem in (7.17) are in the sequence {Λ̂m

0 }∞m=1.
Also, this confirms the fact that the set of limiting eigenfunctions {Û0

m(·; η̂)}∞m=1
in (7.33) forms an orthogonal basis in L2(� 0) and the sets of limiting eigenvalues
(7.37) and (7.17) coincide and are independent on the Floquet parameter. Therefore,
the theorem is proved. � 

Theorem 7.4 Let m ∈ N, and let Λ0
m be an eigenvalue of the Dirichlet problem

(7.16) in the sequence (7.17). There exist positive εm and cm independent of η and
ε such that, for any ε ∈ (0, εm], the eigenvalue Λε

m(η) of problem (7.3)–(7.6) in the
sequence (7.8) meets the estimate

|Λε
m(η)−Λ0

m| ≤ cmε, ∀ε ≤ εm, η ∈ [−π, π]. (7.42)

Proof Let us recall Theorem 7.2 that provides (7.27) for a certain p(ε, η,m) ≥
m. Here, without any restriction, we can assume that Λ0

m+1 > Λ0
m, otherwise

p(ε, η,m) ≥ m + 1 also. Let us show that p(ε, η,m) = m, and consequently
the result of the statement holds. We proceed by contradiction, denying (7.42).

This implies that there is η∗ such that the estimate (7.42) does not hold. That
is, for this η∗, we can find an εη∗ ≤ εm for which p(εη∗ , η∗,m) ≥ m+ 1 (and,
obviously, strictly greater than m+ 1 depending on whether the multiplicity of Λ0

m

be greater than 1). First of all, we observe that the numbers εη∗ that we can find
must range in a finite set {εη∗,1, εη∗,2, · · · εη∗,kη∗ }, because, otherwise, we can take
a subsequence {εη∗,l}∞l=1, εη∗,l → 0 as l →∞, for which p(εη∗,l , η∗,m) ≥ m+ 1.
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Then, from (7.27), we write

Λ
εη∗,l
m+1(η

∗) ≤ Λ
εη∗,l
p(εη∗,l ,η∗,m)(η

∗) ≤ Λ0
m + cmεη∗,l ,

and taking limits, as l →∞, we get a contradiction, see the convergence (7.26): for
fixed η∗, we have

Λ0
m+1 ≤ Λ0

m. (7.43)

Note that the limit is independent of η.
Consequently, for each η∗ such that (7.42) does not hold, we associate the finite

set {εη∗,l}kη∗l=1 for which p(εη∗,l , η∗,m) ≥ m+ 1. In addition, we note that if there
is only one η∗ for which (7.42) does not hold, taking

ε∗m = min(εm, εη∗,1, εη∗,2, · · · εη∗,kη∗ ),

the inequality (7.42) holds for ε ≤ ε∗m, and the same occurs if there is only a finite
number of η∗ for which (7.42) does not hold.

Therefore, we deduce that there is at least one subsequence {η∗r }∞r=1 that
converges toward some η̂ ∈ [−π, π] as r → ∞ such that (7.42) is not satisfied for
εη∗r ,1, εη∗r ,2, · · · εη∗r ,kη∗r , r = 1, 2, · · · , while (7.27) holds. Without any restriction,
we can assume that there is also a subsequence of εη∗r converging toward zero
as r → ∞. Indeed, let us explain the last assertion in further detail. For the set
J := {η∗ ∈ [−π, π] : (7.42) is not satisfied } ⊂ [−π, π], we consider the
associated set of parameters constructed above: E := {εη∗,1, εη∗,2, · · · εη∗,kη∗ }η∗∈J .
Either E has a lower bound ε∗∗m > 0 or we can extract a sequence {εη∗r }∞r=1
converging toward zero as r → ∞, each one associated with a certain value
η∗r ∈ J . In the first case, (7.42) holds for ε ≤ ε∗m := min(ε∗∗m , εm) and the proof is
ended. In the second case, since the sequence {η∗r }∞r=1 is bounded from above and
from below, we can construct a subsequence, still denoted by r , such that

(η∗r , εη∗r )→ (̂η, 0) as r →∞.

To show that this last assertion leads us to a contradiction, we note that from
(7.27) we can write that the corresponding sequence of eigenvalues satisfies

Λ
εη∗r
m+1(η

∗
r ) ≤ Λ

εη∗r
p(εη∗r ,η

∗
r ,m)

(η∗r ) ≤ Λ0
m + cmεη∗r .

Taking limits as r → ∞, from the convergence (7.29), we get again the
contradiction (7.43). Therefore, the result of the theorem holds true. � 
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Chapter 8
The Wavelet-Based Integral Formula for
the Solutions of the Wave Equation in an
Inhomogeneous Medium: Convergence
of Integrals

E. A. Gorodnitskiy and M. V. Perel

8.1 Introduction

We study the initial-boundary value problem for the wave equation in the half-plane
R

2+ = {(x, z) : x ∈ R, z ≥ 0}

∂2
t u− c2(x, z)Δu = 0, c(x, 0) = 1, (8.1)

u(t, x, 0) = f (t, x), (8.2)

where ∂2
t u is the second derivative with respect to t . To obtain an unique solution

we add the condition
∫

R
2+

dxdz|u|2 → 0
t→−∞ (8.3)

and some restrictions on f (t, x). We treat here an integral representation of the
solution of (8.1)–(8.3) in terms of localized solutions, which was presented in
[GoEtAl16]. We name the constituent localized solutions in the representation the
elementary ones. Here we give some results for justification of this representation.
The best-known integral representation of a solution in a homogeneous medium
is given by the Fourier integral. If the medium is inhomogeneous, the numerical

methods are used. In the case f (t, x) = A(t, x)ei
Φ(t,x)
ε , ε << 1, the computational

cost of numerical calculations is high. Asymptotic methods [BaBu09, MaFe81] are
more appropriate for the problem and they may provide a qualitative description of
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the field. If f (t, x) = ∑
j

Aj (t, x)e
i
Φj (t,x)

εj , εj << 1, where εj are of different order,

or f (t, x) is a multi-scaled function found experimentally, the processing of data
should be done first and then each component should be treated by an appropriate
asymptotic method. The integral formula, which is studied here, contains built-
in data processing because it is based on the Poincaré affine wavelet analysis
[AnEtAl06], which may be applied for image and signal processing. It yields the
decomposition of the solution in exact localized solutions, which may have an
asymptotic approximation.

Other wavelet-based integral formulas for solutions of the wave equation in
a homogeneous medium were presented and studied in [PeSi03, PeSi06, PeSi07,
PeSi09, PeEtAl10], where wavelets constructed with the similitude group were
applied. In a homogeneous medium, the affine Poincaré wavelet analysis was
earlier used in [Pe09, PeGo12, GoPe17]. The elementary solutions in homoge-
neous medium were the exact solutions named the Gaussian wave packets in
[KiPe99, KiPe00]. Our idea was to decompose the boundary data in wavelets and
each wavelet is a boundary datum for an elementary solution in the medium. In
[GoEtAl12, GoEtAl16], (see also, [PeGo19]), we studied propagation in an inhomo-
geneous medium and used as elementary solutions asymptotic high-frequency ones
called quasiphotons [BaUl81], [Ra82]. The quasiphotons were given by an explicit
formula for high frequencies. They represent wave packets localized according to
the Gaussian law near a point moving along a semiclassical trajectory. The simplest
packets have a “footprint” on the boundary of the form

ψ(t, x) = e
−i$t−

(
t2+x2

2

)
. (8.4)

We introduce an exact solution, an exact quasiphoton, which is a solution of (8.1)–
(8.3) for f (t, x) = ψ(t, x).

We aim to show that an integral representation from [GoEtAl12, GoEtAl16]
gives an exact solution and it can be used not only in a high-frequency regime. We
propose here to use exact quasiphotons as elementary solutions for decomposition
of solutions of (8.1)–(8.3). We believe that hybrid methods can be based on
this decomposition formula: in the high-frequency case, asymptotic formulas for
quasiphotons as elementary solutions may be applied; for other parameters, the
numerical methods for exact quasiphotons can be used. To develop a rigorous
approach to an integral representation, we should formulate the well-posed initial-
boundary value problem for the wave equation in a half-plane on a semi-infinite
time interval. Then a problem we solve and a problem for elementary solutions will
be well-posed. In particular, we should find a priori estimates for norms of solutions
given in terms of norms of boundary data. By using these estimates, we should
find the dependence of norms of exact quasiphotons on parameters. The integral
representation is an integral in the space of parameters, on which the solutions
depend. The convergence of the integral should be studied.
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Below we give the outline of the paper. First, we give some facts about the
Poincaré affine wavelet analysis and the integral decomposition of solutions in the
homogeneous medium. Then we formulate results for the well-posed problem for
the wave equation in a half-plane on a semi-infinite time interval, details will be
in a separate paper. The estimates of norms of elementary solutions in terms of
parameters are presented in [GoPe21]. From these estimates, it follows that to study
the convergence of the integral formula, it is necessary to consider the fourfold
integral over the parameters of the wavelet transform multiplied by the powers of
the parameters. In the present paper, we prove the convergence of such an integral.

8.2 Preliminary Considerations by the Fourier Transform

Suppose f (t, x) ∈ L2(R
2). This function can be expanded into the Fourier integral

f (t, x) =
∫

R2

ei(kxx−ωt) f̂ (ω, kx) dω dkx,

where f̂ (ω, kx) is the Fourier transform of this function. Let us find a solution to the
wave equation (8.1) in the homogeneous medium (c = 1) satisfying the boundary
condition (8.2):

u(t, x, z) =
∫

R2

ei(−ωt+kxx+kzz) f̂ (ω, kx) dω dkx, kz =
√
ω2 − k2

x, (8.5)

where the branch of the square root in the definition of kz is fixed by the condition
kz > 0, if ω2 > k2

x . The negative kz corresponds to the second solution.
It is easy to see that the solutions given by the formula (8.5) are divided into two

classes: if ω2 > k2
x, kz is real, then the solutions propagate in the direction z, if

ω2 < k2
x, kz is imaginary, then the solutions vary exponentially. In this paper, we

will discuss solutions, which propagate.
We assume that f ∈ L2(R

2) and that f̂ (ω, kx) �= 0 only if ω > |kx |. We denote
by D1 the domain ω > |kx | and by D1 the class of functions with the support of
their Fourier transform lying in D1. Moreover, we assume that f̂ (ω, kx) = 0 if

ω2 − k2
x ≤ ε2. (8.6)

This condition means that the Fourier integral of the wavefield contains plane waves
propagating under not very small angles to the boundary with kz ≥ ε.

If the boundary data are multi-scaled, then the representation in terms of plane
waves is not effective.
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8.3 Some Facts from the Poincaré Affine Wavelet Analysis

This article is devoted to the expansion of solutions of the wave equation based on
the mathematical techniques of the Poincaré affine wavelet analysis [AnEtAl06]. Let
us list some facts we use. Let be !χ = (t, x)T, !σ = (ω, kx)

T. Such two-dimensional
vectors form the Minkowski space with the pseudo-Euclidean scalar product

( !χ1, !χ2)m = t1t2 − x1x2.

The subscript m in the notation of inner product (·, ·)m is introduced to distinguish
the pseudo-Euclidean inner product from the ordinary Euclidean one.

The Fourier transform f̂ (ω, kx) ≡ f̂ (!σ) of the function f (t, x) is defined as
follows:

f̂ (!σ) = 1

(2π)2

∫

R2

d2 !χf ( !χ)ei( !χ,!σ)m = 1

(2π)2

∫

R2

d2 !χf ( !χ)eiωt−ikxx .

We give here formulas for the Poincaré decomposition of functions f ∈ D1. Let us
choose two functions from this space ζ( !χ),ψ( !χ) ∈ D1 and call these functions
mother wavelets. Let us construct a family of wavelets ζa,φ, !χs ( !χ), ψa,φ, !χs ( !χ),
applying Lorentz transforms, shifts, and dilations to the mother wavelets:

ζa,φ, !χs ( !χ) =
1

a
ζ

(
Λ−φ

!χ − !χs
a

)
, ψa,φ, !χs ( !χ) =

1

a
ψ

(
Λ−φ

!χ − !χs
a

)
,

where the matrix of hyperbolic rotations is defined by the formula

Λφ =
(

coshφ − sinhφ
− sinhφ coshφ

)
.

We define the affine Poincaré wavelet transform, which in what follows, will be
called for brevity the wavelet transform, by the formula

(
W ζ f

)
(a, φ, !χs) =

∫

R

d2 !χf ( !χ)ζa,φ, !χs ( !χ),

where ζ means the complex conjugation of ζ . The wavelet transform is a convolu-
tion, so it can be found in the Fourier domain

(
W ζ f

)
(a, φ, !χs) = (2π)2a

∫

D1

d2 !σ f̂ (!σ)ζ̂ (aΛ−φ !σ)ei(!σ , !χs)m. (8.7)
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If the wavelet transform of a function is known, then the function itself can be
recovered by the formula

f ( !χ) = 1

cζψ

∞∫

0

da

a3

∫

R2

d2 !χs
∫

R

dφ
(
W ζ f

)
(a, φ, !χs)ψa,φ, !χs ( !χ),

where the constant cζψ is defined as follows:

cζψ = (2π)2
∫

D1

d2 !σ ζ̂ (!σ)ψ̂(!σ)|ω2 − k2
x |
.

The condition

0 < cζψ <∞

is called the admissibility condition, it imposes restrictions on the choice of a pair
of wavelets ζ , ψ .

8.4 Integral Representation of Solutions in the Homogeneous
Medium

We proposed in [Pe09, PeGo12] to find solutions of (8.1) and (8.2) in a homoge-
neous medium as an integral superposition of solutions, which we name elementary
ones. To construct a family of elementary solutions we should choose one solution,
the so-called mother solution, which satisfies the same problem (8.1)–(8.3) but with
f (t, x) = ψ(t, x), ψ(t, x) ∈ D1. We denote this solution Ψ (t, x, z) ≡ Ψ ( !χ, z).
We determine a family of elementary solutions as

Ψ(a,φ, !χs)( !χ, z) =
1

a
Ψ (Λ−φ

!χ − !χs
a

,
z

a
). (8.8)

Integral representation of solutions of (8.1)–(8.3) reads

u( !χ, z) = 1

cζψ

∞∫

0

da

a3

∫

R

dφ

∫

R2

d2 !χs
(
W ζ f

)
(a, φ, !χs)Ψ(a,φ, !χs)( !χ, z)

if f ∈ D1. We use the notation Ψν( !χ, z) ≡ Ψ(a,φ, !χs)( !χ, z) ≡ Ψν(t, x, z) for
elementary solutions.
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8.5 Initial-Value Problem for the Wave Equation in a
Half-Plane on a Semi-Infinite Time Interval

The family of solutions Ψν(t, x, z) cannot be constructed by formulas (8.8) in the
case of variable wave speed. We determined them from the initial-boundary value
problem for the wave equation in a half-plane on a semi-infinite time interval. This
problem arose for u itself, for the mother solution Ψ and the family of solutions Ψν .
Here we formulate conditions under which such a problem is well-posed and give a
priori estimates for norms of solutions.

We need some notation.
We use domains: Π−∞,T = {(t, x, z) : t ∈ (−∞, T ), (x, z) ∈ R

2+}, R2+ =
{(x, z) : x ∈ R, z ≥ 0}, π−∞,T = {(t, x) : t ∈ (−∞, T ), x ∈ R}. We will have
Ω = Π−∞,T , Ω = π−∞,T , or Ω = R

2+. Let u, v ∈ H
l (Ω), then

(u, v)
(l)
Ω =

l∑
s=0

∫

Ω

∑
$0+$1+$2=s

∂
$0
t ∂

$1
x ∂

$2
z u ∂

$0
t ∂

$1
x ∂

$2
z v dxdzdt,

where $j , j = 0, 1, 2, may be from 0 to s. If u ∈ H
l (Ω), then ‖u‖(l)Ω =

√
(u, u)

(l)
Ω .

If superscript is omitted or equal to zero, then u ∈ L2(Ω). For functions u =
u(t, x, z), we denote

‖u(t, ·, ·)‖(l)
R

2+
=

⎛
⎜⎜⎝

l∑
s=0

∫

R
2+

∑
$1+$2=s

∣∣∂$1
x ∂

$2
z u(t, x, z)

∣∣2 dxdz
⎞
⎟⎟⎠

1/2

,

and

‖u‖Π−∞,T
=

⎛
⎝

T∫

−∞
dt‖u(t, ., .)‖2

R
2+

⎞
⎠

1/2

.

We say that u ∈ L1,2(Π−∞,T ) if

‖u‖L1,2(Π−∞,T ) =
T∫

−∞
dt‖u(t, ., .)‖

R
2+ <∞.
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We will use also spaces with the norm

‖u‖(k)L1,2(Π−∞,T )
=

T∫

−∞
dt (T − t)k‖u(t, ., .)‖

R
2+ .

We introduce the energy functional class H 1
en(Π−∞,T ) as follows: the function

Ψ ∈ H 1
en(Π−∞,T ) if Ψ ∈ H 1(Π−∞,T ) and it satisfies the equation in the sense

of integral identity, see [La13]; the functions Ψ (t, ., .) and Ψt(t, ., .) are defined
for every t and are continuous as functions of t in the classes H 1(R2+), L2(R

2+),
respectively.

Now we describe spaces for a boundary function ψ = ψ(t, x). Let ψ(t, x) ∈
H 2(π−∞,T ). Then the norm ‖ψ(t, .)‖ in H 2(R) exists for almost every t . We define
the norm comprising the second derivative with respect to t :

(
|||ψ(t, .)|||(2)

R

)2 =
∫

R

dx
(
|ψ |2 + |∂2

t ψ |2 + |∂2
xψ |2

)
.

We denote

|||ψ |||(k,2)L1,2(π−∞,T )
=

T∫

−∞
dτ(t − τ)k|||ψ(t, .)|||(2)

R
<∞,

k = 0, 1, 2.

Theorem 8.1

• Let the speed c satisfy the conditions:

0 < cmin ≤ c(x, z) ≤ cmax <∞,

| !∇c(x, z)| ≤ c1 <∞.

• Let ψ ∈ H 2(R2) and

|||ψ |||(k,2)L1,2(π−∞,T )
<∞, k = 0, 1, 2,

•
∫

R

dx|ψ |2 → 0
t→−∞ .
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If these conditions are satisfied, the solution of the problem (8.1)–(8.3) with f =
ψ(t, x) denoted Ψ (t, x, z) such that Ψ ∈ H 1

en(Π−∞,T ) ∩ L1,2(Π−∞,T ) and
Ψt , Ψx, Ψz ∈ L1,2(Π−∞,T ) exists, is unique and stable with respect to small
variations of the boundary data, the following estimates are valid:

‖Ψ (t, ., .)‖(1)
R

2+
≤ C1

(
|||ψ |||(1,2)L1,2(π−∞,t )

+ |||ψ |||(0,2)L1,2(π−∞,t )
+ ‖ψ(t, .)‖(1)

R

)
,

‖Ψt(t, ., .)‖R2+ ≤ C2

(
|||ψ |||(0,2)L1,2(π−∞,t )

+ ‖∂tψ(t, .)‖R
)
,

(‖Ψ ‖(1)Π−∞,t
)2 ≤ C3

(
|||ψ |||(1,2)L1,2(π−∞,t )(

|||ψ |||(2,2)L1,2(π−∞,t )
+ |||ψ |||(0,2)L1,2(π−∞,t )

)
+ (‖ψ‖(1)π−∞,t

)2
)
,

where Cj , j = 1, 2, 3 are some positive constants.

8.6 Integral Representation for Solutions
in the Inhomogeneous Medium

We study propagating solutions of the problem (8.1)–(8.3). Let the speed c(x, z)

and the boundary function f (t, x) satisfy the conditions listed in the theorem 8.1.
We assume additionally that f,ψ ∈ D1.

Let we know the solution Ψ (t, x, z) of the problem (8.1)–(8.3), which exists
according to the theorem 8.1.

Determine a family of solutions

1

c2(x, z)
∂2
t Ψν − ∂2

xΨν − ∂2
z Ψν = 0, ν = (a, φ, !χs),

Ψν(t, x, z)|z=0 = ψν(t, x),∫

R
2+

dxdz|Ψν |2 → 0
t→−∞ .

It is easy to check that ψν(t, x) ∈ D1. We assume that ψν(t, x) satisfies conditions
of the theorem 8.1. This is true for a particular case of ψ of the form (8.4).

If the family of solutions is constructed, the integral representation of solutions
of (8.1)–(8.3) can be found

u( !χ, z) = 1

cζψ

∞∫

0

da

a3

∫

R

dφ

∫

R2

d2 !χs
(
W ζ f

)
(a, φ, !χs)Ψν( !χ, z), (8.9)
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where Ψν( !χ, z) ≡ Ψν(t, x, z), ν = (a, φ, !χs). This representation was introduced
formally in [GoEtAl16]. In [GoPe21], we estimate norms of exact quasiphotons
from the family Ψ(a,φ, !χs)( !χ, z) as functions of a, coshφ, !χs and find a power law in
these parameters. The convergence of the integral on the right-hand side of (8.9) is
proved below in Theorem 8.2.

8.7 On Convergence of Integrals

We say that the function ζ(t, x) belongs to the Schwartz class, ζ(t, x) ∈ S , if
ζ ∈ C∞, and the function ζ and its derivatives decrease faster than any power of
t and x for t2 + x2 → ∞, that is, (t2 + x2)m/2∂kt ∂

j
x ζ(t, x) → 0

t2+x2→∞
, for all non-

negative m, k, j . It is known that the Fourier transform maps the Schwarz class into
the Schwarz class.

Lemma 8.1 Let f (t, x), ζ(t, x) ∈ S , f, ζ ∈ D1. Both functions f̂ (!σ) and ζ̂ (!σ)
vanish for 0 ≤ ω2 − k2

x ≤ ε2.

Then the following integral converges:

J =
∞∫

0

da

a3

∫

R

dφU [f, ζ ](a, φ)(coshφ)q al <∞, (8.10)

for any l and q, where

U [f, ζ ](a, φ) = a

∫

D1

d2 !σ
∣∣∣f̂ (!σ)ζ̂ (aΛ−φ !σ

)∣∣∣ .

Proof The integral (8.10) reads

J =
∞∫

0

da

a2

∫

R

dφ

∫

D1

d2 !σ
∣∣∣f̂ (!σ)ζ̂ (aΛ−φ !σ

)∣∣∣ (coshφ)q al

=
∫

D1

d2 !σ |f̂ (!σ)|
∞∫

0

da

a2−l

∫

R

dφ(coshφ)q
∣∣∣ ζ̂ (aΛ−φ !σ

)∣∣∣ .

To calculate the inner integral we introduce new variable of integration !σ ′ instead
of a and φ:

!σ ′ = aΛ−φ !σ .
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The Jacobian determinant is determined by the formula:

∣∣∣∣ D(a, φ)D(ω′, k′x)

∣∣∣∣ = 1

a(ω2 − k2
x)
.

We express a and φ through the variables !σ , !σ ′. We take into account the fact that

a2(ω2 − k2
x) = (ω′)2 − (k′x)2,

denote (ω′)2 − (k′x)2 ≡ (ρ′)2, ω2 − k2
x ≡ ρ2, and therefore

a = ρ′/ρ.

We get also that

coshφ = ω′ω − k′xkx
ρρ′

≤ 2
ω′ω
ρρ′

.

If q > 0, we obtain that (8.10) is reduced to the form:

J ≤ 2q
∫

D1

d2 !σ |f̂ (!σ)|ω
q

ρq+l−1

∫

D1

d2 !σ ′ |ζ̂ (!σ
′)|(ω′)q

(ρ′)q−l+3 .

Both integrals of the product converge for any q and l, as it follows from the fact
that

ε < ρ < ω, ε < ρ′ < ω′,

see (8.6). Indeed, if q + l − 1 > 0, then 1/ρq+l−1 < 1/εq+l−1. The first integral is
reduced to the integral of |f̂ (!σ)|ωq , which converges if f ∈ S . For q + l − 1 < 0,
the first integral can be estimated as follows

∫

D1

d2 !σ |f̂ (!σ)|ωq(ω2 − k2
x)
|q+l−1|/2 ≤

∫

D1

d2 !σ |f̂ (!σ)|ωqω1−l−q .

It converges because f̂ (!σ) decays faster than any power of ω as a function from the
class S . The second integral can be analyzed in a similar way. If q < 0, coshq φ <
1 and J is estimated analogously.

Theorem 8.2 Let f (t, x), ζ(t, x) ∈ S , f, ζ ∈ D1. Both functions, f̂ (!σ) and ζ̂ (!σ),
vanish for 0 ≤ ω2 − k2

x ≤ ε2.

Then the following integral converges:
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J =
∫

R3

dxsdtsdφ

∞∫

0

da

a3

∣∣(W f ζ
)
(a, φ, !χs)

∣∣ (coshφ)q al |ts |m|xs |n <∞,

(8.11)

for any l, q, m ≥ 0, and n ≥ 0.

Proof If xs and ts are bounded, the convergence of J follows from lemma 8.1. In
fact, after rewriting the wavelet transform in the form of (8.7), and estimating its
modulus we obtain an integral, which does not depend on ts and xs . Inserting it
into (8.11) and integrating the result in bounded limits over ts and xs , we obtain the
integral (8.10), which converges.

Let now xs and ts belong to infinite intervals. The properties of the Fourier
transform yield

(its)
m(−ixs)n

(
W ζ f

)
(a, φ, !χs) = a

∫

D1

d2 !σ Vm,n(a, φ, !σ)e−i(!σ , !χs)m, (8.12)

Vm,n(a, φ, !σ) = (2π)2
∂m+n(f̂ (!σ )̂ζ (aΛ−φ !σ))

∂ωm∂knx
.

The function Vm,n(a, φ, !σ) is the sum of the terms obtained by differentiating the
product. To estimate the integral (8.11), it suffices to estimate integrals of the form

I = a

∫

D1

d2 !σ |∂m1
ω ∂

n1
kx
f̂ (!σ)| |∂m2

ω ∂
n2
kx
ζ̂ (!σ ′)|

∣∣∣!σ ′=aΛ−φ !σ
. (8.13)

At each differentiation of ζ , the multiplier a coshφ or a sinhφ will arise, and the
derivative of ζ by its argument will also appear. This derivative is a function of
aΛ−φ !σ , belonging to the Schwartz class. Finally, the integral (8.13) is reduced to
the integral

I ≤ aj+1 coshj φ
∫

D1

d2 !σ
∣∣∣g(!σ)η(aΛ−φ !σ)

∣∣∣ = aj+1 coshj φU [g, η](a, φ),

g = ∂m1
ω ∂

n1
kx
f̂ (!σ), η = ∂

m2
ω′ ∂

n2
k′x
ζ̂ (!σ ′)

∣∣∣!σ ′=aΛ−φ !σ
,

(8.14)

where j = m2 + n2. Thus, |g(t, x)| = |tm1xn1f (t, x)|, and |η(t, x)| = |tm2xn2 |
|ζ(t, x)|. The differentiation does not change the support of the function and
multiplication to powers of arguments does not take the function out of the Schwartz
class. Therefore, lemma 8.1 can be applied to the integral obtained by substitution
of (8.14) into (8.11) and the obtained integral converges. By using (8.12) and (8.14),
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we find that

| (W ζ f
)
(a, φ, !χs)| ≤

Const

(|xs |n + 1)(|ts |m + 1)

∑
m1+m2=m,
n1+n2=n

U [tm1xn1f, tm2xn2ζ ](a, φ)aj+1 coshj φ.

Substituting this expression into the integral (8.11) and applying the lemma 8.1, we
get a converging integral.
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Chapter 9
Modelling the Spread of a Disease in an
Epidemic Through a Country Divided
into Geographical Regions

P. J. Harris and B. E. J. Bodmann

9.1 Introduction

The global spread of the SAR-CoV-2 virus (which is more commonly referred
to as the Covid-19 virus) [RiAl20, SaEtAl20] has led to a renewed interest in
the mathematical modelling of the spread of diseases [WuEtAl20]. Experimental
evidence of how a disease spreads across a country or state shows that the spread will
depend on the distribution of the people within the country being considered (see
[AlEtAl, Ne15, ReEtAl13] for example). Generally, a disease will spread quickly
through a densely populated city and slowly through a sparsely populated rural area.
On other words, the spread of the disease is dependent on the population density of
a region rather than just the population.

This chapter will consider the regional model for the spread of an infectious
disease across a country or region developed in Harris and Bodmann [HaBo21]
which uses the population density in each region rather than just the population. This
model contains a number of new parameters, most notably the proportion of infected
people who are not diagnosed with the disease and a parameter which controls how
many people travel between the different geographical regions. In this chapter, we
will investigate the effect that changing these parameters has on the predicted spread
of a disease across the main part of the United Kingdom. We will then apply the
model to simulate the spread of COVID-19 in the United Kingdom where we will
simulate the effects of events like lockdowns by making appropriate changes to
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some of the parameters in the model to simulate the reduction in transmission and
travel that result from a lockdown.

9.2 Mathematical Model

In developing our model of the spread of a disease through a country divided into a
number of regions, we made the following assumptions:

• We assume that the population is uniformly distributed within each region
considered.

• We assume that births and deaths from causes other than the disease can be
neglected. This means the total number of individuals in the system remains
constant.

• Whilst people can move between regions within the country, we assume that no
one enters or leaves the country.

• Anyone who recovers from the disease is then immune and cannot become
reinfected.

The starting point for our analysis is the susceptible–infected–recovered (SIR)
model [He00]

dS

dt
= −λSI

dI

dt
= λSI − μIRI

dR

dt
= μIRI

(9.1)

where S, I and R denote the number of individuals who are susceptible to the
disease, who are infected by the disease and who have recovered from the disease,
respectively. Furthermore, λ is the infection rate and μIR is the recovery rate.

The basic SIR model (9.1) can be extended to include categories such as carriers
(denoted C) and those that have died from the disease (denoted D). Here, we define
carriers as individuals who are infected with the disease but are not diagnosed
because they are asymptomatic or because they mistake the symptoms for a different
disease. In addition, we will use the term infected to denote those individuals who
have been diagnosed and know that they are infected. The modified system of
differential equations is [HaBo21]
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dS

dt
= −λS(I + C)

dI

dt
= λβS(I + C)− μIRI − μIDI

dC

dt
= λ(1 − β)S(I + C)− μCRC − μCDC

dR

dt
= μIRI + μCRC

dD

dt
= μIDI + μCDC

(9.2)

where β is the proportion of infected individuals who are diagnosed and not just
carriers and μID is the proportion of infected individuals who die from the disease.
Similarly, μCR and μCD are the proportions of carriers who recover or die.

There are some drawbacks to using (9.2) to simulate the spread of a disease
through a country. Firstly, it assumes that the population is uniformly distributed
over the whole country when in reality a large proportion of the population is usually
concentrated in cities with relatively few people living in rural areas. Secondly, in an
outbreak, a disease is usually confined to a small area of the country and spreads out
from that area. To illustrate the first drawback, consider the four countries described
in Table 9.1. If we apply the SIR model (9.1) with the same parameters to each of the
regions in Table 9.1, then the results for Regions A and D will be the same, as will
the results for Regions B and C as they have the same populations. However, if apply
the SIR model (9.1) to the population densities rather than the populations, then the
proportions of the population who become infected are the same for regions A and
C as they have the same population densities, whilst the proportion of the population
who become infected is higher for Region B as it has a higher population density.
The proportion of the population who become infected in Region D is smaller as
Region D has the smallest population density. These results are illustrated in Fig. 9.1
where the curves for Regions A and C are superimposed.

Consider a country that can be divided into a number of geographical regions.
For the UK, this can be the counties or administrative areas. We assume that the
population is uniformly distributed within each region. Let the ith element of the
vectors S, I, C, R and D be the number of people in each category in the ith
region. Then, the differential equations for a single region (9.2) can be extended

Table 9.1 The area and populations of four example isolated countries

Region Population Initial infected Area (km2) Population density (km−2)

A 1,000,000 10 1000 1000

B 2,000,000 20 1000 2000

C 2,000,000 20 2000 1000

D 1,000,000 10 2000 500
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Fig. 9.1 The proportion of the population who are infected in each of the regions

to consider a country divided into regions by writing in the equations in vector form
as [HaBo21]

dS
dt

= −λF + αT S

dI
dt

= λβF− μIRI− μIDI + αT I

dC
dt

= λ(1 − β)F− μCRC− μCDC + αTC

dR
dt

= μIRI+ μCRC + αTR

dD
dt

= μIDI+ μCDC

where Fi = Si(Ii + Ci) and the movement matrix T will be discussed later. Here,
α is a parameter which controls the rate at which people move between regions.

However, as shown above, we need to use the population density rather than the
population in the differential equation. Harris and Bodmann [HaBo21] developed a
model which takes the population density into account and obtained the modified
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system of differential equations

dS
dt

= −λA−1F + αT S

dI
dt

= λβA−1F− μIRI− μIDI + αT I

dC
dt

= λ(1 − β)A−1F− μCRC− μCDC + αTC

dR
dt

= μIRI+ μCRC + αTR

dD
dt

= μIDI+ μCDC

where A is a diagonal matrix with Aii being the area of the ith region.
The movement matrix T which models people moving between regions is given

by

Tij =

⎧⎪⎪⎨
⎪⎪⎩

(PM)ij i �= j

−
N∑

k=1,k �=i
(PM)ki i = j

where

Mij = max

(
1 − dij

dmax
, 0

)
i �= j

dij is the distance of Region i from Region j , dmax is the maximum travel distance
and P is a diagonal matrix with

Pii = Si + Ii + Ci + Ri∑N
i=1 (Si + Ii + Ci + Ri)

Here, the notation (PM)ij denotes the element at the (i, j) position in the matrix
product PM . This choice of the T matrix will ensure that as the populations from
the different regions mix, the total population of each region remains the same.

The system of differential equations are solved using an iterative predictor–
corrector Crank–Nicholson method [At89, CrNi47]. When calculating the number
of people in each category in each region for each day, a sequence of time-steps
h0 > h1 > h2 > · · · > hn is used to ensure that the calculations have converged to
a predetermined accuracy.
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9.3 Numerical Results

The results presented here are for the UK, where the population data for 2018 is
freely available from the UK Office of National Statistics and the initial conditions
for the infection are that on day 0 there are 20 carriers in London (unless stated
otherwise) and no infected people or carriers in the rest of the country.

In the numerical results presented in this chapter, we will look at the effect of
changing some of these parameters. We will primarily look at varying some of the
new parameters in the model, such as α and β as the effect of changing some of the
other parameters has been explored in the previous work on these equations.

We first investigate the effect of changing the distance parameter α. To obtain
these results, we used λ = 7×10−5, β = 0.67, μIR = μCR = 0.0714, μID = 0.01
and μCD = 0. The reason for making μCD = 0 is that ultimately we are going to
apply the model to the spread of COVID-19 in the UK, and since COVID-19 is a
notifiable disease in the UK, it effectively means that all cases where the patients
die of the disease must have been diagnosed. Figure 9.2 shows the proportion of
the population in each region who are either infected or carriers at the time when
the total number of people are infected or carriers is maximised. When α = 0,
meaning that there is no movement of the population across the country, the disease
is confined to London, and as α increases, the disease spreads to a larger number
of regions in the country. Figure 9.3 shows the total number of people who are
susceptible, known to be infected or carriers, who have recovered and who have
died in the whole country for the different values of α considered. The graphs in
Fig. 9.3 show that changing α has a relatively small effect on the overall number

Fig. 9.2 The proportion of the population who are infected or carriers for each region when the
maximum number of people in the whole country are infected
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Fig. 9.3 The number of susceptible people (top left), infected and carriers (top right), recovered
people (bottom left) and people who have died (bottom right) as a function of time for different
values of the distance parameter α

of people affected by the disease but that when there is more movement of people
between the regions then the distribution of the people affected by the disease are
more spread out over the whole country.

We now investigate the effect of changing β which is the proportion of those
infected who are diagnosed. For this case, we used λ = 7 × 10−5, α = 0.1, μIR =
μCR = 0.0714, μID = 0.01 and μCD = 0 to calculate our results. Figure 9.4
shows the total number of people who are susceptible, infected or carriers, who
have recovered and who have died in the whole country for the different values of
β considered. These results show that changing the proportion of people who are
diagnosed does not have a large effect on the number of susceptible people, people
known to be infected and carriers, but it does affect the number of people who die
from the disease. This is because a larger proportion of the people infected with the
disease are being diagnosed and in the results presented here we have assumed that
only diagnosed people can die from the disease and that all the carriers eventually
recover.

We also used the model to simulate what happens when the initial infection
is located in different cities. In the results presented here, we considered the
initial infection to be in London, Birmingham, Manchester and Glasgow using the
parameters λ = 4×10−5, β = 0.67,μIR = μCR = 0.0714,μID = 0.01,μCD = 0,
α = 0.1. Figure 9.5 shows the percentage of people who are either infected or are
carriers in each region on the day when there is the maximum number of people
who are infected or are carriers. These results show that the initial location of the
infection has a negligible effect on the number of people who eventually become
infected with the disease.
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Fig. 9.4 The number of susceptible people (top left), infected and carriers (top right), recovered
people (bottom left) and people who have died (bottom right) as a function of time for different
proportions of infected people who are diagnosed

Fig. 9.5 The percentage of individuals who are infected or are carriers in each region on the day
when the maximum number of individuals are infected or are carriers. From left to right, the maps
are for the initial infection located in London, Birmingham, Manchester and Glasgow
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Fig. 9.6 The simulated and observed numbers of people who have been infected and who have
died of COVID-19 in the UK for different values of the parameters α and β

We can now apply the model to the spread of COVID-19 in the UK. The data for
the daily number of infections and deaths from 30 January 2020 is freely available.
For the first 53 days, there was no lockdown or restrictions in the UK. We can find
λ and μID that approximately fit to the data for the first 53 days. We use three
different values of α to model different rates of people moving between regions and
three values of β since the level of testing in the UK at this time was unknown. We
used μIR = μCR = 0.0714 which corresponds to it taking 14 days for a person to
cease to be infectious, andμCD = 0 as all recorded deaths occur in people who have
been tested (death recorded within 28 days of a positive test). Figure 9.6 shows the
parameter which approximately fit the model to the observed data for the UK, and
the values of the fitted parameters are shown in Table 9.2. As expected, changing α
and β does not have major effect on the value of μID since the number of infected
people is approximately the same for all the values of α and β and so μID will be
the same to produce the same number of deaths. However, the results in Table 9.2
show that increasing α for a fixed value of β causes λ to increase, but increasing
β for a fixed λ causes λ to decrease. In other words, if there is more movement of
people between the regions, then the infection rate λ has to increase to give the same
level of infections. However, if a greater proportion of people are diagnosed, then
the infection rate has to decrease to give the same number of infections, as expected.

Using the fitted values of λ and μID , we can use the model to predict the number
of people who will be infected with the disease and the number that will die from
the disease. Using the values given in Table 9.2 for α = 0.3, the results for different
values of β are shown in Fig. 9.7.
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Table 9.2 The approximate
values of the parameters λ
and μID that approximately
model the spread of
COVID-19 in the UK for
different values of the
parameters α and β

α β λ μID

0.1 0.05 5.91 × 10−5 0.006

0.10 5.67 × 10−5 0.006

0.25 5.37 × 10−5 0.006

0.2 0.05 6.60 × 10−5 0.006

0.10 6.35 × 10−5 0.006

0.25 6.04 × 10−5 0.005

0.3 0.05 7.21 × 10−5 0.006

0.10 6.97 × 10−5 0.006

0.25 6.64 × 10−5 0.005

Fig. 9.7 The predicted number of people who are infected (top left), who are carriers (top right),
who recover (bottom left) and who die (bottom right) from COVID-19 in the UK for the case
α = 0.3

The main process for controlling the spread of COVID-19 in the UK was the use
of lockdowns. Lockdowns can be simulated in the model by making the infection
rate λ and α which controls the rate at which people move between the different
regions. Here, we simulated the effects of a lockdown lasting from day 53 to day 151
(which is 14 weeks in duration) where either λ is reduced by 90% (which we can call
reduced transmission) or α is reduced by 90% (which we shall call reduced travel)
or both were reduced by 90%. The results of these calculations for α = 0.1 and β =
0.1 are shown in Fig. 9.8. The results seem to show that provided the transmission
is reduced, there is little point in reducing the travel as the curves for reduced travel
and both are similar in all of the graphs shown in Fig. 9.8. Furthermore, the graph
showing the simulated number of people dying from COVID-19 in the UK shows
that the lockdown does not significantly reduce the number of deaths and merely
delays them.



9 Modelling the Regional Spread of a Disease 137

Fig. 9.8 The predicted number of people who are susceptible (top left), who are infected (top
right), who recover (bottom left) and who die (bottom right) from COVID-19 in the UK for α = 0.1
and β = 0.1 when there are different types of lockdown between days 53 and 151

9.4 Conclusions

This chapter has presented a method for modelling the spread of a disease across a
country divided into different geographical regions each with different population
densities. The results show that the proportion of the population who become
infected with the disease is greatest in the densely populated cities and that the
proportion of the population infected is much lower in sparsely populated rural
areas.

One of the important results shown in this chapter is that if the proportion of
people travelling increases, then the proportion of people who are infected by the
disease in any given area decreases, but more regions are affected by the disease
and that the total number of people who have the disease across the whole country
does not change significantly. The exception is that if travel is stopped completely,
then the disease cannot spread to other regions, but the region where the disease is
present is very badly affected by it. In reality, there will always be a small amount
of travel between adjacent regions and so the disease will spread.

The results presented in this work also show that changing the initial location of
the infection does not significantly affect the final number of people infected or the
location with the highest proportion of infected people, although the time at which
the peak in the number of infections will be different.

Finally, we have shown that for appropriate values of the parameters the model
can be made to match real-world data. Here, we found parameters such that the
total number of cases predicted by the model is approximately the same as those
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recorded by the UK Government for COVID-19 in the days before the lockdown
was imposed in the UK. However, it should be noted that whilst the overall numbers
were the same, there was no attempt to fit the simulated values to the regional values
that are known, and an area of future research could be to find the parameters that
do give a better regional fit. Using the fitted values, we then simulated the effects
of some different lockdown regimes on the spread of COVID-19 in the UK, and the
results show that enforcing lockdowns that restrict transmission and/or travel only
delay the inevitable spread of the disease. Furthermore, the graphs in Fig. 9.8 show
that reducing transmission has much more significant effect in reducing the number
of people infected with the disease than reducing travel between the regions.
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Chapter 10
Computing Elastic Interior Transmission
Eigenvalues

A. Kleefeld and M. Zimmermann

10.1 Introduction

Non-destructive testing is an important tool to check whether a given object is
homogeneous or not without destroying it. Interior transmission eigenvalues (ITEs)
may have the potential to serve as an indicator whether an object is homogeneous
or not due to a monotonicity result. If the object is not homogeneous, they might
indicate where and how large the inhomogeneity is. Hence, they can be seen as
a “fingerprint” of a given object. Therefore, it is of great interest to numerically
calculate them for arbitrary domains to high accuracy.

They also play an important role in the theory for scattering problems. Precisely,
algorithms such as the (general) linear sampling method or the factorization method
to reconstruct the scattering object from the scattered field are not theoretically
justified for such eigenvalues. Usually, time-harmonic acoustic, electromagnetic, or
elastic scattering problems are considered. Recent work is now focusing on the latter
one as we do here, too.

Unfortunately, the resulting system of partial differential equations, containing
two Navier equations, are coupled by transmission conditions and lead therefore
to a non-self-adjoint and non-elliptic problem. However, one can cope with this
problem. Existing methods like the inside–outside duality method [Pe16] do not
report numerical results, the method of fundamental solutions only works well for
small perturbations of a circle [KlPi20], and variants of the finite element method
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only work well for polygonal domains [ChLiWa20, JiLiSu18, JiLiSu20, XiJi18,
XiJiGe18, XiJiZh21, YaHaBi20, YaEtAl20].

An alternative is to use the boundary element method which works very well for
domains with smooth boundaries to obtain numerical results to high accuracy. How-
ever, it can only be used for constant coefficients and the fundamental solution needs
to be known. Luckily this is the case for the Navier equation, but one needs to solve
a nonlinear eigenvalue problem which can be done with Beyn’s algorithm [Be12] as
done for the acoustic transmission problem [Kl13]. A first attempt has been made
in [We18], but certain integral operators were too complicated to be approximated.
An improvement is given in [Zi21] fully avoiding this integral operator by using a
difference of Dirichlet-to-Neumann maps which has been successfully applied to the
acoustic transmission problem in [CaKr17]. However, the numerical approximation
of the singular integrals to high accuracy is complicated. Here, we use an approach
which fully avoids the numerical calculation of singular integrals.

The existence of a countable number of real ITEs is known [BeCaGu13], but the
existence of complex ITEs is still open, but with our approach we are able to give
numerical results indicating that they do exist.

The chapter is organized as follows: first, we present the elastic interior transmis-
sion problem. Next, we illustrate how to solve it with the boundary element method
using a difference of Dirichlet-to-Neumann maps. Then, the resulting integral
equation is approximated by the boundary element collocation method, and the
emerging nonlinear eigenvalue problem is solved with Beyn’s algorithm. Numerical
results are given to show the correct approximations for two test cases. Finally,
numerical results are reported for a variety of domains and compared with existing
results. A short summary and an outlook are given at the end.

10.2 Elastic Transmission Eigenvalue Problem

Let D ⊂ R
2 be a bounded open domain that is simply connected. Its boundary ∂D

is given parametrically by p(θ) with θ ∈ [0, 2π ]. We assume that ∂D is a simple,
closed curve with finite length satisfying p(0) = p(2π), p ∈ C2([0, 2π ]), and
p′(θ) �= 0 for all θ ∈ [0, 2π ].

Time-harmonic elastic scattering with frequency ω can be described by the
Navier equation

μΔu+ (λ+ μ) grad div u+ ω2 ρ u = 0 in D ⊂ R
2 , (10.1)

where u(x) = (u1(x), u2(x))" is the displacement field at the point x = (x1, x2)
" ∈

R
2. Here, the parameter ρ > 0 is the mass density of the medium and assumed to be

constant. The parameters λ and μ are the Lamé parameters and describe the elastic
material. They satisfy the conditions μ > 0 and 2μ+ λ > 0 ([Mc00, p. 297 ff.]).

Assume now that D with mass density ρ1 is contained in a medium with mass
density ρ0 with ρ1 > ρ0. Is there an incident field satisfying the Navier equation
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that does not scatter? This leads to the elastic interior transmission problem: find ω2

and a nontrivial solution (u, v) such that

μΔu+ (λ+ μ) grad div u+ ω2 ρ0 u = 0 in D , (10.2)

μΔv+ (λ+ μ) grad div v+ ω2 ρ1 v = 0 in D , (10.3)

u = v on ∂D , (10.4)

T(u) = T(v) on ∂D (10.5)

is satisfied, where

T(f) = λ div(f) ν + 2μ (ν" grad) f + μ div(Q f)Q ν

with the normalized vector ν = (ν1, ν2)
" on ∂D pointing into the exterior of D and

the matrix

Q =
(

0 1
−1 0

)
.

Then, the parameter ω is an elastic interior transmission eigenvalue (EITE). The
existence of real EITEs is known [BeCaGu13], and however the existence of
complex EITEs is still open.

We will use boundary integral equations to solve the problem at hand. The
matrix-valued fundamental solution is given by

Kω(x, y) = i

4μ
H
(1)
0 (ks‖x− y‖)I2

+ i

4ω2
gradx grad"x

[
H
(1)
0 (ks‖x− y‖)−H

(1)
0 (kp‖x− y‖)

]
∈ C

2x2 ,

where x, y ∈ R
2 with x �= y, ‖· ‖ denotes the Euclidean norm, and I2 is the 2 × 2

identity matrix. The function H(1)
0 is the Hankel function of the first kind of order 0.

The parameters kp and ks are the wave numbers of the shear and the pressure wave,
respectively. They are given by

k2
s =

ω2

μ
and k2

p =
ω2

λ+ 2μ
.

The elastic single-layer operator defined by

u(x) = (SLωg) (x) =
∫
∂D

Kω(x, y)g(y) ds(y) , x ∈ D,
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as well as the elastic double-layer operator defined by

u(x) = (DLωh) (x) =
∫
∂D

[
Ty (Kω(x, y))

]" h(y) ds(y) , x ∈ D,

with unknown functions g and h solve the Navier equation (10.1). Note that the
traction of a matrix is applied to each column. The unknown functions g and h are
then determined by letting the point x ∈ D approach the boundary and using the
given boundary condition incorporating the jump conditions of the elastic boundary
layer operators defined by

(Sωg) (x) =
∫
∂D

Kω(x, y)g(y) ds(y) , x ∈ ∂D ,

(
D"
ωg

)
(x) =

∫
∂D

Ty (Kω(x, y)) g(y) ds(y) , x ∈ ∂D ,

(Dωh) (x) =
∫
∂D

[
Ty (Kω(x, y))

]" h(y) ds(y) , x ∈ ∂D .

The first operator is the elastic boundary single-layer operator, the second operator
is the traction of the elastic boundary single-layer operator, and the third operator is
the elastic boundary double-layer operator. To solve (10.2)–(10.5), we use the idea
given in [CaKr17]. The following ansatz

u = SLω√ρ0g and v = SLω√ρ1h

solves (10.2) and (10.3) in D. The functions g and h are unknown. Letting the point
approach the boundary yields

u = Sω√ρ0g and v = Sω√ρ1h on ∂D .

Taking the traction along with the jump conditions yields

T (u) =
(

1

2
I + D"

ω
√
ρ0

)
g and T (v) =

(
1

2
I + D"

ω
√
ρ1

)
h on ∂D ,

where I denotes the identity operator. Combining the last two equations gives

T (u) =
(

1

2
I + D"

ω
√
ρ0

)
S−1
ω
√
ρ0
u and (10.6)

T (v) =
(

1

2
I + D"

ω
√
ρ1

)
S−1
ω
√
ρ1
v on ∂D , (10.7)

where we assume that ω2ρ0 and ω2ρ1 are not eigenvalues of the operator Δ∗ :=
μΔu+(λ+μ) grad div u with boundary condition u = 0. Because of the boundary
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condition (10.4), we can replace v by u in (10.7). Next, we take the difference of
(10.6) and (10.7) and apply the boundary condition (10.5) yielding

[(
1

2
I + D"

ω
√
ρ0

)
S−1
ω
√
ρ0
−

(
1

2
I + D"

ω
√
ρ1

)
S−1
ω
√
ρ1

]

︸ ︷︷ ︸
=:N(ω)

u = 0 on ∂D .

Then, the solution of the nonlinear eigenvalue problem N(ω)u = 0, u �= 0 will
be a solution of (10.2)–(10.5). However, we will consider the transpose of this
equation to avoid the use of the traction of the elastic single-layer operator. Hence,
we consider

[
S−1
ω
√
ρ0

(
1

2
I + Dω

√
ρ0

)
− S−1

ω
√
ρ1

(
1

2
I + Dω

√
ρ1

)]

︸ ︷︷ ︸
=:M(ω)

u = 0 on ∂D

and need to solve the problem

M(ω)u = 0 , u �= 0

assuming ω2ρ0 and ω2ρ1 are not eigenvalues of the operator Δ∗ with boundary
condition u = 0.

10.3 The Discretization of the Operators 1
2I + Dω and Sω

In this section, we illustrate how to solve a given boundary integral equation with the
boundary element collocation method which we will also use later to approximate
the operators Sω and 1

2 I + Dω for a given ω. As an illustrative example, we want to
solve the problem Δ∗u + ω2u = 0 in R

2\D with the boundary conditions u = f,
where f is a given function defined on the boundary. The frequency ω is given as
well. Using the double-layer ansatz u = DLωh in R

2\D together with the jump
condition yields the boundary integral equation of the second kind

1

2
h+ Dωh = f . (10.8)

Now, we illustrate how to solve this equation numerically. First, we define for a
given even n the equidistant angles θj = 2π(j − 1)/n, j = 1, . . . , n. With this, we
define the nodes vj = p(θj ). Next, we define the line segments Δi ⊂ ∂D, where
the i-th segment has the starting point v2i−1 and the end point v2i+1 and a point in
between v2i , i = 1, . . . , n/2. Note that vn+1 = v1 since ∂D is closed. Hence, the
given boundary ∂D can be written as the union of all Δi . Therefore, Eq. (10.8) can
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be written as

1

2
h(x)+

n/2∑
i=1

∫
Δi

[
Ty (Kω(x, y))

]" h(y) ds(y) = f(x) , x ∈ ∂D .

It can be shown that there exists a bijective map mi : σ = [0, 1] → Δi for each
i = 1, . . . , n/2. Using a change of variables yields

1

2
h(x)+

n/2∑
i=1

∫
σ

[
Tmi (s) (Kω(x,mi (s)))

]" h(mi (s))Ji(s) ds(s) = f(x) , x ∈ ∂D ,

where Ji(s) = ‖∂smi (s)‖ is the Jacobian. The map mi is approximated by a
quadratic interpolation polynomial m̃i (s) = ∑3

j=1 mi (qj )Lj (s) with the Lagrange
basis function L1(s) = (1− s)(1− 2s), L2(s) = 4s(1− s), and L3(s) = s(2s − 1)
and q1 = 0, q2 = 1/2, and q3 = 1. Note that mi (qj ) selects the corresponding
nodes v2i−1, v2i , and v2i+1. We approximately obtain

1

2
h(x)+

n/2∑
i=1

∫
σ

[
Tm̃i (s) (Kω(x, m̃i (s)))

]" h(m̃i (s))J̃i(s) ds(s) ≈ f(x) , x ∈ ∂D ,

where J̃i (s) = ‖∂sm̃i (s)‖ is the Jacobian. We define for a given 0 < α < 1/2 the
collocation nodes ṽi,k = m̃i (̃qk) for i = 1, . . . , n/2 and k = 1, 2, 3 with q̃1 = α,
q̃2 = 1/2, and q̃3 = 1 − α. We now approximate each component of the unknown
function h by a quadratic interpolation polynomial using the three nodes q̃k and the
three Lagrange basis functions

L̃1(s) = 1 − s − α

1 − 2α

1 − 2s

1 − 2α
, L̃2(s) = 4

s − α

1 − 2α

1 − s − α

1 − 2α
, L̃3(s) = s − α

1 − 2α

2s − 1

1 − 2α
.

Precisely, we use

h(m̃i (s)) ≈
3∑

k=1

h(m̃i (̃qk))L̃k(s) =
3∑

k=1

h(̃vi,k)L̃k(s),

and therefore, we obtain

1

2
h(x) +

n/2∑
i=1

3∑
k=1

∫
σ

[
Tm̃i (s) (Kω(x, m̃i (s)))

]"
J̃i (s)L̃k(s) ds(s)h(̃vi,k)− f(x)

≈ r(x) , x ∈ ∂D ,
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with the residual r(x). We force the residual to be zero at the collocation nodes ṽj,&,
which leads to the linear system of size 3n× 3n

1

2
h(̃vj,&)+

n/2∑
i=1

3∑
k=1

ωA(i,k),(j,&)h(̃vi,k) = f(̃vj,&) (10.9)

with

ωA(i,k),(j,&) =
∫
σ

[
Tm̃i (s)

(
Kω(̃vj,&, m̃i (s))

)]"
J̃i (s)L̃k(s) ds(s) ∈ C

2×2

since the (i, k), (j, &)-entry is a 2 × 2 matrix. All four elements of the 2 × 2 matrix
are

ωA
(1,1)
(i,k),(j,&) =

∫
σ

t
(1,1)
i,j,& (s)J̃i (s)L̃k(s) ds(s) , ωA

(1,2)
(i,k),(j,&) =

∫
σ

t
(1,2)
i,j,& (s)J̃i (s)L̃k(s) ds(s)

ωA
(2,1)
(i,k),(j,&) =

∫
σ

t
(2,1)
i,j,& (s)J̃i (s)L̃k(s) ds(s) , ωA

(2,2)
(i,k),(j,&) =

∫
σ

t
(2,2)
i,j,& (s)J̃i (s)L̃k(s) ds(s)

with

t(1,1)i,j,& (s) =
c1

‖di,j,&(s)‖
[
(−λ− 2μ)ν1(y)d

(1)
i,j,&(s)− μν2(y)d

(2)
i,j,&(s)

]

+ c2

‖di,j,&(s)‖3

[
(−λ− 2μ)ν1(y)

(
d
(1)
i,j,&(s)

)3

− λν1(y)d
(1)
i,j,&(s)

(
d
(2)
i,j,&(s)

)2 − 2μν2(y)
(
d
(1)
i,j,&(s)

)2
d
(2)
i,j,&(s)

]

+ c3

‖di,j,&(s)‖4

[
(−λ− 4μ)ν1(y)d

(1)
i,j,&(s)− μν2(y)d

(2)
i,j,&(s)

+ 4μ

(
ν1(y)

(
d
(1)
i,j,&(s)

)3 + ν2(y)
(
d
(1)
i,j,&(s)

)2
d
(2)
i,j,&(s)

)]

t(1,2)i,j,& (s) =
c1

‖di,j,&(s)‖
[
−λν2(y)d

(1)
i,j,&(s)− μν1(y)d

(2)
i,j,&(s)

]

+ c2

‖di,j,&(s)‖3

[
(−λ− 2μ)ν2(y)d

(1)
i,j,&(s)

(
d
(2)
i,j,&(s)

)2

− λν2(y)
(
d
(1)
i,j,&(s)

)3 − 2μν1(y)
(
d
(1)
i,j,&(s)

)2
d
(2)
i,j,&(s)

]

+ c3

‖di,j,&(s)‖4

[
(−λ− 2μ)ν2(y)d

(1)
i,j,&(s)− μν1(y)d

(2)
i,j,&(s)
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+ 4μ

(
ν1(y)

(
d
(1)
i,j,&(s)

)2
d
(2)
i,j,&(s)+ ν2(y)d

(1)
i,j,&(s)

(
d
(2)
i,j,&(s)

)2
)]

t(2,1)i,j,& (s) =
c1

‖di,j,&(s)‖
[
−λν1(y)d

(2)
i,j,&(s)− μν2(y)d

(1)
i,j,&(s)

]

+ c2

‖di,j,&(s)‖3

[
(−λ− 2μ)ν1(y)

(
d
(1)
i,j,&(s)

)2
d
(2)
i,j,&(s)

− λν1(y)
(
d
(2)
i,j,&(s)

)3 − 2μν2(y)d
(1)
i,j,&(s)

(
d
(2)
i,j,&(s)

)2
]

+ c3

‖di,j,&(s)‖4

[
(−λ− 2μ)ν1(y)d

(2)
i,j,&(s)− μν2(y)d

(1)
i,j,&(s)

+ 4μ

(
ν1(y)

(
d
(1)
i,j,&(s)

)2
d
(2)
i,j,&(s)+ ν2(y)d

(1)
i,j,&(s)

(
d
(2)
i,j,&(s)

)2
)]

t(2,2)i,j,& (s) =
c1

‖di,j,&(s)‖
[
(−λ− 2μ)ν2(y)d

(2)
i,j,&(s)− μν1(y)d

(1)
i,j,&(s)

]

+ c2

‖di,j,&(s)‖3

[
(−λ− 2μ)ν2(y)

(
d
(2)
i,j,&(s)

)3

− λν2(y)
(
d
(1)
i,j,&(s)

)2
d
(2)
i,j,&(s)− 2μν1(y)d

(1)
i,j,&(s)

(
d
(2)
i,j,&(s)

)2
]

+ c3

‖di,j,&(s)‖4

[
(−λ− 4μ)ν2(y)d

(2)
i,j,&(s)− μν1(y)d

(1)
i,j,&(s)

+ 4μ

(
ν1(y)d

(1)
i,j,&(s)

(
d
(2)
i,j,&(s)

)2 + ν2(y)
(
d
(2)
i,j,&(s)

)3
)]

,

where

di,j,&(s) = ṽj,& − m̃i (s)

c1 = − iks
4μ

H
(1)
1 (ks ‖di,j,&(s)‖)

− i

4ω2 ‖di,j,&(s)‖
[

2
kpH

(1)
1 (kp ‖di,j,&(s)‖)− ksH

(1)
1 (ks ‖di,j,&(s)‖)

‖di,j,&(s)‖

− k2
pH

(1)
0 (kp ‖di,j,&(s)‖) + k2

s H
(1)
0 (ks ‖di,j,&(s)‖)

]
,

c2 = i

2ω2 ‖di,j,&(s)‖
[
k2
s H

(1)
0 (ks ‖di,j,&(s)‖)− k2

pH
(1)
0 (kp ‖di,j,&(s)‖)

+ 2
kpH

(1)
1 (kp ‖di,j,&(s)‖)− ksH

(1)
1 (ks ‖di,j,&(s)‖)

‖di,j,&(s)‖

]
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+ i

4ω2

[
k3
s H

(1)
1 (ks ‖di,j,&(s)‖)− k3

pH
(1)
1 (kp ‖di,j,&(s)‖)

]
,

c3 = i

2ω2 ‖di,j,&(s)‖
[
ksH

(1)
1 (ks ‖di,j,&(s)‖)− kpH

(1)
1 (kp ‖di,j,&(s)‖)

]

+ i

4ω2

[
k2
pH

(1)
0 (kp ‖di,j,&(s)‖)− k2

s H
(1)
0 (ks ‖di,j,&(s)‖)

]
.

The four integrals in A(i,k),(j,&) have to be evaluated numerically which is
done with an automatic integration routine using adaptive quadrature (refer to the
software package QUADPACK). However, when (i, k) = (j, &), a singularity is
present. In this case, we use a singularity subtraction of the form

ωA(i,k),(i,k) =
∫
σ

[
Tm̃i (s)

(
Kω(̃vi,k, m̃i (s))− K0(̃vi,k, m̃i (s))

)]"
J̃i (s)L̃k(s) ds(s)

+
∫
σ

[
Tm̃i (s)

(
K0(̃vi,k, m̃i (s))

)]"
J̃i (s)L̃k(s) ds(s)

︸ ︷︷ ︸
0A(i,k),(i,k)

=: intsmooth
i,k + intsingular

i,k .

The integrand of intsmooth
i,k is smooth and converges to the 2 × 2 zero matrix, say

Z2. Therefore, we directly set intsmooth
i,k equal to Z2. Next, we consider intsingular

i,k . We

use the fact that for φ = 1, we have D0φ(x) = − 1
2I2 for all x ∈ ∂D. Hence, we

approximately have

n/2∑
i=1

3∑
k=1

0A(i,k),(j,&) ≈ −1

2
I2 ∀ (j, &), (10.10)

and therefore we can find the diagonal matrix entry 0A(i,k),(i,k) = intsingular
i,k by

enforcing (10.10) to be exact. Hence, we never have to integrate over a singularity,
but we need to additionally compute the 2 × 2 matrices 0A(i,k),(j,&) for all (i, k) �=
(j, &). For a given f and ω, the linear system (10.9) is solved directly for h. Likewise,
we can discretize u(x) = DLωh(x) to compute the solution at any x ∈ R

2\D.
Precisely, we have

u(x) = DLωh(x) ≈
n/2∑
i=1

3∑
k=1

ωÃ(i,k),xh(̃vi,k) =: un(x)

with

Ã(i,k),x =
∫
σ

[
Tm̃i (s) (Kω(x, m̃i (s)))

]"
J̃i (s)L̃k(s) ds(s) ∈ C

2×2 .



148 A. Kleefeld and M. Zimmermann

Table 10.1 Numerical
results to test the
discretization of the
double-layer operator for
ω = 1 and ω = i

n e
(1)
n EOC(1) e

(i)
n EOC(i)

10 1.310 39−4 7.746 88−6

20 2.932 42−5 2.16 2.067 50−6 1.91

40 2.007 61−6 3.87 5.850 69−8 5.14

80 2.606 33−7 2.95 7.619 38−9 2.94

Example 10.1 Consider the solution of the Navier equation Δ∗u + ω2u = 0
in R

2\D with u = f on ∂Ω , where the boundary of the domain Ω is given
parametrically by p(θ) = (2 cos(θ), sin(θ)) (an ellipse). The Lamé parameters are
chosen to be λ = 1 and μ = 1. The frequency ω is given by 1 and i and we used
α = (1 −√

3/5)/2. The first column of the fundamental solution with y = (0, 0)"
satisfies Δ∗u+ω2u = 0 and is used as a reference solution. The boundary function
f is chosen to be the first column of the fundamental solution restricted to the given
boundary. We compute the solution at x = (3, 3)" using the double-layer ansatz
u(x) = DLωh(x), and test therefore the operator 1

2 I+Dω since we need to compute

1

2
h+ Dωh = f

in order to obtain h. In Table 10.1, we list the absolute error e(ω)n = ‖u − un‖
for various choices of n as well as the estimated order of convergence EOC(ω) =
log

(
e
(ω)
n /e

(ω)
2n

)
/ log(2). As we can see in Table 10.1, we obtain a convergence order

of at least two.

In a similar fashion, we can solve the problem Δ∗u + ω2u = 0 in R
2\D with

the boundary conditions u = f, where f is a given function defined on the boundary.
The frequency ω is given as well. Using the single-layer ansatz u = SLωg in R

2\D
yields the boundary integral equation of the first kind

Sωg = f . (10.11)

Using the same strategy as explained before yields the linear system of size 3n×3n

n/2∑
i=1

3∑
k=1

ωB(i,k),(j,&)g(̃vi,k) = f(̃vj,&) (10.12)

with

ωB(i,k),(j,&) =
∫
σ

Kω(̃vj,&, m̃i (s))J̃i(s)L̃k(s) ds(s) ∈ C
2×2
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since the (i, k), (j, &)-entry is a 2 × 2 matrix. All four elements of the 2 × 2 matrix
are

ωB
(1,1)
(i,k),(j,&) =

∫
σ

u
(1,1)
i,j,& (s)J̃i (s)L̃k(s) ds(s) , ωB

(1,2)
(i,k),(j,&) =

∫
σ

u
(1,2)
i,j,& (s)J̃i (s)L̃k(s) ds(s)

ωB
(2,1)
(i,k),(j,&) =

∫
σ

u
(2,1)
i,j,& (s)J̃i (s)L̃k(s) ds(s) , ωB

(2,2)
(i,k),(j,&) =

∫
σ

u
(2,2)
i,j,& (s)J̃i (s)L̃k(s) ds(s)

with

u
(1,1)
i,j,& (s) =

i

4μ
H
(1)
0 (ks ‖di,j,&(s)‖)

+ i

4ω2

kpH
(1)
1 (kp ‖di,j,&(s)‖)− ksH

(1)
1 (ks ‖di,j,&(s)‖)

‖di,j,&(s)‖

+ ( d
(1)
i,j,&(s))

2

‖di,j,&(s)‖2

(
i

4ω2

[
k2
pH

(1)
0 (kp ‖di,j,&(s)‖)− k2

s H
(1)
0 (ks ‖di,j,&(s)‖)

]

+ i

2ω2 ‖di,j,&(s)‖
[
ksH

(1)
1 (ks ‖di,j,&(s)‖)− kpH

(1)
1 (kp ‖di,j,&(s)‖)

])

u
(2,1)
i,j,& (s) =

d
(1)
i,j,&(s)d

(2)
i,j,&(s)

‖di,j,&(s)‖2

(
i

4ω2

[
k2
pH

(1)
0 (kp ‖di,j,&(s)‖)

− k2
s H

(1)
0 (ks ‖di,j,&(s)‖)

]
+ i

2ω2 ‖di,j,&(s)‖
[
ksH

(1)
1 (ks ‖di,j,&(s)‖)

− kpH
(1)
1 (kp ‖di,j,&(s)‖)

])

u
(1,2)
i,j,& (s) =

d
(1)
i,j,&(s)d

(2)
i,j,&(s)

‖di,j,&(s)‖2

(
i

4ω2

[
k2
pH

(1)
0 (kp ‖di,j,&(s)‖)

− k2
s H

(1)
0 (ks ‖di,j,&(s)‖)

]
+ i

2ω2 ‖di,j,&(s)‖
[
ksH

(1)
1 (ks ‖di,j,&(s)‖)

− kpH
(1)
1 (kp ‖di,j,&(s)‖)

])

u
(2,2)
i,j,& (s) =

i

4μ
H
(1)
0 (ks ‖di,j,&(s)‖)

+ i

4ω2

kpH
(1)
1 (kp ‖di,j,&(s)‖)− ksH

(1)
1 (ks ‖di,j,&(s)‖)

‖di,j,&(s)‖
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+ ( d
(2)
i,j,&(s))

2

‖di,j,&(s)‖2

(
i

4ω2

[
k2
pH

(1)
0 (kp ‖di,j,&(s)‖)− k2

s H
(1)
0 (ks ‖di,j,&(s)‖)

]

+ i

2ω2 ‖di,j,&(s)‖
[
ksH

(1)
1 (ks ‖di,j,&(s)‖)− kpH

(1)
1 (kp ‖di,j,&(s)‖)

])

For a given function f and frequency ω, the linear system (10.12) is solved directly
for g. We discretize u(x) = SLωg(x) to compute the solution at any x ∈ R

2\D.
Precisely, we have

u(x) = SLωg(x) ≈
n/2∑
i=1

3∑
k=1

ωB̃(i,k),xg(̃vi,k) =: un(x)

with

B̃(i,k),x =
∫
σ

Kω(x, m̃i (s))J̃i(s)L̃k(s) ds(s) ∈ C
2×2 .

Example 10.2 Consider again the solution of the Navier equation Δ∗u + ω2u =
0 in R

2\D with u = f on ∂Ω , where the boundary of the domain Ω is
given parametrically by p(θ) = (2 cos(θ), sin(θ)) (an ellipse). We use the same
parameters as before (refer to Example 10.1). We again compute the solution at
x = (3, 3)", but with a single-layer ansatz u(x) = SLωg(x) and test therefore the
operator Sω since we need to compute

Sωg = f

to obtain g. In Table 10.2, we list the absolute error e(ω)n for various choices of n
including the estimated order of convergence EOC(ω). As we can see in Table 10.2,
we obtain a convergence order of at least two.

Table 10.2 Numerical
results to test the
discretization of the
single-layer operator for
ω = 1 and ω = i

n e
(1)
n EOC(1) e

(i)
n EOC(i)

10 1.475 50−4 1.310 82−5

20 1.354 72−5 3.45 1.396 89−6 3.23

40 2.156 46−7 5.97 2.035 61−8 6.10

80 9.554 28−8 1.17 9.413 91−9 1.11
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10.4 Solving the Nonlinear Eigenvalue Problem

Beyn’s algorithm [Be12] is used to solve the nonlinear eigenvalue problem of the
form

M(ω)u = 0 ,u �= 0

with M(ω) ∈ C
m×m. Therefore, the user specifies a smooth contour γ in the

complex plane and integrates over the resolvent. We will use a circle with radius
R centered at c as the contour γ given parametrically by φ(t) = c + Ret i and
φ′(t) = Riet i. With Keldysh’s theorem, one can reduce the nonlinear eigenvalue
problem to a linear eigenvalue problem of size n(γ ) which is much smaller than m.
To be more specific, one has to compute the two integrals

A0 = 1

2π i

∫
γ

M−1(ω)V̂ ds(ω) , A1 = 1

2π i

∫
γ

ωM−1(ω)V̂ ds(ω) ,

where V̂ ∈ C
m×& with m#& ≥ n(γ ) is a random matrix. The parameter & has

to be chosen such that it is greater than the number of possible eigenvalues n(γ )
(including multiplicities), but as small as possible to reduce computational work.
Of course, the two integrals have to be computed numerically. We will use the
trapezoidal rule yielding

A0,N = 1

iN

N−1∑
j=0

M−1(φ(tj ))V̂φ
′(tj ) , A1,N = 1

iN

N−1∑
j=0

φ(tj )M
−1(φ(tj ))V̂φ

′(tj ) .

The parameter N is specified by the user, and with this we define the equidistant
nodes tj = 2πj/N , j = 0, . . . , N . The parameter N can be chosen small
since the trapezoidal rule converges exponentially. Next, a (reduced) singular value
decomposition of A0,N = V'WH is computed, where V ∈ C

m×&, ' ∈ C
&×&, and

W ∈ C
&×&. Then, a rank test on the diagonal matrix Σ = diag(σ1, σ2, . . . , σ&)

is performed which indicates how many eigenvalues including multiplicities are
contained within the chosen contour γ . We will use ε = 10−2 and compute
n(γ ) such that σ1 ≥ . . . ≥ σn(γ ) > ε > σn(γ )+1 ≥ . . . ≥ σ& is satisfied.
With this, we construct the three matrices V0 = (Vij )1≤i≤m,1≤j≤n(γ ), '0 =
('ij )1≤i≤n(γ ),1≤j≤n(γ ), and W0 = (Wij )1≤i≤&,1≤j≤n(γ )). Finally, we compute n(γ )
eigenvalues, say ωi , and eigenvectors si of the new matrix B = VH

0 A1,NW0'
−1
0 ∈

C
n(γ )×n(γ ). The i-th nonlinear eigenvector ui is given by V0si .
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10.5 Numerical Results

In this section, we present numerical results for the computation of elastic interior
transmission eigenvalues for a variety of two-dimensional domains. Let θ ∈ [0, 2π ].
The first domain D1 under consideration is a disk with radius r1 = 1/2 having
the parametrization p1(θ) := (r1 cos(θ), r1 sin(θ))". The second domain D2 is
an ellipse with semi-axis a2 = 1 and b2 = 1/2. Its parametrization is given by
p2(θ) := (a2 cos(θ), b2 sin(θ))". The third parametrization is given by p3(θ) :=
(3 cos(θ)/4 + 3 cos(2t)/10, sin(θ))" and represents the “deformed ellipse” (kite)
domain D3. The unit square D4 is the fourth domain under consideration.

For comparison, we will use the parameters *1 = 1 and *2 = 4 and the Lamé
parameters μ = 1/16 and λ = 1/4 which have been used in a variety of papers
before. Furthermore, we use N = 24, & = 20, ε = 10−2, and R = 1/4 within
the Beyn algorithm. The parameter c and the number of faces nf depend on the
considered domain and are listed separately. The parameter α is chosen to be (1 −√

3/5)/2 for all the following numerical results.
At first, we consider D1 and compute the first seven real elastic interior

transmission eigenvalues using nf = 40 and c = 1.5 for ω1, ω2, and ω3 and
nf = 40 and c = 2.1 for ω4, ω5, ω6, and ω7 with the boundary element
method (BEM). We compare our results with the method of fundamental solutions
(MFS) [KlPi20] since those results are accurate up to ten digits accuracy for D1.
Additionally, we compare our results with different finite element methods (FEMs)
[YaEtAl20, XiJi18, JiLiSu18]. Note that the second, fourth, and sixth eigenvalues
have multiplicity two. In [XiJi18], the first two eigenvalues are listed, and in
[YaEtAl20, JiLiSu18], the first six eigenvalues are computed. In Table 10.3, we list
the first seven eigenvalues and highlight the correct number of digits in bold. The
eigenvalues obtained with the MFS are used for comparison. All reported digits are
correct and therefore not highlighted in bold.

As we can see, our numerical results are accurate up to five digits accuracy using
only nf = 40 faces. The first eigenvalue is accurate up to six digits. The numerical
results for the FEM methods are only accurate up to two to three digits with the
exception of the first eigenvalue which is accurate up to four digits. The used mesh

Table 10.3 Numerical results for the first seven real elastic interior transmission eigenvalues for
a disk with radius 1/2

ITE BEM FEM [YaEtAl20] FEM [XiJi18] FEM [JiLiSu18] MFS [KlPi20]

ω1 1.451304 1.452482 1.451948 1.455078 1.451304028

ω2 1.704645 1.706023 1.705370 1.709214 1.704638247

ω3 1.704645 1.706023 1.709214

ω4 1.984551 1.986143 1.989630 1.984530256

ω5 1.984552 1.986146 1.989630

ω6 2.269152 2.270963 2.274992 2.269112085

ω7 2.269152
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Table 10.4 Numerical
results for the first four real
elastic interior transmission
eigenvalues for an ellipse
with semi-axis 1 and 1/2

ITE BEM MFS [KlPi20]

ω1 1.296681 1.296728137

ω2 1.302814 1.302785814

ω3 1.540775 1.540896035

ω4 1.565173 1.565151107

Table 10.5 Numerical
results for the first four real
elastic interior transmission
eigenvalues for the kite
domain

ITE BEM MFS [KlPi20]

ω1 0.947495 0.947

ω2 1.047398 1.047

ω3 1.111190 1.111

ω4 1.235261 1.235

size in [XiJi18] is h = 1/160, in [JiLiSu18] is h = 1/80, and in [YaEtAl20] is
h ≈ 0.03125. Note that in the preprint [XiJiGe18], h = 0.0125 was used and yields
1.456 for the first eigenvalue. In sum, our numerical results are much more accurate
than the ones given by FEM. However, the best results are given by the MFS.

Next, we consider the ellipse D2. We use nf = 40 and c = 1.4 and compare
our numerical results given in Table 10.4 with the MFS for the first four real
interior transmission eigenvalues. The numerical results of the MFS are accurate
with ten digits and serve again as reference values. They are not highlighted in bold.
Unfortunately, no numerical results are available for the FEM method.

As we can see, we are able to obtain four digits accuracy. The fourth eigenvalue
is accurate up to five digits accuracy. All eigenvalues are simple. Hence, the BEM
method is a good alternative for the MFS and offers good flexibility in terms of
using general domains. This is shown with the next domain D3.

The numerical results for the first four elastic interior transmission eigenvalues
for the kite are given in Table 10.5 using nf = 40 faces and c = 0.9 for ω1 and
nf = 40 and c = 1.1 for ω2, ω3, and ω4 along with the numerical results obtained
with the MFS. The eigenvalues obtained with the MFS are correct to four digits
accuracy and not highlighted in bold.

We obtain at least four digits accuracy with the BEM for ω1, ω2, ω3, and ω4. For
ω2, we obtain five digits accuracy. Hence, the results are equal to or better than the
ones of the MFS. Therefore, the BEM method offers the flexibility to use it for more
general domains with a smooth boundary. Unfortunately, no numerical results are
reported with the FEM for such domains.

Of course, the FEM is much better suited for polygonal domains such as the unit
square. We finally compare our method with the FEM (the accuracy is not known,
but at least five digits) and the MFS (five digits accuracy). We use nf = 46 and
c = 1.5 for the first eigenvalue and nf = 46 and c = 1.8 for the other eigenvalues
to obtain the numerical results that are given in Table 10.6.

Our numerical results are better than the ones given in [XiJi18] (h = 0.00625)
and [XiJiGe18] (h = 0.0125). Moreover, the results are comparable with the
MFS. However, the numerical results reported in [YaEtAl20] (h ≈ 0.03125)
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Table 10.6 Numerical results for the first five real elastic interior transmission eigenvalues for
the unit square

FEM FEM FEM FEM MFS

ITE BEM [YaEtAl20] [JiLiSu18] [XiJiGe18] [XiJi18] [KlPi20]

ω1 1.393892 1.393877 1.393874 1.393879 1.394419 1.3938
ω2 1.618264 1.618299 1.618296 1.619008 1.6182
ω3 1.618389 1.618299 1.618296

ω4 1.802089 1.802042 1.802032 1.8020
ω5 1.936187 1.936138 1.936134 1.9362

Table 10.7 Numerical results for one complex-valued elastic interior transmission eigenvalues
for the circle with radius 1/2 and the unit square

Domain BEM

Circle 1.987 189 + 0.283 146i

Unit square 1.865 629 + 0.291 766i

and [JiLiSu18] (h ≈ 0.025) are better as expected. The same is true for FEM
[YaHaBi20] using m = 26.

Finally, note that we can easily compute complex-valued elastic interior trans-
mission eigenvalues by selecting a corresponding contour in the complex plane,
although the existence of them is still an open question. Using c = 2 + i/2 and
nf = 40 for D1 and nf = 46 for D4 yields the results reported in Table 10.7.

10.6 Summary and Outlook

We presented an algorithm to compute interior elastic transmission eigenvalues in
two dimensions with the boundary element collocation method in combination with
a nonlinear eigenvalue solver. We are able to obtain good results for a circle and an
ellipse which outperforms various finite element methods. However, the method of
fundamental solutions beats the boundary element method in accuracy. The situation
is different for polygonal domains such as a square. The best method in accuracy is
the finite element method. However, for various domains with a smooth boundary,
the boundary element method is the one for which the best accuracy can be obtained.

The Python program is available at

https://github.com/kleefeld80/elastic-ite-bem

and has been developed and tested under Windows 10 with Python version 3.8.
All numerical results reported within this chapter have been obtained with Python
version 3.9.4 under Windows 10 and can be reproduced using the runall.py
script.
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No numerical results are reported for the three-dimensional case. Hence, the
next step would be to use the presented algorithm to numerically calculate interior
elastic transmission eigenvalues in three dimensions with the boundary element
method in a similar fashion as presented in [Kl13] for interior acoustic transmission
eigenvalues.
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Chapter 11
A Novel Solution of the Multi-Group
Neutron Diffusion Equation by the
Hankel Transform Formalism

R. A. S. Klein and J. C. L. Fernandes

11.1 Introduction

The neutron multi-group equation is frequently used in applications for nuclear
reactors. The division in energy groups has been used for a long time to develop
more detailed solutions, since the separation by their speed or energy not only
facilitates obtaining a better approximate model but also describes the diffusive
process with more physical properties [Oz01, No21]. In addition, it is also common
to use approaches with different types of geometry [Ma17, Ol19, Ma21], which
provide some insight in the influences of the specific boundaries on neutronics.
Nuclear reactor cores have different types of geometric approximations and one of
the most used is one with axial symmetry in cylindrical coordinates. The choice
of a specific coordinate system in general depends on the reactor type and the
characteristics to be analysed.

In the course of time, several attempts were used to solve the neutron flux
problem in reactor cores, among the most classic ones are procedures, which
make use of integral transforms. This method has proven to be effective over
many years of research and some representative works may be found in references
[Du06, Vi08, Fe13]. Hence, in this work, we develop a methodology to solve the
neutron diffusion equation analytically by a finite integral transform technique. In
this line, recently Fernandes et al. [Fe11] solved the neutron diffusion equation
in cylindrical geometry for a model with two energy groups using the Hankel
transform in infinite space, and after constraining the solution to a finite domain,
the Parseval identity was employed. In a similar solution procedure, the authors
of reference [Gl03] solved the neutron transport equation in cylindrical geometry,
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while considering isotropic scattering and using the Hankel transform together with
the Parseval identity. Thus, due to the promising results of these works and the
fact that the approximation S2 of the Boltzmann transport equation reduces to the
diffusion equation, in the present work, we focus on the derivation of an analytical
formulation for the fast and thermal neutron flux in the diffusion equation and
exploring the finite Hankel transform. The derived solutions for different sources
in cylindrical geometry are relevant for nuclear fuel element assembly calculations
of reactor cores, as for example in pressurized water reactor core simulations.

11.2 Problem Formulation

We consider initially a steady-state problem with two energy groups in the neutron
diffusion equation for a homogenized reactor core given by

−D1$rφ1 +ΣR1φ1 = S1 + 1

keff
νχ1Σf 2φ2 +Σ12φ2

−D2$rφ2 +ΣR2φ2 = 1

keff
νχ2Σf 1φ1 + S2 +Σ21φ1 ,

where φg is the neutron flux,Dg is the diffusion coefficient for the group g,$r is the
Laplacian operator in cylinder coordinates explicitly given by $r = ∂2

r + 1
r
∂r , ΣRg

is the removal cross section of group g, keff is the effective multiplication factor
from nuclear reactor theory, ν is the average number of neutrons emitted by fission,
Σfg is the fission cross section, χg is the integrated spectrum for neutrons of group
g and Σgg′ is the scattering cross section from g into group g′. The term Sg is the
source term of group g which represents the term 1

keff
νχgΣfgφg responsible for

neutron multiplication, i.e. a manifestation of a chain reaction. The symmetry and
boundary conditions for this problem defined individually for each energy group g
are

∂φg

∂r

∣∣∣∣
r=0

= 0 and φg
∣∣
r=R = 0. (11.1)

In order to apply the finite Hankel transform to the previous equations, where as an
idealization R represents the extrapolated distance for the same problem as given in
reference [La66]

H0{f (r)} =
∫ R

0
rf (r)J0(rξi) dr ,
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where ξi is the i-th root of J0(Rξ) = 0, and the inversion of the finite Hankel
transform is given by

H−1
0 {f (ξi)} = 2

R2

∞∑
i=1

f (ξi)
J0(rξi)

J 2
1 (Rξi)

.

Now, using the property

H0{−Dg$rφg} = −Dg

(
−ξ2

i φ̄g(ξi)− Rξφg(R)J
′
1(Rξ)

)

and further applying the extrapolated distance boundary condition φg(R) = 0, the
finite Hankel transform of this operator term is

H0{−Dg$rφg} = Dgξ
2
i φ̄g(ξi) .

The Hankel transform of the source terms is given by

H0{Sg} = S̄g =
∫ R

0
rSgJ0(rξi) dr .

After application of the finite Hankel transform, one obtains a system of
equations,

⎛
⎝ D1ξi +ΣR1 −

(
1

keff
χ1νΣf 2 +Σ12

)

−
(

1
keff

χ2νΣf 1 +Σ21

)
D2ξi +ΣR2

⎞
⎠

(
φ̄1

φ̄2

)
=

(
S̄1

S̄2

)
,

which is a matrix equation which represents the multi-group problem and may be
cast in compact form

M(ξi)Φ̄ = S̄(ξi) .

The solution of this equation system is formally given by

Φ̄ = M−1(ξi)S̄(ξi) .

For convenience, we introduce now the shorthand notations

A1(ξi) = D1ξ
2
i +ΣR1 , (11.2)

A2(ξi) = D2ξ
2
i +ΣR2 , (11.3)
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and

C =
(

1

keff
χ1νΣf 2 +Σ12

)

︸ ︷︷ ︸
=p1

(
1

keff
χ2νΣf 1 +Σ21

)

︸ ︷︷ ︸
=p2

(11.4)

so that the determinant of matrix M in compact form is

Det(M)(ξi) = A1(ξi)A2(ξi)− C .

With these conventions, one may write the transformed solution as

φ̄1(ξi) = A2(ξi)

Det (M)(ξi)
S̄1 + p1

Det(M)(ξi)
S̄2 ,

φ̄2(ξi) = A1(ξi)

Det (M)(ξi)
S̄2 + p2

Det(M)(ξi)
S̄1 .

These expressions are not the final solution yet, since they depend strongly on
the choice for the sources terms. Nevertheless, using the definition of the inversion
of the finite Hankel transform, we obtain for each energy group

φ1(r) = H−1
0 {φ̄1} = 2

R2

∞∑
i=1

A2(ξi)S̄1

Det(M)(ξi)

J0(rξi)

J 2
1 (Rξi)

+ 2

R2 p1

∞∑
i=1

S̄2

Det(M)(ξi)

J0(rξi)

J 2
1 (Rξi)

,

φ2(r) = H−1
0 {φ̄2} = 2

R2

∞∑
i=1

A1(ξi)S̄2

Det(M)(ξi)

J0(rξi)

J 2
1 (Rξi)

+ 2

R2
p2

∞∑
i=1

S̄1

Det(M)(ξi)

J0(rξi)

J 2
1 (Rξi)

.

This couple of equations may be used to elaborate the solution of the multi-group
neutron problem for a steady-state diffusion problem, here shown for two energy
groups.

11.3 Solution by the Infinite Hankel Transform

The initial problem in cylindrical coordinates is well defined inside the spatial
domain with r ∈ [0, R] and it was natural to choose the finite Hankel transform
to solve the problem successfully. We now point out and discuss the consequences
if one solves the same problem but using the infinite Hankel transform, which by
definition is

H0{f (r); r → ξ} =
∫ ∞

0
rf (r)J0(rξ) dr,



11 A Novel Solution of the Multi-Group Neutron Diffusion Equation 161

and the inversion has the form

H−1
0 {f (ξ); ξ → r} =

∫ ∞

0
ξf (ξ)J0(rξ) dξ . (11.5)

This version of the transform is usually applied for half-open domains. As a matter
of fact, the flux profile for both groups is well known as r goes to infinity, and
we can define an extrapolated distance for both fluxes at R where these vanish and
moreover redefine (11.1) for this kind of problems.

Since the property of the Hankel transform for the operator $r is the same as for
the finite Hankel transform, therefore,

H0{−Dg$rφg} = Dgξ
2φ̄g(ξ),

and the equation system after applying the Hankel transform can be written in matrix
form as

⎛
⎝ D1ξ +ΣR1 −

(
1

keff
χ1νΣf 2 +Σ12

)

−
(

1
keff

χ2νΣf 1 +Σ21

)
D2ξ +ΣR2

⎞
⎠

(
φ̄1

φ̄2

)
=

(
S̄1

S̄2

)
.

Using now the definitions (11.2), (11.3) and (11.4), the matrix equation reads

(
A1(ξ) −p1

−p2 A2(ξ)

)(
φ̄1

φ̄2

)
=

(
S̄1

S̄2

)

with formal solution given by

Φ̄(ξ) = 1

Det(M)(ξ)

(
A2(ξ)S̄1 + p1S̄2

A1(ξ)S̄2 + p2S̄1

)
.

If we focus now our attention on the inversion problem for φ1, we need to investigate
the first term of the last equation using Eq. (11.5).

φ̄1 = 1

Det(M)(ξ)

(
A2(ξ)S̄1(ξ)+ p1S̄2(ξ)

)
.

Using the inversion theorem, one gets

φ1(x) =
∫ ∞

0
ξ

(
A2(ξ)J0(rξ)

Det (M)(ξ)

)
S̄1(ξ) dξ + p1

∫ ∞

0
ξ

(
S̄2(ξ)

Det (M)(ξ)

)
J0(rξ) dξ .

The first term of the solution is clearly more complicated to solve, so that to this
end we split the fast flux φ1(x) = φ

(1)
1 (x) + φ

(2)
1 (x) and consider the following

theorems.
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Theorem 11.1 (Hankel Inversion) If
√
r ′f (r ′) is piecewise continuous and abso-

lutely integrable along the real axis, then if γ ≥ − 1
2 , fγ (ξ) = Hγ {f (r ′)}, then

∫ ∞

0
ξfγ (ξ)Jγ (r

′ξ) dξ = 1

2
(f (r ′+)+ f (r ′−)).

Theorem 11.2 (Parseval Relation) If the functions f (r ′) and g(r ′) satisfy the
conditions of Theorem 11.1 and if fγ (ξ) and gγ (ξ) are the Hankel transforms of
order γ ≥ − 1

2 , respectively, then

∫ ∞

0
r ′f (r ′)g(r ′)dr ′ =

∫ ∞

0
ξ f̄γ (ξ)ḡγ (ξ) dξ.

These two theorems are essential so that this alternative procedure may be
applied. Upon substituting f̄0(ξ) and ḡ0(ξ) with A2(ξ)J0(rξ)

Det (M)(ξ)
and S̄1, respectively,

and using Theorem 11.2, one obtains

φ
(1)
1 (x) =

∫ ∞

0
ξ

(
A2(ξ)J0(rξ)

Det (M)(ξ)

)
S̄1 dξ =

∫ ∞

0
r ′H−1

0

{
A2(ξ)J0(rξ)

Det (M)(ξ)

}
S1(r

′) dr ′ .

In other words, we need to calculate f (r ′).

f (r ′) = H−1
0

{
A2(ξ)J0(rξ)

Det (M)(ξ)

}
=

∫ ∞

0
ξ
A2(ξ)J0(rξ)

Det (M)(ξ)
J0(r

′ξ) dξ . (11.6)

Recalling that Det(M)(ξ) = A1(ξ)A2(ξ) − C and that the physically meaningful
nuclear parameter set satisfies the following condition, 0 < C

A1(ξ)A2(ξ)
< 1 for all

ξ ∈ [0,∞), we can expand the term A2
Det(M)(ξ)

A2(ξ)

A1(ξ)A2(ξ)− C
= 1

A1(ξ)

1

1 − C
A1(ξ)A2(ξ)

= 1

A1(ξ)

(
1 +

(
C

A1(ξ)A2(ξ)

)
+

(
C

A1(ξ)A2(ξ)

)2

+ ...

)
.

Indeed, for all nuclear parameter sets known in the literature, they comply with
C

A1(ξ)A2(ξ)
<< 1 for ξ ≥ 0. After evaluating different kinds of parameter sets, one

may obtain an estimate for the order of magnitude O
(

C
A1A2

)
= 10−3 and use this

as a maximum for all values of ξ , so that one may safely take only the first term of
the expansion.

A2(ξ)

A1(ξ)A2(ξ)− C
≈ 1

A1(ξ)
. (11.7)
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Consequently, Eq. (11.6) simplifies to

f (r ′) =
∫ ∞

0
ξ
J0(rξ)

A1(ξ)
J0(r

′ξ) dξ ,

so that by the definition ofA1(ξ) = D1ξ
2+ΣR1 = D1

(
ξ2 +

√
ΣR1
D1

2
)

, (11.3) may

be explicitly written as

f (r ′) = 1

D1

∫ ∞

0
ξ

J0(rξ)

ξ2 + (
√
α1)2

J0(r
′ξ) dξ

=
{

1
D1
I0(
√
α1r

′)K0(
√
α1r) , 0 < r ′ < r

1
D1
I0(
√
α1r)K0(

√
α1r

′) , r ′ < r <∞.

Here, α1 = ΣR1
D1

and I0 and K0 are the modified Bessel functions of zero order.

Then, we can write the final expression for φ(1)1 , i.e. the solution, using the fact that
there is no source outside the cylinder

φ
(1)
1 (r) = K0(

√
α1r)

D1

∫ r

0
r ′I0(

√
α1r

′)S1(r
′) dr ′

+ I0(
√
α1r)

D1

∫ R

r

r ′K0(
√
α1r

′)S1(r
′)dr ′ ,

and for φ(2)1 , we use only the definition of the Hankel transform to obtain

φ
(2)
1 (r) = p1S2(r) .

By a similar procedure, we obtain the solution for φ2(r) completing this way the
entire solution of this problem using the infinite Hankel transform approach.

11.4 Results

We elaborated the general solutions in the previous sections, which for specific
applications need the definitions of the parameter set and sources, respectively. Due
to the fact that by virtue the specific source terms dominate the found solutions,
in this section we present the influence of these source terms on the solution for a
steady-state diffusion problem. The employed nuclear parameter sets are listed in
Table 11.1, where for all cases we used R = 5, keff = 0.95 and ν = 2.5 in the
simulations.
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Table 11.1 Nuclear parameter sets

D1 D2 S
(1)
0 S

(2)
0 ΣR1 ΣR2 Σ12 Σ21 Σf 1 Σf 2

Set 1 1.43 0.39 4 0.0 0.029 0.104 0.015 0.00000 0.0041 0.0077

Set 2 1.43 0.39 4 0.1 0.029 0.104 0.015 0.00825 0.0041 0.0077

Set 3 1.43 0.51 4 0.1 0.052 0.081 0.015 0.00825 0.0041 0.0077

Set 4 1.13 0.39 4 0.1 0.052 0.081 0.015 0.00825 0.0051 0.0081

We consider cases with different sources and compare results from the appli-
cation of the finite and infinite Hankel transform, respectively. To this end, we
consider for all cases a dominant source with fast neutrons and one case with no
thermal neutron source and three cases with a weak thermal neutron source. A
further differentiation stems from different removal cross sections for the fast and
the thermal neutron group. The last set is distinct in comparison to all other ones
because of an increased fission cross section in the fast and the thermal neutron
group. For the first case, only the fast neutron source contributes,

S1(r) = S
(1)
0 H(R − r) .

Upon applying the finite Hankel transform, the source term is

S̄1(ξi) = H0{S1} =
∫ R

0
rS

(1)
0 H(R − r)J0(rξi) dr

= S
(1)
0

∫ R

0
rJ0(rξi) dr

= S
(1)
0
R

ξi
J1(Rξi) ,

and then using the final expression for the scalar neutron flux yields

φ1(r) = 2

R
S
(1)
0

∞∑
i=1

A2(ξi)

ξi

1

Det(M)(ξi)

J0(rξi)

J1(Rξi)
+ 2

R
p1S

(2)
0

∞∑
i=1

1

ξi

1

Det(M)(ξi)

J0(rξi)

J1(Rξi)
.

The procedure to obtain φ2 works in close analogy to the one for φ1. We
obtained the following results for the selected parameter sets specified in Table 11.1
(Figs. 11.1, 11.2, 11.3 and 11.4).

By inspection of the obtained results, one observes qualitative agreement with
what is expected from operational experience for processes inside a nuclear reactor
core using this type of geometry. Quantitative properties are the flat current density
at the origin, i.e. the flux with null derivative at r = 0 represents a symmetry
condition. Furthermore, the vanishing flux at the outer boundary drags the flux from
the maximum value at the center of the domain to decreasingly smaller values with
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Fig. 11.1 The scalar neutron flux for the fast and thermal energy group Φ1 and Φ2 for parameter
set 1
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Fig. 11.2 The scalar neutron flux for the fast and thermal energy group Φ1 and Φ2 for parameter
set 2
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Fig. 11.3 The scalar neutron flux for the fast and thermal energy group Φ1 and Φ2 for parameter
set 3

increasing radius. As a systematic feature for all parameter sets, the fast flux always
shows a somewhat larger concavity than the thermal flux. In order to provide a
quantitative comparison between the solutions from the finite and infinite Hankel
transforms, a table with the numerical values for the normalized solutions φ2 using
both types of integral transforms is shown. Note that our findings agree fairly well
with results in the literature [Da11].
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Fig. 11.4 The scalar neutron flux for the fast and thermal energy group Φ1 and Φ2 for parameter
set 4

Table 11.2 Solution φ2 using the finite Hankel (FHT) and the infinite Hankel Transform (IHT)
for parameter set 1

r/R FHT IHT

0.0 1.000000 1.000000

0.1 0.987633 0.990253

0.2 0.950761 0.943312

0.3 0.890091 0.885213

0.4 0.806854 0.791032

0.5 0.702894 0.670122

0.6 0.580790 0.543311

0.7 0.444037 0.407630

0.8 0.297278 0.281963

0.9 0.146613 0.149313

1.0 0.000000 0.000000

N = 50

r/R FHT IHT

0.0 1.000000 1.000000

0.1 0.987633 0.990253

0.2 0.950761 0.943312

0.3 0.890091 0.885213

0.4 0.806854 0.791032

0.5 0.702894 0.670122

0.6 0.580790 0.543311

0.7 0.444037 0.407630

0.8 0.297278 0.281963

0.9 0.146613 0.149313

1.0 0.000000 0.000000

N = 100

r/R FHT IHT

0.0 1.000000 1.000000

0.1 0.987633 0.990253

0.2 0.950761 0.943312

0.3 0.890091 0.885213

0.4 0.806854 0.791032

0.5 0.702894 0.670122

0.6 0.580790 0.543311

0.7 0.444037 0.407630

0.8 0.297278 0.281963

0.9 0.146613 0.149313

1.0 0.000000 0.000000

N = 500

In Table 11.2, results for φ2 using the finite and the infinite Hankel transform
are shown. Comparing the solutions for the finite Hankel transform for truncations
at N = 50, N = 100 and N = 500 shows stability of the obtained solution, so
that N = 50 already provides a solution with six significant digits. However, for
solution by the finite Hankel transform, it is not obvious where to truncate the series
in order to obtain an acceptable solution, which depend on the cumbersome task
of determining the roots of the Bessel functions of order 0 and order 1. From the
comparison of the solution φ2 on the one hand by the finite and on the other hand
by the infinite Hankel transform shows that the latter provides solutions fairly close
to the ones by the finite integral transform. The advantage of the infinite Hankel
transform over the finite case is that that there is no need to determine the lowest
truncation of the series, which provides an acceptable solution. Besides having
solved the stationary problem, where the found solution has value on its own right,
the stationary case commonly provides the initial condition for a transient problem.
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11.5 Conclusion

In the reported discussion, we presented and compared two integral methods to solve
the stationary problem of two energy group neutron diffusion in cylinder geometry.
Both methods, the finite and the infinite Hankel transform, generated comparable
and acceptable results for the considered problems (parameter sets 1 to 4). While
the finite Hankel transform seems to be the more natural tool to derive the solution
due to the finite domain in consideration, the infinite sum of the analytical solution
imposes the problem to determine truncation such that the approximate solution
represents the exact solution to a prescribed accuracy. This task does not appear
when the infinite Hankel transform is used, where it is the computation of the
integrals that represents the challenge, and however numerical schemes for well-
behaved integrands are usually no issue. All implemented simulations showed that
both methods provide solutions with acceptable quality, but that the infinite integral
transform is the simpler method especially due to the necessity to have a sufficiently
large number N of terms in the series of the solution by the finite Hankel transform.

From the computational point of view, the source code for the implementation
was written in Python 3.8 for both integral transforms and ran on a simple home
computer, Intel(R) Core(TM) i3-4150 CPU @ 3.50 GHz (64-bit operating system)
with Microsoft Windows 10 operational system. For the solution by the infinite
Hankel transform the CPU, time amounted to a few seconds, while the finite Hankel
transform provided also a solution in a small but larger computational time, however
with increasing tendency for increasing N . Our findings allow to conject that the
solution by the infinite Hankel transform in principle opens pathways to increase the
problem setup, such as to include more energy groups and allow for heterogeneous
domains, which designs these new cases closer to the ones of real reactor cores.
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Chapter 12
A Simple Numerical Scheme to Obtain
Reflectivity and Transmissivity
of an Isotropically Scattering Slab

C. A. Ladeia, H. R. Zanetti, D. L. Gisch, M. Schramm, and J. C. L. Fernandes

12.1 Introduction

The radiative transfer equation has numerous applications such as radiation trans-
port in the atmosphere, nuclear reactors, buildings, biological tissues, and vege-
tation, among others [ClOz83, Mo13, PiFu13, HoEtAl20]. Originally, the model
has been formulated as an integro-differential equation, whose analytical solution
is practically impossible to obtain for general cases, so that numerical iterative
methods were developed over the years to obtain approximate solutions [ClOz83,
LiWu96, CrEtAl17]. In order to simulate the essence of radiation transport, it is
desirable to have a precise and reliable numerical model to solve the linear radiative
transfer equation. The application of numerical methods in transport theory is
the conventional approach, and it has been explored in classic textbooks such as
[LewMi84, KaEtAl09] only to some essential extent, and there is practically no
convergence analysis for iterative methods presented in their texts. However, many
practical applications require reliable information of radiative fluxes (or partial
fluxes), or at least their reflected and transmitted fractions [ClOz83, LiWu96], which
allow to make contact with the experimental sector.

In this chapter, we focus on the linear radiative transfer model, considering a
passive medium with no thermal contributions, which is an initial approximation
for application problems. To this end, we consider a one-dimensional slab geometry
and compute some fundamental properties for applications of radiative transfer,
namely reflectivity and transmissivity. Our developments are based on the discrete
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ordinate method in the angular variable [Ch50] and a modified version of the finite
volume method [LaEtAl20] in the spatial variable. As usual in transport theory, the
solution is obtained by a line-by-line iterative method, and we present a simple but
necessary condition for its convergence based on norm operations. As a case study,
we compute values for reflectivity and transmissivity of isotropically scattering
slabs.

12.2 The Radiative Transfer Equation in Slab Geometry

We consider the radiative transfer equation in slab geometry [Oz73],

μ
∂

∂τ
I (τ, μ)+ I (τ, μ) = ω(τ)

2

∫ 1

−1
P(μ,μ′)I (τ, μ′)dμ′ , (12.1)

where τ ∈ [0, L], τ is the optical depth variable, μ ∈ [−1, 1], μ = cos θ , θ is the
direction angle, and consequently μ′ is the direction cosine of the incident rays, and
I = I (τ, μ) is the radiation intensity. Further, ω is the single scattering albedo; P
is the phase function and may be approximated as a truncated series with Legendre
polynomials [Ch50].

P(μ,μ′) =
L∑
&=0

β&P&(μ)P&(μ
′).

The boundary conditions of Eq. (12.1) are given for the forward and backward
directions, respectively.

I (0, μ) = f1(μ)+ ε1Ib1(T )− 2ρ1

∫ 0

−1
I (0, μ′)μ′dμ′

for μ > 0 and

I (L,μ) = f2(μ)+ ε2Ib2(T )+ 2ρ2

∫ 1

0
I (L,μ′)μ′dμ′

for μ < 0. Here, f1(μ) and f2(μ) are the external irradiation incident on the
surfaces at τ = 0 and τ = L, respectively. Similarly, ε1 and ε2 are the emissivities,
and ρ1 and ρ2 are the diffusive reflectivities on the surfaces with τ = 0 and τ = L,
respectively. Although the medium is passive, at the two surfaces, one shall consider
thermal radiation contributions Ib1(T ) and Ib2(T ), which are intensities due to
black-body radiation for a temperature T .
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12.3 Discrete Ordinate Method

So far the problem was formulated using continuous variables, and in order to cast
the problem in discrete form, we follow the original work of Chandrasekhar [Ch50]
and use the so-called SM approach in the polar angle, defining the intensity in the
now discrete direction by Im (τ) = I (τ, μm). The discrete ordinate version of
Eq. (12.1) is

μm
d

dτ
Im + Im = ω(τ)

2

M∑
m′=1

wm′P(μm,μm′)Im′ (12.2)

for m = 1, 2, . . . ,M , where μm and wm are the (crescent) abscissas and weights
of the Gauss–Legendre quadrature. For convenience, we consider only even values
for M , such that M/2 is an integer. The discrete ordinates form of the boundary
conditions is then

Im(0) = f1(μ)+ ε1Ib1(T )− 2ρ1

M/2∑
m′=1

μm′wm′Im′(0) (12.3)

for m = M/2 + 1,M/2 + 2, . . . ,M and

Im(L) = f2(μ)+ ε2Ib2(T )+ 2ρ2

M∑
m′=M/2+1

μm′wm′Im′(L) (12.4)

for m = 1, 2, . . . ,M/2. One of the reasons to adopt a discrete form of the original
equations is that these may be cast in matrix form, so that one may make use of
available techniques to solve the approximate equations.

12.4 Spatial Discretization

Different from the conventional SM approximation, we also discretize the spatial
variable 0 ≤ τ ≤ L in equally spaced nodes {τi}Ni=0, wherein τi = iΔτ for
i = 0, 1, . . . , N and Δτ = L/N . One may construct a discretized version of the
problem (12.2) upon using average values for each respective interval or formally
upon applying the operator

1

Δτ

∫ τi+1

τi

[ · ] dτ
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for i = 0, 1, . . . , N−1. For the integrals, we used the trapezoidal rule and dropping
the error term [LaEtAl20] so that Eq. (12.2) becomes

μm

(
1

Δτ
I i+1
m − 1

Δτ
I im

)
+

(
1

2
I i+1
m + 1

2
I im

)
= ω(τ)

4

M∑
m′=1

wm′P(μm,μm′)
(
I i+1
m′ + I im′

)

or in a shorthand notation

Bi
mI

i+1
m + AimI

i
m = Sim , (12.5)

where I im = I (τi, μm) and

Aim = −μm
Δτ

+ 1

2
, (12.6)

Bi
m = μm

Δτ
+ 1

2
, (12.7)

Sim = ω(τ)

4

M∑
m′=1

wm′P(μm,μm′)
(
I i+1
m′ + I im′

)
. (12.8)

The boundary conditions (12.4) and (12.3) in discrete form are then given by

I 0
m = f1(μ)+ ε1Ib1(T )− 2ρ1

M/2∑
m′=1

wm′μm′I 0
m′ (12.9)

for m = M/2 + 1,M/2 + 2, . . . ,M and

INm = f2(μ)+ ε2Ib2(T )+ 2ρ2

M∑
m′=M/2+1

wm′μm′INm′ (12.10)

for m = 1, 2, . . . ,M/2.
This system is solved in an iterative scheme, updating the left-hand side values

I i+1
m and using the previous (old) values in the right-hand side so that (12.5) reads

I i+1
m = Sim − AimI

i
m

Bi
m

(12.11)

or

I im = Sim − Bi
mI

i+1
m

Aim
(12.12)
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depending on whether the iterative process is directed top down or bottom up.
Further, we used the stopping criterion

E ≤ Emax,

where

E = max
m=1,...,M
i=0,...,N

∣∣I im − (
I im

)
old

∣∣
|I im| + | (I im)old |

. (12.13)

Here,
(
I im

)
old represents the values of I im in the previous iteration, and Emax is a

measure for the relative maximum difference. The iterative process is described in
the following pseudocode.

In order to calculate the reflectivity and transmissivity, we define the backward
and forward radiation fluxes as

q−(τ ) =
∫ 0

−1
I (τ, μ)μdμ =

M/2∑
m′=1

wm′μm′I im′ ,

q+(τ ) =
∫ 1

0
I (τ, μ)μdμ =

M∑
m′=M/2+1

wm′μm′I im′ ,

and then the coefficients may be calculated from q−(0), q+(0), and q+(L). For the
finite slab geometry, where f1(μ) + ε1Ib1(T ) �= 0 and f2(μ) + ε2Ib2(T ) = 0,
the reflectivity is the ratio between the total outgoing flux at τ = 0 and the total
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incoming flux at τ = 0.

R =
∫ 0
−1 I (0, μ)μdμ∫ 1
0 I (0, μ)μdμ

= q−(0)
q+(0)

.

Likewise, the transmissivity is the ratio between the total outgoing flux at τ = L

and the total incoming flux at τ = 0.

T =
∫ 1

0 I (L,μ)μdμ∫ 1
0 I (0, μ)μdμ

= q+(L)
q+(0)

.

12.5 Numerical Results

To check if the present methodology is appropriate, we determine numerical values
for reflectivity R and transmissivity T depending on a selection of values for
albedos ω = {0.2, 0.8, 0.995}, without surface emissivity and reflectivity ε1 =
ε2 = 0 ρ1 = ρ2 = 0, and for isotropic incident radiation through the boundary
with τ = 0, thus f1(μ) = 1 and f2(μ) = 0 at τ = L. Further, six values for the
optical thickness were considered L = {0.1, 0.5, 1.0, 2.0, 5.0, 10.0}, and the phase
function (P(μ,μ′) = 1) was set up for isotropic scattering with L = 0. The spatial
and angular mesh from discretization was implemented withN = 50 andM = 100.
Figure 12.1 depicts the physical scenario in the domain with depth L and the total
radiative fluxes across the respective boundaries (q+(0), q+(L), q−(0)) at τ = 0
and τ = L, respectively. It is noteworthy that reflectivity R and transmissivity T in
the present case are merely a consequence of the physical properties of the medium,
which is dominated by isotropic scattering.

The computed values for the reflectivity and transmissivity from the total
radiative fluxes are shown in Figs. 12.2 and 12.3, respectively. On observing the
effect of the homogeneous medium with constant albedo everywhere and isotropic
scattering, the higher the albedo value the higher is reflectivity and the lower
is transmissivity for all optical thicknesses. For lower albedos, one observes
in Fig. 12.2 a saturation for larger optical thicknesses that may be understood as
a balance between attenuation by absorption and the compensation by the isotropic
source f1(μ) on the boundary at τ = 0, so that deeper regions contribute less to
q−(0) through scattering. In Fig. 12.3, one observes the attenuation effects with
increasing optical thickness, which is to be expected by the Beer–Lambert–Bouguer
law.
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Fig. 12.1 Physical scenario with medium and boundary properties and the respective total
radiative fluxes across the boundaries

Fig. 12.2 Reflectivity along the optical thickness for different albedos
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Fig. 12.3 Transmissivity along the optical thickness for different albedos

12.6 A Convergence Criterion

The iterative scheme may be written in matrix notation

LI k = −UI k−1 + b , (12.14)

where k is the iteration index, while the exact solution I ∗ satisfies

LI ∗ = −UI ∗ + b . (12.15)

The sequence {I k} converges to the exact solution if

I k − I ∗ → 0 (12.16)

for all k greater than certain value. One standard way of assuring (12.16) is taking
the norm in order to get semi-positive differences only, so if

∥∥I k − I ∗
∥∥ → 0 ,

then (12.16) is true and the sequence converges to the exact solution I ∗. Here, ‖ · ‖
represents the maximum norm.

Upon subtracting (12.15) from (12.14), we obtain

I k − I ∗ = −L−1U
(
I k−1 − I ∗

)
,
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Table 12.1 Matrix norms of L and U for all test cases

ω = 0, 2 ω = 0, 8 ω = 0, 995

L ‖L‖ ‖U‖ ‖L‖ ‖U‖ ‖L‖ ‖U‖
0.1 979.96938 0.24993 980.71916 0.99971 980.96284 1.24338

0.5 196.19382 0.24993 196.94360 0.99971 197.18727 1.24338

1 98.22187 0.24993 98.97165 0.99971 99.21533 1.24338

2 49.23590 0.24993 49.98568 0.99971 50.22936 1.24338

5 19.84432 0.24993 20.59410 0.99971 20.83777 1.24338

10 10.04712 0.24993 10.79690 0.99971 11.04058 1.24338

and therefore, we have an expression for the k-th error starting from an initial guess
I 0,

I k − I ∗ =
(
−L−1U

)k (
I 0 − I ∗

)
(12.17)

for k = 1, 2, 3, . . . .
Applying the maximum norm in (12.17) and using some norm operations, we get

∥∥I k − I ∗
∥∥ ≤

∥∥∥L−1U

∥∥∥k ∥∥I 0 − I ∗
∥∥ ,

where it becomes evident that
∥∥I k − I ∗

∥∥ → 0 as k →∞ if
∥∥L−1U

∥∥ < 1. Further,
using some norm product operations, we get that if

∥∥∥L−1
∥∥∥ ‖U‖ < 1, (12.18)

then the scheme is convergent. Moreover, upon multiplying both sides in (12.18) by
‖L‖ and using

∥∥L−1
∥∥ ‖L‖ ≥ 1, then the iterative scheme converges only if

‖L‖ > ‖U‖ .

Table 12.1 shows ‖L‖ and ‖U‖ for the test cases.

12.7 Final Remarks and Conclusion

In the present work, the linear radiative problem in slab geometry was solved
by a numerical scheme using a spatial and angular mesh. The reflectivities and
transmissivities for a selection of albedos of an isotropically scattering medium were
determined for an isotropic incident radiation. The obtained results are in agreement
with expectations from experimental physics, which may be used as an indication
that the computational implementations are consistent. The codes were written in the
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Python programming language version 3.8, which proved to be quick and effective
for all simulated cases. The numerical results were computed on a standard personal
computer, and execution times for all simulated cases were of the order of 100 s,
thus reaffirming the effectiveness and applicability of the methodology.

As a highlight of this work, a convergence criterion was implemented, which to
the best of our knowledge is usually absent in the literature of transport theory.
Quite often benchmark results are used as reference solutions, however without
a desirable justification for their claim of high precision. Despite the presented
convergence criterion is required, it is not sufficient to assure general convergence
of this iterative scheme; however, it may be considered a starting point toward a
rigorous convergence criterion for problems in transport theory that make use of
source iterations, a usual technique in the field. As a continuation of the present
treatise, we will develop a sufficient convergence criterion for linear cases, which
will set then the base for a genuine convergence criterion for the nonlinear radiative
transfer equation.
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Chapter 13
A Unified Integral Equation Formulation
for Linear and Geometrically Nonlinear
Analysis of Thick Plates: Derivation of
Equations

R. J. Marczak

13.1 Introduction

Numerical solutions for geometrically nonlinear bending of moderately thick plates
are well reported in the literature. Among the conventional numerical methods
used to solve this type of problem, the boundary element method (BEM) has
been receiving relatively little attention on the subject, in spite of the excellence
of the results obtained with the method for linear problems [We82, KaTe88]
[RaEtAl97, Ra15]. Many reasons have contributed to prevent the general application
of the BEM in nonlinear problems. The generality of the finite element method is
obviously one of them, but some mathematical aspects inherent to integral equation
methods have contributed as well. As one of these aspects, one could mention the
so-called convective (or free) terms that arise in derivative integral equations, as
these terms are sometimes misunderstood or even missing from the equations.

The objective of this chapter is to outline the deduction of the convective
terms appearing in integral equations for large displacement analysis of Mindlin
and Reissner plate models. There are only few works exploring the solution of
geometrically nonlinear thick-plate bending problems using the BEM [XiEtAl90,
Vi90, Ji91, XiQui93, SuEtAl94, Ra98]. However, most of them do not present
the derivation of the free terms, and, in addition to the best of the author’s
knowledge, no one shows results for maximum transverse displacement far beyond
the plate thickness magnitude. The present work aims to outline a clear and didactic
derivation of such terms, as they are quite common in nonlinear applications using
boundary integral equation methods.
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The Mindlin and the Reissner plate theories are very well-known structural
models. In his celebrated work, E. Reissner [Re44] started from a stress field and a
mixed variational principle to obtain the equilibrium equations. The Hencky–Bollé–
Mindlin (or simply Mindlin, as it is generally known) plate model [Bo47, Mi51]
can be more easily obtained departing from a kinematical point of view, where the
Kirchhoff–Love normality (thin plate) condition is relaxed.

Uα (x1, x2, x3) = uα (x1, x2)+ x3ψα (x1, x2) (13.1a)

U3 (x1, x2, x3) = u3 (x1, x2) . (13.1b)

In all expressions throughout this chapter, Greek indices range from 1 to 2, while
Latin indices range from 1 to 3. Here, u contains the membrane (in-plane) and
transverse plate displacements, respectively (i.e., uα and u3), while ψα are the plate
rotations. All variables are referred to the plate’s middle surface. If taken pointwise
across the thickness, the displacement field of the Reissner model is more complex
than postulated in Eq. (13.1). However, the middle surface fields remain valid for
this model if it is interpreted as a weighed mean value of the displacement field
across the thickness h.

ψMindlin
α = 12

h3

∫ h/2

−h/2
ψReissner
α (x1, x2, x3) x3 dx3

uMindlin
3 = 3

2h

∫ h/2

−h/2
uReissner

3 (x1, x2, x3)

[
1 −

(
2x3

h

)2
]
dx3.

The in-plane displacements are included in Eq. (13.1) because the two-
dimensional elasticity behavior will be superimposed on the plate bending
equations, aiming the derivation of equilibrium equations for geometrically
nonlinear bending problems. These are found to be written in terms of resultant
stresses following the reasoning of reference [Fu65].

Nαβ,β + qα = 0 (13.2a)
(
Nαβu3,α

)
,β +Qα,α + q3 = 0 (13.2b)

Mαβ,β −Qα +mα = 0. (13.2c)

Here, Nαβ are the in-plane (membrane) forces, Qα are the shear forces, and Mαβ

are the bending moments. The symbols qα and q3 stand for in-plane and transverse
loadings, respectively, while mα are the distributed moments. Equation (13.2) can
be recovered in terms of displacements through the stress–displacement relations.

Nαβ = C
1 − ν

2

[
uα,β + uβ,α + u3,αu3,β +

2ν

1 − ν

(
uγ,γ +

1

2
u3,γ u3,γ

)
δαβ

]

(13.3a)
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Mαβ = D
1 − ν

2

[
uα,β + uβ,α +

2ν

1 − ν
uγ,γ δαβ

]
(13.3b)

Qα = Dλ2 1 − ν

2

[
uα + u3,α

]
. (13.3c)

Further, C = Eh
(1−ν2)

, D = Eh3

12(1−ν2)
, λ2 = 12κ2

h2 , and κ2 is the shear stress correction
factor. In comparison to the plate theory commonly used, the only visible difference
in Eq. (13.3) is the expression for the moments, which has an additional term in the
Reissner plate model.

MReissner
αβ = R.H.S. of Eq. (13.3b) + ν

(1 − ν)λ2 q3 δαβ. (13.4)

In order to unify the equilibrium equations in the same computational model, a plate
model factor (mf ) is employed [WeBa90].

Mαβ = D
1 − ν

2

[
ψα,β + ψβ,α +

2ν

1 − ν
ψγ,γ δαβ

]
+mf q3 δαβ , (13.5)

where

mf = ν

(1 − ν)λ2 for the Reissner model, (13.6a)

mf = 0 for the Mindlin model. (13.6b)

Equation (13.2) describes moderately thick-plate bending problems for large
displacements and a moderately large rotations regime [Fu65]. In view of Eq. (13.5),
they can be used regardless of the plate model considered, including the classical
Kirchhoff–Love model. The presence of the nonlinear terms in Eq. (13.3) is a
consequence of relevant higher-order terms kept in the Green–Lagrange strain
tensor. Both the linear and nonlinear contributions can be further evidenced by
writing,

Nαβ = Nl
αβ +Nn

αβ , (13.7a)

Qα = Ql
α +Qn

α , (13.7b)

where

Nl
αβ = C

1 − ν

2

[
ūα,β + ūβ,α +

2ν

1 − ν
ūγ,γ δαβ

]
, (13.8a)

Nn
αβ = C

1 − ν

2

[
u3,αu3,β +

ν

1 − ν
u3,γ u3,γ δαβ

]
, (13.8b)
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Ql
α = Dλ2 1 − ν

2

(
uα + u3,α

)
, (13.8c)

Qn
α = Nαβ u3,β . (13.8d)

Upon substituting these into the equilibrium equations, one obtains the (coupled)
Navier equations of the problem, where the nonlinear terms are added to the loading
terms in a general system.

[
mL 0
0 fL

](
mu
f u

)
=

(
mq̂
f q̂

)
. (13.9)

Here, mL is the differential operator of the linear membrane equilibrium problem,
fL is the linear bending operator, mu = {u1 u2}T are the in-plane displacements,
and f u = {ψ1 ψ2 u3}T are the plate displacements. The membrane-bending
coupling is implicit in the corresponding pseudo-loadings mq̂ and f q̂.

mq̂α = − mFαβ(∂Q)
mql

β
(Q)+ mqn

α
(Q) (13.10a)

f q̂i = − fFij (∂Q)
f qlj (Q)+ f qni (Q). (13.10b)

The complete expressions of the terms used in Eqs. (13.9) and (13.10a)–(13.10b)
are as follows.

mL(∂Q) = C
1 − ν

2

⎡
⎢⎢⎢⎣
Δ+ 1 + ν

1 − ν

∂2

∂x2
1

1 + ν

1 − ν

∂2

∂x1∂x2

1 + ν

1 − ν

∂2

∂x1∂x2
Δ+ 1 + ν

1 − ν

∂2

∂x2
2

⎤
⎥⎥⎥⎦ (13.11a)

fL(∂Q) = D
1 − ν

2

⎡
⎢⎢⎢⎢⎢⎢⎣

Δ−λ2+1 + ν

1 − ν

∂2

∂x2
1

1 + ν

1 − ν

∂2

∂x1∂x2
−λ2 ∂

∂x1

1 + ν

1 − ν

∂2

∂x1∂x2
Δ−λ2+1 + ν

1 − ν

∂2

∂x2
2

−λ2 ∂

∂x2

λ2 ∂

∂x1
λ2 ∂

∂x2
λ2Δ

⎤
⎥⎥⎥⎥⎥⎥⎦

(13.11b)
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mF(∂Q) =
[

1 0
0 1

]
(13.12a)

fF(∂Q) =

⎡
⎢⎢⎢⎣

1 0 mf

∂

∂x1

0 1 mf

∂

∂x2
0 0 1

⎤
⎥⎥⎥⎦ (13.12b)

mql (Q) = {
q1, q2

}T
(13.13a)

mqn(Q) = C
1 − ν

2

⎧⎨
⎩
(u3,1u3,α ),α +

ν

1 − ν
(u3,γ u3,γ ),1

(u3,2u3,β ),β +
ν

1 − ν
(u3,γ u3,γ ),2

⎫⎬
⎭ (13.13b)

f ql (Q) = {
m1, m2, q3

}T
(13.14a)

f qn(Q) = D
1 − ν

2

{
0, 0, (Nαβu3,β ),α

}T
. (13.14b)

Equations (13.2) and (13.3)—with Eq. (13.5) replacing equation (13.3b)—are taken
herein as a starting point for an incremental integral formulation. Using the weighted
residual method [BrEtAl84], the following Somigliana identities for boundary
variables are obtained [XiEtAl90, Ra98, Ra15],

mCαβ(p)
muβ(p)+

∫
Γ

mTαβ(q, p)
muβ(q) dΓq =

∫
Γ

mUαβ(q, p)
mtβ(q) dΓq

+
∫
Ω

mVαβ(Q, p)
mqβ(Q) dΩQ −

∫
Ω

mUαβ,γ (Q, p)N
n
βγ (Q) dΩQ + mvα(p)

(13.15)

and

f Cij (p)
f uj (p)+

∫
Γ

f Tij (q, p)
f uj (q) dΓq =

∫
Γ

f Uij (q, p)
f tj (q) dΓq

+
∫
Ω

f Vij (Q, p)
f qj (Q) dΩQ −

∫
Ω

fUi3,β (Q, p)Nαβ(Q)
f u3,α (Q) dΩQ + f vi(p) ,

(13.16)

where the m and f prefixes refer to the membrane and the bending problem,
respectively, and the non-integral terms mvβ and f vi were included to account for
concentrated loads inside the domain [KaSa85]. The symbols p and q denote source
(collocation) and field points, where lower case letters indicate boundary points
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and upper case letters indicate domain points, respectively. The corresponding
displacement (mUij and f Uij ), traction (mTij and f Tij ), and the other fundamental
solution tensors can be found elsewhere ([We82, Ra98]). Equations (13.15) and
(13.16) are easily particularized for internal points upon substituting mCαβ = δαβ
and f Cij = δij .

From Eqs. (13.15) and (13.16), it is evident that the evaluation of the derivatives
of the transverse displacement (u3) is required. They are present in the nonlinear
membrane forces in the last integral of Eq. (13.15) and also in the last integral
of Eq. (13.16). These terms are partially responsible for the membrane-bending
coupling. In domain methods such as finite elements, it is typical to employ the
derivatives of the shape functions, i.e., ui,α = φi,αui , where φi are the shape
functions. Despite being simple, this approach may generate poor results when
the global shape function is not able to represent accurately the gradients of the
displacement field. Similar approaches can be used for boundary elements, but the
use of higher-order domain cells becomes mandatory for acceptable results (see, for
instance, [Vi90]). In the case of employing the boundary element method, there is
no need to assume an a priori interpolated form for the displacement derivatives
since equations (13.15) and (13.16) are already a strong form of the displacement
field. Therefore, a more rigorous solution can be obtained by differentiation of these
integral equations with respect to the coordinates xα(P ). The procedure leads to the
six additionally required integral equations for ψβ,α and u3,α .

Assuming that the displacement derivatives are required only at internal points,
the differentiation of Eqs. (13.15) and (13.16) is straightforward as all their kernels
become regular. However, the differentiation of the last two integrals on the right-
hand side of both equations is rather tedious because the tensors mVβγ,α , f V3i,α ,
mUαβ,γ and f Ui3,β have weak singularities when Q ≡ P . Taking into account the
dimension of the corresponding integration domains, one can show that the integral
containing fV is singular only in the case of Reissner’s plate model, while mV is
always regular [WeBa90]. Unfortunately, the differentiation of integrals containing
singular kernels does not obey the classical calculus rules, and they must be treated
by means of the Leibnitz formula [Mi62, Bu78]. The formal derivation of such
derivative integral equations produces the so-called convective terms [BrEtAl84],
which must be added to the final expressions for ūβ,α (P ) and u3,α (P ).

ūβ,α (P )−
∫
Γ

mTβγ,α (q, P )ūγ (q) dΓq = −
∫
Γ

mUβγ,α (q, P )t̄γ (q) dΓq

−
∫
Ω

mVβγ,α (Q, P )qγ (Q) dΩQ +
∫
Ω

mUβγ,δα (Q, P )N
n
γ δ(Q) dΩQ

+Nn
γ δ (P )

∫
Γ ′

1

mUβγ,δ (Q, P ) r,α (P ) dΓQ1

− qγ (P )

∫
Γ ′

1

mVβγ (Q,P ) r,α (P ) dΓQ1 − mvβ,α (P ) (13.17)
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u3,α (P )−
∫
Γ

f T3i,α (q, P )ui(q) dΓq = −
∫
Γ

f U3i,α (q, P )ti(q) dΓq

−
∫
Ω

f V3i,α (Q, P )qi(Q) dΩQ +
∫
Ω

fU33,αγ (Q, P )Nβγ (Q)u3,β (Q) dΩQ

+Nβγ (P )u3,β (P )

∫
Γ ′

1

f U33,γ (Q, P ) r,α (P ) dΓQ1

−mf qi(P )

∫
Γ ′

1

f V3i (Q, P ) r,α (P ) dΓQ1 − f v3,α (P ). (13.18)

A negative sign was added to all the integrals as the derivatives are assumed to be
taken with respect to xα(P ). The integrals on Γ ′

1 in Eqs. (13.17) and (13.18) are
the aforementioned convective terms, and Γ ′

1 stands for a unit circle centered in P ,
where the derivation of the former is the objective of the present work. In the further,
the main goal is to solve the analytical expressions for all four convective terms.

f cNαβ(P ) = Nβγ (P )u3,β (P )

∫
Γ ′

1

f U33,γ (Q, P ) r,α (P ) dΓQ1 (13.19a)

f cqα(P ) = mf qi(P )

∫
Γ ′

1

f V3i (Q, P ) r,α (P ) dΓQ1 (13.19b)

mcNαβ(P ) = Nn
γ δ (P )

∫
Γ ′

1

mUβγ,δ (Q, P ) r,α (P ) dΓQ1 (13.19c)

mc
q
αβ(P ) = qγ (P )

∫
Γ ′

1

mVβγ (Q,P ) r,α (P ) dΓQ1 . (13.19d)

13.2 Derivation of the Convective Terms

This section details the analytical exposition of Eq. (13.19) following the steps
described in reference [BrEtAl84]. Once these terms are obtained, the set of
derivative integral equations for the translational displacements are completed. An
inspection of Eqs. (13.15) and (13.16) reveals that the candidate terms that give
origin to the convective terms are

INi =
∫
Ω

fUi3,β (Q, P )Nαβ(Q)u3,α (Q) dΩQ , (13.20a)

I
q
i =

∫
Ω

f Vij (Q, P )qj (Q) dΩQ , (13.20b)
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JNα =
∫
Ω

mUαβ,δ (Q, P )N
n
βδ(Q) dΩQ , (13.20c)

J qα =
∫
Ω

mVαβ(Q,P )qβ(Q) dΩQ , (13.20d)

where its derivation with respect to the coordinate axes leads to a general form for
Eq. (13.19).

∂INi

∂xγ (P )
= f cNαβ(P ) (13.21a)

∂I
q
i

∂xγ (P )
= f cqα(P ) (13.21b)

∂JNα

∂xγ (P )
= mcNαβ(P ) (13.21c)

∂J
q
α

∂xγ (P )
= mc

q
αβ(P ). (13.21d)

In order to keep the notation simpler, for convenience the prefixes m and f will be
suppressed in the next paragraphs. In order to recover the complete representation
of all expressions, one may consult equation (13.21).

Evaluation of
∂INi

∂xγ (P )
Equation (13.20a) may be expressed as the limit

INi = lim
ε→0

∫
Ω−Ωε

Ui3,α (Q, P )Mα(Q) dΩQ , (13.22)

where Mα(Q) = Nαβ(Q)u3,β (Q) and Ωε is a unit circle centered at the source
point P . The boundary of Ωε is denoted Γ ε . Consequently, Eq. (13.20a) may be
expressed by

∂INi

∂xγ (P )
= lim

ε→0

(
∂

∂xγ

∫
Ω−Ωε

Ui3,α (Q, P )Mα(Q) dΩQ

)
. (13.23)

Using a polar coordinate system (r̄ , θ̄ ) with origin at P ≡ o as depicted in Fig. 13.1,
Ui3,α is rewritten considering only its strongly singular part.

Ui3,α =
1

r(r̄, θ̄ )
Λi3,α (φ). (13.24)
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Figure 13.1a shows the case with r(r̄, θ̄ ) = r̄ and φ(r̄, θ̄ ) = θ̄ ; however, if the
source P is perturbed by a Cartesian increment Δxα , the parameters r and φ differ
from r̄ and θ̄ , respectively, and the boundary Γ ε changes as well (see Fig. 13.1b).
This shows that Γ ε is dependent on the load point location, so that for convenience
one may cast equation (13.23) in polar coordinate system representation.

∂INi

∂xγ
=

∫ 2π

0
lim
ε→0

(
∂

∂xγ

∫ R(θ̄)

ε̄

Λi3,α (φ)

r
Mα(Q) r̄ dr̄

)
dθ̄ . (13.25)

One should note that in Eq. (13.25) the integration limits vary with the integration
variable, and when this dependence holds, the Leibnitz formula shall be used
[SoRe58].

d

dα

∫ φ2(α)

φ1(α)

f (x, α) dx =
∫ φ2(α)

φ1(α)

∂f (x, α)

∂α
dx − f (φ1, α)

dφ1

dα
+ f (φ2, α)

dφ2

dα
.

(13.26)

Applying Eq. (13.26) directly to Eq. (13.25) yields

∂

∂xγ

∫ R(θ̄)

ε̄

Λi3,α (φ)

r
Mα(Q) r̄ dr̄ =

∫ R(θ̄)

ε̄

∂

∂xγ

(
Λi3,α (φ)

r

)
Mα(Q) r̄ dr̄

− Λi3,α (φ)

r(ε̄, θ̄ )
Mα(P ) ε̄

dε̄

dxγ
+ Λi3,α (φ)

r(R, θ̄)
Mα(P )R

dR

dxγ
. (13.27)

Due to the fact that the origin of the coordinate system coincides with the source
point P before the imposition of Δxα , and it remains there after the application of
the increment, only ε̄ changes with xα , while R does not. As a consequence, the last
term on the right-hand side of Eq. (13.27) vanishes. Moreover, taking into account
that r(ε̄, θ̄ ) = ε = ε̄ when P ≡ o, one obtains

∂INi

∂xγ
=
∫ 2π

0
lim
ε→0

[∫ R(φ)

ε

∂

∂xγ

(
Λi3,α (φ)

r

)
Mα(Q) r dr

]
dφ

−Mα(P )

∫ 2π

0
Λi3,α (φ) cos(r, xγ ) dφ . (13.28)

Now it is instructive to investigate the existence of the first integral on the right-hand
side of (13.28). Noting that

∂

∂xγ

(
Λi3,α (φ)

r

)
Mα(Q) r = r2 ∂

∂xγ

(
Λi3,α (φ)

r

)
Mα(Q)

1

r
(13.29)
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and defining Λ̄i3,αγ (φ) = r2 ∂
∂xγ

(
Λi3,α (φ)

r

)
, the term

∫ 2π

0
lim
ε→0

[∫ R

ε

∂

∂xγ

(
Λi3,α (φ)

r

)
Mα(P ) r dr

]
dφ

can be added and subtracted from Eq. (13.29), resulting in

∫ 2π

0
lim
ε→0

[∫ R

ε

∂

∂xγ

(
Λi3,α (φ)

r

)
Mα(Q) r dr

]
dφ

=
∫ 2π

0
lim
ε→0

{
Λ̄i3,αγ (φ)

∫ R

ε

[Mα(Q)−Mα(P )]
1

r
dr

}
dφ

+Mα(P )

∫ 2π

0
Λ̄i3,αγ (φ) ln(R) dφ − lim

ε→0

[
Mα(P ) ln ε

∫ 2π

0
Λ̄i3,αγ (φ)dφ

]
.

(13.30)

All the integrals in Eq. (13.30) are limited, provided that the membrane-bending
coupling satisfies the Hölder condition in P .

‖Mα(Q)−Mα(P )‖ ≤ Arα , A, α > 0.

Due to the tensor Λ̄i3,αm satisfying the property
∫ 2π

0 Λ̄i3,αγ (φ) dφ = 0, the last two
terms in Eq. (13.30) vanish. In addition, the first integral on the right-hand side is
convergent since

lim
ε→0

[
Λ̄i3,αm(φ)

∫ R

ε

Arα

r
dr

]
= lim

ε→0

[
Arα+2

α − 1
ln(r)

∂

∂xγ

(
Λi3,α

r

)]R
ε

<∞ ,

which completes the demonstration.

Now ∂INi /∂xγ can be transformed back into Cartesian coordinates,

∂INi

∂xγ
=−

∫
Ω

∂Ui3,α (Q, P )

∂xγ
Nαβ(Q) u3,β (Q) dΩQ

−Nαβ(P ) u3,β (P )

∫
Γ ′

1

Ui3,α r,γ dΓ
′ , (13.31)

where the first integral shall be interpreted in terms of the Cauchy principal
value (CPV). The second term on the right-hand side of (13.31) is the convective
contribution, as it appears from a change in the position of the source point. In
the present work, the interest remains in the development of the convective term
particularized for i = 3 according to Eq. (13.19a).
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Since the exterior normal of Γ ′
1 points to the center of the circle r,α = −nα , one

can write the convective term as

f cN(P ) = Nαβ(P )

∫
Γ ′

1

Us
33,α r,γ dΓ

′ = −Nαβ(P )

∫
Γ ′

1

Us
33,α nγ dΓ

′ , (13.32)

with Us
33,α

containing only the singular part of U33,α . In the present case,

Us
33,α =

−1

πD(1 − ν)λ2

r,α

r
,

thus validating the representation (13.24). Using dΓ = r dφ, then Eq. (13.32) is
analytically defined by

f cNαβ(P ) =
−1

πD(1 − ν)λ2

[∫ 0

2π
nγ nα dφ

]
Nγβ(P ) .

Recalling (Fig. 13.1) that n1 = − cosφ, n2 = − sinφ and using elementary
trigonometric integrals, the following result is obtained.

f cNαβ(P ) =
−Nαβ(P )

D(1 − ν)λ2 . (13.33)

This non-integral term is added to Eq. (13.18) replacing thus the first integral on
Γ ′

1. Note that the correction is necessary only in the singular case (P ≡ Q). A
comparison to findings in the literature shows that Eq. (13.33) is in agreement with
the results obtained by Xiao-Yan et al. [XiEtAl90].
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a b

Fig. 13.1 Definition of the boundary Γ ε around the source point. (a) Initial configuration, (b) the
effect of an increment Δxα applied to the source point coordinates
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Evaluation of
∂I

q
i

∂xγ (P )
The fundamental solution tensor used to take into account domain bending loadings
in both the Mindlin and the Reissner plate models is given by ([WeBa90])

fV = fU−mf
f Ũ = fU−mf

⎡
⎣0 0 U11,1 + U12,2

0 0 U21,1 + U22,2
0 0 U31,1 + U32,2

⎤
⎦ .

Following the procedure outlined in the previous section, Eq. (13.20b) is written in
terms of a limit

I
q
i = lim

ε→0

∫
Ω−Ωε

Vij (Q, P ) qj (Q) dΩQ , (13.34)

so that its derivative results in

∂INi

∂xγ (P )
= lim

ε→0

(
∂

∂xγ

∫
Ω−Ωε

Uij (Q, P )qj (Q) dΩQ (13.35)

+ mf

∂

∂xγ

∫
Ω−Ωε

Ũij (Q, P )qj (Q) dΩQ

)
. (13.36)

Now, the treatment has to be carried out for the Reissner model (mf = 1),
otherwise fV = fU, and since U = O (ln r), the first integral does not manifest
strong singularities after the differentiation and will not provide convective terms.
The second integral deserves a more careful inspection. Since the interest is in
the derivative of the plate transverse displacement, Eq. (13.35) is particularized,
considering from the outset only the necessary terms.

∂IN3

∂xγ (P )
= lim

ε→0

(
∂

∂xγ

∫
Ω−Ωε

U3α,α (Q, P )q3(Q) dΩQ

)
. (13.37)

However, since U3α,α is regular on Ω , it is not possible to apply the representation

U3α,α =
1

r(r̄, θ̄ )
Λ3α,α (φ), (13.38)

and consequently, there is no convective contribution, as expected.

f c
q
αβ(P ) = 0. (13.39)
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Evaluation of
∂JNα

∂xγ (P )
In the case of Eq. (13.20c), one may follow the same spirit as lined out in the
previous two paragraphs.

JNα = lim
ε→0

∫
Ω−Ωε

Uαβ,δ (Q, P )N
n
βδ(Q) dΩQ. (13.40)

The first step is to write the integral as a limit,

∂JNα

∂xγ (P )
= lim

ε→0

(
∂

∂xγ

∫
Ω−Ωε

Uαβ,δ (Q, P )N
n
βδ(Q) dΩQ

)
, (13.41)

and then introducing

Uαβ,δ =
1

r(r̄, θ̄ )
Λαβ,δ (φ), (13.42)

one arrives at an expression that may be solved by the use of the Leibnitz formula.

∂JNα

∂xγ
= −

∫
Ω

Uαβ,δ

∂xγ
Nn
βδ(Q) dΩQ −Nn

βδ(P )

∫
Γ ′

1

Uαβ,δ r,γ dΓ
′. (13.43)

Here, the first integral shall again be interpreted in the CPV sense, provided the
nonlinear membrane forces satisfy the Hölder condition on P .

‖Nn
βδ(Q)−Nn

βδ(P )‖ ≤ Arα , A, α > 0. (13.44)

Upon analyzing Eq. (13.43), one identifies the expected convective term,

mcN(P ) = Nn
βδ(P )

∫
Γ ′

1

Uαβ,δ r,γ dΓ
′ = −Nn

βδ(P )

∫
Γ ′

1

Uαβ,δ nγ dΓ
′ , (13.45)

where Uαβ,δ is O(r−1), and consequently, the analytical representation of
Eq. (13.45) is

mcN(P ) = 1

8πG (1 − ν)

{∫ 0

2π

[
(3 − 4ν) r,γ δαβ − r,α δβγ

−r,β δαγ + 2r,α r,β r,γ
]
dφ

}
Nn
βδ(P ) . (13.46)



192 R. J. Marczak

Finally, using the relations n1 = − cosφ , n2 = − sinφ and elementary integrals of
trigonometric powers leads to the following expression:

mcNαβ(P ) =
−1

8G(1 − ν)

[
(3 − 4ν) δαδδβγ − δαβδγ δ − δαγ δβδ

+1

4
δαβδγ δ

(
1 + 2δαγ

)]
Nn
γ δ(P ). (13.47)

Evaluation of
∂J

q
α

∂xγ (P )
In this case, mV = mU, and since U = O (ln r), no convective term is involved,

mc
q
αβ(P ) = 0 .

13.3 Summary of the Results

All the relevant expressions obtained in the previous sections can be summarized as
follows:

mcNαβ(P ) =
−1

8G(1 − ν)

[
(3 − 4ν) δαδδβγ − δαβδγ δ − δαγ δβδ

−1

4
δαβδγ δ

(
1 + 2δαγ

)]
Nn
γ δ(P ) , (13.48a)

mc
q
αβ(P ) =0 , (13.48b)

f cNαβ(P ) =− δαγ

D(1 − ν)λ2 Nγβ(P ) , (13.48c)

f cqα(P ) =0 . (13.48d)

These equations are subject to the conditions

‖Mα(Q)−Mα(P )‖ ≤ Arα , A, α > 0 ;
‖Nn

βδ(Q)−Nn
βδ(P )‖ ≤ Brβ , B, β > 0 ,
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so that finally Eqs. (13.17) and (13.18) may be cast in their final form.

muβ,α (P )−
∫
Γ

mTβγ,α (q, P )
muγ (q) dΓq = −

∫
Γ

mUβγ,α (q, P )
mtγ (q) dΓq

−
∫
Ω

mVβγ,α (Q, P )
mqγ (Q) dΩQ +

∫
Ω

mUβγ,δα (Q, P )N
n
γ δ(Q) dΩQ

+ mcNαβ(P )− mvβ,α (P ) (13.49)

f u3,α (P )−
∫
Γ

f T3i,α (q, P )
f ui(q) dΓq = −

∫
Γ

f U3i,α (q, P )
f ti(q) dΓq

−
∫
Ω

f V3i,α (Q, P )
f qi(Q) dΩQ +

∫
Ω

fU33,αγ (Q, P )Nγβ(Q)
f u3,β (Q) dΩQ

+ f cNαβ(P )u3,β (P )− f v3,α (P ). (13.50)

Note that Eqs. (13.49) and (13.50) are valid for interior points, and consequently,
attention shall be paid to the singularities O

(
1/r2

)
in the integrals on the left-hand

side, and O (1/r) and O
(
1/r2

)
for the first and third integrals on the right-hand

side. For boundary points, their limit to the boundary must be taken in order to obtain
the corresponding geometric factors, i.e., the C matrix. In that case, the integrals on
the left-hand side must be interpreted in the Hadamard sense, which demonstrates
the hyper-singular character of these equations, while all remaining integrals are
interpreted employing the CPV.

Moreover, using any traditional collocation-type process ([BrEtAl84]),
Eqs. (13.15), (13.16), (13.49), and (13.50) lead to the following set of algebraic
equations:

• Membrane (2D elasticity) problem:

mH mu = mG mt + mB + mf. (13.51)

• Bending problem:

fH f u = fG f t + fB ū3 + f f. (13.52)

• In-plane displacement derivatives:

u′β + βH mu = βG mt + βB + β f. (13.53)

• Transverse displacement derivatives:

u′3 + 3H f u = 3G f t + 3B u′3 + 3f, (13.54)
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where

u′β =
{
muβ,1 ,

muβ,2
}T and u′3 =

{
f u3,1 ,

f u3,2

}T
. (13.55)

13.4 Conclusions

This chapter presented a compilation of the relevant integral equations for linear
and geometrically nonlinear bending, as well as elastic stability of moderately thick
plates. The hyper-singular derivative integral equations for the displacement field
were presented, including the corresponding convective terms. The resulting integral
equations can be used to solve geometrically nonlinear bending problems, as well
as in-plane extension, linear bending, and stability problems by particularization.
Domain discretization is assumed for the domain integrals whenever necessary.
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Chapter 14
On Viscous Fluid Flow in Curvilinear
Coordinate Systems

A. Meneghetti, B. E. J. Bodmann, and M. T. M. B. Vilhena

14.1 Introduction

Many theoretical problems and their applications such as fluid dynamics scenarios
are formulated in a specific coordinate system, which is frequently the Cartesian
coordinate system. However, depending on the topography of the physical domain,
more specifically, the geometry of the domain boundaries, another choice might
be advantageous. The question as to what is the most adequate system is one of the
principal issues in the Theory of General Relativity and is based on the mathematical
framework of differential geometry. While this theory relates the geometry of space-
time with its energy–momentum content [We72], some of the ideas of curved
space may be exported to other realms as for instance mechanical engineering.
In engineering and especially fluid mechanics, we can use a similar methodology,
but instead of using geodesics representing the geometric properties of a physical
system, one may define the curvilinear coordinate system from the geometry of the
physical domain and its boundaries.

If a coordinate axis is interpreted as a solution of a geodesic equation, then the
affine connection introduces terms due to curvature in the curvilinear coordinate
system. In other words, we locally shear, twist, stretch, or compress the domain
such that the boundaries have simple geometries, which constitutes the principal
difference to the conceptions of general relativity. As a consequence, the differential
operators of the dynamical equations are changed by the addition of new terms,
see for instance reference [So64]. The apparent disadvantage of obtaining larger
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equations after the coordinate transformation is effectively compensated by simpler,
in our work plane parallel boundaries. Evidently, one has to accept some restrictions
with respect to shapes that define the orography, imposed by the diffeomorph
conformal character of the transformation. Conditions that are mandatory will
be defined in order to establish a unique relation between the original and new
coordinate systems. Thus, the novelty of the present work is the procedure to solve
the curvilinear Navier–Stokes equation, which is then transformed back into the
original Cartesian coordinate system. Three-dimensional case studies are presented
as numerical implementations of this methodology.

14.2 Transformation of the Coordinate System

As mentioned before, the curvilinear boundary guides the construction of the
coordinate transformation that simplifies the boundaries of the transformed problem.
Let x1 × x2 × x3 be the Cartesian coordinate system and ξ1 × ξ2 × ξ3 a generalised
coordinate system; then we define the general transformation T by T : ξα =
ξα({xi}). Here, i, α ∈ {1, 2, 3}, {xi} = {x1, x2, x3} ∈ Ω ⊂ R

3, where Ω is an
open set. According to [MeEtAl17], T is a diffeomorph conformal transformation

if and only if the functions ξα are of class C1(Ω) and |J | =
∣∣∣ ∂ξα
∂xi

∣∣∣ �= 0 in Ω , where

|J | is the Jacobian determinant of the transformation T . Thus, we guarantee that
the solution of the transformed problem obtained in the new coordinate system can
in the end be inverted and presented in the original coordinate system. In addition
to its mathematical characteristics, this property ensures that conservation laws are
preserved, as shown in [We72]. As already mentioned in the introduction, we use the
curvilinear contours of the domain in which the problem is structured to define the
new coordinate system, more precisely the ξ1, ξ2, and ξ3 system, which by virtue
is a curvilinear coordinate system.

14.3 The Transformed Navier–Stokes Equation

We consider an incompressible model and define as a starting point the dimension-
less Navier–Stokes equation (14.1),which together with the continuity equation is
given in Cartesian coordinates (see for instance reference [ScGe17]). In order to turn
the developments more compact, in the further the Einstein summation convention
is understood in all equations that follow.

∂um

∂t
+ ui

∂um

∂xi
= − ∂P

∂xm
+ δ

j
i

Re

∂2um

∂xi∂xj

∂ui

∂xi
= 0. (14.1)
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Here, i, j,m ∈ {1, 2, 3}, um is the velocity in the xm direction, P is the pressure,
Re is the Reynolds number, and the Kronecker symbol δji = 1 for i = j and zero
otherwise. As a convenient simplification, we neglect effects due to the force of
gravity.

Using algebraic manipulations in the Eq. (14.1), it is possible to obtain the

Poisson equation for pressure (14.2), where D = ∂ui

∂xi
.

δ
j
i

∂2P

∂xi∂xj
= −∂

2(uiuj )

∂xi∂xj
+ δ

j
i

Re

∂2D

∂xi∂xj
− ∂D

∂t
. (14.2)

Recalling that Eq. (14.1) is represented in a Cartesian coordinate system, one
may now use a coordinate transformation and obtain the transformed equation in
the generalised coordinate system. The variables of both coordinate systems are
made compatible through the affine connection (the manifestation of curvature),
which as a consequence of coordinate changes enter in the dynamical equations.
More precisely, differential operators are altered by the addition of new terms. The
transformed Navier–Stokes equations as well as the transformed Poisson equation

for the pressure are presented by Eqs. (14.3) and (14.4), where D = ∂ui

∂ξα
∂ξα

∂xi
.

∂um

∂t
+ ui

∂um
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)

(14.3)

δ
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∂ξα
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)
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∂ξα

∂xi

∂ξβ
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+ 1

Re

(
δ
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i

∂(D)

∂ξα

∂2ξα

∂xi∂xj
+ δ

j
i

∂2(D)

∂ξα∂ξβ

∂ξα

∂xi

∂ξβ

∂xj

)
− ∂D

∂t
. (14.4)

14.4 Numerical Solution

In the further, the sequence of steps to obtain a numerical solution of Eqs. (14.3) and
(14.4) is lined out. For convenience, we regroup terms in Eq. (14.3) and end up with
Eq. (14.5), with the new abbreviations defined in (14.6).

∂um

∂t
= Dα

∂um

∂ξα
+D3+α

∂2um

∂(ξα)∂(ξα)
+D4+α+β

∂2um

∂ξα∂ξβ
+ φm. (14.5)
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Dα = ui
∂ξα

∂xi
+ 1

Re

∂2ξα

∂xi∂xi
D3+α = 1

Re
(
∂ξα

∂xi
)(
∂ξα

∂xi
)

D4+α+β =
( |εγαβ |

2

)(
2

Re

)
∂ξα

∂xi

∂ξβ

∂xi
φm = − ∂P

∂ξα

∂ξα

∂xm
. (14.6)

Equation (14.5) is nonlinear since the expressionsD depend on velocities, so that
the equation needs to be approximated by an iterative scheme. To this end, we use
the implicit finite difference method in Eq. (14.5), see [Ho01] and [Bo15], and end
up with the approximate equation (14.7).

(um)n+1
i,j,l (u

m)ni,j,l

Δt
=
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n+1
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(um)n+1
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2Δξ1
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Upon regrouping terms um with the corresponding space and time indices (i, j, k
and n), one obtains Eq. (14.8),
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which may be cast in a matrix equation (14.9).

En+1un+1 = un − un+1
c + φn. (14.9)

Note that the vectors un and φn are known because they are evaluated in the previous
time step n. However, the matrix En+1 and the vector un+1

c depend on un+1 in the
time step n + 1 to be determined, and the vector un+1

c is constructed using the
values of the nodes that belong to the domain boundary. In order to work around
the problem with the nonlinearity and the contours, an approximation by iteration
is employed. At each time step n + 1, we construct ūn, which yields an estimate
value for the velocity component advanced in time by iteration ūn → un+1, and
moreover, Eq. (14.9) is approximated by (14.10).

Ēnun+1 = un − ūnc + φn. (14.10)

For each time stamp n + 1, the approximation starts with n = 0 and ūn is set
to un. Equation (14.10) is solved, and one obtains the preliminary values for the
vector un+1. In the next iteration, for n = 1, one assumes that ūn = un+1, and
Eq. (14.10) is again solved and a new estimated value for vector un+1 is calculated.
Note that in each iteration both the ūnc vector and the Ēn matrix are updated. The
process is repeated until the vectors ūn and un+1 “converge” according to a pre-
established stopping criterion. In each step, the matrix equation (14.10) is solved
using the standard Gauss–Seidel method ([Ho01, Bo15]).

Moreover, for each iteration in n̄, the vector uNnc is updated too, which is built by
nodes on the domain boundary and is defined by the parametrised surfaces. In case
that no variations occur on the surface, then the nodes are kept without updates.
For those that vary, except in the main direction (the direction of the inlet flow),
the update is done using the neighbouring node. In the main direction, in this work
defined along ξ1, the update follows Eq. (14.8). As an inconvenience, there appear
nodes outside the mesh, so that this shortcoming has to be corrected by the use of
homogeneous boundary conditions ∂um

∂ξ1 = 0.
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umi+1 − umi

Δξ1
≈ ∂um

∂ξ1
= 0 ⇒ umi+1 ≈ umi .

The Poisson equation for the pressure (14.4) was solved proceeding in an
analogue way. More specifically, the equation was initially approximated using the
implicit finite difference method, and the discretised equation was rearranged and
cast in the matrix form. Due to the Poisson equation being linear, the iteration
defined at each time step will be used only to approximate the vector formed by
the nodes belonging to the contours. As already mentioned, the transformation T is
defined from the geometry of the curvilinear domain, so that in order to solve the
equations by the finite difference method, the transformation is setup by the meshes
constructed in the curvilinear domain (see ref. [MeEtAl17]).

14.5 Numerical Simulations

In this section, two simulations are presented using the dimensionless Navier–
Stokes equations in its two-dimensional and three-dimensional form.

Simulation 1
A two-dimensional duct has the top and bottom described by Eq. (14.11).

fs(x
1) = 1 − 0.125

(
tanh

(
8(x1 − 6.875)

)
− tanh

(
8(x1 − 8.125)

))

fi(x
1) = −0.249

(
tanh

(
8(x1 − 3.75)

)
− tanh

(
8(x1 − 5)

))
. (14.11)

Now, a fluid flow inside this duct is considered, with inlet horizontally from the
left to the right, with Reynolds number Re = 100 and in a domain (x1, x2) ∈
[0, 10]⊗[0, 1]. Thus the flow is modelled by the dimensionless transformed Navier–
Stokes equations (14.3) and (14.4), adapted to the two-dimensional case, subject to
the following initial and boundary conditions:

• The initial conditions are given by a horizontal flux u1 = 1, u2 = 0 and a constant
pressure P = 1 in the domain.

• The boundary conditions for the inlet in the domain are a horizontal flux: u1 =
8ξ2(1−ξ2), u2 = 0 and a vanishing pressure gradient ∂P

∂ξ1 = 0, i.e., a mechanical
equilibrium.

• The exit of the domain to the right is given by vanishing velocity field gradients
∂u1

∂ξ1 = 0, ∂u
2

∂ξ1 = 0 and a prescribed pressure P = 1.

• On the top and bottom boundary, no-slip conditions are assumed (u1 = 0 and
u2 = 0) together with a vanishing pressure gradient ∂P

∂ξ2 = 0.

In the following, some results obtained in this simulation are shown, where the
velocity and the pressure fields are presented in the original Cartesian coordinate
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system, i.e., after the inverse coordinate transformation. In Figs. 14.1, 14.2, 14.3
and 14.4, the horizontal axis (x1) corresponds to the initial direction of the flow,
while the vertical axis (x2) corresponds to the cross flow. Figure 14.1 shows the
local speed in the domain (x1, x2) ∈ [0, 10] ⊗ [0, 1], while for the locations
x1 ∈ {0.3, 2.0, 4.0, 6.0, 8.4}, the two-dimensional vector field is given. Due to the
no-slip condition, the velocity close to the top and bottom boundaries approaches
zero, whereas in the centre of the two-dimensional duct, the velocity assumes larger
values. Further, as was to be expected, the velocity of the fluid flow is largest at the
narrowing of the vertical dimension of the domain around x1 = 7.5.

The details according to the change in direction of the fluid flow and its associated
velocity field close to the widening and narrowing regions in the vertical direction

Fig. 14.1 Local speed of the fluid flow (
√
(u1)2 + (u2)2) in the Cartesian coordinate system. The

two-dimensional velocity vector field is shown for the coordinates x1 = 0.3, 2.0, 4.0, 6.0, and 8.4

Fig. 14.2 Zoom images showing details of Fig. 14.1 in the neighbourhood of the concavities at
the bottom and top boundaries, respectively. The colours follow the same scale as in Fig. 14.1

Fig. 14.3 Local pressure distribution P in the domain
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Fig. 14.4 Residuals of the obtained numerical solution for u1 (top), u2 (centre) and for P (bottom)

are shown in Fig. 14.2. Considering the speed u = √
(u1)2 + (u2)2, the regions

of the flow field with u � 1 follow the horizontal direction, i.e., the direction of
the incoming fluid flow. Close to the boundaries, one observes the effect of the no-
slip condition. Inside the indentation and shortly after the bulge, one observes an
inversion of the flow direction, i.e., a counter flow, which is physically expected for
flows that pass around obstacles. It is noteworthy that the velocity of the fluid flow
almost doubles below the bulge located on the top of the boundary.

Figure 14.2 displays some details of the flow velocity vector field in the vicinity
of the concavities at the bottom and the top, respectively.

The pressure distribution, shown in Fig. 14.3, follows the expected behaviour,
where globally there is a decreasing tendency from upstream to downstream. In
the region below the concavity on the top boundary, one observes a pressure drop
caused by the increase of the flow velocity. This may also be verified in Fig. 14.2,
where the effect of the concavity on the velocity field becomes apparent. Close to
the curved boundary, the no-slip condition dominates, but there is a pronounced
increase of the velocity in the vertical direction, where an increase between 2.0 and
2.5 in comparison to the inlet velocity was found.

By inspection of Figs. 14.1, 14.2 and 14.3, one verifies that the discussed
numerical solutions obtained by the presented methodology are qualitatively in
agreement with physical intuition. In the further, we employ a second argument
to validate the quality of our findings. To this end, the solutions for the velocity field
and the pressure field are inserted back into Eqs. (14.3) and (14.4), where in each
equation the absolute difference between the left-hand side and the right-hand side
is used as a measure for the quality of the obtained numerical solution and in the
further referred to as residual. These differences are shown in Fig. 14.4.
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Generally, the largest differences of the left- and right-hand sides occur in the
region of the concavities and at the end of the domain. The order of magnitude of
the components of the velocity fields is considerably small (of the order 10−6), so
that the numerical velocity field may be considered a good approximation for the
true solution. The slightly larger differences at the end of the domain are a result of
the imposed condition by the pressure, where the points outside the domain have to
be estimated for the numerical calculations. This does not occur on the left boundary
where the pressure gradient vanishes, and thus the same pressure value may be used
for points outside the domain in the numerical evaluation of the solution.

Although the order of magnitude of the differences in the vertical velocity
component is considerably small, also the numerical values of u2 are small. This
is the reason why the distribution of the difference between the left- and right-
hand sides of the Navier–Stokes equation shows a less homogeneous pattern for
the cross flow velocity component. In the first half of the domain [0,∼ 5] on the
top boundary, there is an oscillation of the difference from positive values close to
the boundary to negative ones, while the central part is reasonably homogeneous. At
the bottom, there is only a negative difference close to the boundary. In the second
half of the domain, the larger differences are still closer to the boundary but less
pronounced. This asymmetric upstream downstream behaviour depends on where
the first concavity is located, on the top or bottom boundary. Since the numerical
implementation is symmetrical with respect to the top and bottom boundaries, an
inversion of the x2 coordinate (collocating the concavity on the bottom to the upper
location and the one on the top to the lower boundary) inverts also the distribution
of the differences. The upstream downstream asymmetry is also visible in the
differences for the pressure equation. The upstream half of the domain has larger
negative differences on the lower boundary, while in the downstream located half of
the domain the values are also negative and of the order of 10−3. In the latter half of
the domain, the differences tend towards numerical values closer to zero. Although
the presented validation is from the mathematical point of view a necessary but not
sufficient condition for convergence, the discussion of the obtained results indicates
that the found solutions for the velocity and the pressure field are acceptable because
from the physical point of view they look sound.

Simulation 2
In this simulation, a domain consisting of x1 ∈ [0, 10], x2 ∈ [0, 1] and the
curvilinear boundaries on the top and bottom with fs and fi are considered and
are given by Eq. (14.12). The sketch of the domain is shown in Fig. 14.5.

x3 = fs(x
1, x2) = 1

x3 = fi(x
1, x2) = 0.1 g(x1) h(x2). (14.12)
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Fig. 14.5 Illustration of the domain with curvilinear bottom boundary

Here,

g(x1) = tanh
(

15(x1 − 3)
)
− tanh

(
15(x1 − 5.0)

)
,

h(x2) = tanh
(

4(x2 − 0.4)
)
− tanh

(
4(x2 − 2)

)
.

We assume again that the incoming fluid flow is aligned with the direction of the
positive x1 axis. In this simulation, the fluid obeys the three-dimensional Navier–
Stokes and Poisson equations with Reynolds numberRe = 100. Further, we assume
the following initial and boundary conditions:

• Horizontal incoming flow with u1 = 1, u2 = 0, and u3 = 0, and homogeneous
pressure P = 1.

• At the upstream domain surface with x1 = 0, a parabolic velocity profile u1 =
8 × x3(1 − x3) is understood in agreement with the no-slip condition on the
surfaces and with normal vectors perpendicular to the incoming flow direction.
Further, no cross fluxes u2 = 0, u3 = 0 and pressure gradients ∂P

∂ξ1 = 0 are
assumed.

• At the downstream surface with x1 = 10, vanishing velocity gradients for all

components ∂u1

∂ξ1 = 0, ∂u
2

∂ξ1 = 0 and ∂u3

∂ξ1 = 0 are defined together with a prescribed
pressure P = 1.

• At the front and back surfaces with x2 = 0 and x2 = 1, respectively, no velocity

gradients for all components ∂u1

∂ξ2 = 0, ∂u2

∂ξ2 = 0, ∂u3

∂ξ2 = 0 and null pressure

gradients ∂P
∂ξ2 = 0 are considered.

• At the top and bottom boundaries with x3 = fs and x3 = fi , respectively, the
no-slip condition u1 = 0, u2 = 0, u3 = 0 applies, and a vanishing pressure
gradient ∂P

∂ξ3 = 0 normal to the surfaces is understood.

From the coordinate transformation, a mesh structure with 111 partitions along
the x1 axis (0 ≤ i ≤ 111), 11 partitions along the x2 axis (0 ≤ j ≤ 11),
and 24 partitions along the x3 axis (0 ≤ k ≤ 24) was constructed, totalling in
33,600 = 112 × 12 × 25 nodes defined in the domain. Figure 14.6 shows a slice
in the domain, parallel to the plane x1 × x3 and with j = 11, that is, the set of
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Fig. 14.6 Vertically parabolic shaped vector velocity field for a slice at j = 11 and its
deformations around the maximum concavity

Fig. 14.7 Vertically parabolic shaped vector velocity field for a slice at j = 5 and its deformations
around the less pronounced concavity

discrete points identified by the indices (i, 11, k), where i ∈ {0, 1, . . . , 111} and
k ∈ {0, 1, . . . , 24} for which the vector velocity field u = (u1, u2, u3) is shown,
and the colours indicate the speed of the flow u = ‖u‖ = √

(u1)2 + (u2)2 + (u3)2.
As expected, in the areas of the narrowing, the speed increases and the velocity
field conforms to the curvilinear domain and the horizontal movement of the fluid.
As already shown in the two-dimensional case, also in this case, one observes the
formation of vortices immediately after the bump.

The three-dimensional bump is irregular and decreases in the direction from y =
1 to y = 0. Figure 14.6 shows the slice at j = 11 where the bump has its largest
extension, and one consequence is the formation of a well-defined vortex, while
Fig. 14.7 shows the slice at j = 5 where the bump is less salient. This implies
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Fig. 14.8 Vertically parabolic shaped vector velocity field for a slice at j = 0 and its deformations
around the shallow end of the concavity

Fig. 14.9 Vertical speed profile in the plane with j = 11 and evolution of the vector field close to
the lower boundary (k = 3)

smoother velocity profile changes and consequently a weaker formation of vortices.
Further, Fig. 14.8 shows the shallow end of the bump, at j = 0, where there is only
a spurious change in the speed profile.

Initially, the fluid moves in the direction of the x1 axis, but as soon as it interacts
with the bump, the flow characteristics change. This fact can be seen in more detail
in Fig. 14.9. In this figure, the vector field in the vicinity of the lower boundary for
k = 3 is shown indicating the direction and intensity of the velocity field. One may
observe the changes in the vector field profile as soon as the fluid interacts with the
bump, which has as an effect an increase in the flow speed and a diversion of the
movement around the concavity.

A complementary plot (Fig. 14.10) shows the velocity vector field in x2-x3 planes
for the positions at i = 0, i = 15, i = 34, i = 48, i = 57, i = 80, and i = 100.
As expected, one observes the predominant parabolic profile in the direction of the
x1 axis. Collision with the bump near x1 = 3 reduces the duct’s cross section in
the vertical direction, causing the flow to move upwards and increasing the velocity
at this location. From approximately x1 = 5 on, where the concavity vanishes, the
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Fig. 14.10 Three-dimensional vector velocity field (numerical values are reduced by a factor of
three) at the positions i = 0, i = 15, i = 34, i = 48, i = 57, i = 80, and i = 100. Zoom into the
region after the bump of the lower boundary at x1 = 5

Fig. 14.11 Cross-sectional pressure profile P for the three-dimensional simulation at the positions
i = 0, i = 15, i = 34, i = 48, i = 57, i = 80, and i = 100

flow converges against the main direction due to the increase of the cross section
in the vertical direction. The formation of vortices occurs and is more accentuated
in the limit y = 1. Comparable experiments, which make use of the PIV (Particle
Image Velocimetry) technique, show exactly these details [Ad05].

The pressure field P with its visible effects due to the change in the cross
section is shown in Fig. 14.11 for the positions i = 0, i = 15, i = 34, i = 48,
i = 57, i = 80, and i = 100. While in the inlet (x1 < 2) and the outlet
regions (x1 > 7) the pressure profiles across the x2–x3 plane seem to be to a
good approximation homogeneous, in the region of the bump, the effect on the
pressure becomes apparent. Although identifying the pressure equation associated
to the Navier–Stokes equations is an arduous task, the Poisson equation used in the
present discussion to model the pressure contribution to the flow provides results
compatible with experimentally trained intuition.
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Table 14.1 Residuals for the
components of the velocity
fields and the pressure

Residual Minimum Maximum

u1
r 1.2393 × 10−11 9.4690 × 10−04

u2
r 3.7872 × 10−12 6.1993 × 10−04

u3
r 1.2816 × 10−12 3.1434 × 10−04

Pr 4.3617 × 10−06 4.6000 × 10−3

A quantitative criterion beyond mere intuition is provided by the residual test
already used in the two-dimensional case. Table 14.1 shows the minimum and
maximum absolute values of the residuals for the three components of the vector
velocity field u1

r , u2
r , u

3
r and the pressure Pr field, respectively. In all cases, the

residual values attest an acceptable solution for the velocity vector field as well as
the pressure distribution. Thus, the resolution of the discretisation of the numerical
method was sufficient and did not compromise the quality of the numerical results,
which in general is not known beforehand but was evaluated by the obtained
results. Our findings and posterior error analysis allow us to conclude that if the
model is adequate to simulate the flow phenomenon, our found velocity vector
and pressure field represent an acceptable description within the numerical and
arithmetic uncertainties.

14.6 Conclusions

Flow problems in real scenarios generally have complex curvilinear boundaries,
which provide challenges for numerical as well as (semi-)analytical approaches.
Quite often, these problems are discussed considering idealised (simplified) bound-
aries only. Hence, in the present work, the authors made a step into a direction
where a class of curvilinear boundaries may be taken into account, but after a
diffeomorph conformal coordinate transformation, these simplify to plane parallel
boundaries, evidently at the cost of additional terms in the differential operators
of the dynamical equation. From the numerical point of view, this fact does not
introduce complications into the algorithmic solver, so that as a benefit the matrix
system that solves the equation may be set up in the same way as is done for a
simple plane parallel boundary problem. The coordinate transform technique has
the advantage in comparison to irregular mesh methods that in the latter it is not
straightforward to preserve conservation laws, which is guaranteed with the present
method. In this line, we showed by two simulations how the method works and
made plausible by an error analysis that the obtained solutions are fairly close to the
true solutions.

Although of numerical architecture, this solution may be considered a benchmark
for other approaches, especially (semi-)analytical ones, which are the focus of
our future efforts. Once the surfaces of a three-dimensional domain of interest
are parametrised, they provide the basis for the construction of the coordinate
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transformation. This reasoning of using curvilinear boundaries to define the new
coordinate system that is being used to derive the solution is a new aspect for
solving more realistic scenarios in fluid flow problems. Nevertheless, the authors
of the present work are aware of the fact that the developed approach imposes
restrictions on implementable environmental reliefs for flow simulations, although
the discussion so far shows promising perspectives for future developments.
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Chapter 15
Impact Loading of Interface Cracks:
Effects of Cracks Closure and Friction

O. Menshykov, M. Menshykova, and I. A. Guz

15.1 Introduction

It is well known, e.g., see [GuMe03] and [MeGu08a], that the cracks’ closure and
friction under any type of loading shall be taken into account when the fracture
mechanics problems for cracked materials are considered. The simplification of the
problem by neglecting the contact between the opposite cracks’ faces leads to the
quantitative and qualitative change of the results.

The main reason for the neglecting the cracks’ faces contact is the complexity of
the problem solution. Linear crack problems for normal and oblique time-harmonic
loading with consideration of the cracks’ closure were solved in [MeWe05] and
[MeGu08a]. For the oblique loading, the effects of friction according to the
Coulomb friction law were taken into account, and the problem was solved using
boundary integral equation method. The solutions of the contact problems for
penny-shaped and elliptical cracks in homogeneous material under harmonic load-
ing were presented in [GuMe03, MeGu06, MeGu08b]. Boundary integral equation
method was also used by [FoGo21] in order to simulate the elastic wave propagation
in layered piezoelectric phononic crystals. Dynamic contact and crack propagation
problems were recently solved in [ZhDu21].

With the growing industrial usage of various composite materials, the problems
for cracks situated at the interface between two materials are of high interest.
Matbuly [Ma06] considered an interfacial crack under shear loading and derived
the singular system of integral equations using the variables’ separation technique.
Men’shikov et al. [MeGu07] presented the expressions for the integral kernels and
the numerical solution for a penny-shaped interface crack under normal tension–
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compression loading problem. The validation of the boundary integral equations
method for the harmonic loading of the interface crack was done in [MeGu08c].
The application of the boundary integral equations for the case of time-harmonic
loading of the crack situated at the bi-material interface problem was presented in
[MeGu09a]. The results obtained for a penny-shaped crack under dynamic loading
were compared with the ones obtained for the static case. The solution of the
problem for shear wave incidence on the interface linear crack is presented in
[MeGu09b], where the system of boundary integral equations for displacements
and tractions can also be found. The detailed review of the interface crack problems
is given in [GuMe13]; please note that the problems mentioned in the current
paragraph were solved neglecting the effects of the friction and cracks’ closure.

The linear interface crack closure problem for the case of harmonic loading
was considered in [MeGu10] and [MeGu11]. The system of hyper-singular integral
equations for boundary displacements and tractions was derived from the dynamic
Somigliana identity, and the comparison of the results obtained with and without
contact interaction of the crack’s faces was presented for 2-D and for 3-D cases,
see also [MeGu12]. The detailed investigation of the algorithm convergence for
the problem solution is done in [MeGu11], where the effects of frequency on the
distribution of the stress intensity factors were also studied.

The cracked materials under transient dynamic loading were considered in
[MeGu16]. To solve the problem, the boundary integral equations in frequency
domain were used, and for different stress pulses, the dynamic stress intensity
factors were obtained. Basu and Mandal [BaMa16] considered the problem of
the impact torsional loading for the case of penny-shaped crack situated within
the elastic layer. The problem for two-dimensional crack under transient dynamic
loading was solved by [WuZh09a], the comparison of two hyper-singular time-
domain boundary element methods was carried out, and the analysis of dynamic
stress intensity factors was presented. The factors that influence the dynamic
distribution of stresses for the case of the saw-tooth shock pulse were investigated
in [ZhSh20].

The problem for the linear interface crack under impact loading neglecting the
crack’s closure was solved in [MeGu20a], and the effects of the material properties
on the stress intensity factors were analyzed. Interface cracks in layered anisotropic
solids were considered by using the time-domain boundary element method in
[WuZh09b]. Orthotropic materials with interfacial cracks under impact loading
(normal and shear pulses) were investigated in [LiRu05]. Impact of a torsional load
was also considered in [KaBa18] for the case of a penny-shaped interface crack.

Finally, the problem for linear crack subjected to normal impact loading was
solved in [MeGu20b] taking the crack’s closure into account. The solution of
the problem was obtained for different friction coefficients and stress pulses. The
convergence of the algorithm was analyzed. The problem of oblique Heaviside com-
pression loading of a linear crack was considered in [MeGu20c]. The calculation
of the contact forces is done, and the dependence of the solution on the friction
coefficient was presented.
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In the current study, the 2-D problem for a linear interface crack under the
Heaviside normal shear pulse is solved using the boundary integral equations
method in the frequency domain accounting for the cracks’ closure and friction,
the components of the solution are presented, and the iterative process convergence
is discussed.

15.2 Statement of the Problem and Boundary Integral
Formulation

Let us consider a two-dimensional isotropic linearly elastic bi-material under
external transient loading. The bi-material contains a linear interface crack of a finite
length and without any initial opening, and the Heaviside shear pulse propagates
normally to the surface of the crack.

For each isotropic domain, the equations of motion and the generalized Hooke’s
law lead to the linear Lamé equations of elastodynamics for the displacement field
with the appropriate boundary (continuity conditions for stresses and displacements,
the Sommerfeld radiation condition at the infinity, and the tractions at the crack’s
surface defined by the external loading) and initial (zero deformations at the initial
moment) conditions.

Thus, the components of the displacement field in both domains, Ω(1) and Ω(2),
could be represented by the boundary displacements and tractions at the interface (at
domains’ boundaries), Γ (1) and Γ (2), using the Somigliana dynamic identity with
the appropriate fundamental solutions U(m)

ii (x, y, t − τ ) and W(m)
ij (x, y, t − τ ), see

[AlBrPa94, MeGu08c, MeGu11] and [MeGu16]:

u
(m)
j (x, t) =

∫

T

∫

Γ (m)

(p
(m)
i (y, τ )U(m)

ij (x, y, t−τ)−u(m)i (y, τ )W(m)
ij (x, y, t−τ))dydτ,

(15.1)

x ∈ Ω(m), t ∈ T , j,m = 1, 2.

Similar representation may be obtained for the tractions by applying the differ-
ential operator to (15.1), and the boundary integral equations for the limiting case at
the domains’ boundaries have the following form (assuming the smoothness of the
boundary displacements and tractions):

1

2
u
(m)
j (x, t) =

∫

T

∫

Γ (m)

(p
(m)
i (y, τ )U(m)

ij (x, y, t− τ)−u(m)i (y, τ )W(m)
ij (x, y, t− τ))dydτ,

(15.2)
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1

2
u
(m)
j (x, t) =

∫

T

∫

Γ (m)

(p
(m)
i (y, τ )K(m)

ij (x, y, t − τ)−u
(m)
i (y, τ )F (m)

ij (x, y, t − τ))dydτ,

(15.3)
where x ∈ Γ (m), t ∈ T .

Because of the crack’s faces closure, the traction vector at the crack’s surface can
be represented as the superposition of the predefined traction caused by the external
loading and the contact force that appears at the crack’s surface (in the contact zone
that changes in time due to the dynamic loading). The length (in a 2-D case) and
shape (in a 3-D case) of the contact zone are unknown beforehand and depend on
the parameters of the external loading (type of the loading, its direction, magnitude,
frequency, etc.), mechanical properties of the bi-material, and the friction conditions
at the crack’s surface and must be determined during the solution process.

To take the crack closure and friction into account, the Signorini unilateral
constraints (ensuring that there is no interpenetration of the opposite crack faces,
the normal component of the contact force is unilateral and present in the contact
zone only) and the Coulomb friction law (the contacting crack faces do not move
in the tangential direction, while they are held by the friction unless the slipping
happens) are applied to the normal and tangential components of the displacement
jump (displacement discontinuity), [u(x, t)] = u(1)(x, t) − u(2)(x, t), and contact
forces, see [GuZo02, GuMe13, MeGu20b]:

[un(x, t)] ≥ 0, qn(x, t) ≥ 0, [un(x, t)]qn(x, t) = 0, (15.4)

|qτ (x, t)| < kτqn(x, t)⇒ ∂[uτ (x, t)]
∂t

= 0, (15.5)

|qτ (x, t)| = kτ qn(x, t)⇒ ∂[uτ (x, t)]
∂t

= − qτ (x, t)
|qτ (x, t)|

∣∣∣∣∂[uτ (x, t)]∂t

∣∣∣∣ . (15.6)

Let us approximate the external transient dynamic loading and the components
of the solution by the Fourier exponential series with the appropriate number of the
Fourier coefficients (may be quite high for the impact pulses), as it was suggested in
[GuMe13, MeGu20a] and [MeGu20b]. That will allow to use the solution approach
previously developed by authors for cracked materials under harmonic loading in
the frequency domain.

In particular, the Heaviside impact pulse can be approximated, for example, by
the repeating “steep and long” trapezoidal stress pulse, [MeGu16]:

σ(t) = σ ∗
{
t
t∗ (H(t)−H(t − t∗))+ (H(t − t∗)−H(t − t∗ − td ))

+(2 − t−td
t∗ (H(t − t∗ − td )−H(t − 2t∗ − td ))

}
,

where c(1)2 t∗ = 0.1 and c
(1)
2 td = 12.
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Thus, as it was mentioned above, the components of the solution at the crack
surface can be approximated by the following exponential Fourier time series:

f (•, t) = Re

{ +∞∑
k=−∞

f k(•)eiωkt
}
, f k(•) = ω

2π

T∫

0

f (•, t)e−iωkt dt, (15.7)

where ωk = 2πk/T and i is the imaginary unit.
Fundamental solutions in the frequency domain have the following form, see

[AlBrPa94, MeGu09b]:

U
(m)
12 (x, y, ωk) = U

(m)
21 (x, y, ωk) = 0,

U
(m)
11 (x, y, ωk) = 1

2πμ(m)

[
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(m)
2,k )+

1

l
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(
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2,k )−
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(m)
1
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1,k )

)]
,
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W
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11 (x, y, ωk) = W
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⎢⎣
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where l(m)1,k = iωkr/c
(m)
1 , l

(m)
2,k = iωkr/c

(m)
2 ; c

(m)
1 = √

(λ(m) + 2μ(m))/ρ(m) and

c
(m)
2 = √

μ(m)/ρ(m), and r = |x1 − y1| is the distance between the loading and
observation points.

For every Fourier coefficient number, k, the appropriate system of linear alge-
braic equations can be obtained from the boundary integral equations (15.2) and
(15.3) and then solved numerically, so the Fourier representations of the components
of the solution (15.7) with the finite number of the Fourier coefficients can be found.

During the numerical solution, divergent integrals of various orders (weakly
singular, singular, and hyper-singular ones) that depend on the type and order of the
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approximation shall be regularized and computed. In the current study, the simplest
piecewise-constant approximation was used, as it successfully proved its efficiency
for two-dimensional problems compared, for example, with the Galerkin method,
see [MeWe05].

In order to take the contact constraints (15.4)–(15.6) into account, the iterative
correction algorithm based on the orthogonal projections on the sets of constraints
shall be used. The detailed description, studies on the numerical convergence, and
the comparison of the iterative algorithms applicable to homogeneous and layered
materials are given in [GuMe13, MeGu11, MeGu20b]. In the current study, the
algorithm presented in [MeGu11] is used. The references above also contain the
detailed analysis of the numerical convergence of the iterative algorithm for different
loading conditions and material properties.

In particular, according to [MeGu16], for the impact loading of a homogeneous
cracked material, at least 30 Fourier coefficients should be used to adequately
approximate the components of the solution and the external pulse. For linear
interface cracks, additional details of the numerical convergence analysis were also
presented in [MeGu20a] with the recommended number of Fourier coefficients
being equal to 50. Thus, in this chapter, for the consistency, 50 Fourier coefficients
were used to represent the external loading and the components of the numerical
solution.

15.3 Numerical Results and Conclusions

For the validation of the numerical solution, the linear interface crack of the length
2L under the normally incident Heaviside shear pulse of amplitude σ0 (with the
normalized wave number k(2)2 L = ωL/c

(2)
2 = 0.01) was considered.

The following mechanical properties of the bi-material (ν(1) = 0.1, E(1) =
29GPa, and ν(2) = 0.49, E(2) = 400GPa) were used in order to satisfy the
model constraint, see [Co90] and [CoDu80]:

β = μ(2)(κ(1) − 1)− μ(1)(κ(2) − 1)

μ(2)(κ(1) − 1)+ μ(1)(κ(2) − 1)
= 0.5, κ(m) = 3 − 4v(m).

The normalized normal components of the displacement discontinuity and the
contact force, 2μ0[un]/σ0L and qn/σ0 accordingly, at the crack’s surface when the
stable quasi-static solution is achieved (after some time since the shear pulse is
applied to the crack) are presented in Figs. 15.1 and 15.2 disregarding the friction
and taking it into account (for the friction coefficient kτ = 0.0 and kτ = 1.0).
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Fig. 15.1 Normal contact forces and the displacement jump at the crack surface disregarding
friction

Please note that:

μ0 = μ(1)
1 − γ2

1 + κ(1)
, γ2 = a1

2
− a2,

a1 = μ(1) − μ(2)

μ(1) + κ(1)μ(2)
, a2 = κ(1)μ(2) − κ(2)μ(1)

2(μ(2) + κ(2)μ(1))
.

The normal and tangential components of the displacement jump and contact
forces at the crack surface plotted against the iteration number are presented in
Figs. 15.3, 15.4, 15.5 and 15.6 for kτ = 1.0. One can clearly see that both
components of the solution are gradually changing till the final solution is found.

Please note also that the convergence of the iteration process takes much longer
than 100 iterations (as presented in Figs. 15.3, 15.4, 15.5 and 15.6 for illustration
purposes only). In particular, the small region of the crack’s faces interpenetration
is still visible in Fig. 15.3 next to the crack tip (L,0), and the correction of the
components, especially, of the components of the contact force, has not been fully
completed (as the forces are still significantly changing with each iteration step).

The results in Figure 1 have been presented after the convergence had been
achieved (after 1000 iterations). Finally, it is worth to mention that the convergence
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Fig. 15.2 Normal contact forces and the displacement jump at the crack surface with friction

rate can be changed by the choice of the iterative coefficients, and the values
recommended in [MeGu11] have been used.

Please note that, as it was also shown in [MeGu21], after the correction, the
contact constraints (15.4)–(15.6) are satisfied on the entire surface of the crack.
The most importantly, there is no interpenetration of the crack’s opposite faces, and
the friction significantly affects the distribution of displacements and tractions, as
well as the length of the contact zone; and the Sommerfeld radiation conditions
are satisfied at the infinity (the displacements and forces slowly but surely decrease
at the bonding interface with the increase of the distance from the crack), so the
iterative process effectively corrects the solution.

The contact forces and the size of the contact zone are compared with the model
static solution by Comninou and Dundurs [CoDu80]. As one can see, the results are
in a very good agreement, complementing the results presented in [MeGu21] for the
case of “slow” harmonic shear loading of the interface crack.

Thus, the crack’s closure and friction significantly change the distribution of
the displacements and tractions at the bonding interface, inevitably affecting the
distribution of the dynamic stress intensity factors in the vicinity of the crack’s tips.
The stress intensity factors (the opening and the transverse shear modes) can be
computed using the following asymptotic formulas:
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Fig. 15.3 Normal displacement jump at the crack surface

KI = max
t

lim
r→0

|p∗n(R + r, t)|√2πr, (15.8)

KII = max
t

lim
r→0

|p∗τ (R + r, t)|√2πr, (15.9)

where p∗n(L + r, t) and p∗τ (L + r, t) are the normal and tangential components
of the traction vector at the bonding interface and r is the distance from the crack
tip. The appropriate representations of the stress intensity factors computed through
the displacement discontinuity (very similar to asymptotic representations (15.8)
and (15.9)) may also be used. The computation and analysis of the stress intensity
factors for different mechanical properties of the bi-material and different directions
of the loading will be the next step of the current research study.

As a conclusion, it shall be added that the proposed approach may be extended
to three-dimensional fracture mechanics problems for cracked materials under
arbitrary dynamic loading, and the special attention shall be paid to the coupling
oscillation singularities in the vicinity of the crack’s front, e.g., see [Co90], [Os19].
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Fig. 15.4 Normal contact forces at the crack surface
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Fig. 15.5 Shear displacement jump at the crack surface
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Fig. 15.6 Shear contact forces at the crack surface
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Chapter 16
Periodic Solutions in R

n for Stationary
Anisotropic Stokes and Navier-Stokes
Systems

S. E. Mikhailov

16.1 Introduction

Analysis of Stokes and Navier-Stokes equations is an established and active field
of research in the applied mathematical analysis, see, e.g., [CF88, Ga11, RRS16,
Se15, So01, Te95, Te01] and references therein. In [KMW20, KMW21a, KMW21b]
this field has been extended to the transmission and boundary-value problems for
stationary Stokes and Navier-Stokes equations of anisotropic fluids, particularly,
with relaxed ellipticity condition on the viscosity tensor. In this chapter, we present
some further results in this direction considering periodic solutions to the stationary
Stokes and Navier-Stokes equations of anisotropic fluids, with an emphasis on
solution regularity.

First, the solution uniqueness and existence of a stationary, anisotropic (linear)
Stokes system with constant viscosity coefficients in a compressible framework
are analysed on n-dimensional flat torus in a range of periodic Sobolev (Bessel-
potential) spaces. By employing the Leray-Schauder fixed point theorem, the linear
results are used to show existence of solution to the stationary anisotropic (non-
linear) Navier-Stokes incompressible system on torus in a periodic Sobolev space
for n ∈ {2, 3}. Then the solution regularity results for stationary anisotropic Navier-
Stokes system on torus are established for n ∈ {2, 3}.

S. E. Mikhailov (�)
Brunel University London, Uxbridge, UK
e-mail: sergey.mikhailov@brunel.ac.uk

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Constanda et al. (eds.), Integral Methods in Science and Engineering,
https://doi.org/10.1007/978-3-031-07171-3_16

227

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07171-3_16&domain=pdf

 885 56845 a 885 56845
a
 
mailto:sergey.mikhailov@brunel.ac.uk

 -2016 61494 a -2016 61494 a
 
https://doi.org/10.1007/978-3-031-07171-3_16


228 S. E. Mikhailov

16.2 Anisotropic Stokes and Navier-Stokes Systems

Let L denote a second order differential operator in the component-wise divergence
form,

(Lu)k := ∂α
(
a
αβ
kj Ejβ(u)

)
, k = 1, . . . , n,

were u=(u1, . . . , un)
", Ejβ(u) := 1

2 (∂juβ + ∂βuj ) are the entries of the symmetric

part E(u) of ∇u (the gradient of u), and aαβkj are constant components of the tensor

viscosity coefficient A :=
(
a
αβ
kj

)
1≤i,j,α,β≤n, cf. [Duf78].

Here and further on, the Einstein summation convention in repeated indices from
1 to n is used unless stated otherwise.

The following symmetry conditions are assumed (see [OSY92, (3.1),(3.3)]),

a
αβ
kj = a

kβ
αj = a

αj
kβ . (16.1)

In addition, we require that tensor A satisfies the (relaxed) ellipticity condition
in terms of all symmetric matrices in R

n×n with zero matrix trace, see [KMW21a,
KMW21b]. Thus, we assume that there exists a constant CA > 0 such that,

a
αβ
kj ζkαζjβ ≥ C−1

A
|ζ |2 , ∀ ζ = (ζkα)k,α=1,...,n ∈ R

n×n

such that ζ = ζ" and
n∑
k=1

ζkk = 0, (16.2)

where |ζ |2 = ζkαζkα , and the superscript " denotes the transpose of a matrix.
The tensor A is endowed with the norm

‖A‖ := max
{
|aαβkj | : k, j, α, β = 1 . . . , n

}
.

Symmetry conditions (16.1) lead to the following equivalent form of the operator L

(Lu)k = ∂α
(
a
αβ
kj ∂βuj

)
, k = 1, . . . , n. (16.3)

Let us also define the Stokes operator LLL as

LLL (u, p) := Lu−∇p. (16.4)

Let u be an unknown vector field, p be an unknown scalar field, f be a given
vector field and g be a given scalar field defined in T. Then the equations

−LLL (u, p) = f, div u = g in T (16.5)
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determine the anisotropic stationary Stokes system with viscosity tensor coefficient
A = (

Aαβ
)

1≤α,β≤n in a compressible framework.
In addition, the following nonlinear system

−LLL (u, p)+ (u · ∇)u = f , div u = g in T (16.6)

is called the anisotropic stationary Navier-Stokes system with viscosity tensor
coefficient A = (

Aαβ
)

1≤α,β≤n in a compressible framework. If g = 0 in (16.5)
and (16.6), then these equations are reduced, respectively, to the incompressible
anisotropic stationary Stokes and Navier-Stokes systems.

In the isotropic case, the tensor A reduces to

a
αβ
kj = λδkαδjβ + μ

(
δαj δβk + δαβδkj

)
, 1 ≤ i, j, α, β ≤ n , (16.7)

where λ and μ are real constant parameters with μ > 0 (cf., e.g., Appendix III, Part
I, Section 1 in [Te01]), and (16.3) becomes

Lu = (λ+ μ)∇div u+ μΔu. (16.8)

Then it is immediate that condition (16.2) is fulfilled (cf. [KMW21b]) and thus our
results apply also to the Stokes and Navier-Stokes systems in the isotropic case.
Assuming λ = 0, μ = 1 we arrive at the classical mathematical formulations of
isotropic Stokes and Navier-Stokes systems.

16.3 Some Function Spaces on Torus

Let us introduce some function spaces on torus and periodic function spaces (see,
e.g., [Agm65, p.26], [Agr15], [McL91], [RT10, Chapter 3], [RRS16, Section 1.7.1],
and [Te95, Chapter 2], for more details).

Let n ≥ 1 be an integer and T be the n-dimensional flat torus that can be
parametrized as the semi-open cube T = [0, 1)n ⊂ R

n, cf. [Zy02, p. 312]. In what
follows, D(T) = C∞(T) denotes the space of infinitely smooth real or complex
functions on the torus. As usual, N denotes the set of natural numbers, N0 the set of
natural numbers complemented by 0, and Z the set of integers.

Let ξ ∈ Z
n denote the n-dimensional vector with integer components. We will

further need also the set

Ż
n := Z

n \ {0}.

Extending the torus parametrisation to R
n, it is often useful to identify T with the

quotient space R
n \ Z

n. Then the space of functions C∞(T) on the torus can be
identified with the space of T-periodic (1-periodic) functions C∞# = C∞# (Rn) that
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consists of functions φ ∈ C∞(Rn) such that

φ(x+ ξ) = φ(x) ∀ ξ ∈ Z
n.

Similarly, the Lebesgue space on the torus Lp(T), 1 ≤ p ≤ ∞, can be identified
with the periodic Lebesgue space Lp# = Lp#(R

n) that consists of functions φ ∈
Lp,loc(R

n), which satisfy the periodicity condition for a.e. x.
The space dual to D(T), i.e., the space of linear bounded functionals on D(T),

called the space of torus distributions is denoted by D′(T) and can be identified with
the space of periodic distributions D′

# acting on C∞# .
The toroidal/periodic Fourier transform mapping a function g ∈ C∞# to a set of

its Fourier coefficients ĝ is defined as (see, e.g., [RT10, Definition 3.1.8])

ĝ(ξ) = [FTg](ξ) :=
∫
T

e−2πix·ξg(x)dx, ξ ∈ Z
n.

and can be generalised to the Fourier transform acting on a distribution g ∈ D′
#.

For any ξ ∈ Z
n, let |ξ | := (

∑n
j=1 ξ

2
j )

1/2 be the Euclidean norm in Z
n and let us

denote

ρ(ξ) := (1 + |ξ |2)1/2.

Evidently,

1

2
ρ(ξ)2 ≤ |ξ |2 ≤ ρ(ξ)2 ∀ ξ ∈ Ż

n. (16.9)

Similar to [RT10, Definition 3.2.2], for s ∈ R we define the periodic/toroidal
Sobolev (Bessel-potential) spaces Hs

# := Hs
# (R

n) := Hs(T), which consist of the
torus distributions g ∈ D′(T), for which the norm

‖g‖Hs
#
:= ‖ρsĝ‖&2 :=

⎛
⎝∑
ξ∈Zn

ρ(ξ)2s |̂g(ξ)|2
⎞
⎠

1/2

(16.10)

is finite, i.e., the series in (16.10) converges. Here ‖ · ‖&2 is the standard norm
in the space of square summable sequences. By Ruzhansky and Turunen [RT10,
Proposition 3.2.6], Hs

# are Hilbert spaces.
For g ∈ Hs

# , s ∈ R, and m ∈ N0, let us consider the partial sums

gm(x) =
∑

ξ∈Zn,|ξ |≤m
ĝ(ξ)e2πix·ξ .



16 Periodic Solutions for Stationary Anisotropic Stokes and Navier-Stokes 231

Evidently, gm ∈ C∞# , ĝm(ξ) = ĝ(ξ) if |ξ | ≤ m and ĝm(ξ) = 0 if |ξ | > m. This
implies that ‖g − gm‖Hs

#
→ 0 as m→∞ and hence we can write

g(x) =
∑
ξ∈Zn

ĝ(ξ)e2πix·ξ , (16.11)

where the Fourier series converges in the sense of norm (16.10). Moreover, since g
is an arbitrary distribution from Hs

# , this also implies that the space C∞# is dense in
Hs

# for any s ∈ R (cf. [RT10, Exercise 3.2.9]).
There holds the compact embedding Ht

# ↪→ Hs
# if t > s, embeddings Hs

# ⊂ Cm#
if m ∈ N0, s > m + n/2, and moreover,

⋂
s∈RHs

# = C∞# (cf. [RT10, Exercises
3.2.10, 3.2.10 and Corollary 3.2.11]). Note also that the torus norms on Hs

# are
equivalent to the corresponding standard (non-periodic) Bessel potential norms on
T as a cubic domain, see, e.g., [Agr15, Section 13.8.1].

By (16.10), ‖g‖2
Hs

#
= |̂g(0)|2 + |g|2

Hs
#
, where

|g|Hs
#
:= ‖ρsĝ‖&̇2

:=
⎛
⎝∑

ξ∈Żn
ρ(ξ)2s |̂g(ξ)|2

⎞
⎠

1/2

is the seminorm in Hs
# .

For any s ∈ R, let us also introduce the space Ḣ s
# := {g ∈ Hs

# : 〈g, 1〉T = 0}.
The definition implies that if g ∈ Ḣ s

# , then ĝ(0) = 0 and

‖g‖Ḣ s
#
= ‖g‖Hs

#
= |g|Hs

#
= ‖ρsĝ‖&̇2

. (16.12)

Denoting Ċ∞# := {g ∈ C∞# : 〈g, 1〉T = 0}, then
⋂
s∈R Ḣ s

# = Ċ∞# .
The corresponding spaces of n-component vector functions/distributions are

denoted as Hs
# := (Hs

# )
n, etc.

Note that the norm ‖∇(·)‖H0
#

is an equivalent norm in Ḣ 1
# . Indeed, by (16.11)

∇g(x) = 2πi
∑
ξ∈Żn

ξe2πix·ξ ĝ(ξ), ∇̂g(ξ) = 2πiξ ĝ(ξ)

and then (16.9) and (16.12) imply

2π2‖g‖2
H 1

#
= 2π2‖g‖2

Ḣ 1
#
= 2π2|g|2

H 1
#
≤ ‖∇g‖2

H0
#

≤ 4π2|g|2
H 1

#
= 4π2‖g‖2

Ḣ 1
#
= 4π2‖g‖2

H 1
#

∀ g ∈ Ḣ 1
# . (16.13)

The vector counterpart of (16.13) takes form
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2π2‖v‖2
H1

#
= 2π2‖v‖2

Ḣ1
#
≤ ‖∇v‖2

(H 0
# )
n×n ≤ 4π2‖v‖2

Ḣ1
#
= 4π2‖v‖2

H1
#

∀ v ∈ Ḣ1
#.

(16.14)

We will further need also the first Korn inequality

‖∇v‖2
(L2#)

n×n ≤ 2‖E(v)‖2
(L2#)

n×n ∀ v ∈ H1
# (16.15)

that can be easily proved by adapting, e.g., the proof in [McL00, Theorem 10.1]) to
the periodic Sobolev space.

Let us define the Sobolev spaces of divergence-free functions/distributions,

Ḣs
#σ :=

{
w ∈ Ḣs

# : divw = 0
}
, s ∈ R,

endowed with the same norm (16.10).

16.4 Stationary Anisotropic Stokes System on Flat Torus

In this section, we generalise to the isotropic and anisotropic (linear) Stokes systems
in compressible framework and to a range of Sobolev spaces the analysis, available
in [Te95, Section 2.2]

For the unknowns (u, p) ∈ Ḣs
#×Ḣ s−1

# and the given data (f, g) ∈ Ḣs−2
# ×Ḣ s−1

# ,
s ∈ R, let us consider the Stokes system

−LLL (u, p) = f, (16.16)

div u = g, (16.17)

that should be understood in the sense of distributions, i.e.,

−〈LLL (u, p),φ〉T = 〈f,φ〉T ∀φ ∈ (C∞# )n, (16.18)

〈div u, φ〉T = 〈g, φ〉T ∀φ ∈ C∞# . (16.19)

For ξ ∈ Ż
n, let us employ ēξ (x) = e−2πix·ξ as φ in (16.19) and ēξ (x), multiplied

by the unit coordinate vector, as φ in (16.18). Then recalling (16.3) and (16.4), we
arrive for each ξ ∈ Ż

n at the following algebraic system for the Fourier coefficients,
ûj (ξ), k = 1, 2, . . . , n, and p̂(ξ).

4π2ξαa
αβ
kj ξβûj (ξ)+ 2πiξkp̂(ξ) = f̂k(ξ) ∀ ξ ∈ Ż

n, k = 1, 2, . . . , n (16.20)

2πiξj ûj (ξ) = ĝ(ξ) ∀ ξ ∈ Ż
n. (16.21)
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The (n + 1) × (n + 1) matrix, S(ξ), of system (16.20)–(16.21) is in fact the
principal symbol of the anisotropic Stokes system (16.16)–(16.17) that was analysed
in [KMW21b, Lemma 15] to prove that the Stokes system is elliptic in the sense
of Agmon–Douglis–Nirenberg. It was, particularly proved that the matrix S is
nonsingular if ξ �= 0 and hence the solution of system (16.20) and (16.21) can
be represented in terms of the inverse matrix S−1(ξ) as

(
û(ξ)
p̂(ξ)

)
= S−1(ξ)

(
f̂(ξ)
ĝ(ξ)

)
∀ ξ ∈ Ż

n. (16.22)

Moreover, using the estimates for the matrix, obtained in that lemma proof, and
implementing to the algebraic system the variant of Babuska–Brezzi theory given
in Theorem 2.34 and Remark 2.35(i) in [EG04], see also [KMW21b, Theorem 10],
we obtain the following estimates for the solution of the algebraic system (16.20)–
(16.21),

|̂u(ξ)| ≤ Cuf
|̂f(ξ)|
|2πξ |2 + Cug

|ĝ(ξ)|
2π |ξ | , (16.23)

|p̂(ξ)| ≤ Cpf
|̂f(ξ)|
2π |ξ | + Cpg|ĝ(ξ)| ∀ ξ ∈ Ż

n, (16.24)

where Cuf = 2CA, Cug = Cpf = 1 + 2CA‖A‖, Cpg = ‖A‖(1 + 2CA‖A‖).
Remark 16.1 For the isotropic case (16.7), due to (16.8), system (16.20)–(16.21)
reduces to

4π2
[
(λ+ μ)ξ(ξ · û(ξ))+ μ|ξ |2û(ξ)

]
+ 2πiξ p̂(ξ) = f̂(ξ), ∀ ξ ∈ Ż

n,

(16.25)

2πiξ · û(ξ) = ĝ(ξ) ∀ ξ ∈ Ż
n. (16.26)

Taking scalar product of Eq. (16.25) with ξ and employing (16.26), we obtain

p̂(ξ) = ξ · f̂(ξ)
2πi|ξ |2 + (λ+ 2μ)ĝ(ξ), ∀ ξ ∈ Ż

n, (16.27)

and substituting this back to (16.25), we get

û(ξ) = 1

4π2μ|ξ |2
[
f̂(ξ)− ξ

ξ · f̂(ξ)
|ξ |2

]
+ ξ

ĝ(ξ)

2πi|ξ |2 , ∀ ξ ∈ Ż
n (16.28)

(cf. [Te95, Section 2.2] for the case s = 1, g = 0, λ = 0, and μ = 1). Expressions
(16.27) and (16.28) evidently satisfy estimates (16.23) and (16.24). �

The anisotropic Stokes system (16.16) and (16.17) can be re-written as
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S

(
u
p

)
=

(
f
g

)
,

where

S

(
u
p

)
:=

(−L (u, p)L (u, p)L (u, p)
divu

)
,

and for any s ∈ R,

S : Ḣs
# × Ḣ s−1

# → Ḣs−2
# × Ḣ s−1

# (16.29)

is a linear continuous operator.
Now we are in the position to prove the following assertion.

Theorem 16.11 Let condition (16.2) hold.

(i) For any (f, g) ∈ Ḣs−2
# × Ḣ s−1

# , s ∈ R, the anisotropic Stokes system (16.16)–
(16.17) in torus T has a unique solution (u, p) ∈ Ḣs

# × Ḣ s−1
# , where

u(x) =
∑
ξ∈Żn

e2πix·ξ û(ξ), p(x) =
∑
ξ∈Żn

e2πix·ξ p̂(ξ) (16.30)

with û(ξ) and p̂(ξ) given by (16.22). In addition, there exists a constant C =
C(CA, n) > 0 such that

‖u‖Ḣs
#
+ ‖p‖

Ḣ s−1
#

≤ C
(
‖f‖Ḣs−2

#
+ ‖g‖

Ḣ s−1
#

)
(16.31)

and operator (16.29) is an isomorphism.
(ii) Moreover, if (f, g) ∈ (Ċ∞# )n × Ċ∞# then (u, p) ∈ (Ċ∞# )n × Ċ∞# .

Proof

(i) Expressions (16.22) supplemented by the relations û(0) = 0, p̂(0) = 0 imply
the uniqueness. From estimates (16.23) and (16.24) we obtain the estimate

‖u‖Ḣs
#
=

⎛
⎝∑

ξ∈Żn
ρ(ξ)2s |̂u(ξ)|2

⎞
⎠

1/2

≤ Cuf

4π2

⎛
⎝∑

ξ∈Żn
ρ(ξ)2s

|̂f(ξ)|2
|ξ |4

⎞
⎠

1/2

+ Cug

2π

⎛
⎝∑

ξ∈Żn
ρ(ξ)2s

|ĝ(ξ)|2
|ξ |2

⎞
⎠

1/2
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= Cuf

4π2

⎛
⎝∑

ξ∈Żn
ρ(ξ)2(s−2) |̂f(ξ)|2 ρ(ξ)

4

|ξ |4

⎞
⎠

1/2

+ Cug

2π

⎛
⎝∑

ξ∈Żn
ρ(ξ)2(s−1)|ĝ(ξ)|2 ρ(ξ)

2

|ξ |2

⎞
⎠

1/2

≤ Cuf

2π2 ‖f‖Ḣs−2
#

+ Cug

2π

√
2‖g‖

Ḣ s−1
#

and the similar estimate for ‖p‖
Ḣ s−1

#
, which imply (16.31) and hence inclusions

in the corresponding spaces.
(ii) The inclusion (f, g) ∈ (Ċ∞# )n × Ċ∞# implies that (f, g) ∈ Ḣs−2

# × Ḣ s−1
# for

any s ∈ R. Then by item (i), (u, p) ∈ Ḣs
# × Ḣ s−1

# for any s ∈ R and hence
(u, p) ∈ (Ċ∞# )n × Ċ∞# .

� 
If g = 0 in (16.17), we can re-formulate the Stokes system (16.16)–(16.17) as

one vector equation

−LLL (u, p) = f (16.32)

for the unknowns (u, p) ∈ Ḣs
#σ × Ḣ s−1

# and the given data f ∈ Ḣs−2
# , s ∈ R. Then

Theorem 16.11 implies the following assertion.

Corollary 16.1 Let condition (16.2) hold.

(i) For any f ∈ Ḣs−2
# , s ∈ R, the anisotropic Stokes equation (16.32) in torus T has

a unique incompressible solution (u, p) ∈ Ḣs
#σ × Ḣ s−1

# , with û(ξ) and p̂(ξ)
given by (16.22) and (16.30) (and particularly by (16.28), (16.27), and (16.30)
for the isotropic case (16.7)) with g = 0. In addition, there exists a constant
C = C(CA, n) > 0 such that

‖u‖Ḣs
#
+ ‖p‖

Ḣ s−1
#

≤ C‖f‖Ḣs−2
#

and the operator

LLL : Ḣs
#σ × Ḣ s−1

# → Ḣs−2
#

is an isomorphism.
(ii) Moreover, if f ∈ (Ċ∞# )n then (u, p) ∈ (Ċ∞# )n × Ċ∞# .
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16.5 Stationary Anisotropic Navier-Stokes System with
Constant Coefficients on Torus

16.5.1 Existence of a Weak Solution to Anisotropic
Incompressible Navier-Stokes System on Torus

In this section, we show the existence of a weak solution of the anisotropic Navier-
Stokes system in the incompressible case with general data in L2-based Sobolev
spaces on the torus T, for n ∈ {2, 3}. We use the well-posedness result established
in Theorem 16.11 for the Stokes system on a torus and the following variant of the
Leray-Schauder fixed point theorem (see, e.g., [GT01, Theorem 11.3]).

Theorem 16.2 Let B denote a Banach space and T : B → B be a continuous and
compact operator. If there exists a constantM0 > 0 such that ‖x‖B ≤ M0 for every
pair (x, θ) ∈ B × [0, 1] satisfying x = θT x, then the operator T has a fixed point
x0 (with ‖x0‖B ≤ M0).

Let us consider the Navier-Stokes system

−LLL (u, p) = f− (u · ∇)u, (16.33)

div u = 0, (16.34)

for the couple of unknowns (u, p) ∈ Ḣ1
# × Ḣ 0

# and the given data f ∈ Ḣ−1
# . As for

the Stokes system, the Navier-Stokes system (16.33) and (16.34) can be re-written
as one vector equation

−LLL (u, p) = f− (u · ∇)u (16.35)

for the unknowns (u, p) ∈ Ḣ1
#σ × Ḣ 0

# and the given data f ∈ Ḣ−1
# .

Let us denote the nonlinear operator as B, i.e.,

Bw : = (w · ∇)w, ∀w ∈ Hs
#, s ∈ R. (16.36)

Theorem 16.3 Let the operator B : w �→ Bw be defined by (16.36) and let n ≥ 2.

(i) If 0 < s < n/2 then

B : Ḣs
#σ → Ḣ2s−1−n/2

# (16.37)

is a well defined, continuous and bounded quadratic operator, i.e., there exists
Cn,s > 0 such that

‖Bw‖H2s−1−n/2
#

≤ Cn,s‖w‖2
Hs

#
∀ w ∈ Hs

#. (16.38)
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(ii) If s > n/2 then

B : Ḣs
#σ → Ḣs−1

# (16.39)

is well defined, continuous and bounded quadratic operator, i.e., there exists
Cn,s > 0 such that

‖Bw‖Hs−1
#

≤ Cn,s‖w‖2
Hs

#
∀ w ∈ Hs

#. (16.40)

Proof If a function w is periodic, then evidently the function Bw is periodic as well.

(i) Let 0 < s < n/2. Due to Theorem 1(iii) in Section 4.6.1 of [RS96] and
equivalence of the Bessel potential norms on square and norms (16.10) for the
Sobolev spaces on torus, we have,

‖(v1 · ∇)v2‖H2s−1−n/2
#

≤ Cn,s‖v1‖Hs
#
‖v2‖Hs

#
, ∀ v1, v2 ∈ Hs

#. (16.41)

for some constant Cn,s > 0. This particularly implies estimate (16.38).
Further, if u ∈ Ḣs

#σ then

〈Bu, 1〉T = 〈u · ∇)u, 1〉T = −〈(div u)u, 1〉T = 0

since div u = 0. Together with estimate (16.38) this implies that quadratic
operator (16.37) is well defined and bounded.

Let w,w′ ∈ Ḣ1
#σ . Then by (16.41) we obtain

∥∥Bw− Bw′∥∥
H2s−1−n/2

#
≤ ∥∥(w · ∇)w− (w′ · ∇)w′∥∥

H2s−1−n/2
#

≤ ∥∥((w− w′) · ∇)w+ (w′ · ∇)(w− w′)
∥∥
H2s−1−n/2

#

≤ Cn,s
∥∥w− w′∥∥

Hs
#

(
‖w‖Hs

#
+ ‖w′‖Hs

#

)
.

This estimate shows that operator (16.37) is continuous.
(ii) Let s > n/2. Due to Theorem 1(i) in Section 4.6.1 of [RS96] and equivalence of

the Bessel potential norms and norms (16.10) for the Sobolev spaces on torus,
we have,

‖(v1 · ∇)v2‖Hs−1
#

≤ Cn,s‖v1‖Hs
#
‖v2‖Hs

#
, ∀ v1, v2 ∈ Hs

#.

for some constant Cn,s > 0. This particularly implies estimate (16.40) and then
the boundedness of operator (16.39). By the same arguments as in item (i), one
can prove that this operator is also well defined and continuous.

� 
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Corollary 16.2 Let n ∈ {2, 3}. Then the quadratic operator

B : Ḣ1
#σ → H−1

# (16.42)

is well defined, continuous, bounded and compact.

Proof Let n = 3. Due to Theorem 16.3(i), the operator B : Ḣ1
#σ → Ḣ−1/2

# is well
defined, continuous and bounded. On the other hand, the compactness of embedding
H
−1/2
# ↪→ H−1

# implies the compactness of embedding Ḣ−1/2
# ↪→ Ḣ−1

# and hence
gives the compactness of operator (16.42) and thus the corollary claim for n = 3.

Let now n = 2. Then by Theorem 16.3(i), the operator B : Ḣs
#σ → Ḣ2s−2

# is well
defined, continuous and bounded for any s ∈ (1/2, 1). In addition, for s ∈ (1/2, 1)
we also have the compact embeddings Ḣ 1

#σ ↪→ Ḣ s
#σ and Ḣ 2s−2

# ↪→ Ḣ−1
# that lead

to the corollary claim for n = 2. � 
Next we show the existence of a weak solution of the Navier-Stokes equation.

Theorem 16.4 Let n ∈ {2, 3} and suppose that condition (16.2) holds. If f ∈ Ḣ−1
# ,

then the anisotropic Navier-Stokes equation (16.35) has a solution (u, p) ∈ Ḣ1
#σ ×

Ḣ 0
# .

Proof We will reduce the analysis of the nonlinear equation (16.35) to the analysis
of a nonlinear operator in the Hilbert space Ḣ1

#σ and show that this operator has a
fixed-point due to the Leray-Schauder Theorem.

Nonlinear equation (16.35) can be re-written as

−LLL (u, p) = f− Bu. (16.43)

By Corollary 16.1, the linear operator

−LLL : Ḣ1
#σ × Ḣ 0

# → Ḣ−1
# (16.44)

is an isomorphism. Its inverse operator, −LLL −1, can be split into two operator
components,

−LLL −1 =
(
UUU

P
)

where UUU : Ḣ−1
# → Ḣ1

#σ and P : Ḣ−1
# → Ḣ 0

# are linear continuous operators such
that

−LLL
(
UUU FFF

P FFF

)
=FFF
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for any FFF ∈ Ḣ−1
# . Applying the inverse operator, −LLL −1, to Eq. (16.43), we reduce

it to the equivalent nonlinear system

u = Uu, (16.45)

p = Pu, (16.46)

where U : Ḣ1
#σ → Ḣ1

#σ and P : Ḣ1
#σ → Ḣ 0

# are the nonlinear operators defined as

Uw :=UUU (f− Bw), (16.47)

Pw := P(f− Bw) (16.48)

for the fixed f.
Since p is not involved in (16.45), we will first prove the existence of a solution

u ∈ Ḣ1
#σ to this equation. Then we use (16.46) as a representation formula for

p, which gives the existence of the pressure field p ∈ Ḣ 0
# . In order to show the

existence of a fixed point of the operator U and, thus, the existence of a solution of
Eq. (16.45), we employ Theorem 16.2.

By Corollary 16.2, for n ∈ {2, 3} the operator B : Ḣ1
#σ → H−1

# is bounded,
continuous and compact. Since f ∈ H−1

# is fixed and the operator UUU : H−1
# → Ḣ1

#σ
is linear and continuos, definition (16.47) implies that the operator U : Ḣ1

#σ → Ḣ1
#σ

is also bounded, continuous, and compact.
Next, we show that there exists a constant M0 > 0 such that if w ∈ Ḣ1

#σ satisfies
the equation

w = θUw (16.49)

for some θ ∈ [0, 1], then ‖w‖Ḣ1
#σ
≤ M0. Let us denote

q := θPw. (16.50)

By applying the operator −LLL to Eqs. (16.49) and (16.50) and by using relations
(16.47) and (16.48), we deduce that whenever the pair (w, θ) ∈ Ḣ1

#σ × R satisfies
Eq. (16.49), then the equation

−LLL (w, q) = θ(f− Bw),

is also satisfied due to the isomorphism property of operator (16.44). This equation
should be understood in the sense of distribution, i.e.,

〈−LLL (w, q),φ〉T =
〈
a
αβ
ij Ejβ(w), Eiα(φ)

〉
T

− 〈q, div φ〉T
= θ〈f− Bw,φ〉T ∀φ ∈ (C∞# )n. (16.51)
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Taking into account that the space (C∞# )n is dense in H1
# and the continuity of the

dual products in (16.51) with respect to φ ∈ H1
#, Eq. (16.51) should hold also for

φ = w ∈ Ḣ1
#σ . Then we obtain

〈
a
αβ
ij Ejβ(w), Eiα(w)

〉
T

= θ〈f− Bw,w〉T. (16.52)

Since w ∈ Ḣ1
#σ , relation (16.55) implies that 〈Bw,w〉T = 〈(w · ∇)w,w〉T = 0.

Then by using the norm equivalence (16.14), the Korn first inequality (16.15), the
ellipticity condition (16.2), Eq. (16.52), and the Hölder inequality, we obtain for
θ ≥ 0 that

‖w‖2
Ḣ1

#
≤ 1

2π2 ‖∇w‖2
(L2#)

n×n ≤ 1

π2 ‖E(w)‖2
(L2#)

n×n

≤ 1

π2CA

〈
a
αβ
ij Ejβ(w), Eiα(w)

〉
T

≤ θ

π2CA‖f‖Ḣ−1
#
‖w‖Ḣ1

#
.

Hence, for θ ∈ [0, 1],

‖w‖Ḣ1
#
≤ M0 := 1

π2CA‖f‖Ḣ−1
#
.

Therefore, the operator U : Ḣ1
#σ → Ḣ1

#σ satisfies the hypothesis of Theorem 16.2
(with B = Ḣ1

#σ ), and hence it has a fixed point u∈ Ḣ1
#σ , that is, u = Uu. Then with

p ∈ Ḣ 0
# as in (16.46), we obtain that the couple (u, p) ∈ Ḣ1

#σ × Ḣ 0
# satisfies the

nonlinear equation (16.35). � 

16.5.2 Solution Regularity for the Stationary Anisotropic
Navier-Stokes System

In this section, using the bootstrap argument we show that the regularity of a
solution of the anisotropic incompressible Navier-Stokes system on T

n, n ∈ {2, 3},
is completely determined by the regularity of its right-hand side, as for the Stokes
system. To prove this we use the inclusions of the nonlinear term Bu given by
Theorem 16.3 and the unique solvability of corresponding (linear) Stokes system.

Theorem 16.5 Let condition (16.2) hold. Let n ≥ 2 and n/2 − 1 < s1 < s2.

(i) If (u, p) ∈ Ḣs1
#σ ×Ḣ s1−1

# is a solution of the anisotropic Navier-Stokes equation

(16.35) with a right hand side f ∈ Ḣs2−2
# , then (u, p) ∈ Ḣs2

#σ × Ḣ
s2−1
# .

(ii) Moreover, if f ∈ (Ċ∞# )n then (u, p) ∈ (Ċ∞# )n × Ċ∞# .



16 Periodic Solutions for Stationary Anisotropic Stokes and Navier-Stokes 241

Proof

(i) Let (u, p) ∈ Ḣs1
#σ × Ḣ

s1−1
# be a solution of (16.35) with f ∈ Ḣs2−2

# . Then by
Theorem 16.3, for the nonlinear term we have the inclusion Bu ∈ Ḣt1

# with
t1 = 2s1 − 1 − n/2 if s1 < n/2, with t1 = s1 − 1 if s1 > n/2, and with any
t1 ∈ (s1 − 2, s1 − 1) (and we can further use t1 = s1 − 3/2 for certainty) if
s1 = n/2. Hence the couple (u, p) satisfies the equation

−LLL (u, p) = f(1) (16.53)

with f(1) := f − Bu ∈ Ḣs(1)−2
# , where s(1) = min{s2, t1 + 2}. By Corol-

lary 16.1(i), the linear equation (16.53) has a unique solution in Ḣs
#σ × Ḣ s−1

#

for any s ≤ s(1) and thus (u, p) ∈ Ḣs(1)

#σ × Ḣ s(1)−1
# . If s(1) = s2, which we call

the case (a), this proves item (i) of the theorem.
Otherwise we have the case (b), when s(1) < s2, i.e., s(1) = t1 + 2, by the

definition of s(1) and the theorem condition s1 > n/2 − 1. Then we arrange an
iterative process by replacing s1 with s(1) = t1 + 2 on each iteration until we
arrive at the case (a), thus proving item (i) of the theorem. Note that in the case
(b),

s(1) − s1 ≥ δ := min{s1 + 1 − n/2, 1, 1/2} > 0

in the first iteration, and δ can only increase in the next iterations due to the
increase of s1. This implies that the iteration process will reach the case (a) and
stop after a finite number of iterations.

(ii) If f ∈ (Ċ∞# )n, then for any s2 ∈ R we have f ∈ Ḣs2−2
# and item (i) implies that

(u, p) ∈ Ḣs2
#σ × Ḣ

s2−1
# . Hence (u, p) ∈ (Ċ∞# )n × Ċ∞# .

� 
Combining Theorems 16.4 and 16.5, we obtain the following assertion on

existence and regularity of solution to the Navier-Stokes system on torus.

Theorem 16.6 Let n ∈ {2, 3} and condition (16.2) hold.

(i) If f ∈ Ḣs−2
# , s ≥ 1, then the anisotropic Navier-Stokes equation (16.35) has a

solution (u, p) ∈ Ḣs
#σ × Ḣ s−1

# .
(ii) Moreover, if f ∈ (Ċ∞# )n then (16.35) has a solution (u, p) ∈ (Ċ∞# )n × Ċ∞# .

Note that in the isotropic case (16.7) with λ = 0, similar results for the Navier-
Stokes system in torus as well as in domains of Rn are available, e.g., in [Ga11,
RRS16, Se15, So01, Te01].
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16.6 Some Auxiliary Results

The dense embedding of the space (C∞# )n into H1
# and the divergence theorem imply

the following identity for any v1, v2, v3 ∈ H1
#.

〈(v1 · ∇)v2, v3〉T =
∫
T

∇ · (v1(v2 · v3)) dx− 〈(∇ · v1)v3 + (v1 · ∇)v3, v2〉T
= −〈(v1 · ∇)v3, v2〉T − 〈(∇ · v1)v3, v2〉T . (16.54)

In view of (16.54) we obtain the identity

〈(v1 · ∇)v2, v3〉T=−〈(v1 · ∇)v3, v2〉T ∀ v1 ∈ H1
#σ , v2, v3 ∈ H1

# ,

and hence the well known formula

〈(v1 · ∇)v2, v2〉T = 0 ∀ v1∈H1
#σ , v2 ∈ H1

#. (16.55)
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Chapter 17
Null-Solutions of Elliptic Partial
Differential Equations with Power
Growth

D. Mitrea, I. Mitrea, and M. Mitrea

17.1 Introduction and Statement of Main Result

Let N denote the collection of natural numbers and set N0 := N ∪ {0}. We shall
typically assume that n ∈ N with n ≥ 2. Define the length of any given multi-
index α = (α1, . . . , αn) ∈ N

n
0 as |α| := ∑n

j=1 αj , and set α! := α1! · · ·αn!.
Corresponding to each j ∈ {1, . . . , n}, denote by ej the multi-index in N

n
0 of length

one and with the j -th component equal to 1.
Next, fix m,M ∈ N and consider an M × M system L of homogeneous

differential operators of order 2m, with constant (complex) coefficients in R
n.

Hence, there exists a family of coefficient tensors A = {
Aαβ

}
|α|=|β|=m consisting

of matrices Aαβ in C
M×M indexed by multi-indices α, β ∈ N

n
0 with |α| = |β| = m

such that the system L may be expressed as

L =
∑

|α|=|β|=m
∂αAαβ ∂

β. (17.1)

In this work we further assume that L is weakly elliptic in the sense that its
characteristic matrix

L(ξ) :=
∑

|α|=|β|=m
Aαβ ξ

α+β for ξ ∈ R
n (17.2)
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is invertible in R
n \ {0}, i.e.,

det
[ ∑
|α|=|β|=m

Aαβ ξ
α+β] �= 0 for all ξ ∈ R

n \ {0}. (17.3)

Relevant for our work is the fact that such a weakly elliptic system L has a
fundamental solution EL of the sort described in Proposition 17.1.

The reader is reminded that an arbitrary set Ω ⊂ R
n is said to be an exterior

domain provided R
n \Ω is a compact set. The main result in this work, elucidating

the asymptotic behavior at infinity for null-solutions of weakly elliptic systems in
exterior domains with at most polynomial growth at infinity, is stated next.

Theorem 17.1 Fix n,m,M ∈ N, n ≥ 2. Let L be a homogeneousM×M system of
differential operators of order 2m inRn, with constant complex coefficients. Assume
L is weakly elliptic in the sense of (17.3). Let Ω ⊆ R

n be an exterior domain and
consider a function u ∈ [C∞(Ω)]M satisfying Lu = 0 in Ω , for which there exists
N ∈ R such that

u(x) = o
(|x|N ) as |x| → ∞. (17.4)

Then there exists some polynomial P in R
n satisfying LP = 0 in R

n and with
the property that

u− P =

⎧⎪⎨
⎪⎩
O
(

1
|x|n−2m

)
if n is odd or if n > 2m,

O
(|x|2m−n ln |x|) if n is even and n ≤ 2m,

as |x| → ∞. (17.5)

In addition,

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

P = 0 if N ∈ (−∞, 0),

P = 0 if N = 0 and either n is odd, or n > 2m,

degP ≤ [N ] if N ∈ (0,∞) \ N,
degP ≤ N − 1 if N ∈ N and either n is odd, or n > 2m,

degP ≤ N if N ∈ N0 and n is even and satisfies n ≤ 2m.

(17.6)

The regime where the above theorem is effective is N > 2m − n, since in such
a scenario u − P decays faster (or grows slower) than u was originally assumed
to decay (or grow). In particular, this shows that, in this range, the leading term in
the asymptotic expansion at infinity of null-solutions of a weakly elliptic system
in an exterior domain is always a polynomial. This is remarkable since these null-
solutions can, globally, be very different from polynomial functions.

Even though the statement does not reflect it, our proof of Theorem 17.1 crucially
relies on boundary layer potentials for higher-order weakly elliptic systems, as
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introduced and studied in [MM13] and [HLM21]. Two other key ingredients in the
proof are as follows: first, we shall employ a version of the Divergence Theorem for
singular vector fields which has recently appeared in [MMM20]; second, we shall
need precise estimates for fundamental solutions of higher-order weakly elliptic
systems, of the sort obtained in [DM18]. For the reader’s convenience, all these are
reviewed in the next section.

Here, we conclude by including the following useful corollary, itself an immedi-
ate consequence of our main result.

Corollary 17.1 Fix n,m,M ∈ N, with n ≥ 2. Let L be a homogeneous
M ×M system of differential operators of order 2m in R

n, with constant complex
coefficients which is weakly elliptic in the sense of (17.3). SupposeΩ is an exterior
domain in Rn.

For N ∈ R consider the boundary value problem

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

u ∈ [C∞(Ω) ∩ Cm−1(Ω)]M,
Lu = 0 in Ω,

(∂γ u)
∣∣
∂Ω

= fγ ∈ [C 0(∂Ω)]M, |γ | ≤ m− 1,

u(x) = o
(|x|N ) as |x| → ∞.

(17.7)

Then any solution u of this boundary value problem is of the form

u = P + u0, (17.8)

where P is a polynomial in R
n satisfying LP = 0 in R

n and (17.6), and u0 is a
solution of the boundary value problem

{
u0 ∈ [C∞(Ω) ∩ Cm−1(Ω)]M, Lu0 = 0 in Ω,

(∂γ u0)
∣∣
∂Ω

= fγ − (∂γ P )
∣∣
∂Ω

for |γ | ≤ m− 1,
(17.9)

whose behavior at infinity is given by

u0(x) =
⎧⎨
⎩
O
(

1
|x|n−2m

)
if n is odd, or if n > 2m,

O
(|x|2m−n ln |x|) if n is even and n ≤ 2m,

as |x| → ∞.

(17.10)

17.2 Preliminaries

We start by recalling that weakly elliptic systems as in (17.1) and (17.3) have
fundamental solutions as described in the proposition below. Before stating it, the
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reader is reminded that Δ stands for the Laplacian in R
n (with Δx indicating that

this operator acts in the variable x), and H n−1 denotes the (n − 1)-dimensional
Hausdorff measure in R

n. Also, ‘dot’ denotes the inner product of vectors in R
n.

Finally, D ′, E ′, S ′ stand, respectively, for the space of distributions, compactly
supported distributions, and tempered distributions. For a proof of Proposition 17.1
see [DM18, Theorem 11.1, pp. 393–395].

Proposition 17.1 Fix n,m,M ∈ N, with n ≥ 2. Let L be a homogeneous
M ×M system of differential operators of order 2m in R

n, with constant complex
coefficients and letA = {

Aαβ
}
|α|=|β|=m be a family of coefficient tensors associated

with L in the sense of (17.1). Suppose L is weakly elliptic in the sense of (17.3).
Consider theM ×M matrix EL defined at each point x ∈ R

n \ {0} by

EL(x) := Δ
(n−1)/2
x

4(2π i)n−1

{ ∫

Sn−1

∣∣x · ξ ∣∣2m−1

(2m− 1)!
[
L(ξ)

]−1
dH n−1(ξ)

}

if n is odd,

(17.11)

and

EL(x) := −Δn/2
x

(2π i)n

{ ∫

Sn−1

(x · ξ)2m
(2m)! ln

∣∣〈x, ξ〉∣∣ [L(ξ)]−1
dH n−1(ξ)

}

if n is even.

(17.12)

In relation to the CM×M -valued function (17.11)-(17.12), the following proper-
ties hold:

(1) WithS ′(Rn) denoting the space of tempered distributions in R
n, one has

EL ∈
[
C∞(Rn \ {0}) ∩ L1

loc(R
n) ∩S ′(Rn)

]M×M

EL(−x) = EL(x) for every point x ∈ R
n \ {0}.

(17.13)

In fact, each entry in EL is a real-analytic function in R
n \ {0} and an even

tempered distribution in R
n.

(2) If for each y ∈ R
n one denotes by δy Dirac’s delta distribution with mass at y

in Rn, then in the sense of distributions in Rn one has

Lx
[
EL(x − y)

] = δy(x) IM×M, ∀ y ∈ R
n, (17.14)

where IM×M is theM×M identity matrix, and the subscript x indicates that the
operator L is applied to each column of the matrix EL(x−y) in the variable x.
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(3) For each α ∈ N
n
0 there exists Cα ∈ (0,∞) such that for each point x ∈ R

n \ {0}
one has

∣∣(∂αEL)(x)∣∣ ≤

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Cα

|x|n−2m+|α| if n is odd, or if n > 2m,

or if |α| ≥ 2m− n+ 1,

Cα(1 + | ln |x||)
|x|n−2m+|α| if n is even, and n ≤ 2m,

and 0 ≤ |α| ≤ 2m− n.

(17.15)

Thus, with the derivatives taken in the sense of distributions in R
n,

the components of the matrix ∂αEL belong to
L1

loc(R
n) whenever α ∈ N

n
0 satisfies |α| ≤ 2m− 1. (17.16)

Having fixed a Lipschitz domain Ω ⊂ R
n, denote by ν = (νj )1≤j≤n its outward

unit normal and by σ :=H n−1(∂Ω the corresponding surface measure on ∂Ω . For
each m ∈ N, the boundary multi-trace of order m − 1 of a vector-valued function
u ∈ [Cm−1(Ω)]M , denoted by Trm−1

∂Ω u, is the family of functions indexed by multi-
indices of length ≤ m− 1 given by

Trm−1
∂Ω u := {

(∂γ u)
∣∣
∂Ω

}
|γ |≤m−1

. (17.17)

For a coefficient tensor A = (Aαβ)|α|=|β|=m of M ×M matrices with complex
entries, the conormal derivative of a function u ∈ [C 2m(Ω)]M associated with A is
defined as

∂Aν u :=
{(
∂Aν u

)
δ

}
|δ|≤m−1

(17.18)

with the δ-component given by the formula

(
∂Aν u

)
δ
:=

∑
|α|=|β|=m
δ+ej≤α

(−1)|δ| α!|δ|!(m− |δ| − 1)!
m!δ!(α − δ − ej )! ×

× νjAαβ

(
∂α+β−δ−ej u

)∣∣∣
∂Ω
. (17.19)

Single and double layer potentials are introduced next, including a summary of
the their properties that are important for our subsequent analysis. For more on this
topic, see [HLM21] and [MM13].
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Theorem 17.2 Fix n,m,M ∈ N, n ≥ 2. Let L be a homogeneousM×M system of
differential operators of order 2m in R

n, with constant complex coefficients and let
A = {

Aαβ
}
|α|=|β|=m be a family of coefficient tensors associated withL in the sense

of (17.1). Suppose L is weakly elliptic in the sense of (17.3). Let Ω be a Lipschitz
domain in R

n with compact boundary. Denote by ν = (νj )1≤j≤n its outward unit
normal and let σ :=H n−1(∂Ω be the surface measure on its boundary.

In this setting, let ḟ = {fδ}|δ|≤m−1 be a family of CM -valued functions, indexed
by multi-indices δ ∈ N

n
0 of length ≤ m− 1, such that

fδ ∈
[
L1(∂Ω, σ)

]M
for each δ ∈ N

n
0 with |δ| ≤ m− 1. (17.20)

Then the action of the single multi-layer potential operator Ṡ , and of the double
multi-layer potential operator ḊA, on ḟ , is defined according to

(Ṡ ḟ )(x) :=
∑

|α|≤m−1

(−1)|α|
∫
∂Ω

(∂αE)(x − y)fα(y) dσ(y) (17.21)

and according to

(ḊAḟ )(x) := −
∑

|α|=|β|=m

∑
δ+γ+ej=α

α!
|α|!

|δ|!
δ!

|γ |!
γ ! ×

×
∫

∂∗Ω

νj (y)(∂
β+γ EL)(x − y)Aβαfδ(y) dσ∗(y),

(17.22)

respectively, at each x ∈ Ω .
These are well-defined C

M -valued functions and satisfy the following properties

Ṡ ḟ , ḊAḟ ∈ [
C∞(Ω)

]M
as well as

L(Ṡ ḟ )(x) = 0 and L(ḊAḟ )(x) = 0 for all x ∈ Ω.
(17.23)

The following combinatorial lemma has been proved in [HLM21].

Lemma 17.1 For every multi-index α̃ ∈ N
n
0 one has

∑
α+ei=α̃

1

α! =
|̃α|
α̃! , (17.24)

where the sum is performed over all α ∈ N
n
0 and all i ∈ {1, . . . , n} with the property

that α + ei = α̃.
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Lastly, we include a version of the Divergence Theorem for singular vector fields,
which is a special case of [MMM20, Theorem 2.6, pp. 1299–1300]. An extensive
account on this topic may be found in [MMM22].

Theorem 17.3 Fix n ∈ N and let Ω be an exterior Lipschitz domain in R
n.

Denote by ν the outward unit normal to Ω and consider the surface measure
σ :=H n−1(∂Ω . Assume the vector field

!F = (F1, . . . , Fn) ∈
[
D ′(Ω)

]n
has div !F ∈ E ′(Ω), (17.25)

where the divergence is considered in the sense of distributions in Ω . In addition,
suppose

there exists a compact set K contained in Ω

such that !F ∣∣
Ω\K ∈ [

C 0(Ω \K)]n, (17.26)

and

!F(x) = o
(|x|1−n) as |x| → ∞. (17.27)

Then

E ′
(Ω)

〈
div !F , 1

〉
E (Ω) =

∫
∂Ω

ν · ( !F ∣∣
∂Ω

)
dσ. (17.28)

17.3 Proof of the Main Result

Here we present the proof Theorem 17.1.
Proof Pick R ∈ (0,∞) sufficiently large so that ∂Ω is contained in B(0, R) and
set Ω0 := R

n \ B(0, R). Fix an arbitrary point x ∈ Ω0 and select an arbitrary
multi-index η ∈ N

n
0. For these choices, consider the vector field

!Fη :=
(
F
η
j

)
1≤j≤n (17.29)

whose j -th component, j ∈ {1, . . . , n}, is defined for y ∈ Ω as

F
η
j (y) := −

∑
|α|=|β|=m

∑
δ+γ+ej=α

α! |δ|! |γ |!
m! γ ! δ! ×

× (−1)|η|+m+|γ |∂η+β+γy

[
EL(x − y)

]
Aβα(∂

δu)(y)
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−
∑

|α|=|β|=m

∑
δ+γ+ej=α

α! |δ| !|γ |!
m! δ! γ ! ×

× (−1)|η|+|δ|∂η+δy

[
EL(x − y)

]
Aαβ(∂

β+γ u)(y).
(17.30)

Since EL(x − ·) ∈ [
L1

loc(Ω0)
]M×M ⊆ [

D ′(Ω0)
]M×M , and for every θ ∈ N

n
0 we

have ∂θu ∈ [
C ∞(Ω0)

]M , it follows that !Fη ∈ [
D ′(Ω0)

]M×n. In fact, based on
(17.30), the hypotheses on u and (17.13) we have

!Fη ∈
[
C ∞(

Ω0 \ {x}
)]M×n ∩ [

D ′(Ω0)
]M×n

. (17.31)

Next, we claim that

div !Fη = (−1)|η|u · ∂ηδx ∈ [E ′(Ω0)]M, (17.32)

where δx denotes the Dirac distribution with mass at x. To see why this claim is
true, let y ∈ Ω0 be arbitrary and write

div !Fη(y) =
n∑

j=1

∂jF
η
j (y) = Ia + Ib + IIa + IIb, (17.33)

where

Ia := −
∑

|α|=|β|=m
δ+γ+ej=α

α! |δ|! |γ |!
m! γ ! δ! (−1)|η|+m+|γ |∂η+β+γ+ejy

[
EL(x − y)

]
Aβα(∂

δu)(y),

Ib := −
∑

|α|=|β|=m
δ+γ+ej=α

α! |δ|! |γ |!
m! γ ! δ! (−1)|η|+m+|γ |∂η+β+γy

[
EL(x − y)

]
Aβα(∂

δ+ej u)(y),

IIa := −
∑

|α|=|β|=m
δ+γ+ej=α

α! |δ|! |γ |!
m! δ! γ ! (−1)|η|+|δ|∂η+δ+ejy

[
EL(x − y)

]
Aαβ(∂

β+γ u)(y),

IIb := −
∑

|α|=|β|=m
δ+γ+ej=α

α! |δ|! |γ |!
m! δ! γ ! (−1)|η|+|δ|∂η+δy

[
EL(x − y)

]
Aαβ(∂

β+γ+ej u)(y).
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We proceed by rewriting the sums in the right-most side of (17.33) as follows.
Starting with Ia we have

Ia =
∑

|α|=|β|=m

∑
δ<α

( ∑
γ+ej=α−δ

1

γ !
)α! |δ|! (|α − δ| − 1)!

m! δ! ×

× (−1)|η|−|δ|∂η+β+α−δy

[
EL(x − y)

]
Aβα(∂

δu)(y)

=
∑

|α|=|β|=m

∑
δ<α

|α − δ|
(α − δ)! ·

α! |δ|! (|α − δ| − 1)!
m! δ! ×

× (−1)|η|−|δ|∂η+β+α−δy

[
EL(x − y)

]
Aβα(∂

δu)(y)

=
∑

|α|=|β|=m

∑
δ<α

α! |δ|! |α − δ|!
m! δ! (α − δ)! ×

× (−1)|η|−|δ|∂η+β+α−δy

[
EL(x − y)

]
Aβα(∂

δu)(y)

=
∑

|α|=|β|=m

∑
δ+γ=α, |γ |>0

α! |δ|! |γ |!
m! δ! γ ! ×

× (−1)|η|−|δ|∂η+β+γy

[
EL(x − y)

]
Aβα(∂

δu)(y), (17.34)

where for the first equality above we have used the fact that in the definition of Ia
we have |γ | = |α| − |δ| − 1 = m − 1 − |δ|, for the second equality in (17.34) we
have applied Lemma 17.1 to the effect that

∑
γ+ej=α−δ

1
γ ! = |α−δ|

(α−δ)! for each δ < α,

and for the final equality in (17.34) we have denoted γ := α − δ.
Moving on to Ib we write

Ib = −
∑

|α|=|β|=m

∑
γ<α

( ∑
δ+ej=α−γ

1

δ!
)α! (|α − γ | − 1)! |γ |!

m! γ ! ×

× (−1)|η|+m+|γ |∂η+β+γy

[
EL(x − y)

]
Aβα(∂

α−γ u)(y)

= −
∑

|α|=|β|=m

∑
γ<α

|α − γ |
(α − γ )! ·

α! (|α − γ | − 1)! |γ |!
m! γ ! ×

× (−1)|η|+m+|γ |∂η+β+γy

[
EL(x − y)

]
Aβα(∂

α−γ u)(y)

= −
∑

|α|=|β|=m

∑
γ<α

α! |α − γ |! |γ |!
m! γ ! (α − γ )! ×

× (−1)|η|+m+|γ |∂η+β+γy

[
EL(x − y)

]
Aβα(∂

α−γ u)(y)
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= −
∑

|α|=|β|=m

∑
γ+δ=α, |δ|>0

α! |δ|! |γ |!
m! γ ! δ! ×

× (−1)|η|−|δ|∂η+β+γy

[
EL(x − y)

]
Aβα(∂

δu)(y), (17.35)

where for the second equality in (17.35) we have employed Lemma 17.1 which
implies that

∑
δ+ej=α−γ

1
δ! = |α−γ |

(α−γ )! for each δ < α, while for the last equality in

(17.35) we have denoted δ := α − γ and used the fact that |γ | = m− |δ|.
A simple inspection of (17.34) and (17.35) reveals that all the terms in Ia + Ib

corresponding to |δ| > 0 and |γ | > 0 cancel out. The terms in Ia corresponding to
|δ| = 0 and the terms in Ib corresponding to |γ | = 0 are the only ones that remain,
hence

Ia + Ib = (−1)|η|
( ∑
|α|=|β|=m

∂η+β+αy

[
EL(x − y)

]
Aβα

)
u(y)

− (−1)|η|+m
∑

|α|=|β|=m
∂η+βy

[
EL(x − y)

]
Aβα(∂

αu)(y). (17.36)

Observe that based on the properties of EL we further obtain

∂η+β+αy

[
EL(x − y)

]
Aβα =

(
A"βα∂η+β+αy

[
EL(x − y)"

])"

=
(
A"βα∂η+β+αy

[
EL"(x − y)

])"

= ∂ηy
[
L"y

(
EL"(x − y)

)]"

= ∂ηy [δxIM×M
]"

= (∂ηδx)IM×M. (17.37)

Now we combine (17.36) and (17.37) to conclude that

Ia + Ib = (−1)|η|u(y)(∂ηδx)

− (−1)|η|+m
∑

|α|=|β|=m
∂η+βy

[
EL(x − y)

]
Aβα(∂

αu)(y).

(17.38)
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Using the same circle of ideas, write IIa as

IIa =
∑

|α|=|β|=m

∑
γ<α

( ∑
δ+ej=α−γ

1

δ!
)α! (|α − γ | − 1)!|γ |!

m! γ ! ×

× (−1)m+|η|−|γ |∂η+α−γy

[
EL(x − y)

]
Aαβ(∂

β+γ u)(y)

=
∑

|α|=|β|=m

∑
γ<α

|α − γ |
(α − γ )! ·

α! (|α − γ | − 1)!|γ |!
m! γ ! ×

× (−1)m+|η|−|γ |∂η+α−γy

[
EL(x − y)

]
Aαβ(∂

β+γ u)(y)

=
∑

|α|=|β|=m

∑
γ+δ=α, |δ|>0

α! |δ|!|γ |!
m! γ ! δ! ×

× (−1)|η|+|δ|∂η+δy

[
EL(x − y)

]
Aαβ(∂

β+γ u)(y) (17.39)

and IIb as

IIb = −
∑

|α|=|β|=m

∑
δ<α

( ∑
γ+ej=α−δ

1

γ !
)α! (|α − δ| − 1)! |δ|!

m! δ! ×

× (−1)|η|+|δ|∂η+δy

[
EL(x − y)

]
Aαβ(∂

β+α−δu)(y)

= −
∑

|α|=|β|=m

∑
δ<α

|α − δ|
(α − δ)! ·

α! (|α − δ| − 1)! |δ|!
m! δ! ×

× (−1)|η|+|δ|∂η+δy

[
EL(x − y)

]
Aαβ(∂

β+α−δu)(y)

= −
∑

|α|=|β|=m

∑
γ+δ=α,|γ |>0

α! |γ |! |δ|!
m! δ! γ ! ×

× (−1)|η|+|δ|∂η+δy

[
EL(x − y)

]
Aαβ(∂

β+γ u)(y). (17.40)

An inspection of (17.39) and (17.40) reveals that the terms in IIa corresponding to
|γ | > 0 and the terms in IIb corresponding to |δ| > 0 cancel out, so

IIa + IIb =
∑

|α|=|β|=m
(−1)|η|+m∂η+αy

[
EL(x − y)

]
Aαβ(∂

βu)(y)

−
∑

|α|=|β|=m
(−1)|η|∂ηy

[
EL(x − y)

]
Aαβ(∂

β+αu)(y)
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= (−1)|η|+m
∑

|α|=|β|=m
∂η+αy

[
EL(x − y)

]
Aαβ(∂

βu)(y)

− (−1)|η|∂ηy
[
EL(x − y)

]
(Lu)(y)

= (−1)|η|+m
∑

|α|=|β|=m
∂η+βy

[
EL(x − y)

]
Aβα(∂

αu)(y), (17.41)

where we have used the definition of L in the second equality above, while for the
last equality in (17.41) we have used the fact that Lu = 0 in Ω .

Together, (17.33), (17.38), (17.41), and the arbitrariness of x ∈ Ω0 imply

div !Fη(y) = (−1)|η|u(y)(∂ηδx) in
[
D ′(Ω0)

]M (17.42)

proving (17.32).
Let us now assume that the multi-index η is such that

{ |η| ≥ N if n is odd, or if n > 2m,

|η| > N if n is even and n ≤ 2m.
(17.43)

Under this additional assumption, our second claim is that

!Fη(y) = o
(|y|1−n) as |y| → ∞. (17.44)

To justify (17.44), start by invoking interior estimates for the null-solution u of
L (cf. [DM18, Theorem 11.7, p. 409] and [MMM22]) and conclude that the decay
in (17.4) further improves to

(∂θu)(y) = o
(|y|N−|θ |) as |y| → ∞, for all θ ∈ N

n
0 . (17.45)

To proceed, consider the case when either n is odd, or n > 2m. Fix α, β, δ, γ ∈ N
n
0

along with some j ∈ {1, . . . , n} satisfying |α| = |β| = m and δ + γ + ej = α.
Then the decay in (17.45), the estimates in (17.15), and the fact that by assumption
|η| ≥ N (cf. (17.43)) imply

∣∣∂η+β+γy

[
EL(x − y)

]∣∣|(∂δu)(y)| = O
( 1

|y|n−2m+|η|+|β|+|γ |
)
o
(|x|N−|δ|)

= o
( 1

|y|n−2m+|η|+m+m−1−N
)

= o
( 1

|y|n−1

)
(17.46)
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as |y| → ∞, and

∣∣∂η+δy

[
EL(x − y)

]∣∣|(∂β+γ u)(y)| = O
( 1

|y|n−2m+|η|+|δ|
)
o
(|y|N−|β|−|γ |)

= o
( 1

|y|n−2m+|η|+m+m−1−N
)

= o
( 1

|y|n−1

)
(17.47)

as |y| → ∞. A combination of (17.30), (17.46), and (17.47) gives (17.44) in the
current case, namely whenever |η| ≥ N and if n is odd, or if n > 2m.

It remains to consider the case when n is even and n ≤ 2m. This time, if
α, β, δ, γ ∈ N

n
0 together with j ∈ {1, . . . , n} are such that |α| = |β| = m and

δ + γ + ej = α, using the decay in (17.45), the corresponding estimates in (17.15),
and the fact that now we assume |η| > N , we obtain

∣∣∂η+β+γy

[
EL(x − y)

]∣∣|(∂δu)(y)| = O
( ln |y|
|y|n−2m+|η|+|β|+|γ |

)
o
(|y|N−|δ|)

= o
( 1

|y|n−1

)
(17.48)

as |y| → ∞, and

∣∣∂η+δy

[
EL(x − y)

]∣∣|(∂β+γ u)(y)| = O
( ln |y|
|y|n−2m+|η|+|δ|

)
o
(|y|N−|β|−|γ |)

= o
( 1

|y|n−1

)
(17.49)

as |y| → ∞. Thus, (17.30), (17.48), and (17.49) may be combined to conclude that
(17.44) also holds if n is even and n ≤ 2m provided |η| > N .

Having proved (17.31), (17.32), and (17.44), we see that whenever (17.43) holds,
the vector field !Fη satisfies the hypotheses of the Divergence Theorem 17.3. As such,
formula (17.28) written for this vector field implies

E ′
(Ω0)

〈
div !Fη , 1

〉
E (Ω0)

=
∫
∂Ω0

ν · ( !Fη ∣∣∂Ω0

)
dσ. (17.50)

Making use of (17.32) we can further express

E ′
(Ω0)

〈
div !Fη , 1

〉
E (Ω0)

= E ′(Ω0)

〈
(−1)|η|u ∂ηδx , 1

〉
E (Ω0)

= E ′(Ω0)

〈
(−1)|η|∂ηδx , u

〉
E (Ω0)
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= E ′(Ω0)

〈
δx , ∂

ηu
〉
E (Ω0)

= (∂ηu)(x). (17.51)

As for the right-hand side of (17.50),

∫
∂Ω0

ν · ( !Fη ∣∣∂Ω0

)
dσ = −

∑
|α|=|β|=m

∑
δ+γ+ej=α

α! |δ|! |γ |!
m! γ ! δ! ×

× ∂η
∫
∂Ω0

νj (y)(∂
β+γ EL)(x − y)Aβα(∂

δu)(y) dσ (y)

−
∑

|α|=|β|=m

∑
δ+γ+ej=α

α! |δ| !|γ |!
m! δ! γ ! ×

× ∂η
∫
∂Ω0

νj (y)(∂
δEL)(x − y)Aαβ(∂

β+γ u)(y) dσ (y)

= ∂η
[
ḊA

(
Trm−1
∂Ω0

u
)− Ṡ

(
∂Aν u

)]
(x). (17.52)

Above, ḊA, Ṡ are, respectively, the double and single multi-layers associated as in
Theorem 17.2 with the set Ω0. These act, respectively, on the arrays Trm−1

∂Ω0
u, the

multi-trace of order m − 1 of u on ∂Ω0 (cf. (17.17)), and the conormal derivative
∂Aν u of u on ∂Ω0 (cf. (17.18)–(17.19)). Together, (17.50), (17.51), and (17.52), give

∂η
[
u− ḊA

(
Trm−1
∂Ω0

u
)+ Ṡ

(
∂Aν u

)] = 0 in Ω0. (17.53)

Consequently, if we set

P0 := u− ḊA

(
Trm−1
∂Ω0

u
)+ Ṡ

(
∂Aν u

)
in Ω0, (17.54)

then what we proved so far ensures that

P0 ∈
[
C∞(Ω0)

]M and ∂ηP0 = 0 in Ω0

for all η ∈ N
n
0 satisfying (17.43).

(17.55)

Via a Taylor series argument, it is not difficult to see that the conditions in (17.55)
force P0 to be locally a polynomial. The degree of this polynomial depends on the
lower bound for |η| as dictated by (17.43). In addition, since Ω0 is a connected set
in R

n, it follows that there exists a polynomial P in R
n such that P0 = P

∣∣
Ω0

in Ω0.
An inspection of (17.54) also implies LP0 = 0 in Ω0 which forces LP = 0 in Ω0.
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Hence, the polynomial LP which is defined in R
n vanishes in Ω0, thus necessarily

LP = 0 in R
n. In summary, so far we proved that

there exists some polynomial P in R
n,

satisfying LP = 0 in R
n, and such that

u = P + ḊA

(
Trm−1
∂Ω0

u
)− Ṡ

(
∂Aν u

)
in Ω0.

(17.56)

The fact that u satisfies (17.5) now follows from (17.56), (17.21), (17.22), and
(17.15). In addition, the claim about P made in (17.6) is a consequence of what
we proved so far and a careful inspection of (17.55), while keeping in mind (17.43).
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Chapter 18
On the Use of the Adjoint Technique to
the Estimation of Neutron Source
Distributions in the Context of
Subcritical Nuclear Reactors

L. R. C. Moraes and R. C. Barros

18.1 Introduction

A nuclear reactor characterized as subcritical possesses a core that cannot achieve
criticality, in the sense, that the fission-chain reactions occurring with the fissile
materials at the reactor core cannot hold without the action of an external stationary
source of neutrons. Nowadays, there are different classes of such devices driven by
external sources, being the accelerator-driven systems the most common in projects
involving subcritical reactors [NiEtAl01]. Due to its inherent safety, as one just
needs to switch off the external source to shut down the reactor, and other positive
features, which also include substantial flexibility in fuel processing and managing,
the subcritical reactors have been increasing research interest, although they possess
a more complex structure in comparison to critical commercial nuclear reactors.

In this chapter we provide a more deep and general description of the method-
ology presented in the literature [LeEtAl20, LeEtAl21]. This methodology is based
on the adjoint technique and is used to determine the neutron source distribution
required to drive a subcritical system to a prescribed distribution of power. In
other words, the forward transport equation to mathematically model the neutron
migration within the reactor core together with the equation that is adjoint to it
are correlated through a reciprocity relation (Sect. 18.2), leading to a relationship
between the sources of neutrons and the power produced by the system. This
relationship is centered on the construction of a special matrix, namely importance
matrix (Sect. 18.3), composed of the solutions of the adjoint transport equations,
which are interpreted here as measure of the importance that one neutron inserted
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into the system has to the power generation. An illustrative example is given in
Sect. 18.4 and we close this chapter with some concluding remarks in Sect. 18.5.

18.2 Mathematical Basis

We begin with considering the functional

F =
∫
V

dV

∫ ∞

0
dE

∫
4π
Q†(r, Ω̂, E)Ψ (r, Ω̂, E)dΩ̂ ≡ 〈Q†, Ψ 〉, (18.1)

which is linear with respect to both Ψ and Q† functions. These two functions are
defined in the same phase space, that is composed by the spatial variable r (a point
inside a convex volume V ), the angular variable Ω̂ (a direction of flight taken at
the surface of an unit sphere, i.e., |Ω̂| = 1), and the kinetic energy variable E.
The function Ψ in Eq. (18.1) is the neutron angular flux, which satisfies the linear
Boltzmann equation (LBE), also referred to in this chapter as the forward neutron
transport equation [PrLa10]. That is,

Ω̂ ·∇Ψ (r, Ω̂, E)+ σt(r, E)Ψ (r, Ω̂, E) =
∫ ∞

0
dE′

∫
4π
σs(r, Ω̂

′ · Ω̂, E′ → E)Ψ (r, Ω̂
′
, E′)dΩ̂

′+

χ(r, E)
4π

∫ ∞

0
dE′

∫
4π
νσf(r, E′)Ψ (r, Ω̂ ′

, E′)dΩ̂
′ +Q(r, Ω̂, E),

(18.2a)

where σt, σs, and σf are the total, scattering, and fission macroscopic cross sections,
ν and χ are the average number of neutrons released in a fission event and the
fission spectrum, respectively, and Q represents a neutron source. Equation (18.2a)
is subjected to the boundary conditions

Ψ (r, Ω̂, E) = Ψ b(r, Ω̂, E), r ∈ ∂V, Ω̂ · n < 0, 0 < E <∞, (18.2b)

where n is the unit outward normal vector at r ∈ ∂V . In addition, back to Eq. (18.1),
Q† is a function called adjoint source, whose meaning is tied to the definition of the
functional F. At this point we remark that the theoretical approach considered in
this chapter is consistent with positive definite functionals, i.e., F > 0 in Eq. (18.1).

Now, in order to analyze the constitution of the functional F, we suppose the
introduction of one neutron at position r, migrating in direction Ω̂ with energy E,
inside the same system asΨ in Eq. (18.1) is defined. From this insertion an (average)
increase ΔΨ of the neutron angular flux will then promote a change (increase) ΔF
in the functional F. We remark that this increaseΔF may be produced either directly
by the inserted neutron or through its precursors, in the case of a multiplying system.
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The contribution ΔF generated in the functional due to the insertion of a neutron
into the system is defined as neutron importance [Ga87], also referred to as adjoint
angular flux.

Based on the concept of neutron importance, each neutron inserted into the
system contributes with a value ΔF to the functional. Therefore, considering the
two ways of which neutrons can be inserted into the system, i.e., through its
boundaries or by the neutron source, we can rewrite the functional F accounting
for the contribution of all neutrons inserted into the system. In this case, we have

F = 〈Ψ †,Q〉 + Pb

[
Ψ †, Ψ

]
, (18.3a)

where we have defined

〈Ψ †,Q〉 =
∫
V

dV

∫ ∞

0
dE

∫
4π
Ψ †(r, Ω̂, E)Q(r, Ω̂, E)dΩ̂ (18.3b)

and

Pb

[
Ψ †, Ψ

]
=
∫ ∞

0
dE

∫
n·Ω̂<0

dΩ̂

∫
∂V

|n · Ω̂|Ψ †(r, Ω̂, E)Ψ b(r, Ω̂, E)dA

−
∫ ∞

0
dE

∫
n·Ω̂>0

dΩ̂

∫
∂V

(n · Ω̂)Ψ †(r, Ω̂, E)Ψ (r, Ω̂, E)dA.

(18.3c)

In Eq. (18.3) we have used the function Ψ † to represent the importance of one
neutron inserted into the system at (r, Ω̂, E), which is equal to the aforementioned
contribution ΔF.

For the sake of simplicity, let us examine separately Eqs. (18.3b) and (18.3c).
Regarding Eq. (18.3b), this term accounts in the functional F for the contribution
of all neutrons inserted into the system by the neutron source. Here, Ψ † gives the
contribution ΔF of one neutron inserted at (r, Ω̂, E) and Q biases this contribution
to the total number of neutrons inserted into the system by the neutron source at
the same point. On the other hand, the term given in Eq. (18.3c) accounts in the
functional for the contribution of neutrons that are inserted, for the first time, into
the system through its structural boundaries. In Eq. (18.3c) the term

∫ ∞

0
dE

∫
n·Ω̂<0

dΩ̂

∫
∂V

|n · Ω̂|Ψ †(r, Ω̂, E)Ψ b(r, Ω̂, E)dA (18.4a)

accounts for the contribution to the functional of all neutrons that enter the system
through its boundaries. Also in Eq. (18.4a), Ψ † provides the contribution ΔF to
the functional of one neutron inserted into the system at (r, Ω̂, E) and Ψ b (Eq.
(18.2b)) biases this contribution with respect to all neutrons that enter the system
through its boundaries. However, if there is a possibility that part of the neutrons
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entering the system can be formed by neutrons that were previously inside the
system, for example, when reflective boundary conditions are considered, then their
contribution to the functional have been already accounted for, either by the neutron
source term or even by the boundary term itself. In this case, neutrons that enter
the system through its boundaries, and for some reason had been previously inside
the system, should be removed in order to avoid considering the same contribution
multiple times. This situation explains the term

−
∫ ∞

0
dE

∫
n·Ω̂>0

dΩ̂

∫
∂V

(n · Ω̂)Ψ †(r, Ω̂, E)Ψ (r, Ω̂, E)dA (18.4b)

that appears in Eq. (18.3c). If there is a possibility of a neutron leaving the system to
return, the importance of this neutron (Ψ †, for Ω̂ · n > 0 at the boundaries, i.e., r ∈
∂V ) is different from zero. Therefore, in Eq. (18.4b), the product between Ψ † and Ψ
represents the contribution to the functional of all neutrons that are re-entering the
system. Again, as the minus sign in Eq. (18.4b) indicates, this contribution needs to
be subtracted of Eq. (18.4a), since this term makes no distinction about the origin of
the inserted neutron.

Equation (18.3a) is the well-known reciprocity relation [PrLa10]. Observing Eqs.
(18.1), (18.2), and (18.3), it is reasonable to assume thatQ† is the source term of the
equation whose solution is Ψ †. In fact, the equation centered on Ψ † can be derived
using different approaches, such as the operation reversal [Ga87]. The importance
equation, also called adjoint transport equation, since it is the equation that is adjoint
to Eq. (18.2a), appears as

−Ω̂ ·∇Ψ †(r, Ω̂, E)+ σt(r, E)Ψ †(r, Ω̂, E) =
∫ ∞

0
dE′

∫
4π
σs(r, Ω̂ · Ω̂ ′

, E → E′)Ψ †(r, Ω̂
′
, E′)dΩ̂

′+

νσf(r, E)
4π

∫ ∞

0
dE′

∫
4π
χ(r, E′)Ψ †(r, Ω̂

′
, E′)dΩ̂

′ +Q†(r, Ω̂, E).

(18.5a)

Equation (18.5a) is subjected to the boundary conditions

Ψ †(r, Ω̂, E) = Ψ †b (r, Ω̂, E), r ∈ ∂V, Ω̂ · n > 0, 0 < E <∞, (18.5b)

which possess a strict relation with the boundary conditions for the forward transport
problem (Eq. (18.2b)) as will become apparent in the next section.
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18.3 The Source Estimation Through the Adjoint Technique

Let us consider again the functional defined in Eq. (18.1). As briefly discussed in
the previous section, the adjoint source keeps a strict relation with the functional F.
In fact, the definition of Q† depends on the definition of the functional F. When one
requires F to represent a specific physical quantity,Q† is automatically defined, such
that F becomes this desired quantity. For example, if it is required for F to represent
the reaction-rate of a given material at a specific point r-, then Q† becomes

Q†(r, E) = σx(r, E)δ(r− r-),

where σx(r, E) is the reaction cross section of the material considered and δ is the
Dirac delta function.

As we are interested in building an explicit relation between the power generated
by a subcritical system and the neutron source distribution used to stabilize it, we
assume that F represents the power generated by the system. That is,

F = Ptotal =
∫
V

dV

∫ ∞

0
dE

∫
4π
εσf(r, E)Ψ (r, Ω̂, E)dΩ̂, (18.6a)

where ε is the average energy released in one fission event. From Eqs. (18.1) and
(18.6a), one concludes that the adjoint source is

Q†(r, E) = εσf(r, E). (18.6b)

The adjoint angular flux associated with the adjoint source as in Eq. (18.6b)
represents, in this case, the contribution that one neutron inserted into the system
has to the generation of power by the whole subcritical system.

18.3.1 Boundary Conditions

At this point we need to focus our attention on the boundary conditions considered
in the neutron transport problem, in order to examine their relation with the adjoint
boundary conditions and the impact of such conditions in the definition of the
functional as presented in Eq. (18.3).

Thus, let us suppose that it is possible to know the origin of all neutrons entering
the system through its boundaries. In this case, Eq. (18.2b) can be written as a sum
of two different terms, i.e.,

Ψ b(r, Ω̂, E) = Ψ -(r, Ω̂, E)+ Ψ --(r, Ω̂, E), r ∈ ∂V, Ω̂ · n < 0, 0 < E <∞,

(18.7)
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where Ψ - is the part of Ψ b composed of the neutrons that come into the system for
the first time, and Ψ -- is the part of Ψ b composed of the neutrons that enter the
system and, for some reason, had been previously inside the system. Substituting
Eq. (18.7) into Eq. (18.3c), and recalling the definition of term Pb

[
Ψ †, Ψ

]
given in

the previous section, we write

Pb

[
Ψ †, Ψ

]
=

∫ ∞

0
dE

∫
n·Ω̂<0

dΩ̂

∫
∂V

|n · Ω̂|Ψ †(r, Ω̂, E)Ψ -(r, Ω̂, E)dA

(18.8a)
and

∫ ∞

0
dE

∫
n·Ω̂<0

dΩ̂

∫
∂V

|n · Ω̂|Ψ †(r, Ω̂, E)Ψ --(r, Ω̂, E)dA

=
∫ ∞

0
dE

∫
n·Ω̂>0

dΩ̂

∫
∂V

(n · Ω̂)Ψ †(r, Ω̂, E)Ψ (r, Ω̂, E)dA.

(18.8b)

In nuclear reactor physics problems, the angular flux of neutrons usually satisfies
the vacuum and/or reflective boundary conditions. In the case of vacuum boundary
conditions (VBC), it is assumed that no neutron can enter the system through its
boundaries. In other words,

Ψ b(r, Ω̂, E) = 0, r ∈ ∂V, Ω̂ · n < 0, 0 < E <∞.

Thus, for VBC, functions Ψ - and Ψ -- are identically zero. Setting Ψ - and Ψ -- as
zero in Eqs. (18.8), we obtain

Pb

[
Ψ †, Ψ

]
= 0 (18.9)

and, according to Eq. (18.8b) we conclude that

Ψ †(r, Ω̂, E) = 0, r ∈ ∂V, Ω̂ · n > 0, 0 < E <∞. (18.10)

As no neutron can enter the system through its boundaries, considering VBC means
that the contribution to the functional of neutrons that are inserted for the first
time into the system is zero, as we notice from Eq. (18.9). Furthermore, from
Eq. (18.10), we can also conclude that neutrons leaving the system have zero
importance. As there is no possibility for a neutron leaving the system to return,
once a neutron leaves the system, it will not contribute to the functional, hence it
has zero importance.

In the reflective boundary conditions (RBC), it is considered that all neutrons
leaving the system are reflected back into the system. In other words, the neutron
angular fluxes in the incoming directions at the boundaries are settled as equal to
the neutron angular fluxes in the outgoing directions at the same points. Thus,

Ψ b(r, Ω̂, E) = Ψ (r,−Ω̂, E), r ∈ ∂V, Ω̂ · n < 0, 0 < E <∞.
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As in the RBC the neutrons entering the system were all previously inside the system
(inserted by the neutron source), we have Ψ - equal to zero and

Ψ --(r, Ω̂, E) = Ψ (r,−Ω̂, E), r ∈ ∂V, Ω̂ · n < 0, 0 < E <∞. (18.11)

Therefore, as no neutron enters the system, for the first time, the contribution to
the functional of Pb

[
Ψ †, Ψ

]
is also zero. Moreover, substituting Eq. (18.11) into

Eq. (18.8b) we obtain the boundary conditions for the adjoint transport problem,
associated with RBC for the forward neutron transport problem. That is,

Ψ †(r, Ω̂, E) = Ψ †(r,−Ω̂, E), r ∈ ∂V, Ω̂ · n > 0, 0 < E <∞. (18.12)

As all neutrons leaving the system are reflected back into the system, their
contribution to the functional is equal to the contribution of neutrons entering the
system, as we can infer from Eq. (18.12).

18.3.2 The Importance Matrix

Considering the definition of the functional given in Eq. (18.6a) and Pb
[
Ψ †, Ψ

]
as

shown in Eq. (18.9) (valid for VBC and RBC), we can conclude from Eqs. (18.3)
that

Ptotal =
∫
V

dV

∫ ∞

0
dE

∫
4π
Q(r, Ω̂, E)Ψ †total

(r, Ω̂, E)dΩ̂. (18.13)

The superscript “total” that appears in Ψ † is used to indicate that these functions
are obtained by the solution of Eq. (18.5a) considering the adjoint source as given
in Eq. (18.6b), and boundary conditions as defined in Eqs. (18.10) and/or (18.12).

To proceed, let us consider the spatial domain V (subcritical system) as com-
posed of I subdomains Vi (hereafter called regions), i.e.,

V =
I⋃
i=1

Vi,

where the neutron source is uniform with respect to the spatial variables inside each
region Vi . Moreover, we assume that it is given not only the total power generated
by the system (Ptotal) but also how this power is distributed. That is to say,

Ptotal =
I∑
i=1

Pi ,
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where the power generated in each region (Pi) is considered to be known. Thus,
we redefine the functional F as the power generated by the region Vi instead of the
whole system as in Eq. (18.6a). In this case, we have

Pi =
∫
V

dV

∫ ∞

0
dE

∫
4π
εσf(r, E)ζi(r)Ψ (r, Ω̂, E)dΩ̂, (18.14a)

with

Q†(r, E) = εσf(r, E)ζi(r), (18.14b)

where

ζi(r) =
{

1, if r ∈ Vi
0, otherwise

.

Following a procedure which is analogous to the one that results in Eq. (18.13), we
obtain

Pi =
∫ ∞

0
dE

∫
4π

I∑
k=1

Qk(Ω̂, E)VkΨ
†i

k (Ω̂, E)dΩ̂, (18.15)

where we have defined

Ψ
†i

k (Ω̂, E) = 1

Vk

∫
Vk

Ψ †i (r, Ω̂, E)dV,

with Vk standing for the volume of region Vk. The subscript “k” in the neutron
source is used to emphasize that this function is uniform with respect to the spatial
variables inside each region Vk . Furthermore, the superscript “i” in Ψ † is used to
indicate that this function is obtained through the solution of Eq. (18.5a) considering
the adjoint source as shown in Eq. (18.14b), and boundary conditions as in Eqs.
(18.10) and/or (18.12).

Moreover, we use the energy multigroup formulation [PrLa10], wherein the
energy variable is discretized in a finite number G of contiguous energy groups,
such that

Emin = EG < EG−1 < · · · < Eg < Eg−1 < · · · < E2 < E1 = Emax,

where Emin is considered to be sufficiently small that neutrons with energy less than
Emin are negligible and Emax is sufficiently large that neutrons with energy greater
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than Emax are also negligible [PrLa10]. Assuming the neutron source as uniform
with respect to the energy variable inside each energy group, Eq. (18.15) appears as

Pi =
I∑

k=1

G∑
g=1

Qk,gVkΦ
†i

k,g, (18.16a)

where we have defined

Φ
†i

k,g =
∫ Eg−1

Eg

dE

∫
4π
Ψ

†i

k (Ω̂, E)dΩ̂. (18.16b)

At this point we remark that we have also considered isotropic neutron sources in
Eq. (18.16a). For i = 1 : I , we obtain the isotropic matrix equation

P = L†Q, (18.17a)

where P is an I -dimensional column vector composed of the prescribed power
density distribution; Q is an IG-dimensional column vector composed of the
uniform multigroup neutron sources; and L† is an I × IG matrix defined as

L† =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

V1Φ
†1

1,1 V1Φ
†1

1,2 V1Φ
†1

1,3 · · · V1Φ
†1

1,G V2Φ
†1

2,1 · · · VIΦ
†1

I,G

V1Φ
†2

1,1 V1Φ
†2

1,2 V1Φ
†2

1,3 · · · V1Φ
†2

1,G V2Φ
†2

2,1 · · · VIΦ
†2

I,G

...
...

...
. . .

...
...

. . .
...

V1Φ
†I

1,1 V1Φ
†I

1,2 V1Φ
†I

1,3 · · · V1Φ
†I

1,G V2Φ
†I

2,1 · · · VIΦ
†I

I,G

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (18.17b)

We observe that each row of matrix L† is composed of the solution of Eq.
(18.5a) considering boundary conditions given by Eq. (18.10) and/or (18.12) and
appropriate adjoint sources, cf. Eq. (18.14b) for i = 1 : I .

The matrix displayed in Eq. (18.17b) is referred to as importance matrix. Each
element of this matrix represents the importance that all neutrons inserted into the
system at a region k with kinetic energy in group g have to the generation of power
in region i, cf. Eqs. (18.16). The calculation of the importance matrix allows us
to explicitly correlate a prescribed distribution of power (P) with the neutron source
distribution (Q) required to drive the subcritical system into the given level of power.

If we consider the subcritical system as composed only of multiplying regions,
as well as G = 1, we can obtain a unique solution for Eq. (18.17a). That is,

Q = L†−1
P,

provided that L†−1
exists. However, if we consider that there are non-multiplying

regions composing the subcritical system and/or G > 1, which accounts for most



270 L. R. C. Moraes and R. C. Barros

of realistic situations, the linear system presented in Eq. (18.17a) does not have
a unique solution. In particular, with respect to the existence of non-multiplying
regions, the rows of Eq. (18.17b) associated with such regions have all elements
equal to zero. As in a non-multiplying region there is no fissile material to produce
fission, i.e., P = 0, the importance that a neutron inserted in any place into the
system has to the generation of power in this non-multiplying region is clearly zero.
This situation can also be viewed, noticing that trivial solution of Eq. (18.5a) arises
considering boundary conditions as Eqs. (18.10) and/or (18.12) and adjoint source
equal to zero (σf(r, E) = 0 when ζi(r) = 1).

As the linear system presented in Eq. (18.17a) does not have a unique solution,
auxiliary information must be given in order to determine a unique neutron source
distribution. This situation actually gives to the present methodology an interesting
flexibility, since different neutron source distributions can be generated (according
to the auxiliary information), all of them driving the subcritical system to the
prescribed distribution of power.

18.4 An Illustrative Example

To illustrate the use of the adjoint technique to estimate neutron source distributions
driving a subcritical system to a prescribed power distribution, we consider a
2-energy group slab-geometry subcritical problem, as depicted in Fig. 18.1. The
material parameters for this problem are displayed in Table 18.1. Moreover, we
adopt ν = 2.5 and ε = 200 MeV. At this point we remark that the numerical values
of the macroscopic cross sections presented in this section are fictitious. The goal
here is just to illustrate the application of the present methodology.

The adjoint transport equation for slab-geometry problems appears in the
multigroup discrete ordinates formulation (SN ) [LeMi93] as

−μm d

dx
Ψ †i
m,g(x)+ σtgΨ

†i
m,g(x) =

1

2

G∑
g′=1

σsg→g′

N∑
n=1

Ψ
†i

n,g′(x)ωn+

νσfg

2

G∑
g′=1

χg′
N∑
n=1

Ψ
†i

n,g′(x)ωn +Q†
g(x),

m = 1 : N, g = 1 : G, x ∈ Vk (k = 1 : 5),

(18.18a)

Fig. 18.1 Geometry of the test problem
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Table 18.1 Material parameters of the test problem

σsg→g′ (cm−1)

Material parameters σtg (cm−1) νσfg (cm−1) g′ = 1 g′ = 2 χg

V1 g = 1 2.31800E−01a 0.00000E+00 1.82450E−01 1.56300E−02

g = 2 8.38000E−01 0.00000E+00 0.00000E+00 7.33100E−01

V2 g = 1 2.36570E−01 1.12038E−02 2.09560E−01 1.45311E−02 1

g = 2 8.22800E−01 1.04762E−01 0.00000E+00 7.06506E−01 0

V3 g = 1 2.31800E−01 8.66721E−03 1.84200E−01 1.63800E−02 1

g = 2 8.71460E−01 1.88993E−01 0.00000E+00 7.42840E−01 0

V4 g = 1 3.37600E−01 0.00000E+00 3.03126E−01 1.01203E−03

g = 2 9.99500E−01 0.00000E+00 0.00000E+00 3.13126E−01

V5 g = 1 1.78120E−01 0.00000E+00 8.00710E−02 3.43413E−03

g = 2 1.17616E+00 0.00000E+00 0.00000E+00 1.14458E−01

a Read as 2.31800×10−1

where the adjoint source for this case is

Q†
g(x) = εσfg ζi(x), (18.18b)

with

ζi(x) =
{

1, if x ∈ Vi
0, otherwise

, i = 1 : 5.

In Eq. (18.18a) N is the number of discrete directions, G is the number of energy
groups, and ωn is the weight of the angular quadrature. The superscript “i” is used
to emphasize the relation between the adjoint angular flux and the adjoint source as
defined in Eq. (18.18b). That is,

Ψ †i
m,g(x) =

∫ Eg−1

Eg

Ψ †i (x, μm,E)dE.

Furthermore, we consider the macroscopic cross sections as uniform with respect to
the spatial variable within each region Vi , viz Table 18.1.

As described in the previous section, we need to calculate the importance matrix
in order to correlate the neutron source distribution and the power generated by
the system. However, as we consider here a slab-geometry problem, the vector P
presented in Eq. (18.17a) represents, in fact, the distribution of power per unit cross
sectional area in accordance with Eqs. (18.16). Using the fact that for slab-geometry
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problems the adjoint angular flux is considered to be uniform in the Y-Z plane, we
rewrite Eq. (18.16a) as

Pi =
I∑

k=1

G∑
g=1

Qk,gHkAΦ
†i

k,g, (18.19a)

where we have defined

Φ
†i

k,g =
1

Hk

∫ xk

xk−1

N∑
m=1

Ψ †i
m,g(x)ωm dx, (18.19b)

with Hk = xk − xk−1, the width of region Vk . In Eq. (18.19a) the volume Vk is
considered to be Vk = HkA, where A is a constant cross sectional area. Dividing
Eq. (18.19a) by A, we obtain

P̂i =
I∑

k=1

G∑
g=1

Qk,gHkΦ
†i

k,g, (18.20)

where P̂i = Pi/A. At this point we remark that Eq. (18.20) holds due to the fact that
we have considered that the system’s volume has a constant cross sectional area A.

Furthermore, in order to calculate the importance matrix we solve Eq. (18.18a)
2 times (number of multiplying regions) considering the adjoint source properly,
i.e., by setting i = 2 and i = 3 in Eq. (18.18b). To solve Eq. (18.18a) we use the
Response Matrix (RM) method [LeEtAl21] considering N = 16. The RM method
is free from spatial truncation errors, as it generates numerical results for the adjoint
angular fluxes in multilayer slabs that agree with the numerical values obtained from
the analytical solution of the energy multigroup adjoint SN problems. More details
about the RM method can be found in reference [LeEtAl21]. Table 18.2 presents the
importance matrix as generated for the problem depicted in Fig. 18.1.

As this is an underdetermined problem, we need additional information in order
to obtain a unique solution (Eq. (18.17a)). Thus, we consider the neutron source
distribution as

Qk,g =
⎧⎨
⎩
q1, if (k, g) = (2, 1)
q2, if (k, g) = (3, 2)
0, otherwise

. (18.21)

Now, as P̂1 = P̂4 = P̂5 = 0 (non-multiplying regions) and by setting P̂2 = P̂3 =
0.5 MW/cm2, considering the importance matrix as displayed in Table 18.2 and the
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Table 18.2 The importance matrix

b

L†
a,b 1 2 3 4 5

a 1 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

2 1.17797E−16a 7.24480E−17 2.58976E−15 2.99135E−15 4.85430E−16

3 1.55041E−17 7.13617E−18 6.75813E−16 6.62154E−16 2.85270E−15

4 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

5 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

b

L†
a,b 6 7 8 9 10

a 1 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

2 7.25905E−16 6.08541E−19 4.46152E−20 8.15136E−21 2.08975E−29

3 6.30994E−15 1.09166E−16 1.58733E−17 1.44139E−18 7.30164E−27

4 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

5 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

a Read as 1.17797×10−16

Table 18.3 Power generated by the forward transport problem with S16 and G = 2

Region

V1 V2 V3 V4 V5

Power (MW/cm2) g = 1 0.00000 0.230728 0.097421 0.00000 0.00000

g = 2 0.00000 0.269272 0.402579 0.00000 0.00000

Total 0.00000 0.500000 0.500000 0.00000 0.00000

neutron source distribution as given in Eq. (18.21), we obtain: q1 = 1.76144 ×
10+14 neutrons/cm3s and q2 = 6.03743 × 10+13 neutrons/cm3s. In other words,

Qk,g =
⎧⎨
⎩

1.76144 × 10+14, if (k, g) = (2, 1)
6.03743 × 10+13, if (k, g) = (3, 2)

0, otherwise
. (18.22)

In order to verify if the neutron source distribution shown in Eq. (18.22) in fact
drives the subcritical system to the prescribed distribution of power, we solve the
forward neutron transport equation for slab-geometry problems in the multigroup
(G = 2) and discrete ordinates (S16) formulations, considering the same transport
problem as depicted in Fig. 18.1 and neutron source distribution as given in Eq.
(18.22). Then, we calculate the power per unit area generated in each region, as
can be seen in Table 18.3. Furthermore, Fig. 18.2 displays the neutron scalar flux
generated by this forward transport problem.

We remark that we have also used the RM method to solve the forward transport
problem. Observing Table 18.3, we conclude that the neutron source distribution
correctly drove the subcritical system to the given power distribution.
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Fig. 18.2 Neutron scalar flux generated by the forward transport problem with S16 and G = 2

18.5 Concluding Remarks

Presented here is a more general description of the methodology given in [LeEtAl20,
LeEtAl21], where the adjoint technique is used to estimate the neutron source
distribution that drives a subcritical system to a prescribed distribution of power.

This methodology is based on a relation between a linear functional with respect
to the neutron angular flux and the importance function. The importance function,
also termed adjoint angular flux, represents the contribution that one neutron
inserted into the system has to the generation of power. Under a practical viewpoint,
the most important aspect of the present methodology lies on the calculation of the
importance matrix. This matrix is composed of solutions of the adjoint transport
equation, considering appropriate adjoint sources, which are related to the meaning
of the functional. The importance matrix allows the direct correlation between the
neutron source distribution and the power generated by the system.

Once the importance matrix is settled, one can obtain the desired neutron source
distribution, with additional information, if necessary. This additional information,
in fact, gives to the methodology an interesting flexibility, since it can change the
arrangement of the estimated neutron source distribution. As an example, if we had
considered in the previous section the neutron source distribution as

Qk,g =
⎧⎨
⎩
q1, if (k, g) = (1, 2)
q2, if (k, g) = (3, 1)
0, otherwise

,
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we would have obtained, considering the same importance function: q1 =
5.82473 × 10+15 neutrons/cm3s and q2 = 1.60701 × 10+14 neutrons/cm3s. This
alternative neutron source distribution drives the subcritical system to the generation
of power displayed in Table 18.4. In addition, Fig. 18.3 displays the neutron scalar
flux as generated by the forward transport problem with this new distribution source.

Analyzing Fig. 18.3, we can notice that this different additional information has
led to a neutron source distribution that changed considerably the profile of the
neutron scalar flux in the forward problem. However, despite the change in the shape
of the neutron angular flux, which suggests a modification in the power generated
by the system, the new neutron source distribution still drives the subcritical system
to the prescribed power distribution, as can be seen in Table 18.4.

We conclude this chapter by pointing out that the interpretation of the adjoint
angular flux as an importance function, and its subsequent use in the development of
the offered methodology, is not unique. In fact, the theoretical approach considered
in this work is referred to as heuristic approach [Ga87]. Other approaches, such

Table 18.4 Power generated by the forward transport problem with the alternative neutron source
distribution

Region

V1 V2 V3 V4 V5

Power (MW/cm2) g = 1 0.00000 0.178961 0.133306 0.00000 0.00000

g = 2 0.00000 0.321039 0.366694 0.00000 0.00000

Total 0.00000 0.500000 0.500000 0.00000 0.00000

Fig. 18.3 Neutron scalar flux generated by the forward transport problem with the alternative
neutron source distribution
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as the variational [Po67] and differential [Ob76, PrLa10] approaches, can also be
used in the development of the present methodology. Nonetheless, regardless of the
approach that is considered, the prescribed power density and the neutron source
distribution will still be correlated as given in Eq. (18.17a).
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Chapter 19
The Nodal LTSN Solution and a New
Approach to Determine the Outgoing
Angular Flux at the Boundary in a
Rectangular Domain

A. R. Parigi, C. F. Segatto, B. E. J. Bodmann, and F. C. da Silva

19.1 Introduction

One of the approaches to solve neutral particle transport in multiplicative or partially
multiplicative media is the discrete ordinate method, also known as the SN Ansatz
[Se95]. Recent literature has shown that this method is a convenient starting point
for an analysis of the problem and for developments of approximate solutions in
analytical representation with potential application in a variety of reactor problems.
The basic idea is based upon discretizing the continuous angular variables in the
transport equation, so that the transport equation becomes a system of coupled
partial differential equations. A general derivation of the neutron transport equation
based on microscopic dynamics may be found in references [BoEtAl83, Sp78], and
the simplification to the SN equation is reported in [SeEtAl12].

If the dimension of the domain is two- or three-dimensional, a pathological
problem shows up, namely the angular fluxes at the boundaries shall be provided
so that a unique solution may be determined, which in the one-dimensional case
is not necessary. This peculiarity is independent of the specific approach, whether
numerical or (semi-)analytical, it rather stems from the fact that in the one-
dimensional problem the boundary is not connected (i.e., simply two end points),
whereas for domain dimensions larger than one the boundary of the typically
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convex domain is connected. In the further the SN equation is solved using a
well-established method in the treatment of multidimensional transport, which is
based on integrating out the transverse degree of freedom of the spatial variables
in the transport equation. This procedure allows in principle to derive the analytical
solution of the SN equation system, but using approximations for the transverse-
leakage terms which arise from the integration step and the scattering source term,
respectively.

A number of attempts to obtain analytical solutions already exist in the literature,
where the ones relevant for the present discussion are derived using besides the
discrete ordinate description also the Laplace integral transform. In this context, the
LT SN method for two- and three-dimensional transport problems are reported in
references [ZaEtAl95, ZaEtAl97, Ha02, Ha06], while in [HaEtAl03] the question of
convergence of the discrete ordinate solution towards the continuous solution in the
angular variables is addressed. Following in some part the reasoning of the previous
works, in the further we present the two-dimensional nodal LT SN2D solution using
a new approach for the determination of the unknown angular fluxes on the contours,
which were introduced adhoc in the aforementioned references and citations therein.

Recalling that the problem of the unknown angular flux on the boundary does not
exist in the one-dimensional formulation of the SN equation, one may use this fact
and construct the two-dimensional solution from the one-dimensional version. To
this end the two-dimensional domain is segmented into narrow straight subdomains,
so that in each strip one may consider a one-dimensional transport problem. Then
the originally unknown angular fluxes in the boundaries are approximated by the
one-dimensional LT SN solution in the contours of each line, which represents
the strip. For a sufficiently large number of subdomains this approximation should
already provide an acceptable solution for the two-dimensional problem and espe-
cially represent the “better physics” as compared to the necessary but nevertheless
“arbitrary” assumptions for the angular flux at the respective domain boundaries as
commonly adopted in the literature.

19.2 The Integrated SN Equations

Nuclear scenarios are typically analyzed in a rectangular domain, which might
represent a nuclear fuel cell or a region of the nuclear reactor core. The reduction
of an initially three-dimensional problem to a two-dimensional problem may be
justified by the fact that the horizontal dimensions of a fuel element are typically
very much smaller than the element height, so that one may consider approximate
translational symmetry along the vertical axis and consequently the problem
depends only on the horizontal coordinates (x, y). Moreover, in the horizontal plane
one may assume an approximate symmetry under reflection across the x and y

axis, respectively, so that only one quarter of the geometric cross section of the
problem shall be considered. Thus, this has implications on the type of boundary
conditions, namely reflective conditions at (0, y) and (x, 0) due to symmetry and
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Fig. 19.1 Rectangular
domain [0, a] ⊗ [0, b] with
neutron source region (gray)
[0, as ] ⊗ [0, bs ] and reflective
and vacuum boundary
conditions

Vacuum

Reflection
Boundary
Condition

Reflection
Boundary
Condition

b

bs

as a

Vacuum

Q = 0

Q > 0

(0,0)

vacuum boundary conditions at (a, y) and (x, b) (see Fig. 19.1). In this sense one
considers an idealized neutrons transport problem defined in a rectangular domain
) = {(x, y) ∈ [0, a] ⊗ [0, b]} with the aforementioned boundary conditions of
vacuum and reflection type together with a multiplicative region representing a
neutron source)Q = {(x, y) ∈ [0, as]⊗[0, bs]}with as < a and bs < b. As already
made plausible the SN transport equation is defined in two-dimensional Cartesian
geometry with sectionally homogeneous media, i.e., a region where fission occurs
(x, y) ∈ [0, as] ⊗ [0, bs], and a region (x, y) ∈ [0, a] ⊗ [0, b]\[0, as] ⊗ [0, bs]
where only absorption and scattering are the relevant nuclear reaction processes.
Additionally discrete ordinates are understood, further we assume that the dominant
collision process is described by isotropic scattering and for simplicity the energy
dependence of the general transport equation was integrated out. In the transport
equation, which we define as our starting point of the discussion to follow, the
scattering integral was tacitly replaced by a quadrature approximation, where in this
work the Level Symmetric Quadrature- LQN was used (for details see, for instance,
reference [LeEtAl93]).

μm
∂Ψm(x, y)

∂x
+ ηm

∂Ψm(x, y)

∂y
+ σtΨm(x, y) = Q(x, y)+ σs

4

M∑
n=1

ωnΨm(x, y)

(19.1)

Here, m = 1, . . . ,M are the discrete angular directions where the total number
of directions M = N(N+2)

2 is related to the quadrature scheme N . Ψm(x, y) ≡
Ψm(x, y, Ω̂m) denotes the angular flux of particles at position (x, y), which propa-
gate in the direction Ω̂m, where the discrete directions of motion Ω̂m = (μm, ηm)

are specified by the two angular cosines μm and ηm. The total macroscopic cross
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section σt and the isotropic scattering cross section σs define the considered nuclear
reactions, ωm is the weight from the quadrature scheme associated with direction m
and Q(x, y) ≡ Q(x, y, Ω̂m) signifies the neutron source at location (x, y), which is
different from zero in the subdomain where fission occurs and otherwise vanishes.
The boundary conditions (19.2) of the considered scenario are the two reflective
conditions followed by the two vacuum conditions.

Ψm(0, y, Ω̂m(μm, ηm)) = Ψm(0, y, Ω̂m(−μm, ηm)) , forμm > 0

Ψm(x, 0, Ω̂m(μm, ηm)) = Ψm(x, 0, Ω̂m(μm,−ηm)) , forηm > 0

Ψm(a, y, Ω̂m(μm, ηm)) = 0 , μm < 0

Ψm(x, b, Ω̂m(μm, ηm)) = 0 , ηm < 0 (19.2)

As a next step towards solving Eq. (19.1) subject to the boundary conditions
(19.2), the SN equation was integrated over the transverse direction x from 0 to
a and multiplied by 1

a
so that the dimension of a flux is maintained and we end up

with a system of ordinary differential equations which depend on variable y only.

ηm
dΨ̃xm(y)

dy
+ μm

a
(Ψm(a, y)− Ψm(0, y))+ σt Ψ̃xm(y) = Qxm(y)+ σs

4

M∑
n=1

ωnΨ̃xn(y)

(19.3)

Here the cross direction integrated flux and source term is

Ψ̃xm(y) ≡ 1

a

∫ a

0
Ψm(x, y) dx ,

Qxm(y) ≡ 1

a

∫ a

0
Qm(x, y) dx ,

and Ψm(0, y) and Ψm(a, y) are the boundary conditions (19.2) for m = 1, . . . ,M .
Proceeding in the same manner for the second spatial variable, Eq. (19.1) was
integrated with respect to y from 0 to b and for dimensional reasons the integral
was multiplied by 1

b
.

μm
dΨ̂ym(x)

dx
+ ηm

b
(Ψm(x, b)− Ψm(x, 0))+ σt Ψ̂ym(x) = Qym(x)+ σs

4

M∑
n=1

ωnΨ̂yn(x) ,

(19.4)



19 The Nodal LTSN Solution and a New Approach 281

where

Ψ̂ym(x) ≡ 1

b

∫ b

0
Ψm(x, y) dy,

Qym(x) ≡ 1

b

∫ b

0
Qm(x, y) dy

and Ψm(x, 0) and Ψm(x, b) are the respective boundary conditions from Eq. (19.2),
for m = 1, . . . ,M .

19.3 The Nodal LT SN Solution

In order to find the solutions of Eqs. (19.3) and (19.4) by the LT SN method, for
convenience the set of equations was cast in matrix form,

dΨ̃ x(y)

dy
− AyΨ̃ x(y) = Z(y) (19.5)

and

dΨ̂ y(x)

dx
− AxΨ̂ y(x) = S(x) , (19.6)

where Ax and Ay are square matrices of order M with the components given by

Ax(i, j) =
{
− σt
μi
+ σsωj

4μi
if i = j

σsωj
4μi

if i �= j

and

Ay(i, j) =
{
−σt
ηi
+ σsωj

4ηi
if i = j

σsωj
4ηi

if i �= j
.

Here, Ψ̃ x(y) and Ψ̂ y(x) are vectors of order M , representing the angular flux
averaged along the x and y degree of freedom, respectively, and the integrated
source term vectors are

Z(y) = N−1Qx(y)− 1

a
N−1M (Ψ (a, y)− Ψ (0, y)) ,

S(x) = M−1Qy(x)− 1

b
M−1N (Ψ (x, b)− Ψ (x, 0)) .
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The matrices M and N are diagonal of order M with components containing the
direction cosines μm and ηm. Further, Ψ (a, y), Ψ (0, y) are the boundary condition
vectors of the two-dimensional problem at x = a and x = 0, and Ψ (x, b), Ψ (x, 0)
are the counterpart boundary condition vectors at y = b and y = 0, respectively.

The next step to obtain the solution of (19.3) and (19.4) by the LT SN method is
provided upon applying the Laplace transform in the respective spatial variable of
the ordinary matrix differential equation (19.5) and (19.6) from which one obtains
two linear matrix equation systems of order M , depending now on the dual complex
variable s.

(sI− Ay)
¯̃
Ψ x(s) = Z̄(s)+ Ψ̃x(0) (19.7)

(sI− Ax)
¯̂
Ψ y(s) = S̄(s)+ Ψ̂y(0) (19.8)

Here, I is the usual identity matrix of order M and

¯̂
Ψ y(s) = L {Ψ̂ y(x)} , ¯̃

Ψ x(s) = L {Ψ̃ x(y)} ,
S̄(s) = L {S(x)} , Z̄(s) = L {Z(y)}

are the Laplace transforms of the averaged angular fluxes and the cross direction
integrated source terms, respectively. Now, the transformed problems (19.7) and
(19.8) may be solved for non-singular matrices (sI− A),

¯̃
Ψ x(s) =

(
sI− Ay

)−1
(
Z̄(s)+ Ψ̃ x(0)

)
(19.9)

and

¯̂
Ψ y(s) = (sI− Ax)

−1
(
S̄(s)+ Ψ̂ y(0)

)
. (19.10)

Upon applying the inverse Laplace transform in (19.9) and (19.10) one obtains
the solutions for the averaged angular fluxes in the original coordinates y and x,
respectively.

Ψ̃ x(y) = YeE
∗(y)Y−1Ψ̃ x(0)

+YeEyY−1 ∗
(
N−1Qx(y)− 1

a
N−1M (Ψ (a, y)− Ψ (0, y))

)
(19.11)

Ψ̂ y(x) = XeD
∗(x)X−1Ψ̂ y(0)

+XeDxX−1 ∗
(
M−1Qy(x)− 1

b
M−1N (Ψ (x, b)− Ψ (x, 0))

)
(19.12)
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In these two equations ∗ signifies the convolution operation, D = diag{d1, d2, . . . ,

dM } are the M distinct eigenvalues di of matrix Ax , E = diag{e1, e2, . . . , eM } are
theM distinct eigenvalues ei of matrix Ay . Further, the arguments of the exponential
function of the homogeneous solutions are given by

D∗(x) =
{
dix if di < 0
di(x − a) if di > 0

,

E∗(y) =
{
eiy if ei < 0
ei(y − b) if ei > 0

.

Last but not least, X is the matrix with eigenvectors of Ax and correspondingly Y is
the matrix containing the eigenvectors of Ay . Thus, the solutions (19.11) and (19.12)
are determined except for the unknown angular fluxes at the boundary Ψ (0, y),
Ψ (a, y), Ψ (x, 0), and Ψ (x, b), respectively.

At this point, instead of choosing boundary conditions which may or may not
represent a physically sound scenario, we follow a different reasoning and attempt
to construct the two-dimensional solution from the one-dimensional one, since as
mentioned in the introduction in the one-dimensional case the boundaries are points
only. To this end, we consider the rectangular domain covered with a discrete and
finite set of narrow stripes, either oriented parallel to the x-axis with discrete rk = yk
and yk ∈ [0, b] as shown in Fig. 19.2 or parallel to the y-axis with rk = xk and
xk ∈ [0, a], where in either case k = 1, . . . , J with J ∈ N. If the differences of
rk− rk−1 << a or b depending on the case in consideration, then the angular fluxes
at the extreme ends of the stripe may be interpreted as the ones of a one-dimensional
problem, so that the known angular fluxes from the one-dimensional problem shall
be an acceptable approximation for the boundary values at either xk ∈ {0, a} or
yk ∈ {0, b}.

More specifically, along each line, we considered a heterogeneous and one-
dimensional problem, so that the domain is divided into two regions, where one
region contains a neutron source, whereas the second region has no neutron source.
Note that even for lines that do not cross the region where the physical neutron
source is located (the shaded region in Fig. 19.2) one has to admit a spurious source
in order to avoid the trivial solution, which would arise otherwise. Thus, each one-
dimensional problem is represented by the following equation SN .

γm
dφ

(i)
km(z)

dz
+ σtφ

(i)
km(z) =

σs

2

N∑
n=1

φ
(i)
kn (z)ωn + q

(i)
k (z)

Here, z represents the spatial variable, φ(i)km(z) is the one-dimensional angular flux
of line k, in the direction m and in region i (i ∈ {1, 2}), where in region 1 the
restriction z < as or bs holds, so that the line crosses either the neutron source region
if rk < bs or as and has a spurious source otherwise. Region 2 is the complement in
the domain, where the medium is characterized by the nuclear reactions scattering
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Fig. 19.2 Approximation of
the two-dimensional problem
by an enumerable and finite
set of one-dimensional
problems
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and absorption. In analogy to the two-dimensional problem γm is the directional
cosine and ωn (n = 1, . . . ,N ) are the weights of the quadrature of order N . The
source term for region 1 is then given by

q
(1)
k (z) =

{
1 ∀z ∈ [0, 0.52] if rk ≤ 0.52

e−β(rk−0.52) ∀z ∈ [0, 0.52] if yk > 0.52
,

while in region 2 the source term vanishes, qk(2)(z) = 0 with z ∈ (0.52, 1], because
here the medium is no longer multiplicative, or physically speaking does not contain
nuclear fuel. The macroscopic scattering and total cross sections σs and σt of the
one-dimensional problems are the same as for the two-dimensional case.

However, differently from the two-dimensional problem, where only the shaded
region (see Fig. 19.2) has a non-vanishing source term, the one-dimensional neutron
transport problem needs source terms for the lines with rk > bs or as and we
assume them to be of the type q(z)(1)k = e−β(yk−bs), where β is a constant to be
determined a priori in a way that this term is sufficiently close to zero but finite to
guarantee that the found solution does not coincide with the trivial one. Moreover,
this term was crucial in order to preserve the reflexive boundary condition for the
one-dimensional problem, which circumvents the characteristics and consequences
of a homogeneous and non-multiplicative medium. For all the obtained results a
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numerical value for β = 25 has proven to be suitable. Then, the boundary conditions
for z = 0 are

φ
(1)
k (0, γn) = φ

(1)
k (0,−γn) with γn > 0 and n = {1, . . . , N

2
} ,

while at the interface between the regions with and without the source term (at
z = as or bs) a continuity condition holds,

φ
(1)
k (as ∨ bs, γn) = φ

(2)
k (as ∨ bs, γn) ,

and at the outer boundary at z = a or b the fluxes vanish.

φ
(2)
k (a ∨ b, γn) = 0 for n = {N

2
+ 1, . . . ,N }

From the application of the LT SN method to the one-dimensional case one finds
the solution (for details see reference [SeEtAl99])

φ(1)(z) = B(1)(z)ξ (1) +H(1)(z) for z ∈ [0, as ∨ bs]

φ(2)(z) = B(2)(z)ξ (2) for z ∈ [as ∨ bs, a ∨ b],

where the matrices B are

Bi (z) =
{
XeDz if D < 0
XeD(z−Li) if D > 0

and depending on the orientation of the one-dimensional problem in the two-
dimensional domain Li = as ∨ bs for i = 1 and Li = a ∨ bs for i = 2. The
vector H contains the source term as follows:

H(1)(z) = X

{∫ z
0 e

D(z−ζ )X−1q(1)(ζ ) dζ if D < 0∫ Ls
z

eD(z−ζ )X−1q(1)(ζ ) dζ if D > 0
,

and here X is the matrix containing the eigenvectors and the diagonal matrix D with
the distinct eigenvalues of the LT SN matrix of the one-dimensional problem, which
is the one-dimensional analogue to the matrices A in Eqs. (19.5) and (19.6).

To estimate the angular fluxes of the two-dimensional problem on the bound-
aries one employs the findings from the one-dimensional angular fluxes and
uses the LT SN method associated with the DNI technique (dummy-node inclu-
sion) [ChEtAl00] to construct the angular fluxes in the two-dimensional problem.
This new procedure opened a pathway to interpolate the directions of the two-
dimensional problem by the values of the one-dimensional directions. More specif-
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ically, we considered the direction cosines Ω̂m, m ∈ [1, M2 ] included them in the
quadrature scheme and associated with them null weights, so that the quadrature
scheme of the one-dimensional problem becomes

• γi = cos(Ω̂i) and the weights ωi = 0 for i = 1, . . . , M4 ;
• γ

i+M
4
= γi and the weights ω

i+M
4
= ωi for i = 1, . . . ,ℵ, where ℵ is the total

number of directions of the one-dimensional problem;
• γ

i+M
2 +N = cos(Ω̂i) and the weights ω

i+M
4
+N = 0 for i = M

4 + 1, . . . , M2 .

As a consequence, this allows to approximate the unknown angular fluxes at
the boundaries by the solution of the one-dimensional problem calculated in the
boundaries of the one-dimensional problem, that is, according to the boundary
conditions the estimated Ψm(0, yk) are given by

Ψm(0, yk) = Ψ
m+M

4
(0, yk) ≡ φ1

km(0)

Ψ
m+M

2
(0, yk) = Ψ

m+ 3M
4
(0, yk) ≡ φ1

k(m+M
4 +N )

(0)

for m = 1, M4 . Now, in agreement with the outer boundary conditions Ψm(a, yk)
may be estimated

Ψm(a, yk) = Ψ
m+ 3M

4
(a, yk) ≡ φ2

km(L)

with m = 1, M4 , where φ1
k (0) and φ2

k (L) represent the angular fluxes at the origin
and end of the domain of each one-dimensional transport problem in the narrow
rectangle aligned with rk , respectively.

In the same manner one approximates the fluxes in Ψ (x, 0) and Ψ (x, b), so that
finally the solutions (19.11) and (19.12) are completely determined and the only
necessary information is to determine the vectors Ψ̃x(0) and Ψ̂y(0). To this end,
two linear systems with M equations each are solved, which are associated with the
Eqs. (19.11) and (19.12), respectively, obtained by estimating the same equations
for the boundary values x = a and y = b.

19.4 Numerical Results

Next some numerical results obtained from the solution presented in the previous
section are shown, considering the domain described in Fig. 19.1 where a = b =
1, Q(x, y) = 1 for 0 ≤ x ≤ as = 0.52 and 0 ≤ y ≤ bs = 0.52. Note that
all the dimensions are given in multiples of mean-free-paths, σt = 1.0 cm−1 and
three situations for σs , σs = 0.5 cm−1, σs = 0.1 cm−1, and σs = 0.05 cm−1 were
analyzed. For all the cases of σs andN from a strong to a weaker scattering medium,
we used twenty directions for the one-dimensional problems associated with M

2
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Table 19.1 Scalar Fluxes for the present method and comparison to the findings of reference
[Si18]

x = 0.5 x = 0.7 x = 0.98

σs N Spatial grid for DD LT SN DD [Si18] LT SN DD [Si18] LT SN DD [Si18]

0.5 2 50 × 50 0.280 0.312 0.211 0.216 0.137 0.112

4 50 × 50 0.319 0.314 0.221 0.196 0.128 0.097

6 50 × 50 0.325 0.314 0.218 0.188 0.123 0.095

8 50 × 50 0.328 0.3315 0.214 0.184 0.121 0.095

12 50 × 50 0.330 0.3316 0.211 0.181 0.119 0.095

16 50 × 50 0.330 0.317 0.209 0.180 0.118 0.095

0.1 2 50 × 50 0.211 0.3224 0.151 0.147 0.094 0.071

4 100 × 100 0.229 0.3223 0.146 0.127 0.094 0.059

6 200 × 200 0.231 0.3223 0.140 0.120 0.075 0.058

8 200 × 200 0.232 0.3224 0.137 0.117 0.073 0.058

12 500 × 500 0.233 0.3225 0.133 0.114 0.072 0.058

16 500 × 500 0.234 0.226 0.131 0.113 0.171 0.058

0.05 2 50 × 50 0.204 0.3216 0.145 0.141 0.090 0.068

4 400 × 400 0.220 0.3215 0.139 0.122 0.076 0.056

6 400 × 400 0.223 0.3215 0.134 0.115 0.071 0.055

8 500 × 500 0.224 0.3216 0.130 0.111 0.069 0.055

12 1000 × 1000 0.225 0.3217 0.126 0.109 0.068 0.055

16 1000 × 1000 0.225 0.218 0.124 0.108 0.067 0.055

directions corresponding to the two-dimensional problem. The numerical results
obtained by this novel methodology are presented in Table 19.1 and compared with
those obtained by the DD method—Diamond Difference of reference [Si18].

19.5 Conclusions

In this work we presented the first results obtained by the proposition of a new
methodology to determine the solution of a neutron transport problem with isotropic
scattering, with a fixed source and in two-dimensional Cartesian geometry. The
solution was found upon integrating the SN equations in the spatial variables
followed by the application of the LT SN method. Since it is a characteristics of
nodal methods to establish auxiliary equations to represent the transverse-leakage
terms, we developed a new approach for the treatment of the unknown angular
fluxes on the boundaries. To be more specific, we considered the two-dimensional
domain covered by a set of straight subdomains, in a way that the unknown fluxes
may be approximated by the angular fluxes at the ends of the domain by a one-
dimensional transport problem where each subdomain corresponds to narrow strip
of the coverage. Thus, the unknown angular fluxes at the boundary of the two-
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dimensional domain were estimated by the solution of the one-dimensional LT SN
problem calculated at the endpoint of each straight line.

This formulation allowed to decouple the solutions of the average angular fluxes
in the x and y directions, making it possible to transform the resulting linear system,
so that the LTSN method could be applied. Through this approach, the solution of
integrated SN problems becomes equivalent to the solution of the one-dimensional
SN problem and the comparison of the present approximations coincide fairly well
with those obtained by other procedures reported in the literature and giving support
to our reasoning. Nevertheless, in the literature the unknown fluxes at the boundary
are commonly chosen adhoc without any additional physical justification so the we
believe to have made a step towards a more consistent solution of the problem not
only from a mathematical but also from a physical point of view.

As future steps, we will elaborate error estimates of the found solution in order
to analyze the necessity of a refinement of the procedure. Furthermore, this idea of
building the two-dimensional solution from one-dimensional one can be modified
so that each strip of a line problem does not necessarily be oriented along the x or
y axis but may be oriented in a way to contain a section with physical source term
instead of introducing a spurious term. These results can then be compared with the
ones obtained in this work, so that one may evaluate the progress of the extended
method with the current results.
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Chapter 20
A Numerical Study of the Convergence
of Two Hybrid Convolution Quadrature
Schemes for Broadband Wave Problems

J. Rowbottom and D. J. Chappell

20.1 Introduction

In this chapter, we compare the performance of two recently proposed hybrid meth-
ods [RoCh21] for numerically solving the wave equation in two spatial dimensions.
The convolution quadrature (CQ) method is employed for the time discretisation
[Lu88, Lu94, Ch11], which can be used to transform the original time-domain
problem into a system of frequency domain Helmholtz problems with complex
wavenumbers [BaSa08, BeEtAl17, MaEtAl20]. For a range of wavenumbers that
will be considered as low frequencies, the Helmholtz problems will be solved
numerically using a piecewise constant collocation boundary element method
(BEM). The remaining wavenumbers will be considered as the high frequencies,
and the Helmholtz models will be replaced by one of two alternative high-frequency
approximations, leading to the two hybrid schemes that we compare in this study.

The first high-frequency approximation will be based on a plane-wave approx-
imation in which the amplitudes are approximated via dynamical energy analysis
(DEA) with a Petrov-Galerkin discretization, as discussed in [ChEtAl21]. DEA is
an approach for modelling wave energy densities at high frequencies that was first
proposed just over 10 years ago [Ta09]. DEA is based on a linear integral operator
model (like the BEM) of phase-space density transport along ray trajectories
between positions on the boundary of a domain or sub-domain. Recent develop-
ments have seen the capability of DEA extended to three-dimensional [BaEtAl17]
and industrial applications [HaEtAl19], as well as stochastic propagation through
uncertain structures [ChTa14, BaCh20]. The phase terms will then be approximated
by matching the solutions calculated via BEM with an expression for the plane-wave
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approximation, as discussed in more detail in Sect. 20.4.1. The second high-
frequency approximation will be based on an incident illumination approximation
where only the direct contribution of the source term on the boundary is included.
Numerical experiments are then discussed, investigating the convergence of both
hybrid methods when the wave problems are driven by a plane wave travelling into
the domain.

20.2 Convolution Quadrature for the Wave Equation:
Summary

Let Ω ⊂ R
2 be a finite domain with boundary Γ = ∂Ω . We consider the following

initial-boundary value problem (IBVP) for the homogeneous wave equation:

ΔΦ − 1

c2

∂2Φ

∂t2
= 0, in Ω × (0, T ), (20.1)

with initial conditions

Φ(·, 0) = ∂tΦ(·, 0) = 0, in Ω, (20.2)

and Neumann boundary condition

∂Φ

∂n̂
= F on Γ × (0, T ), (20.3)

for some T > 0. Here, we assume F is a real-valued function of space and
time, c > 0 is the wave speed and n̂ is the unit outward normal to the boundary.
We will consider problems when the boundary Γ corresponds to an interface
with a vibrating structure that generates an inhomogeneous boundary condition F
[ChEtAl08, MaEtAl20].

We consider solving the IBVP of the wave equation (20.1)–(20.3) by reformulat-
ing it as a direct boundary integral equation

Φ(x, t) = (S F) (x, t)− (DΦ)(x, t) in Ω × [0, T ]. (20.4)

Here, S and D are, respectively, the single and double layer potential operators

(S F)(x, t) :=
∫ T

0

∫
Γ

G(x − y, t − τ)F (y, τ )dΓydτ,

(DΦ)(x, t) :=
∫ T

0

∫
Γ

∂G

∂n̂y
(x − y, t − τ)Φ(y, τ )dΓydτ,
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where the fundamental solution G is given by

G(x, t) = H(t − ‖x‖ /c)
2π

√
t2 − ‖x‖2 /c2

,

and H is the Heaviside step-function. Moving (20.4) from the interior domain Ω
to the boundary Γ , one then obtains the following direct time-domain boundary
integral equation

(
1

2
I +K

)
Φ(x, t) = (V F )(x, t) on Γ × [0, T ], (20.5)

where V and K are, respectively, the traces of S and D on Γ .
Note that boundary integral operators V and K in (20.5) are time convolution

operators. We will employ a time discretisation of (20.5) based on the BDF2
multistep scheme outlined in [BaSa08, BeEtAl17, MaEtAl20]. In doing so we split
the time interval [0, T ] into N steps of equal length Δt = T/N and compute an
approximate solution at the discrete time-steps tn = nΔt . We will make use of the
Laplace transforms of the operators V and K evaluated at a set of Laplace domain
frequencies ζl , l =, . . . , Ñ − 1, which we denote by

(Ṽ (ζl)F )(x) =
∫
Γ

Gl (x − y) F (y)dΓy,

(K̃(ζl)u)(x) =
∫
Γ

∂Gl

∂n̂y
(x − y) u(y)dΓy .

Here, Gl is the fundamental solution to the Helmholtz equation in two dimensions
given by

Gl(x) = − i

4
H
(1)
0 (kl ‖x‖),

with H(1)
0 being the zeroth order Hankel function of the first kind and kl = iζl/c

the wavenumber. The choice of Laplace domain frequencies ζl relate to those used
in a numerical approximation of Cauchy’s integral formula applied to the inversion
of a Z-transform, where the contour is taken as a circle of radius λ < 1 [BaSa08,
BeEtAl17, MaEtAl20] and one obtains

ζl = γ (λe−2π il/Ñ )

Δt
.

The function γ (z) = 1
2 (z

2 − 4z + 3) is the quotient of the generating polynomials
of the BDF2 multistep method. We allow the choices of N and Ñ to be decoupled



294 J. Rowbottom and D. J. Chappell

in order to potentially over-resolve in the Laplace domain for better accuracy as
proposed in [BeEtAl17], although in this study we fix Ñ = 2N .

The result of this time discretization process can be expressed as a system of
boundary integral equations for the Helmholtz equation (see [BaSa08, BeEtAl17,
MaEtAl20] for details) given by

1

2
ul(x)+

(
K̃(ζl)ul

)
(x) = (

Ṽ (ζl)F̃l
)
(x), x ∈ Γ, (20.6)

where

ul =
N−1∑
n=0

Φλ
nλ

ne−2πiln/Ñ , F̃l =
N−1∑
n=0

F(·, tn)λne−2πiln/Ñ ,

are the Z-transforms of ΦΔt,λ and F , respectively, and Φλ
n denotes the solution of

(20.5) after it has been semi-discretised in time using CQ.
Once we have computed the Helmholtz solutions ul for l = 0, 1, . . . , Ñ − 1, the

discrete solution to the wave equationΦλ
n can then be approximated via a trapezoidal

rule for the inverse Z-transform. The interior solution is also calculated by applying
the same time and spatial discretisation to (20.4). In the next section we outline the
splitting of these Helmholtz problems into low and high-frequency cases according
to the index l = 0, 1, . . . , Ñ − 1 and briefly describe the methods employed to
approximate their solution in each case.

20.3 Hybrid Methods Framework

For the spatial discretisation we now either apply a piecewise constant collocation
BEM to (20.6) or for a high-frequency region (to be specified in terms of Re(kl)), we
employ a high-frequency approximation (HFA). In order to define this procedure we
heuristically specify a threshold k∗ for which we employ the BEM when |Re(kl)| ≤
k∗ and let η ≤ Ñ/2 be the minimal integer valued index of the minimal |Re(kl)| >
k∗, which is the region for which we apply the high-frequency approximation—see
Fig. 20.1. We note that the indexing l = 0, 1, . . . , Ñ−1 starts from Re(k0) = 0 at the
bottom of the loop and runs clockwise. We specify the location of the wavenumber
kη to be within the lower left quarter of the loop of possible kl values. Note that we
are only required to solve Ñ/2 + 1 Helmholtz problems since the wavenumbers kl ,
l = 0, 1, . . . , Ñ − 1 occur in symmetric pairs and consequently the solutions arise
in complex conjugate pairs.

The first HFA will be provided by a plane-wave approximation in which the
amplitudes are determined using the DEA method detailed in [ChEtAl21] as
described in [RoCh21]. The phases are constructed by performing a matching of
the high-frequency approximation with the BEM results at the highest frequencies
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Fig. 20.1 Example of a hybrid method implementation with the threshold k∗ = 100 chosen to be
the wavenumber where the method switches from the BEM to a high-frequency approximation

for which the BEM is applied, as discussed later in Sect. 20.4.1. The second HFA
we consider is an incident illumination approximation where only the direct contri-
bution of the source term on the boundary is included and reflected contributions are
assumed to play an insignificant role. This approximation, therefore, relies on there
being sufficient decay before any reflections occur. For wavenumbers which have a
very large imaginary part, we expect that the incident illumination approximation
will be a reasonable approach since the magnitude of Im(kl) determines the decay
rate of the plane waves as they propagate. The DEA numerical approach will be able
to go beyond the incident illumination model in terms of the reflection order but will
introduce additional sources of error due to the numerical discretisation procedures.

20.4 High-Frequency Approximations

In the following subsections, we outline two high-frequency approximations for
solving the set of Helmholtz problems (20.6) for {l = 0, 1, . . . , Ñ/2 : |Re(kl)| >
k∗}.
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20.4.1 DEA Based HFA

The first HFA is based on the fact that the solution to the Helmholtz equation

Δu+ k2u = 0

for wavenumbers k with large real part may be well described as a plane-wave
superposition solution of the form

u(x) =
R∑
κ=1

Aκ(x, ω)e
iωSκ (x), (20.7)

where ω = Re(ck) is the angular frequency. In the method proposed here, the
amplitude terms Aκ in (20.7) are approximated using the direction preserving DEA
method detailed in [ChEtAl21]. In particular, we make use of the following rela-
tionship between the stationary phase-space density ρ (the variable approximated
by DEA) and the amplitudes Aκ and phases Sκ :

ρ(x,p) =
R∑
κ=1

A2
κ(x, ω)δ(p −∇Sκ(x)). (20.8)

Here p ∈ R
2 is the momentum vector whereby |p| = c−1. For a plane wave directed

with angle Θ relative to the x1 axis, then cp = (cos(Θ), sin(Θ)). Therefore, the
phase-space density ρ is equal to the superposition of squares of the amplitudes Aκ
corresponding to rays travelling in directions defined by Sκ . The approximation of
the phase terms Sκ in our plane-wave superposition solution (20.7) will be calculated
by setting the solution calculated via the BEM equal to the expression (20.7) at
l = η−1 and l = η, in which the amplitude terms have been determined from DEA,
and the phase terms are the only unknowns in the expression to be determined.

We now discuss how to determine the phase terms Sκ in (20.7), given that the
amplitudes Aκ for each direction κ have been found by choosing the directions in
the sum over κ in (20.8) to correspond to those of the direction preserving DEA
discretisation [ChEtAl21]. A new methodology introduced recently in [RoCh21]
is applied to determine the unknown phase terms Sκ . In particular, we reconstruct
the phase terms from a full wave solution calculated via the BEM at the maximal
frequency before we switch to the high-frequency approximation and also at the
lowest frequency at which we apply the high-frequency approximation. These
frequency values are denoted ωη−1 = Re(ckη−1) and ωη = Re(ckη), respectively.
The choice of ωη−1 and ωη has been investigated numerically in [RoCh21]. We
apply both the BEM and DEA to obtain a set of equations of the form

ul(x) =
R∑
κ=1

Aκ(x, ωl)e
iωl(sin(θκ )s/c+γ lκ ), (20.9)
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for l = η − 1 and also for l = η. The left hand side of (20.9) is provided
by the solutions calculated from the BEM and s is the boundary arclength value
corresponding to the Cartesian coordinates x ∈ Γ ; see Fig. 20.2. Note that the
representation of the phase terms in (20.9) as linear functions

Sκ(x) = sin(θκ)s/c + γ lκ

stems from the fact that the wave speed c is assumed to be constant. In addition,
θκ ∈ (−π/2, π/2) represents the direction relative to −n̂x of a plane wave directed
into Ω from x and γ lκ , κ = 1, 2, . . . , R, l = η, η+ 1 are a set of unknown constants
to be determined by imposing (20.9) at a set of points x ∈ Γ .

The phase reconstruction procedure must be performed at more than one
frequency owing to the periodicity of the plane waves, and hence the non-uniqueness
of the phase solution at a single frequency. The phase terms at ωη−1 and ωη may
then be related via

γ η−1
κ + sin(θκ)s

c
+ 2πν

ωη−1
= γ ηκ +

sin(θκ)s

c
+ 2πν

ωη
. (20.10)

Solving (20.10) for ν ∈ Z allows us to recover a unique set of phase constants γκ
via

γκ = γ lκ +
2πν

ωl
,

for either l = η − 1 or l = η. Once γκ are known we calculate the solutions to the
Helmholtz problems using (20.9) for all frequencies with absolute value larger than
|ωη−1|.

The calculation of γ η−1
κ (and γ ηκ ) will be dependent on the numerical example

we are considering. In our numerical examples we only consider polygonal domains
and the values for γ ηκ will need to be calculated for each edge separately since the γ ηκ
values will relate to different directions of propagation from each edge. We generate
a system of equations of the form (20.9) by choosing x = xi for i = 1, 2, . . . ,M as
the collocation points from the BEM approximation (located in the centre of each of
the M boundary elements) in (20.9). The next task is to determine how many of the
amplitudes Aκ are non-zero at every collocation point xi on a given edge, since this
provides a reduction in the number of phase constants γ lκ that we need to recover.
The system of equations (20.9) can then be solved as a linear system

ul(xi ) =
R∑
κ=1

Aκ(xi , ωl)e
iωl(sin(θl )si/c)vlκ ,

for i = 1, 2, . . . ,M , l = η − 1 or l = η and where si is the arclength parameter
for the point xi . The unknowns vlκ = eiωlγ

l
κ may be determined using the Moore-
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Penrose pseudo-inverse to obtain the least squares solution. Once each vlκ term has
been found, one can directly calculate the phase constants via γ lκ = −i log(vlκ )/ωl .

20.4.2 Simple HFA

In this section, we describe a simple high-frequency approximation (SHFA) based
on the observation that the wavenumbers kl in the high-frequency range typically
have large imaginary part. Since the DEA calculation includes a dissipative factor
with exponential decay rate 2 Im(kl) along each ray trajectory, then the only
significant contributions to the DEA solution will come from very short ray
trajectories. In this case, the solution for a wavenumber kl with a large enough
imaginary part can be reasonably well approximated by simply rescaling the Z-
transformed boundary data F̃l . In particular, we set

ul(x) = F̃l(x)

ikl cos (θ0(x))
,

where θ0(x) defines the direction of the source term at x ∈ Γ relative to the normal
direction. For a boundary value problem with boundary data related to a plane wave
entering the domain from one or more edges, then the angle θ0 can be found directly
from the plane wave direction. In the next section, we will present numerical results
for the interior solution produced using the hybrid methods described above in a
variety of different examples.

20.5 Numerical Results

In this section we consider numerically solving the wave equation (20.1) with
Neumann boundary conditions (20.3) via the two hybrid methods introduced in this
chapter. We consider an inhomogeneous Neumann IBVP for the cases when Ω is
a unit square or an L-shaped domain and the boundary data corresponds to a plane
wave travelling into the domain, as depicted in Fig. 20.2. We define our Neumann
boundary condition (20.3) to be

F(x, t) =
⎧⎨
⎩
W(x2 sin(Θ0)− ct) if x1 = 0,
W(x1 cos(Θ0)− ct) if x2 = 0 and Θ0 > 0,

0 otherwise,
(20.11)
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(a) (b)

Fig. 20.2 The domains considered in the numerical experiments for solving the homogeneous
wave equation (20.1) showing the value of the boundary arclength s at each vertex, the propagation
direction Θ0 for the plane wave boundary data and the interior evaluation point as a red dot.
The bold boundary lines indicate the positions where the plane wave may enter the domain and,
therefore, provide inhomogeneous boundary data. (a) Unit square domain. (b) L-shaped domain

where Θ0 ∈ [0, π/2) is a direction relative to the positive x1 axis. Here x =
(x1, x2) and the angle Θ0 is, in general, distinct from directions used in the DEA
discretisation. However, for accuracy reasons we choose Θ0 to correspond to one
of the DEA discretisation directions, which we note can be specified in a problem
specific manner, and, therefore, this choice does not indicate a limitation of the
method. We consider the case when the function W takes the form of the normal
derivative of a Gaussian pulse written as

W(x) = −α(x + ct0)(n1 cos(Θ0)+ n2 sin(Θ0))e
−α(x+ct0)2 ,

for x ∈ R and where n̂ = (n1, n2) are the entries of the unit normal vector n̂. The
parameters t0 > 0 and α > 0 control the position of the peak of the Gaussian pulse
and its bandwidth, respectively. These parameters are chosen carefully to ensure
that the initial conditions are approximately satisfied and the pulse has decayed
sufficiently at t = 0. Throughout this section we choose α = 4096, t0 = 0.1
and c = 1 in order to obtain a broadband signal. We consider regular geometric
domains and directions Θ0 for the boundary condition, as illustrated in Fig. 20.2,
such that we will only need to use 8 global directions in the DEA implementation
in order to include all possible propagation directions. Technical details regarding
the implementation of the Neumann boundary condition (20.11) in the DEA scheme
can be found in [RoCh21].
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20.5.1 Square Domain

We now present the numerical results for the case when Ω is a unit square as shown
in Fig. 20.2a. The error of the time-dependent interior solution is calculated via

Error(N) =
√√√√

∑N−1
n=0 (Φ(x, tn)−Φn(x))

2

∑N−1
n=0 (Φ(x, tn))

2
, (20.12)

and the estimated order of convergence (EOC) is given by

EOC(N) = log2(Error(N/2)/Error(N)).

We initially consider the caseΘ0 = 0 where we can compare the numerical solution
Φn against the exact solution Φ(x, tn) given by

Φ(x, t) = 1

2
e−α(x1−c(t−t0))2 (20.13)

for an infinite domain (in the x1—direction). We consider only early times such that
we do not observe any reflections and the solution matches (20.13). For the unit
square example we can compare our numerical results against the exact solution
given by (20.13) up to time T = 1, such that we do not observe any reflections.

Figure 20.3 shows a comparison between the exact and numerical interior
solutions at x = (0.5, 0.5). We apply a high-frequency approximation whenever
|Re(kl)| > 350 and employ M = 1024 boundary elements to provide a good level
of accuracy up to the BEM cut-off wavenumber k∗ = 350. The plots compare the
results of using the SHFA and the DEA based plane wave approximations with
the exact solution up to T = 1, for N = Ñ/2 = 4096 time-steps. In this case both
high-frequency approximations produce identical looking results matching the exact

Fig. 20.3 Interior solution to
the wave equation at
x = (0.5, 0.5) inside a unit
square with boundary data
(20.11) and parameters
Θ0 = 0, α = 4096, t0 = 0.1,
with M = 1024 boundary
elements and
N = Ñ/2 = 4096 time-steps.
The high-frequency
approximations are applied
whenever |Re(kl)| > 350
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0

0.1

0.2

0.3

0.4

0.5
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Table 20.1 Errors and convergence rates for the interior solution in the unit square domain
observed at the point x = (0.5, 0.5) with parameters Θ0 = 0, α = 4096, t0 = 0.1 and T = 1. The
interior solutions were calculated numerically using the DEA and SHFA based hybrid CQ schemes
whereby the high-frequency approximations were applied whenever |Re(kl)| > 350

DEA SHFA

Ñ N M η Error EOC Error EOC

1024 512 4 101 0.4518 – 0.4518 –
2048 1024 16 108 0.4629 −0.04 0.4629 −0.04
4096 2048 64 111 0.1372 1.75 0.1372 1.75
8192 4096 256 112 0.0142 3.27 0.0142 3.27

16384 8192 1024 112 0.0026 2.45 0.0026 2.45

Fig. 20.4 Interior solution to
the wave equation at
x = (0.5, 0.5) inside a unit
square with boundary data
(20.11) and parameters
Θ0 = π/4, α = 4096,
t0 = 0.1, with M = 1024
boundary elements and
N = Ñ/2 = 4096 time-steps.
The high-frequency
approximations are applied
whenever |Re(kl)| > 350
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solution. In Table 20.1 we investigate the relative errors and convergence rates of the
interior solutions observed at the point x = (0.5, 0.5), calculated via both hybrid
methods, as we double the number of time-steps N = Ñ/2 and increase the number
of boundary elements M by a factor of four. The interior solutions were calculated
for the parameters Θ0 = 0, α = 4096 and t0 = 0.1, with the high-frequency
approximations again being implemented whenever |Re(kl)| > 350. The relative
errors were computed via (20.12) using the exact solution (20.13) up until T = 1.
From the table we observe that both hybrid methods produce identical results and
convergence rates. On the last row of the table we achieve errors of less than 1% as
there are enough boundary elements to model the highly oscillatory behaviour, and
we also observe a convergence rate close to the expected second order.

We now investigate the same IBVP as discussed previously, but now we consider
the case when the plane wave boundary data enters the domain at an angle of
Θ0 = π/4. Figure 20.4 compares the interior solutions at the point x = (0.5, 0.5)
computed using the DEA and SHFA high-frequency approximations. In this figure
we observe that both solutions behave identically. Table 20.2 investigates the relative
errors and convergence rates of the interior solutions, observed at the point x =
(0.5, 0.5), calculated via both hybrid methods with parameters Θ0 = π/4, α =
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Table 20.2 Errors and convergence rates for the interior solution on the unit square domain
observed at the point x = (0.5, 0.5) with parameters Θ0 = π/4, α = 4096, t0 = 0.1 and
T = 1. The interior solutions were calculated numerically using the DEA and SHFA based hybrid
CQ schemes whereby the high-frequency approximations were applied whenever |Re(kl)| > 350

DEA SHFA

Ñ N M η Error EOC Error EOC

256 128 1024 80 – – – –
512 256 1024 92 0.5919 – 0.5919 –

1024 512 1024 101 0.3769 0.65 0.3769 0.65
2048 1024 1024 108 0.1455 1.37 0.1455 1.37
4096 2048 1024 111 0.0397 1.87 0.0397 1.87
8192 4096 1024 112 0.0100 2.80 0.0100 2.80

16384 8192 1024 112 0.0025 2.00 0.0025 2.00

4096 and t0 = 0.1, with the high-frequency approximations implemented whenever
|Re(kl)| > 350. The errors were computed via (20.12) but using subsequent
interior solutions as we double the number of time-steps. We investigate the error
when doubling the number of time-steps for a fixed number of boundary elements
M = 1024 and observe the expected second order convergence rate for BDF2 based
CQ schemes with errors smaller than 1% for both hybrid methods. The errors for
both methods are identical when comparing against subsequent interior solutions.

20.5.2 L-Shaped Domain

We now present the numerical results for solving the same IBVP as above for
the case when Ω is an L-shaped domain as shown in Fig. 20.2b. The DEA
approximation process needs to be modified for non-convex domains such as the
L-shape and we implement the DEA approximation on a sub-divided version of
the domain where each of the (two) sub-domains is convex. In this case the sub-
division was implemented by introducing an (artificial) internal interface connecting
the vertices at s = 1 and s = 3 to form two convex quadrilateral sub-domains. The
extension of the DEA approximation to multi-domains is discussed in more detail
in [ChEtAl21]. We also note that we must omit any amplitudes associated with the
internal interface from the DEA result and then reorder the degrees of freedom to
be consistent with the low frequency BEM calculations before integrating into the
CQ algorithm. For this example we can compare our numerical results against the
exact solution given by (20.13) up to the time t = 0.5 so that we do not observe any
reflections at the solution point x = (0.25, 0.25).

Figure 20.5 shows a comparison between the exact and numerical interior
solutions at x = (0.25, 0.25). We again apply a high-frequency approximation
whenever |Re(kl)| > 350 and use N = Ñ/2 = 4096 time-steps and M = 1024
boundary elements. We observe that both high-frequency approximations produce
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Fig. 20.5 Interior solution to
the wave equation at
x = (0.25, 0.25) inside an
L-shaped domain with
boundary data (20.11) and
parameters Θ0 = 0,
α = 4096, t0 = 0.1, with
M = 1024 boundary
elements and
N = Ñ/2 = 4096 time-steps.
The high-frequency
approximations are applied
whenever |Re(kl)| > 350
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Table 20.3 Errors and convergence rates for the interior solution on the L-shaped domain
observed at the point x = (0.25, 0.25)with parametersΘ0 = 0, α = 4096, t0 = 0.1 and T = 0.5.
The interior solutions were calculated numerically using the DEA and SHFA based hybrid CQ
schemes whereby the high-frequency approximations were applied whenever |Re(kl)| > 350

DEA SHFA

Ñ N M η Error EOC Error EOC

1024 512 8 101 0.2898 – 0.2898 –
2048 1024 32 108 0.1836 0.66 0.1836 0.66
4096 2048 128 111 0.0433 2.08 0.0433 2.08
8192 4096 512 112 0.0037 3.55 0.0037 3.55

16384 8192 2048 112 5.0609e−4 2.87 5.0609e−4 2.87

identical looking results up to t = 0.9. For t > 0.9 we observe that the numerical
solutions deviate from the exact solution because the numerical solutions include
contributions due to diffraction from the re-entrant corner at s = 3 and, therefore,
the exact solution is not valid. In Table 20.3, we investigate the relative errors and
convergence rates of the interior solutions observed at the point x = (0.25, 0.25),
calculated via both hybrid methods, as we double the number of time-steps N =
Ñ/2 and increase the number of boundary elements M by a factor of four. The
interior solutions were calculated for the parameters Θ0 = 0, α = 4096 and
t0 = 0.1, with the high-frequency approximations being implemented whenever
|Re(kl)| > 350. The relative errors were computed via (20.12) against the exact
solution (20.13) up until t = 0.5, when the exact solution is valid. From the table
we observe that both methods give the same error and convergence results, obtaining
less than 1% error with N ≥ 4096 time-steps and M = 512 boundary elements. We
also approximately achieve the expected second order convergence for BDF2 based
CQ schemes.

We now investigate the same IBVP as discussed previously, but consider the case
when the plane wave boundary data enters the domain at an angle of Θ0 = π/4.
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Fig. 20.6 Interior solution to
the wave equation at
x = (0.25, 0.25) inside an
L-shaped domain with
boundary data (20.11) and
parameters Θ0 = π/4,
α = 4096, t0 = 0.1, with
M = 1024 boundary
elements and
N = Ñ/2 = 4096 time-steps.
The high-frequency
approximations are applied
whenever |Re(kl)| > 350
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Table 20.4 Errors and convergence rates for the interior solution on the L-shaped domain
observed at the point x = (0.25, 0.25) with parameters Θ0 = π/4, α = 4096, t0 = 0.1 and
T = 1. The interior solutions were calculated numerically for fixed M = 1024 using the DEA
and SHFA based hybrid CQ schemes whereby the high-frequency approximations were applied
whenever |Re(kl)| > 350

DEA SHFA

Ñ N M η Error EOC Error EOC

256 128 1024 80 – – – –
512 256 1024 92 0.4338 – 0.4338 –

1024 512 1024 101 0.2346 0.89 0.2346 0.89
2048 1024 1024 108 0.0789 1.57 0.0789 1.57
4096 2048 1024 111 0.0209 1.92 0.0209 1.92
8192 4096 1024 112 0.0053 1.98 0.0053 1.98

16384 8192 1024 112 0.0013 2.03 0.0013 2.03

Figure 20.6 shows that the interior solution at x = (0.25, 0.25) is visually identical
for each of the hybrid methods. Table 20.4 investigates the relative errors and
convergence rates of the interior solutions, observed at the point x = (0.25, 0.25),
calculated via the DEA and SHFA hybrid methods with parameters Θ0 = π/4,
α = 4096, t0 = 0.1 and T = 1, with the high-frequency approximations being
implemented whenever |Re(kl)| > 350. The errors were computed via (20.12) but
using subsequent interior solutions as we double the number of time-steps. Table
20.4 investigates the error when doubling the number of time-steps for a fixed
number of boundary elements M = 1024. In this table, we observe the expected
second order convergence rate and errors smaller than 1% for both methods. Again
the errors for both methods are identical when comparing against subsequent
interior solutions.
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20.6 Conclusion

We have described two hybrid CQ based discretisations of the wave equation for
interior acoustic Neumann problems with broadband boundary data or source terms.
We performed a series of numerical experiments to demonstrate the effectiveness
of both hybrid approaches for the case of plane wave boundary data. The hybrid
methods were able to provide faster computations than using CQ with BEM alone,
while retaining the expected second order convergence behaviour for BDF2-based
CQ schemes.
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Chapter 21
Analytical Reconstruction
of the Nonlinear Transfer Function
for a Wiener–Hammerstein Model

J. Schmith, A. Schuck Jr., B. E. J. Bodmann, and P. J. Harris

21.1 Introduction

Professional audio equipment that is traditionally being used by musicians either in
the recording studio or in live performances is usually analog, where we specifically
focus on tube amplifiers and effect pedals. Amplifiers of the various blends all
have their characteristic sounds, which originate from details in the electronic
architecture of the device as well as specific electro-acoustic features. Thus, the
loudspeakers installed in the amplifier cabinets are one source of those sound
characteristics due to the nonlinear conversion of an electronic signal into an
acoustic response as reported in references [ScOl21, OlSc13]. Another source of
nonlinear behavior is the tubes, which because of different kinds of fabricated
models for a specific operation makes it hard to understand details of the reasons
for their differences in sound signal reproduction.

Even today, tube amplifiers are the “holy grail” for guitarists, and the tubes
are the nonlinear components that are present in the pre- or power stages of
amplifiers, which are distinctively identified in distortion situations. Nevertheless,
recent investments in the developments of digital amplifier simulators define a
new paradigm for signal amplification and modulation for practical usage. It is
noteworthy that although there is a tremendous progress in the technical evolution
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of digital audio devices for simulating tube amplifiers by algorithms, it is safe
to say that the simulation fidelity of tube-driven devices is still a challenge
[MoEtAl15, EiZo16, EiEtAl17, EiZo18, EiZo18a]. An incontestable example aston-
ishingly close to the original amplifier that is being simulated is the Kemper
Amplifier Profiler™[DuEtAl20, Ke15], which makes use of a Volterra model type
of approach[Og07, Zo11] for its digital implementation of signal amplification
reconstruction and reproduction. Nevertheless, there is still need for improvements
on the one side for high-fidelity amplifier response reproduction and on the other
side for optimization in the computational approach in order to allow for more
complex sound creations with a combination of amplifiers and effects.

To this end, we propose a different approach to the problem where input and
output signals are superimposed and produce a Lissajous curve, which contains
besides the nonlinearity of the Wiener–Hammerstein model [SjSc12, RoEtAl14,
ScEtAl14] also the influence of the linear equalization before and after the nonlinear
block, respectively. A nice feature of this type of approach is that the analytical
method used to identify the composition of the nonlinear response by the creation of
harmonics and their respective phase may be cast into a linear algorithm. Evidently,
such a methodology does not depend on advanced computational resources to work
in real time, nevertheless with today’s multi-thread processors opens a pathway for
fast signal processing especially for simulations of complex configurations with
amplifiers and effect pedals.

21.2 Preliminaries

A commonly used amplification model is the Wiener–Hammerstein model pre-
sented in Fig. 21.1. This block model is composed of a linear, a nonlinear followed
by another linear component, where the input signal appears with a phase shift after
the first filter followed by the generation of various harmonics as a consequence of
the nonlinearity and last a frequency-dependent phase shift from the second filter
that is the output signal. The latter shall simulate the characteristics of the nonlinear
device in consideration. While filters with their influence on amplitude and phase
are well understood, in approaches reported in the literature, the principal difficulty

Fig. 21.1 The Wiener–Hammerstein model diagram
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lies in the task to identify the nonlinearity, which is sandwiched between the two
linear blocks, i.e., the filters.

In the further, we present the idea of a new approach, which in principle should
be able to overcome this difficulty, however so far considering only clean signals, in
other words ignoring the presence of the always present noise in real signals. Note
that this aspect becomes increasingly relevant for the higher part of the frequency
spectrum. Additionally, we idealize the test case by considering an input signal with
a single frequency only because input signals with multiple frequencies may be
handled in close analogy to the presented case.

In order to get the response function of the system, the input–output analysis
shall be performed for a sequence of input signals with different frequencies. For an
input signal with frequency ω = 2π

T
(T is the usual period), the frequency spectrum

{kω}Kk=1 = {ω, 2ω, . . . , Kω} generated by the nonlinearity is assumed to be discrete
and compact, i.e., with a finite number (K) of generated harmonics. This assumption
is reasonable since the filters are typically low-pass or band-pass filters and thus
suppress the higher frequencies. Moreover, the data acquisition limits the highest
detectable frequency by the sampling frequency fs . Further, each frequency has
an associated phase shift {φk}Kk=1 = {φ1, φ2, . . . , φK }. The data for the analysis are
then drawn from a digital signal acquired by sampling the analogue input and output
signals with a digital oscilloscope.

For simplicity, but without restricting the method, the input signal shall have a
zero phase I = I (ω|t), whereas the output signal is composed of a spectrum with
the base frequency and its upper harmonics.

Ω = Ω({kω}Kk=1, {φk}Kk=1|t) = Ω({kω}k, {φ1, φ2, . . . , φK}|t).

From the obtained experimental data to be analyzed, the initial transient is excluded,
and only data from the total sample are used for the analysis that form a closed loop
in the Lissajous figure Z = I + ıΩ . Thus one gets N = fsT as the number of
samples (points that constitute the Lissajous figure) for a simply closed Lissajous
curve, i.e., for exactly one period of the input signal.

The representation for the input and output signals is

I (ω|t) = A0e
ıωt , Ω({kω}k, {φk}k|t) =

K∑
k=1

Ake
ı(kωt+φk) , (21.1)

with the amplitudes (Ak) and phases (φk) of the output signal to be determined from
the experimental data. Here, A0 is the amplitude and ω is the frequency of the input
signal.
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21.3 Data Analysis Using the Lissajous Curve

As already mentioned in the introduction, one of the challenges is to identify the
nonlinearity, which is the principal characteristics of the response of an amplifier
to an input signal. The use of real signals and efforts to disentangle the linear
contributions from the nonlinear ones so far resulted in iterative algorithms only,
where convergence is a crucial issue, so that we resorted to a method that allows
to directly extract the nonlinearity from the experimental data. It is noteworthy that
the usage of the input and output signals only characterizes the present analysis as a
black-box approach, due to the fact that no detail of the electronic circuit was used
to obtain a parameterized form of the amplification of the input signal, and in this
sense, it is not limited to Wiener–Hammerstein block models but may in principle
be applied to more complex signal processing architectures.

The following steps resemble the idea of the identification of the nonlinearity.
First, the experimental data of the input and output signals compose the Lissajous
figure, which may be analyzed in order to get the amplitudes and phase shifts of
the output signal by a data fit procedure. By inspection of the Wiener–Hammerstein
architecture, one observes that upon cancelling the phases, one obtains a representa-
tion of the nonlinearity since only the linear blocks affect the phase shifts. It is worth
mentioning that the use of Lissajous curve is novel in the literature of amplification
profiling, and reconstruction of the nonlinear curve separated from the linear block
contributions was so far not obtained in analytical form.

An infinitesimal line element on the Lissajous curve is then given by

dZ =
(
dI

dt
+ ı

dΩ

dt

)
dt =

(
ıωA0e

ıωt −
∑
k

Akkωe
ıφk eıkωt

)
dt .

In order to separate specific output modes with its associated phase, we use an
integral transform of dZ

dt
.

∫ T

0

dZ

dt
e−ımωt dt = ıωA0

∫ T

0
eı(1−m)ωt dt −

∑
k

kωAke
ıφk

∫ T

0
eı(k−m)ωt dt

= 2πıA0δm1 − 2πmAme
ıφm. (21.2)

21.4 Amplitudes and Phases

From Eq. (21.2), one derives the equation that is then used to determine the
amplitudes and phases,

Am = ı

(
A0δ1m −

∫ T

0
Ze−ımωt dt

)
e−ıφm , (21.3)
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which allows to express the amplitudes and associated phases in terms of the
Lissajous data and the known amplitude of the input signal.

Am =
((

A0δ1m −
∫ T

0
Z†eımωt dt

)(
A0δ1m −

∫ T

0
Ze−ımωt dt

)) 1
2

=
((

A2
0 − 2A0

∫ T

0
I (t)cos(ωt)+Ω(t) sin(ωt) dt

)
δ1m

+
∫ T

0

∫ T

0
Z†(t)Z(τ)eımω(t−τ) dt dτ

) 1
2

.

The integral with the N Lissajous sampling points may be approximated making
use of the sampling specification and the Riemann sum.

1

T

∫ T

0
Ze−ımωt dt ≈ 1

N

N−1∑
n=0

Z(nf−1
s )eı2π

mn
N , (21.4)

where the time interval Δt = f−1
s is identified with the inverse sampling frequency

and N = Tfs . In the further and for convenience, we introduce the abbreviation
Zn = Z(nf−1

s ) for the Lissajous point at instant t = nf−1
s .

Am ≈
((

A2
0 −

2

N
A0

N−1∑
n=0

Incos(2πn/N)+Ωn sin(2πn/N)

)
δ1m

+ 1

N2

N−1∑
n=0

N−1∑
p=0

Z†
nZpe

ı2π m(n−p)
N

⎞
⎠

1
2

. (21.5)

From Eqs. (21.3) and (21.4), the phases are computed by

φ(inv)m = arctan

⎛
⎝A0δm1 + Im

{
ı
N

∑
n Zne

ı2π mn
N

}

Re
{
ı
N

∑
n Zne

ı2π mn
N

}
⎞
⎠ . (21.6)

Due to the fact that the arctan function in the function library returns only angles in
the range φ ∈ [−π

2 ,
π
2 ], one has to identify the correct quadrant of the angle φm.

For completeness, we indicate all cases together with their correct phase value in
Table 21.1 for the calculated value φ(inv). From the last line in the table, one may
understand that for very small amplitudes the calculation of the phases may fail
because of instabilities caused by floating-point arithmetic quantization.
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Table 21.1 Correction to the phase shift depending on the nominator and denominator in the
arctan function in Eq. (21.6)

Nominator Denominator Corrected φ Nominator Denominator Corrected φ

� 0 > 0 φ(inv) > 0 = 0 φ(inv) + π
2

≥ 0 < 0 φ(inv) + π < 0 = 0 φ(inv) − π
2

< 0 < 0 φ(inv) − π = 0 = 0 Undefined

21.5 Numerical Results

Our numerical examples for the Wiener–Hammerstein model presented in Fig. 21.1
were computed with equal band-pass filters h1 and h2. We used for each of
these linear time invariant systems a high-frequency cut at 8000 Hz and a low-
frequency cut at 50 Hz. Experiments were implemented with three different
nonlinear transfer functions: a synthetic input–output signal, the hyperbolic tangent,
and the hyperbolic sine function, respectively. The synthetic signals for the input
are given by I = sin(ωt) and for the output in Eq. (21.7). In agreement with
experimental findings for real tube amplifiers, the output signal contains besides the
fundamental frequency also the second, the fourth, and the sixth upper harmonics.
For data acquisition, a sampling frequency was set to fs = 200 kHz, and the input
frequency was ω = 2π kHz. The synthetic signal although non-physical was used
to validate the profiling method by the usage of the analytical expressions (21.5) and
(21.6).

Ω = sin(ωt − π

2
)+ 1

2
sin(3ωt − π

2
)+ 1

4
sin(5ωt − π

4
)+ 1

8
sin(7ωt − π

6
). (21.7)

The input and output signals of the three transfer functions are presented in Fig. 21.2.
For the proposed method, the signals shall be periodic so that the resulting Lissajous
figure describes a closed curve apart from the initial transient. The curves from
the input versus output signals of the synthetic signal and the two aforementioned
nonlinear transfer functions are presented in Fig. 21.3, (a) Synthetic signal, (b)
Hyperbolic tangent response, and (c) Hyperbolic sine response.

Upon inspecting the Lissajous curves, the nonlinear transfer functions are
anything but obvious due to the presence of the phases. Thus, we removed the
filters h1 and h2 to reduce the curve to the nonlinear transfer functions and show
consistency of the proposed method. In the case of the synthetic signal, no specific
transfer function was assumed so that we set all the phases of the Eq. (21.7) to zero in
order to obtain the transfer function that generates the relation of the synthetic input
and output signal. The Lissajous curves without phases and the filters influences are
presented in Fig. 21.3 in parts (a) to (f).

From Eqs. (21.5) and (21.6), we computed the amplitudes and phases for each
output signal. The spectrum of the output signals is presented in Fig. 21.4, where (a)
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(a) (b)

(c)

Fig. 21.2 Input with f = 1 kHz and output signals for three different nonlinear transfer functions,
(a) Synthetic signal, (b) Hyperbolic tangent response and (c) Hyperbolic sine response

shows the output of the synthetic signal simulation with the harmonics correctly
computed according to Eq. (21.7). Figure 21.4b shows the response due to the
hyperbolic tangent-shaped transfer function, and (c) shows the response due to the
hyperbolic sine transfer function. As was to be expected, the hyperbolic tangent
function produces a more strongly distorted output signal than the hyperbolic sine
function, manifest in the smaller ratios between the basic frequency amplitude and
the upper harmonics in comparison to the hyperbolic sine function.

Knowing the amplitudes and phases, it was possible to reconstruct the output sig-
nals based on Eq. (21.1). Figure 21.5 left column shows the input and reconstructed
output for the case of canceled phases (φk = 0). With the phases equal zero, one may
easily verify the distortion behavior imposed by the nonlinear transfer functions. In
the right column of the same figure, the output of the synthetic case and the outputs
of the Wiener–Hammerstein model are shown together with the reconstructed output
signals for the nonlinear transfer functions. By inspection, one may observe that the
reconstruction has a fairly good similarity with the original output signal for the
three simulations.
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(a) (b)

(c) (d)

(e) (f)

Fig. 21.3 Lissajous curves of the nonlinear transfer functions with and without the filters h1 and
h2 influence. In the case of the synthetic signal with and without phases. (a) Synthetic signal with
phases. (b) Synthetic signal without phases. (c) Hyperbolic tangent with filters. (d) Hyperbolic
tangent without filters. (e) Hyperbolic sine with filters. (f) Hyperbolic sine without filters
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(a)

(b)

(c)

Fig. 21.4 Spectrum of the output signal for the simulations with three different transfer functions.
(a) Synthetic signal. (b) Hyperbolic tangent. (c) Hyperbolic sine

With the input and reconstructed output signals, it is possible to create the
Lissajous curve for each nonlinear transfer function. The original input and output
signals (Lissajous figure) are shown in the left column of Fig. 21.6, and in the
right column, the nonlinear transfer functions from the experiment and with the
reconstructed output signal are compared. Again, the reconstructed output signals
(with φk = 0) show for the three cases a fairly good similarity in comparison
to the original output signals, which implies a reasonably good identification of
the nonlinear transfer function. Note that in the hyperbolic tangent case, a small
discrepancy is observable, and this behavior may be attributed to the h1 and h2

influence in the output signal imposing an imprecision in the phase calculation.
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(a)

(b)

(c)

Fig. 21.5 Comparison of the input and output signals as well as the reconstructed output signal
for the three nonlinear transfer functions. In the left column, the input signals are compared to the
reconstructed output signal with canceled phases (φk = 0). The right column shows the output
signal of the modeled Wiener–Hammerstein system and the synthetic signal compared to the
reconstructed output signal. (a) Synthetic signal. (b) Hyperbolic tangent. (c) Hyperbolic sine
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(a)

(b)

(c)

Fig. 21.6 The left column shows the Lissajous curve of the original input versus output signals,
and the right column shows the identification of the nonlinear transfer function, where for the
reconstructed output signal the phases were canceled (φk = 0). (a) Synthetic signal. (b) Hyperbolic
tangent. (c) Hyperbolic sine
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(a) (b)

(c) (d)

Fig. 21.7 Input and output signals with different frequencies for the hyperbolic tangent as the
nonlinear transfer function. (a) 100 Hz. (b) 1000 Hz. (c) 2000 Hz. (d) 7000 Hz

As already mentioned in the introduction in real situations, the signals to be
amplified are typically a superposition of various frequencies so that one has
to repeat the presented prescription for a set of frequencies where the transfer
functions for values between the experimentally determined ones may be obtained
by interpolation. In order to give an idea as to how the value of the fundamental
frequency influences in the accuracy of the present implementation cases with
ω = 2π100 Hz, 2π2000 Hz, and 2π7000 Hz were considered maintaining the
two band-pass filters identical. The input signals for the cited frequencies and the
respective outputs due to the nonlinear transfer functions are presented in Fig. 21.7.
Note that as the frequency increases, the distortion tends to diminish so that the
phase shifts are the principal effect on the output signal.

From the reconstructed output signals of 100, 2000, and 7000 Hz input frequen-
cies, the spectrum was computed and presented in Fig. 21.8, while the spectrum
for the input signal with 1000 Hz may be found in Fig. 21.4. As the distortions
tend to be softer for higher frequencies, the number of harmonics tends to decrease.
This phenomenon may be addressed to the influence of the h1 and h2 filters since
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(a)

(b)

(c)

Fig. 21.8 Spectrum of the output signals for different frequencies with the hyperbolic tangent as
the nonlinear transfer function. (a) 100 Hz. (b) 2000 Hz. (c) 7000 Hz

the fundamental frequency gets closer to the cutoff frequency of 8000 Hz, and
thus suppression of the amplitudes becomes noticeable. For example, the second
harmonics of the 7000 Hz input frequency is 14000 Hz, and it falls into the cutoff
region of h1 and h2. Therefore, the more the frequency of the input signal tends to
higher frequencies, the more the filters will influence the output signal, which turns
it more difficult to profile the nonlinear transfer function. Further, the computed
phases presented some instabilities at low frequencies, here for f = 100 Hz. These
instabilities are due to the low-frequency cutoff for the combination of the filters h1

and h2 for the chosen frequency. Moreover, the topology of the digital filter used in
the simulations was the so-called Infinite Impulse Response Filter, for which it is
well known that unstable behaviors in the phase calculations occur.
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Once the amplitudes and phases were computed from the output signals, the
Lissajous curves were constructed together with the nonlinear transfer functions.
The reconstructed output signals with input frequencies of 100, 2000, and 7000
Hz are shown in Fig. 21.9, and the result of the 1000 Hz input may be found in
Fig. 21.6b. Upon analyzing the fidelity for the different fundamental frequencies, it
is apparent that the lower the fundamental frequency is the more clipped the output
signal is, turning the reconstruction of the nonlinear curve closer to the original one.
This happens because the spectrum of the lower frequencies is richer in harmonics
allowing for a reconstruction of the output signal with weak influences of the h1 and
h2 filters. Nevertheless, some instabilities in the phase calculations occur, especially
if the phase is close to ±π

2 or ±π , respectively.
As a result, the model presented good reconstructions of the output signal; how-

ever, in some cases, the nonlinear transfer function reconstruction has imprecision.
Obviously, the choice of the input frequencies has a great influence in the nonlinear
functions determination due to the influence of the h1 and h2 filters. Therefore,
a deeper study of the input frequencies selection is of crucial importance in the
nonlinear transfer function determination.

21.6 Conclusions and Future Work

The novelty of the present work in the realm of amplification profiling is the use
of Lissajous curves to separate the linear and nonlinear block contributions of
a Wiener–Hammerstein model. It is the combination of an input signal and the
experimental response of the linear–nonlinear–linear arrangement of components
that allowed to establish an analytical expression for amplitudes and phases of the
output signal based on the experimental values of the Lissajous data. There do exist
several attempts in the literature for the same problem; however, these depend on
iterative or other numerical schemes in order to attain the relevant parameters. In
the contrary as outlined in Sect. 21.4, we could establish a direct relation between
experimental data and parameterized signal descriptions, which work reliable for the
amplitudes but still need some refinement for the phase determination. Especially,
in the higher-frequency range where upper harmonics are damped by the band-
pass filter, it may cause problems of arithmetic origin in the phase calculation
due to small amplitudes and needs to be mitigated possibly by an expression
containing the complex logarithm instead of the arctangent function. Ideas in this
line are already in progress but will be a subject of a future work. Nevertheless,
the comparisons between the input and reconstructed output signals show that the
method is promising although some refinement is still in order. Various causes may
affect the quality of results such as numerical precision but also precision of the
experimental data due to the sampling process could be an issue, so that a more
detailed analysis is in order to shed more light on the origin of the errors in the
reconstructed nonlinear transfer function.
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(a)

(b)

(c)

Fig. 21.9 Reconstruction of the nonlinear transfer function for different input signal frequencies.
(a) 100 Hz. (b) 2000 Hz. (c) 7000 Hz
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There are immediate future challenges such as the pertinent question as to how to
handle noisy signals. Further, the input signals of real sound scenarios have typically
a rich spectrum so that a natural continuation of the present work is to consider more
realistic input signals and extend the profiling analysis to such cases. An additional
issue is that the present developments apply to input–output signals that allow to
create closed Lissajous curves; however, every fragment of a musical piece is by
virtue a transient phenomenon so that another integral transform shall be employed
such as the Hilbert transform, which allows to determine instantaneous frequencies.
In any case, all these aspects require an extension of the discussed method or even
a modification by further developments to these types of problems.
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Chapter 22
Variation of Zero-Net Liquid Holdup
in Gas–Liquid Cylindrical Cyclone
(GLCC©)

M. Shah, H. Zhao, R. Mohan, and O. Shoham

22.1 Introduction

Separation of produced fluids is an important operation in the petroleum industry.
For decades, the industry has relied mainly on conventional gravity-based separators
to separate the production of gas, oil, and water. Conventional separators are large
and heavy, retain large inventory of produced fluids, and require a considerable
retention time for the separation process. Since the early 1990s, the industry has
shown keen interest in developing an alternative to the conventional separator,
namely compact multiphase cyclonic separators owing to their significant opera-
tional and economic merits. These include simplicity in construction, compactness,
low weight, small footprint, and low capital and operational costs.

The Tulsa University Separation Technology Projects (TUSTP) university/indus-
try research consortium has advanced state-of-the-art compact multiphase cyclonic
separation technology for gas–oil–water–sand flow for the past 28 years. Individual
compact separator devices were developed, such as Gas–Liquid Cylindrical Cyclone
(GLCC©1), Liquid–Liquid Cylindrical Cyclone (LLCC©), Liquid–Liquid Hydro
Cyclone (LLHC), Horizontal Pipe Separator (HPS©), and the integrated Compact
Multiphase Separation System (CMSS©). Emphasis has been placed on measure-
ment and understanding of the hydrodynamic flow behavior in compact separators.
Mechanistic models were developed for each of the compact separators and on the
development of design tools for the industry. To date, there are over 8,200 compact
separators deployed in the field in the USA and around the world, including full
separation or partial separation applications, as well as onshore, offshore, and subsea
applications.

M. Shah · H. Zhao · R. Mohan · O. Shoham (�)
The University of Tulsa, Tulsa, OK, USA
e-mail: mjs3302@utulsa.edu; haz7042@utulsa.edu; ram-mohan@utulsa.edu;
ovadia-shoham@utulsa.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Constanda et al. (eds.), Integral Methods in Science and Engineering,
https://doi.org/10.1007/978-3-031-07171-3_22

323

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07171-3_22&domain=pdf

 885 55738 a 885 55738 a
 
mailto:mjs3302@utulsa.edu

 9332 55738 a 9332 55738 a
 
mailto:haz7042@utulsa.edu

 17725 55738 a 17725 55738
a
 
mailto:ram-mohan@utulsa.edu


-2016 56845 a -2016 56845 a
 
mailto:ovadia-shoham@utulsa.edu

 -2016 61494 a -2016 61494 a
 
https://doi.org/10.1007/978-3-031-07171-3_22


324 M. Shah et al.

Fig. 22.1 A schematic of the
GLCC©

Figure 22.1 presents a schematic of the GLCC©. As can be seen, the GLCC©

body is simple pipe section, mounted vertically with a downward inclined tangential
inlet.

The top of the GLCC© is connected to the outlet gas leg, and the bottom part
of the GLCC© is connected to the outlet liquid leg. The downward inclined inlet
promotes pre-separation stratification of the gas–liquid flow, prior to flowing into
the vertical GLCC© body. As demonstrated in the top view in the figure, a nozzle
with a cross-sectional area of 25% of the full-bore inlet pipe is installed at the end of
the inlet section tangentially to the GLCC© wall. Thus, the mixture flowing from the
nozzle forms a swirling motion around the GLCC© inlet region. The swirling flow
generates centrifugal forces that act on the gas and the liquid, whereby the heavier
liquid phase is forced radially toward the wall and moves downward due to gravity.
On the other hand, the lighter gas phase moves radially inward toward the center of
the cyclone and flows upward to the GLCC© top. Finally, the liquid exits from the
bottom of the GLCC© through the outlet liquid leg, and the gas flows out through
the gas-leg outlet. For efficient separation, the liquid level is maintained at about 6”
below the inlet.

GLCC© separators have a wide range of applications, as given by Gomez [Go98]
and Shoham and Kouba [Sh98]. The most common field application of the GLCC©

is the multiphase flow metering loop, as shown schematically in Fig. 22.2. In this
application, a GLCC© separates the gas from the liquid, whereby single-phase
meters, such as Coriolis mass flow meters, turbine meters, etc., are installed on the
gas and liquid legs to measure the respective phase flow rates. The water cut can be
measured utilizing a water cut meter that is installed on the liquid leg.
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Fig. 22.2 Schematic of GLCC© multiphase flow metering loop

As opposed to the available commercial multiphase flow meters, in the GLCC©

multiphase flow metering loop configuration, actual measurements of the phases are
carried out, which makes it a more reliable and more accurate system, in addition
to its low cost. The gas and liquid legs are recombined downstream at a height of
about 6 in. below the GLCC© inlet.

The GLCC© operation is limited by two physical phenomena, namely, liquid
carry-over (LCO) and gas carry-under (GCU). In LCO, some liquid is carried over
into the gas leg by the gas phase, while GCU occurs when some gas is carried
by the liquid into the liquid leg. Figure 22.3 presents a schematic of the operational
envelope (OPEN) for LCO. As can be seen, the OPEN for LCO separates the normal
operating conditions (region below curve) from the LCO region (above the curve).
This study is carried out for normal operating conditions below the OPEN.

During normal operating conditions below the OPEN for LCO, some liquid is
held up in the upper part of the GLCC© in the form of churn flow, as shown in
Fig. 22.1. The held-up liquid just moves up and down, but no liquid is produced into
the gas leg. For these conditions, the gas phase velocity is sufficient to push some
liquid into the GLCC© upper part but not high enough to carry the liquid into the
gas leg. This phenomenon is termed zero-net liquid flow (ZNLF), and the associated
liquid holdup in the upper part of the GLCC© is termed zero-net liquid holdup
(ZNLH). Prediction of the ZNLH is important as it plays a significant role in the
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Fig. 22.3 Schematic of
GLCC© operational envelope
for liquid carry-over

GLCC© pressure balance and in its design. In the past, measurements of the ZNLH
were limited to either static liquid conditions or dynamic measurements at the OPEN
for LCO flow conditions. No ZNLF data have been acquired on its variation in the
upper part of the GLCC© under normal operating conditions, which is the gap that
the present study aims to close. The main objectives of the study are as follows: (1)
Acquire experimental data for the variation of the ZNLH and the associated churn
flow height along the upper part of the GLCC© under normal operational conditions
below the OPEN for LCO for both air–water and air–oil flow; (2) Develop a model
for the prediction of the variation of ZNLH and churn region height in the upper
part of the GLCC©; (3) Compare the developed model predictions with the acquired
experimental data.

22.2 Literature Review

The Tulsa University Separation Technology Projects (TUSTP) has been a pioneer
in the development of the GLCC©. Detailed experimental and theoretical studies
on the GLCC© have been carried out since 1994, which are reviewed briefly. Also
presented is a summary of published studies on ZNLF.

22.2.1 GLCC© Experimental Studies

Arpandi et al. [Ar96] published the first TUSTP study on the hydrodynamic flow
behavior in the GLCC©. The authors acquired data including the OPEN for LCO,
equilibrium liquid level, static ZNLH, and pressure drop across the system. They
also developed a rudimentary mechanistic model capable of predicting the GLCC©

flow behavior, including the ZNLH and the OPEN for LCO.
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The optimal design of the GLCC© was investigated by Kouba et al. [Ko95]. The
authors presented laboratory and limited field data on the GLCC© flow behavior and
separation efficiency. They noticed that the OPEN for LCO expands considerably
utilizing an inclined inlet for the GLCC©. Later, Shoham and Kouba [Sh98] and
Mohan and Shoham [Mo99] presented the development and design of the three-
phase flow GLCC©.

Movafaghian et al. [Mo00] gathered experimental data on the effects of GLCC©

geometry, fluid properties, and pressure on its performance. Acquired data were
compared against the model developed by Arpandi et al.[Ar96] and showed good
agreement. Wang [Wa00a], Wang et al. [Wa00b], and Wang et al. [Wa00c] studied
control strategies for the GLCC©. In the following study, Wang et al. [Wa02]
published a modified GLCC© for wet-gas separation and metering, which is
equipped with an annular film extractor. The authors tested the wet-gas GLCC© in a
field-scale flow loop at high pressure (up to 1,000 psia) with natural gas and Decane.
The results show the expansion of the OPEN for LCO and improved performance
of the modified GLCC©.

An extension study on the GLCC© performance under 3-phase gas–oil–water
flow was presented by Kolla et al. [Ko19] using active control for liquid level.
Experimental data were collected on the OPEN for LCO for water cuts between
0% and 100%. The authors reported that as the water cut reduces, the OPEN for
LCO reduces, too. A rudimentary model was developed for the predictions of the
OPEN for LCO for 3-phase flow, which predicts the experimental data fairly.

22.2.2 GLCC© Mechanistic Modeling

An overall mechanistic model and design code for the GLCC were developed by
Gomez [Go98] and Gomez et al. [Go99] and [Go00]. The model that enables the
prediction of the hydrodynamic flow behavior in the GLCC©: the inlet gas and liquid
tangential velocities, gas–liquid interface (vortex) profile, equilibrium liquid level,
unified trajectory model for both bubbles and droplets, gas carry-under, and the
OPEN for LCO. The model can also predict the aspect ratio of the GLCC©.

Mantilla et al. [Ma99] developed correlations, based on experimental data, for
the prediction of the tangential and axial velocity profiles in the GLCC©. The
correlations were utilized to improve the bubble trajectory model for the prediction
of GCU.

In a later study, Gomez [Go01] developed a model for the prediction of GCU
for normal operating conditions below the OPEN for LCO. Chirinos et al. [Ch00]
acquired experimental data and proposed a model for the LCO at flow conditions
higher than the OPEN for LCO.
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22.2.3 GLCC© Zero-Net Liquid Holdup in Vertical Pipes

The effect of pressure on static ZNLH in vertical pipes was studied by Duncan and
Scott [Du98] and Liu and Scott [Li01] utilizing a large diameter field-scale facility
operated at high pressures. They found that the existing ZNLH models predict
purely for pressures greater than 100 psig and proposed a methodology to predict
ZNLH at high pressures.

Hyoung et al. [Hy00] investigated the effect of fluid properties on ZNLH. The
study concluded that increasing the liquid density results in a decrease of the ZNLH,
while as the liquid viscosity increases, the ZNLH is increased. The effects of foam
and emulsion on ZNLH in a GLCC© were studied by Adebare [Ad06] in an attempt
to optimize the GLCC© design. He noticed that the inlet slot configuration had no
effect on ZNLH.

A more recent study, which preceded the current study and utilized the same
facility, was published by Karpurapu [Ka18a]. Experimental data were acquired for
GLCC© dynamic ZNLH at the OPEN for LCO flow conditions for air–water and
air–oil flows. The air–oil flow exhibits higher ZNLH, as compared to air–water flow.
The “Flooding and Flow Reversal” dimensionless model by Wallis [Wa61] for pipe
flow was extended to enable the prediction of the dynamic ZNLH in a GLCC©,
showing a good agreement with the acquired experimental data [Ka18b].

22.3 Experimental Program

This chapter presents the test facility and instrumentation, test matrix and testing
procedure, as well as the acquired experimental results.

22.3.1 Experimental Facility

The experimental facility utilized is the TUSTP 4-phase flow loop, which enables
conduct of experiments utilizing gas, water, oil, and solid particles. The flow loop
components are described in the following sections.

22.3.1.1 Experimental Flow Loop

A schematic of the TUSTP flow loop is presented in Fig. 22.4. Gas is supplied by a
compressor with a flow capacity of 250 CFM at a pressure of 100 psig. Two 400-
gallon tanks that are open to the atmosphere are utilized to store water and oil. The
oil or the water can be pumped from their respective storage tanks into the flow
loop by either a maximum of 10 HP (a maximum of 25 gpm) or a maximum of
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Fig. 22.4 Schematic of experimental flow loop

25 HP (a maximum of 110 gpm) centrifugal pumps. The pumps are operated with
variable frequency drive to control the flow rate. Note that in the current study, only
the 25 HP pumps are used to pump the oil and water. The air, oil, and water are
controlled and metered by the control valves and mass flow meters, respectively.
The 3 phases can be mixed at the mixing tee, and the multiphase mixture is directed
into the GLCC© test section. The separated gas and liquid phases are recombined
downstream of the GLCC© before flowing into the 3-phase separator. The separator
discharges the air to the atmosphere and recycles the clean water and clean oil into
their respective storage tanks.

22.3.1.2 GLCC©-Test Section

A schematic of the GLCC© test section is presented in Fig. 22.5. The test section is
made of a schedule 80 acrylic pipe. The GLCC© body is a 3” ID 10-ft-tall vertical
pipe, whereby the upper part of GLCC© above the inlet is 65” high and the lower
part below the inlet is 55” high. The GLCC© inlet is 3” ID and is inclined downward
at −27◦ to the horizontal. A nozzle is installed at the end of the inlet section with a
cross-sectional area of 25% of the inlet pipe cross-sectional area. The nozzle diverts
the flow tangentially onto the GLCC© body wall.
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Fig. 22.5 Schematic of
GLCC© test section
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Table 22.1 Water properties Specific gravity 0.998

Viscosity @ 68 ◦F 1.3cP

Surface tension @ 77 ◦F 70 dyne/cm

A 2” ID liquid leg and a 2” ID gas leg are installed, respectively, at the bottom
and top of the GLCC© body. The GLCC© also includes a vertical liquid-level
indicator made of a 0.75” ID transparent acrylic pipe, which is installed parallel to
its body. The level in the GLCC© is monitored with the help of differential pressure
transducer, which measures the pressure difference between the top and bottom of
the GLCC©. A liquid trap is installed in the upper part of the GLCC© 15” above the
inlet, which is utilized to trap the flow in the upper part of the GLCC© to measure
the ZNLH. Two control valves are installed, one on each leg of the GLCC©, for
controlling the pressure and liquid level in the GLCC©.

22.3.1.3 Working Fluids

The working fluids utilized are air, tap water, and TULCO Tech 80 mineral oil. The
main reasons for choosing these fluids are fast separation and low emulsification.
The properties of water and oil are given in Tables 22.1 and 22.2, respectively.
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Table 22.2 TULCO tech 80
oil properties

Specific gravity 0.851

Viscosity @ 68 ◦F 31.7cP

Surface tension @ 77 ◦F 25.5 dyne/cm

Flash point 365 ◦F

Pour point +10 ◦F

22.3.1.4 Instrumentation and Data Acquisition

The flow loop instrumentation and metering and control devices include the
following: pressure and temperature transducers, Coriolis mass flow meters, pumps
with variable frequency drives, gas control valves (GCV), and liquid control valves
(LCV). The output–input signals of all the devices are connected to a computer via
an analog-to-digital converter. The flow loop operation and data acquisition are car-
ried out via the LabVIEW software. LabVIEW provides a graphical programming
approach that helps visualize and operate all aspects of a system. These include
hardware, operation and control, data acquisition, processing, and presentation. This
software enables integration of complex algorithms on a simple visual diagram. In
addition to the front panel interface, 2 more interfaces are created in LabVIEW,
namely, the level control and pressure control interfaces. The acquired data during
the experiments are converted into spreadsheet files, which are later processed to
enable graphical and numerical (tables) representation of the experimental results.

22.3.2 Test Matrix

Experiments are conducted for ZNLF at normal operating conditions below the
OPEN for LCO. The collected data include the ZNLH and churn region height
variations along the upper part of the GLCC© for both air–oil and air–water flows.
The test matrix is presented in Figs. 22.6 and 22.7, respectively, for the air–oil and
air–water experiments. Both figures depict the operational conditions, namely, the
gas and liquid superficial velocity combinations, for which the data are acquired.
As can be seen, as the superficial liquid velocity increases, the range of superficial
gas velocities for a given superficial liquid velocity decreases. Note that the limiting
conditions for the superficial velocities constitute the OPEN for LCO.

22.3.3 Testing Procedure

The following procedure is implemented for acquiring the data, including the ZNLH
and the churn flow region height:

1. Set the superficial liquid velocity to the desired value.
2. Slowly increase the gas flow rate to achieve the desired superficial gas velocity.
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Fig. 22.6 Test matrix for air–oil flow

3. Once the flow is stabilized, set the liquid level in the GLCC© to 6” below the
inlet.

4. Record the churn flow region height.
5. Simultaneously shut the liquid trap and shut down the flow loop for safety

reasons.
6. Allow the held-up liquid to settle and the trapped gas to separate and escape.
7. Measure the height of the liquid level above the liquid trap for calculating the

ZNLH.
8. Repeat steps 1–7 for all liquid and gas superficial velocities for both air–oil and

air–water flows.

22.4 Results and Discussion

This chapter presents the experimental results for the ZNLH variation and the
associated churn region height along the GLCC© upper part for normal operational
conditions below the OPEN for LCO. Also presented is the extension of the Karpu-
rapu [Ka18a] correlation, which enables predictions of the ZNLH and the churn
region height variations for normal operating conditions. Finally, a comparison is
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Fig. 22.7 Test matrix for air–water flow

presented between the predictions of the developed extended correlation and the
acquired experimental data.

22.4.1 Zero-Net Liquid Holdup Variation

Experimental data are acquired for ZNLH variation along the GLCC© upper part
for both air–oil and air–water flows, which are presented in Figs. 22.8 and 22.9,
respectively. As can be seen, for superficial gas velocity below 2 ft/s, very small
quantity of liquid may be carried into the GLCC© upper part, and the ZNLH is
close to zero. However, as the superficial gas velocity is increased above 2 ft/s,
liquid starts flowing into the GLCC© upper part in the form of churn flow, whereby
the churn region height increases with increasing superficial gas velocity until it
reaches the top of the GLCC© (the GLCC© gas leg). The growth of the ZNLH and
churn region height is exponential for air–oil flow and linear for air–water flow. Note
that the ZNLH increases with increasing superficial gas velocity, whereby the loci
of the maximum ZNLH for each superficial liquid velocity constitute the OPEN for
LCO, as depicted in the figures.
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Fig. 22.8 Variation of ZNLH for air–oil flow

Fig. 22.9 Variation of ZNLH for air–water flow

A comparison between the air–oil and air–water ZNLH experimental results
demonstrates higher ZNLH for the air–oil flow, as compared to the air–water case,
owing to the higher viscosity of the oil phase. The higher viscosity results in a higher
drag force between the gas and the oil phase and higher friction between the oil and
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the pipe wall. The higher frictional and drag forces lead to greater oil retention
and higher ZNLH for air–oil flow. Also, for both cases, the ZNLH is very low at
superficial gas velocity below 2 ft/s.

22.4.2 ZNLF Churn Region Height

The ZNLF churn region height in the GLCC© in upper part can vary in length
from zero (at the GLCC© inlet) to its maximum when reaching the top of the
GLCC©. Figures 22.10 and 22.11 give the acquired experimental data for the churn
region height for air–oil and air–water flows, respectively. As can be seen, the
churn region height curves are similar in shape to the ZNLH curves (see Figs. 22.8
and 22.9). As before, liquid is observed in the GLCC upper part for superficial
gas velocities greater than 2 ft/s. Also, the churn region height is sensitive to the
superficial gas velocity, whereby small increments of gas velocity result in an
exponential growth of the churn region height. Note that the maximum churn region
height of 60 in. corresponds to the height of the GLCC upper part. A comparison
between Figs. 22.10 and 22.11 reveals that for the air–oil flow, owing to the higher
oil viscosity, the churn region develops and reaches its maximum value at lower
superficial gas velocities, as compared to the air–water case.

Fig. 22.10 Churn region height for air–oil ZNLF
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Fig. 22.11 Churn region height for air–water ZNLF

22.4.3 ZNLH Variation Extended Correlation

Karpurapu [Ka18a] developed a correlation for predicting the ZNLH at the OPEN
for LCO flow conditions,HZNL0. For this case, the churn region height occupies the
entire upper part of the GLCC©, lT OP , but no liquid is carried out by the gas into
the upper gas leg. This correlation is extended in this study to predict the variation
ZNLH along the upper part of the GLCC for normal operating conditions below the
OPEN for LCO, namely, HZNL, and the associated churn region height, lCH .

The developed ZNLH variation extended model consists of 2 parts, as follows:
The first part utilizes Karpurapu model [Ka18a] to determine HZNL0 for the
operating superficial gas velocity. In the second part, the ZNLH for the operating
conditions, namely, HZNL, is predicted, as well as the corresponding churn region
height, i.e., lCH . The developed extended correlation is presented next.

Part 1: The original Karpurapu [Ka18a] correlation is based on Wallis’ [Wa61]
flooding and flow reversal model, which is applied to the flow conditions at the
OPEN for LCO, as follows:

(
ν∗SL0

)0.5 + (
ν∗SG0

)0.5 = 1. (22.1)
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In 22.1, ν∗SG0 and ν∗SL0 are dimensionless superficial gas and superficial liquid
velocities, respectively, which correspond to the operational envelope condition. The
superficial gas velocity at the operational envelope ν∗SG0 is given by

ν∗SG0 = ν0.5
SG0ρG [gd (ρL − ρG)]

−0.5 . (22.2)

The expression for ν∗SL0 is modified to incorporate the dynamic ZNLH phenomenon,
namely,

ν∗SL0 = ν2n
SL0 ρ

n
L [gd (ρL − ρG)]

−n , (22.3)

where νSL0 is the associated superficial liquid velocity for ZNLF conditions at the
OPEN for LCO. The exponent n is given by

n =
(

25μ
√
gd

σ

)0.25

, (22.4)

whereμ is the liquid viscosity, g is the acceleration of gravity, d is the pipe diameter,
and σ is the surface tension. Finally, the HZNL0 is calculated by

HZNL0 = νSL0

νSL0 + νSG0
. (22.5)

Note that the superficial velocities νSG0 and νSL0, as well as HZNL0, correspond to
the flow conditions just below the OPEN for LCO.

Part 2: For a given superficial gas velocity,ν∗SG0 , the ZNLH predicted by Karpu-
rapu [Ka18a], HZNL0, represents the maximum ZNLH for the given superficial gas
velocity and the corresponding superficial liquid velocity at the OPEN for LCO,
namely, ν∗SL0. For these conditions, the ZNLH churn flow region occupies the entire
height of the upper part of the GLCC©, lT OP . For the determination of the ZNLH
below the OPEN for LCO, HZNL, the following ZNLH variation function is defined

f
(
ν∗SG, ν∗SL

) = (
ν∗SG

)3 (
ν∗SL

)
, (22.6)

where ν∗SL and ν∗SG are the dimensionless forms of the operating conditions, νSL
and νSG, as given by

ν∗SL = ν2n
SLρ

n
L [gd (ρL − ρG)]

−n (22.7)

ν∗SG = νSGρ
0.5
G [gd (ρL − ρG)]

−0.5 . (22.8)

Finally, the ZNLH at the normal operating conditions below the OPEN for LCO is
determined by

HZNL

HZNL0
= f

(
ν∗SG, ν∗SL

)
f
(
ν∗SG0, ν

∗
SL0

) , (22.9)
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and the associated churn region height is calculated similarly by

lCH

lTOP
= f

(
ν∗SG, ν∗SL

)
f
(
ν∗SG0, ν

∗
SL0

) . (22.10)

Summarizing, Eq. 22.1 through 22.10 enable the prediction of the variations
of the ZNLH and the corresponding churn region height in the upper part of the
GLCC© for normal operating conditions. The solution procedure is as follows:

1. Determine ν∗SG0 from 22.2 for the given superficial gas velocity, νSG0.
2. Substitute the calculated value of ν∗SG0(from step 1) into 22.1 and solve for ν∗SL0.

Note that ν∗SG0 and ν∗SL0 correspond to operational envelope flow conditions.
3. Determine the exponent n from 22.4 and solve for νSL0 from 22.3.
4. Determine HZNL0 from 22.5.
5. Determine ν∗SL and ν∗SG from 22.7 and 22.8 for the superficial liquid velocity,
νSL, and superficial gas velocity, νSG, corresponding to the operating conditions.

6. Determine the ZNLH variation function for the operating conditions, namely,
νSG and νSL, using 22.6, which is the numerator of 22.9.

7. Repeat Step 6 for the operational envelope conditions, i.e., ν∗SG0 and ν∗SL0, which
is the denominator of 22.9.

8. Determine the zero-net liquid holdup, HZNL for the operating conditions from
22.9.

9. Determine the churn region height, lCH , for the operating conditions from 22.10.

22.4.4 Comparison Study

This section presents comparisons between the predictions of the developed
extended correlation of the ZNLH and churn region height (under normal operating
conditions below the OPEN for LCO) with the acquired experimental data. Figures
22.12 and 22.13 present comparisons between ZNLH correlation predictions and
experimental data, respectively, for air–oil flow and air–water flows. As can be
seen, the developed correlation captures well the exponential trend of the ZNLH for
air–oil flow, as well as the linear trend of the ZNLH for air–water flow.

Comparison between the correlation predictions and the acquired experimental
data for the churn region height for air–oil flow and air–water flow is presented in
Figs. 22.14 and 22.15, respectively. Again, the developed correlation captures the
physical phenomena and follows the trend of the data well.

The discrepancies between the experimental data and the correlation predictions
for the ZNLH are less than 12.7% for air–oil flow and less than 3% for air–water
flow.
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Fig. 22.12 Comparison between ZNLH predictions and experimental data for air–oil flow

Fig. 22.13 Comparison between ZNLH predictions and experimental data for air–water flow



340 M. Shah et al.

Fig. 22.14 Comparison between churn region height predictions and experimental data for air–oil
flow

Fig. 22.15 Comparison between churn region height predictions and experimental data for air–
water flow
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Chapter 23
On the Mono-Energetic Neutron Space
Kinetics Equation in Cartesian
Geometry: An Analytic Solution
by a Spectral Method

F. Tumelero, M. T. Vilhena, and B. E. J. Bodmann

23.1 Introduction

The space kinetics equation for neutrons in multiplicative regimes is a crucial
problem in nuclear reactor theory and control analysis. Since it is the scalar
neutron flux that dominates the power response of a nuclear reactor, a model that
is frequently used combines kinetic aspects with a diffusion approximation and
provides as a solution the time evolution of the scalar neutron flux. A variety of
control measures such as the control rod position or the chemical shim added to the
moderating water represent effects that drive the spectral composition of the neutron
population in a nuclear reactor. Hence, the accurate prediction of the flux behavior
is an essential ingredient to attain operating efficiency and reactor safety.

Since the early beginnings of nuclear reactor operation, control in terms of
kinetics was attributed to the presence of the delayed neutron precursors, usually
taken into account by six groups with their characteristic time scales. Thus, from
the numerical or arithmetic point of view, one has to provide algorithms that remain
stable for time scales with differences of six orders in magnitude so that the problem
is manifestly stiff. A review of the literature reveals that much effort has been made
to solve the neutron kinetics equations [AbNa06, AbNa07, AbHa08, CoEtAl08,
AbHa09, Qu10, NaEtAl12] to a numerical accuracy up to 10−14, which is even more
accurate than the most precise experiment up to now (i.e., Mössbauer spectroscopy).

In numerical approaches for solving the equation system, the stiffness char-
acteristic on the one hand imposes restrictions on the time step size and on the
other hand sets limits for the maximum time interval that may be simulated by the
solution. Recent years revealed in the literature a growing interest in determining
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analytical representations of solutions since influences of the physical parameters
on the solution may be directly determined, while numerical approaches need to
compute the solution for each specific parameter choice.

In this line, the authors of reference [CeEtAl11] discussed an analytical solution
of the multi-group neutron diffusion kinetics equation in a multilayered slab with
six delayed neutron precursor groups, which they determine by the Generalized
Integral Laplace Transform Technique (GILTT). In the previously cited work, the
heterogeneous problem was cast into a set of recursive problems with constant
parameters describing the physical properties of the domain and following the
idea of Adomian’s decomposition method [Ad94] for creating a solver. Based on
a similar reasoning, the authors of reference [PeEtAl14] report on an analytical
solution of the multi-group neutron kinetics diffusion equation in a homogeneous
parallelepiped considering two-energy groups and six groups of delayed neutron
precursors, by applying the Generalized Integral Transform Technique (GITT)
in Cartesian coordinates. In another treatise [FeEtAl13a], the neutron diffusion
equation for mono-energetic neutrons in cylinder geometry was solved analyti-
cally, assuming translational symmetry along the cylinder axis and using as an
integral transform approach the Hankel transform in the radial coordinate r . A
complementary work [FeEtAl13b] again using the Hankel transform applied to the
diffusion equation for a homogeneous cylinder geometry considering two-energy
groups together with one and six precursor concentrations. An approach to make
progress with heterogeneous problems [CeEtAl15] presented the multi-region one-
dimensional diffusion kinetics model with analytical expressions using a Taylor
series, where the coefficients are found using the differential equation for a recursion
relation together with the boundary and interface conditions, which establish the
relations between the coefficients of the different regions.

23.2 What to Look For

More recently, a purely spectral method was applied to the spatial kinetics problem
[OlEtAl17], where the solution was determined using the variable separation
method for a case study in cylindrical geometry, mono-energetic neutrons, and
one group of delayed neutron precursors. In a subsequent work [OlEtAl19], the
same authors determined a general solution for two-energy groups and one delayed
neutron precursor concentration for cylinder geometry. In a parallel approach
[TuEtAl19], the space kinetics diffusion equation was solved in a one-dimensional
geometry considering a homogeneous domain but for two-energy groups and six
groups of delayed neutron precursors. In this chapter, a Taylor expansion was used in
the space variable and allocating the time dependence to the expansion coefficients.
Upon truncating the Taylor series at second order, a set of recursive systems
of ordinary differential equations was obtained, where a modified decomposition
method was applied to solve the equation system.
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From comparison of the last decade’s methods and their expediency with respect
to obtaining analytical solutions, the Fourier method (also known as separation
of variables) seemed promising for this type of problems in cylindrical geometry
[OlEtAl17, OlEtAl19], where a heterogeneous problem along the cylinder axis
could be solved exactly, considering the case of mono-energetic neutrons and
one group of delayed neutron precursors. Here, heterogeneous problem means
a composition of sectionally homogeneous domains each with varying nuclear
parameters and their respective interfaces are located perpendicular to the symmetry
axis. Due to the fact that the same method does not work for problems with inhomo-
geneities in concentric regions, i.e., the radial direction, the present study resorted
to three-dimensional Cartesian geometry in order to review the inhomogeneous
problem (sectionally homogeneous composition of the domain) using the method by
separation of variables. Although such a solution has its relevance on its own right,
it plays the role of an initialization in decomposition-method-based approaches
[Ad94] to solve nonlinear reactor kinetics scenarios similar to those discussed
in references [PeEtAl14, TuEtAl19]. Last but not least, the obtained results from
the computational implementation of the algorithm associated with the obtained
solution were compared against findings in the literature.

23.3 Model and Methodology

In this section, we present the methodology that leads to the analytical solution of
the neutron space kinetics equation ((23.1) and (23.2)) assuming mono-energetic
neutrons and one group of delayed neutron precursors in a three-dimensional
Cartesian geometry. The found solution is then applied to a homogeneous as well
as a nonhomogeneous domain setup, representing some properties that characterize
some of the dynamics in nuclear reactor cores.

1

u

∂

∂t
Φ(r, t) = D∇2Φ(r, t)−ΣaΦ(r, t)+ (1 − β)νΣfΦ(r, t)+ λC(r, t), (23.1)

∂

∂t
C(r, t) = βνΣfΦ(r, t)− λC(r, t). (23.2)

Here, Φ denotes the scalar neutron flux, C is the delayed neutron precursor
concentration, u is the neutron velocity, D is the diffusion coefficient, Σa is the
macroscopic absorption cross section, Σf is the macroscopic fission cross section,
ν is the average number of neutrons emitted by fission, β is the delayed neutron
fraction, and the λ is the delayed neutron decay constant.
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The system of Eqs. (23.1) and (23.2) is subject to the initial conditions given by
the solution of the stationary problem (i.e., time-independent solution)

Φ(r, 0) = Φ0(r) , (23.3)

C(r, 0) = β

λ
νΣfΦ0(r) , (23.4)

and the boundary conditions are homogeneous current density and scalar flux
conditions on the boundaries,

∂

∂x
Φ(0, y, z, t) = 0 , Φ(Lx, y, z, t) = 0 ,

∂

∂y
Φ(x, 0, z, t) = 0 , Φ(x, Ly, z, t) = 0 ,

∂

∂z
Φ(x, y, 0, t) = 0 , Φ(x, y, Lz, t) = 0 .

A comment is in order here; from the formal point of view, the above conditions
define the boundary conditions of the mathematical problem, whereas strictly
speaking the homogeneous conditions of the derivative terms are physical symmetry
conditions because the solution is constructed considering only one-eighth of the
original domain.

For convenience and to end up with rather compact equations, we introduce in
Eqs. (23.1) and (23.2) the following shorthand notations:

A = uD ,

B = u
(
(1 − β)νΣf −Σa

)
,

D = uλ ,

E = βνΣf ,

H = −λ ,
P = − E

H
.

Then, the preparation for the application of variable separation is based on some
propositions. We assume for every point r in the domain Ω ∈ R

3 that there exist
functions R1 : Ω → R, R2 : Ω → R, T1 : [0,+∞) → R and T2 : [0,+∞) → R

such that Φ(r, t) and C(r, t) can be expressed as

Φ(r, t) = R1(r)T1(t) , (23.5)

C(r, t) = R2(r)T2(t) . (23.6)
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Upon replacing the expressions (23.5) and (23.6) into Eqs. (23.1) and (23.2), further
making use of the shorthands, one gets

R1(r)
d

dt
T1(t) = T1(t)

(
A ∇2R1(r)+BR1(r)

)
+ DR2(r)T2(t) ,

R2(r)
d

dt
T2(t) = ER1(r)T1(t)+H R2(r)T2(t) .

After some algebraic simplifications and arranging the space- and time-
dependent variables on the respective left- and right-hand sides in the equations, one
may proceed with the idea of separating the contributions from the different spatial
and time dimensions. Moreover, assuming that there exist constants that physically
make sense, the following equations arise:

R2 = E

σ1
R1 , (23.7)

d

dt
T2 = σ1T1 +H T2 , (23.8)

∇2R1 + B − σ2

A
R1 = 0 , (23.9)

d

dt
T1 = σ2T1 + DE

σ1
T2 . (23.10)

Here, σ1 and σ2 are the separation constants. The task is now to determine the
solutions of the Eqs. (23.7), (23.8), (23.9), and (23.10) by studying the possible
values of the new constants σ1 and σ2, i.e., the spectrum that contributes to the total
solution. It is noteworthy that the spatial functions R1 and R2 are related by physical
parameters and the separation constant, whereas T1 and T2 set up a differential
equation system to be solved. This was to be expected since the differential equation
for the neutron precursors (23.2) contains only the time derivative, so that the spatial
part is controlled by the partial differential equation for the scalar neutron flux
(23.1).

The spatial part of the scalar neutron flux may be obtained by solving Eq. (23.9)
upon substituting R1(x, y, z) = X(x)Y (y)Z(z) and successively applying the
separation of variables method for the spatial dimensions.

Y (y)Z(z)
∂2

∂x2
X(x)+X(x)Z(z)

∂2

∂y2
Y (y)+X(x)Y (y)

∂2

∂z2
Z(z)

+
(
B − σ2

A

)
X(x)Y (y)Z(z) = 0. (23.11)

Upon dividing Eq. (23.11) by X(x)Y (y)Z(z) and rearranging terms with the cor-
responding variable dependence on either side of the equation, so that they may
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be separated by a constant one, arrive at three ordinary differential equations with
known solution.

d2

dx2
X(x)+

[
σ3 + B − σ2

A
− σ4

]
X(x) = 0, (23.12)

d2

dy2
Y (y)+ σ4Y (y) = 0, (23.13)

d2

dz2
Z(z)− σ3Z(z) = 0. (23.14)

Here, σ3 and σ4 are the separation constants. Using the original boundary conditions,
one may separate the part of the conditions relevant for each spatial dimension.

d

dx
X(0) = 0 , X(Lx) = 0 , (23.15)

d

dy
Y (0) = 0 , Y (Ly) = 0 , (23.16)

d

dz
Z(0) = 0 , Z(Lz) = 0 . (23.17)

The next step is then to look for the eigenvalues for each of the Eqs. (23.12)–(23.14).
To this end, these equations are solved for the set of boundary conditions (23.15)–
(23.17), analyzing whether the constants that multiply the separable functions shall
be less than, greater than, or equal to zero. Thus, the fundamental solutions for the
spatial variables are generically given by

R
(n,m,l)
1 (x, y, z) = bn,m,l cos

(
(2n− 1)π

2Lx
x

)
cos

(
(2m− 1)π

2Ly
y

)

× cos

(
(2l − 1)π

2Lz
z

)
, (23.18)

and here bn,m,l represents the set of arbitrary constants to be determined from the
initial condition. From the eigenvalue problem in the z direction σ3 = −ξ2

3 < 0,
where ξ3 = (2l−1)π

2Lz
, which are the eigenvalues associated with l = 1, 2, . . . .

Equivalently, one gets for the eigenvalue problem in the y direction σ4 = ξ2
4 > 0,

here with ξ4 = (2m−1)π
2Ly

, which are the eigenvalues associated with m = 1, 2, . . . .

The last spatial dimension has eigenvalues given by
(
σ3 + B−σ2

A − σ4

)
= ξ2

2 > 0,

where ξ2 = (2n−1)π
2Lx

are the eigenvalues associated with n = 1, 2, . . . . Further, the
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separation constant σ2 depends on the previously determined spectra and is given
by

σ2 = B −A

((
(2m− 1)π

2Ly

)2

+
(
(2n− 1)π

2Lx

)2

+
(
(2l − 1)π

2Lz

)2
)
.

This determines completely the spatial amplitudes to the general solution and
moreover may be used to also represent the solution of the stationary problem,
i.e., the initial condition by setting σ1 = λ and σ2 = −uβνΣf . It remains to
solve the equation system for the time evolutions of the scalar neutron flux and the
delayed neutron precursors. To this end, the ordinary differential equation system
for T (n,m,l)1 (t) and T (n,m,l)2 (t) (Eqs. (23.8) and (23.10)) with the modes specified by
nml was solved.

d

dt

(
T1(t)

T2(t)

)
−

(
σ2

DE
σ1

σ1 H

)(
T1(t)

T2(t)

)
=

(
0
0

)
. (23.19)

Considering that the nuclear parameters are all positive, then the discriminant of the
characteristic equation resulting from solving the problem (23.19) for both functions
T1(t) and T2(t) is always positive, so that this characteristic equation has two distinct
real roots. Then, applying the elimination method, one finds an ordinary differential
equation for T2,

d2

dt2
T2 − (H + σ2)

d

dt
T2 + (σ2H − DE )T2 = 0,

and the following expression for the discriminant of the characteristic equation,

Δ = (H − σ2)
2 + 4DE > 0 .

This guarantees the existence of the solution by exponential functions for the time-
dependent amplitudes,

T1(t) = c1 exp (Λ1t)+ c2 exp (Λ2t)

and

T2(t) = σ1

(
c1 exp (Λ1t)

Λ1 −H
+ c2 exp (Λ2t)

Λ2 −H

)
.
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Here, c1 and c2 are the arbitrary constants, and Λ1 and Λ2 are defined as

Λ1 = 1

2

(
H + σ2 +

√
(H + σ2)

2 − 4 (σ2H − DE )

)
,

Λ2 = 1

2

(
H + σ2 −

√
(H + σ2)

2 − 4 (σ2H − DE )

)
.

Recalling that R1 and R2 are related by a scaling factor only, we can compose the
general solution by the superposition of all the modes.

Φ(r, t) =
∞∑
n=1

∞∑
l=1

(
dn,m,l

(
exp(Λ1t)+ ζn,m,l exp(Λ2t)

))

cos

(
(2n− 1)π

2Lx
x

)
cos

(
(2m− 1)π

2Ly
y

)
cos

(
(2l − 1)π

2Lz
z

)
(23.20)

C(r, t) =
∞∑
n=1

∞∑
l=1

E

(
dn,m,l

(
exp(Λ1t)

Λ1 −H
+ ζn,m,l

exp(Λ2t)

Λ2 −H

))

cos

(
(2n− 1)π

2Lx
x

)
cos

(
(2m− 1)π

2Ly
y

)
cos

(
(2l − 1)π

2Lz
z

)
. (23.21)

Here, the arbitrary constants dn,m,l , related to the function Φ0, are determined by
integrating over the spatial domain

dn,m,l = Dn,m,l

∫ Lz

0

∫ Ly

0

∫ Lx

0
Φ0(x, y) cos

(
(2n− 1)π

2Lx
x

)
cos

(
(2m− 1)π

2Ly
y

)

cos

(
(2l − 1)π

2Lz
z

)
dx dy dz ,

with

Dn,m,l = 8

LxLyLz(1 + ζn,m,l)
,

and

ζn,m,l = P(Λ2 −H )(Λ1 −H )− E (Λ2 −H )

E (Λ1 −H )−P(Λ2 −H )(Λ1 −H )
,

and where ζn,m,l is found from the initial condition of the delayed neutron precursor
(Eq. (23.4)). Thus we end up with a unique and exact solution (Eqs. (23.20) and
(23.21)), which is ready for applications except for the question of truncation for
the purpose of computing numerical solution as presented next.
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23.4 Results

In the further, we present two applications, the first one for a simple problem
with a globally homogeneous domain; in other words, the nuclear parameters are
time-independent and the same everywhere in the domain. The second application
shows a case where the nuclear parameters for two subdomains are different and
are changed stepwise in the vertical direction such as to mimic an action due to the
movement of control rods. However, we do not consider an explicit time dependence
in the interface between the two subdomains that is reasonable since the time
scale of control actions is typically larger by roughly two orders of magnitude in
comparison to measurable changes in the neutron flux.

23.4.1 Homogeneous Case

This section presents the numerical results for the methodology implementation
presented in the previous section. The homogeneous domain was defined in three-
dimensional Cartesian geometry, where mono-energetic neutrons and a group of
delayed neutron precursors were considered. According to the boundary conditions
applied to find the unique solution presented in Eqs. (23.20) and (23.21), the solution
for a quarter of a multiplicative medium with the shape of a cube is presented,
considering the edge lengths of Lx = Ly = Lz = 10 cm. For the numerical
simulation, we used the nuclear parameter set provided in Table 23.1, further the
fraction of delayed neutron precursors was as usual for uranium-235 β = 0.0065,
and the mean decay constant of the precursors was λ = 0.08 s−1. Figure 23.1
presents the scalar neutron flux as a function of x for a time progression with
t = 1, 5, 15 and 30 s with y = 0 cm and z = 4 cm. The flux behavior tends to
decrease with increasing time that characterizes the setup as sub-critical.

In Fig. 23.2a, the spatial profile of the neutron flux in the x-y plane is shown for
t = 1 s and z = 4 cm. As was to be expected by the geometry specification, one
observes a symmetry of the distribution under exchange of x and y. Trivially, the
same is true for exchanges of x or y with z, which is not shown here. As an example
for the time evolution of the scalar neutron flux, Fig. 23.2b shows the flux along the
vertical axis z in the center of the multiplicative medium (x = 0 and y = 0). The
time evolution of the flux shows the exponential attenuation behavior according to
the solution for the found time function T1.

Table 23.1 Nuclear
parameters

D (cm) u (cm/s) Σa (1/cm) νgΣf (1/cm)

0.96343 1.1035 × 107 1.5843 × 10−2 3.3303 × 10−2

Source: Adapted from [OlEtAl17]
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Fig. 23.1 Neutron flux as a function of x for several time instants

Fig. 23.2 Neutron flux (a) in the x-y plane for t = 1 s and z = 4 cm, and (b) its time evolution
in the center of the multiplicative medium (x = y = 0) along the vertical axes and z

A comparison of the findings of reference [OlEtAl17] shows compatibility of
the two solutions. Recalling that the solution from the literature was obtained for a
problem in a domain with cylinder geometry so that these have a curved boundary
only, the time evolution in the center of the domain and along the z axis coincides
except for an arbitrary scale, which is due to scale invariance of both problems with
homogeneous boundary/symmetry conditions.

23.4.2 Heterogeneous Case

In this section, the previous problem was modified, and two subdomains with
different nuclear parameters were considered maintaining the global geometry of
the domain (Lx = Ly = Lz = 10 cm) as well as the fraction of delayed neutron
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precursors (β = 0.0065) and their characteristic decay constant λ = 0.08 s−1.
Further, solutions with the interface located at positions z = 2, 4, 6, 8 cm are
evaluated, which could mimic the instantaneous scalar neutron fluxes for a process
where neutron absorbers are inserted into the multiplicative medium similar to the
insertion of control rods in a nuclear reactor core. As already justified before, these
results may be considered an acceptable approximation since the time scales for the
insertion process (∼ 101 s) are typically considerably larger than the changes in the
neutron flux (∼ 10−2 s); however, more precise values depend on the reactor type
and generation. The physical effect of such a change is a decrease of the scalar
neutron flux in the region with the larger absorption cross section. Comparable
results are reported in the study of [OlEtAl17] but for cylindrical geometry. In
the further, numerical solutions are presented, where continuity of the flux and the
current density at the interfaces were the matching criterion of the fluxes in the two
subdomains. Note that our solution for Cartesian geometry works as a solution for
more complex cases such as subdomain interfaces in x–z or y–z planes, whereas
the solution of reference [OlEtAl17] is valid only in subdomain interfaces in planes
perpendicular to the z axis.

The idea to construct the global solution in the whole domain by solutions for
each subdomain is based on the scale invariance property of the space kinetics
equation and the homogeneous boundary/symmetry conditions. The fact that nonho-
mogeneous boundary conditions restrict scale invariance is then used at the interface
and is where the fluxes and current densities are in general not vanishing. The formal
steps to construct the solution are as follows. The structure of the obtained solution
as obtained in Eq. (23.20) is valid for each of the subdomains except for the spectrum
(separation constants) and consequently the integration constants to be determined,
which is a direct consequence of the numerical differences in the nuclear parameters.
As intermediate solutions, each subdomain is solved as an independent problem
where the subdomain containing the origin imposes a restriction by a vanishing
current density (symmetry condition), while at the boundary the vanishing flux
restricts the solution in this subdomain. Local scale invariance is now explicitly
broken in order to match the solutions and preserve the continuity equation, i.e.,
neutrons leaving one subdomain shall enter the second subdomain and vice versa.
It is noteworthy that a global scale invariance still remains which is frequently fixed
upon imposing a specific power for the considered nuclear medium and volume.

More specifically, the solution is valid for each segment, that is, in the upper cell
z ∈ [(1−κ)Lz, Lz] or the lower cell z ∈ [0, (1−κ)Lz], where κ ∈ [0, 1] specifies the
location of the interface between the subdomains. The solutions in different cells (or
regions of the reactor) have invariance under a global scale transformation so that for
instance fixing the scale at the origin allows to match the solutions while preserving
the continuity equation by adjusting the scale of the solution in the second domain.
Thus, considering two distinct regions, the solution of the scalar neutron flux can be
written as shown below.



354 F. Tumelero et al.

Table 23.2 Nuclear parameters for the heterogeneous case

D (cm) u (cm/s) Σa (1/cm) νgΣf (1/cm)

Region 1 0.96343 1.1035 × 107 1.5843 × 10−2 3.3303 × 10−2

Region 2 0.96343 1.1035 × 107 0.115843 3.3303 × 10−2

Source: Adapted from [OlEtAl17]

Φ(x, y, z, t) =
{
Φ[1](x, y, z, t), if 0 ≤ z ≤ (1 − κ)Lz

Φ[2](x, y, z, t), if (1 − κ)Lz ≤ z ≤ Lz

The aforementioned scale degrees of freedom are exploited to satisfy the following
interface conditions, i.e., continuity of the scalar neutron flux and continuity of the
current density across the interface.

Φ[1](x, y, (1 − κ)Lz, t) = Φ[2](x, y, (1 − κ)Lz, t)

D[1] ∂
∂z
Φ[1](x, y, (1 − κ)Lz, t) = D[2] ∂

∂z
Φ[2](x, y, (1 − κ)Lz, t).

To perform the simulation, the nuclear parameters presented in Table 23.2
were used, where a larger macroscopic absorption cross section in region 2 was
considered, representing the effect of neutron absorption by an operational control
measure. The insertion of the absorber was evaluated for different positions from
the top to the bottom in the considered geometry. The effect of the interface position
on the scalar neutron flux is shown in Fig, 23.3a–d, where the time was frozen
to t = 1 s, and the projection into the x–z plane is depicted for the positions
z = 8, 6, 4 and 2 cm, respectively. Due to the symmetry under exchange of x and
y, the respective projection has the same appearance as the one displayed here. In
the case of z = 8 cm, the effect of the differences in the physical parameters for
the subdomain above and below is hardly recognizable, which is partially due to
the fact that at z = 10 cm we have homogeneous boundary conditions so that this
region of the flux naturally has an accentuated attenuation. Nevertheless, for the
interface positions at z = 6 cm down to z = 2 cm, one observes a drop to lower
fluxes with increasing z, which by numerical inspection shows that the following
limits are complied.

lim
ε→0

Φ(x, y, z− ε, t) = lim
ε→0

Φ(x, y, z+ ε, t).

The continuity of the current density was verified numerically and showed up to
small differences from numerical imprecision a fairly well agreement for some
instants, namely, t = 1 s, 5 s, 10 s and 15 s, respectively.

j1 = lim
ε→0

D[1]∇Φ(x, y, z− ε, t) = lim
ε→0

D[2]∇Φ(x, y, z+ ε, t) = j2.
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Fig. 23.3 Scalar neutron flux as a function of x and z with interface between the two subdomains
at (a) z = 8 cm, (b) z = 6 cm, (c) z = 4 cm, and (d) z = 2 cm

Table 23.3 Numerical
values for the current
densities j1 and j2, for
different times and with
x = 0, y = 0 and considering
the interface at z = 8

Time |j1| |j2|
1 s 1.6480 × 10−6 1.6480 × 10−6

5 s 1.1983 × 10−6 1.1973 × 10−6

10 s 8.0460 × 10−7 8.0308 × 10−7

15 s 5.4025 × 10−7 5.3866 × 10−7

Fig. 23.4 Time evolution of the scalar neutron flux along the z axis with interface located at z =
8 cm

One example is shown for the interface position z = 8 cm and with x = y = 0 cm,
where the numerical findings are presented in Table 23.3.

Figure 23.4 shows the time evolution of the scalar neutron flux along the z axis
and considering x = y = 0. Once again, one observes the same exponential atten-



356 F. Tumelero et al.

uation with increasing time as in the homogeneous case, due to the characteristic
of the nuclear parameters that characterize the problem as sub-critical, due to the
increased absorption cross section in the upper subdomain.

23.5 Conclusion

In this chapter, we presented an analytical solution for the space kinetics equation for
three-dimensional Cartesian geometry. The method of variable separation allowed
to determine an in-principal exact solution except for the truncation of the spectrum
associated to each spatial dimension, which is necessary for numerical applications.
So far, we focused on the solution and left open the pertinent question of truncation
and its implication on the precision of the solution. However, successive increase in
the number of terms and their contribution to changes in comparison to the previous
solution may give a hint as to how many terms will result close to the exact solution.
Evidently, this is not a proof of convergence but indicates the stability of the solution
and is a necessary (but not sufficient) condition for convergence.

The general solution was applied in two cases, one with a homogeneous domain
and a second one where the domain was divided into two subdomains each
with specific but different nuclear parameters. The latter problem is relevant for
calculating the nuclear reactor core with its highly heterogeneous structure. If one
considers each nuclear element as one region, one ends up with ∼102 regions that
define the domain analogue to the reactor core. For these cases, it is interesting to
have an analytical solution that allows at least to simplify the optimization of the
core assembly such that the resulting scalar neutron flux is as “homogeneous” as
possible, which implies a “uniform” burn-up.

One of the features of the dynamical equation is scale invariance, which we
exploited to determine in principle the solution in each individual subdomain.
Moreover, initial and homogeneous boundary conditions maintain global scale
invariance of the solution of the considered space kinetics problem. The scale degree
of freedom opens up a pathway to construct the global solution fixing the scales of
the solution in one subdomain with the neighboring ones using the same expressions
but with differences in the physical parameter for each region. Once the appropriate
spectrum is used from the nuclear parameters, the remaining integration constants
are fixed by the initial and interface conditions. Thus, analytical procedures may be
performed to investigate the influence of changes in the core assembly on the global
profile of the solution.

Evidently, so far there are still several simplifications that have to be improved
in future works, such as to increase the number of energy groups for neutrons as
well as the number of groups of delayed neutron precursors. There is also a need to
test the solution for critical and super-critical cases and compare these to findings
in the literature. Another relevant issue is considering nuclear parameters with time
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dependence using the idea presented in reference [TuEtAl19], which makes use of a
modified decomposition method, where the solution presented in this chapter would
serve as an initialization in a set of recursive equations. Solutions from this kind of
approach could then substitute at least some of the benchmarks, which are so far
exclusively generated by numerical approaches.
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