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Abstract. A CNN (Convolutional Neural Network) is an artificial neural network
used to evaluate visual pictures. It is used for visual image processing and is cat-
egorised as a deep neural network in deep learning. So, using real-time image
processing, an Al autonomous driving model was built using a road crossing pic-
ture as an impediment. Based on the CNN model, we created a low-cost approach
that can realistically perform autonomous driving. An end-to-end model is applied
to the most widely used deep neural network technology for autonomous driving.
It was shown that viable lane identification and maintaining techniques may be
used to train and self-drive on a virtual road.
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1 Introduction

Images have recognized, and natural language processing has been improved with its
usage in recent times. Because CNN (Convolutional Neural Network) performs better
than conventional techniques, there is a lot of work being done in image recognition. The
development of self-driving automobiles is a prominent area of investigation. Several
instruments and cameras are necessary to detect the nearby atmosphere and instanta-
neously identify acceleration, deceleration. They halt to acquiring and analyzing infor-
mation both within and outside the autonomous vehicle. Another benefit of using con-
tinuous video or data feeds for autonomous driving is tackling this problem much more
rapidly. An autonomous driving system for automobiles is being developed and tested in
this study using a deep learning algorithm. This approach, which has a significant influ-
ence on picture recognition, can easily handle the development of autonomous driving
systems.
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2 Deep Learning Method for Self-driving Car
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Fig. 1. Structure of reinforcement learning

As aresult of this, convolutional artificial neural networks (CNNs) have been developed.
Neural networks are the basic building blocks of CNNs. 1) Neurons between layers
remain “local” and disconnected in each layer. Neuron input from a lower-layer neuron
located in a rectangular space next to the neuron’s upper layer. The neural receptive field
may be found here. Neural cells in the same layer share the weights of “local” connec-
tions. The number of CNN model parameters is reduced because of the immutability
of visual input. CNN is regarded as “implicit previous knowledge” in computer vision;
CNN has proved to be a viable paradigm for resolving cv difficulties. AlexNet [3] sur-
passed ImageNet [4] in 2012, which prompted CNN and its newest algorithms to be
adopted immediately. As a result, CNN has become a symbol of self-driving vehicles.
An RNN is a deep learning method that works well with large datasets. Being able to deal
with time. Natural language processing, as well as video, are two of its strong points.
Streaming. An accurate depiction of self-driving vehicles is essential. Unpredictable and
ever-changing environmental conditions Thus, driving data from the past may be used to
create more accurate representations of the environment. Reinforcement learning may
be modelled using the Markov Decision Process. In the same way as in a When the robot
correctly determines the present state of the environment, it gets rewarded. Reinforce-
ment, The optimum technique is learned via this process of trial and error. To maximise
the cumulative Reward, the policy recommends an approach that maximises the sum of
all rewards. Laws like this. Figure 1 depicts a conceptual framework for reinforcement
learning. Learners should be rewarded for their efforts. In self-driving cars, technology
is used in a variety of ways.

Tries to identify a continuous action strategy that maximizes the agent’s advantage
environment. Action, Reward, State, Agent, and Environment are the five components.
a subject that learns and acts in the environment. When Agent Acts, Agent recognizes its
own condition as Reward. The agent so interacts with reinforcement learning continues
[6-9].
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3 Deep Learning-Based Acknowledgement of Autonomous Driving

Figure 2 displays two self-driving car channels based on deep learning. However, (b)
is an all-encompassing system that recognises, plans, and executes all at once. A non-
learning method or a deep learning technique may both be used in a sequential pipeline.
Deep learning is used widely in end-to-end learning systems.

Using deep neural networks to operate sensors directly speeds the process. Deep neu-
ral networks This is based on recent studies [ 12]. End-to-end control of autonomous vehi-
cles using layer three neural networks was first demonstrated in the late 1980s [13]. This
experiment employed a six-layer CNN in the initial 2000s [14] for DARPA’s autonomous
vehicle (DAVE) research. From the visual pixels, the neural network model generates
steering control instructions. All intermediary steps are skipped in the sequential pipeline
approach.

Cameras in automobiles take 30 frames per second of roadside images, according
to NVIDIA research. This information was also obtained, which is how many degrees
to the right or left. A cause and a result must be linked in supervised learning. Lane-
maintaining Al uses the road image as a cause value (X) and the handle value. As
a result, value (Y) (Y). The lane-maintenance function cannot be implemented using
a modest linear equivalence. Because of this, an artificial neural network is needed. In
additional arguments, as predictive models, artificial neural networks have taken the role
of straight lines. The predicted handle value is returned as before when the highway copy
is input into the artificial neural network. To minimise the overall number of mistakes,
an artificial neural network is trained to provide the smallest possible difference between
the predicted and actual values of the steering wheel.
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Fig. 2. A self-driving automobile powered by deep learning.
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4 Low-Cost Autonomous Vehicle Architecture Design

4.1 Preparation of the Data for Analysis

Before gathering data for self-driving vehicles, the route must be prepared. Small or
large, the road was created and used in an unsuitable manner. 1.5 to 2 times the width of
an automobile is ideal. On a small path, it’s problematic to ambition and get enough drill
information. If the road is also varied, the camera may not be able to detention both left
and right sides at the same time. Moderate curves and straight lines would be included
in the roads. A discrepancy in rotational speed between the left and suitable motors in
prototype studies makes it difficult to handle curving roads. Accomplished A incorrect
turn might be difficult to navigate, even on a straight route. If an artificial intelligence
system is operating in a safe mode, direct driving enables the driver to act like a human.
The prototype road model is seen in Fig. 3.

Fig. 3. Prototypes of self-driving vehicles.

It is essential that the data proportions be equalised. As an example, for a left turn,
the ratio is 14%; for a straight-ahead, it is 76%; and for a right turn, it is 20%. There
is a 76% to 18% shift in the correct turn ratio after running decalcompy.py. Learning
to turn left and right is improved by reducing the left/right balance. Scaling data may
be done in two ways when it is not equal. Down Left/right turn counts are equalised by
selecting the number of left/right angles from the total data of straight forward, which
has an 18%, 76%, 18% ratio. Reduces the number of categories to a few from many with
many classes, in other words. An artificial intelligence system may not function as well
as it might if the missing knowledge is critical. When the ratio of left, straight, and right
turns reaches 18%, it begins to replicate the data. It develops the data volume of a wide
variety with a high data rate by continually copying and using the data of a category
with a low data rate. Overfitting on repeated data might be a drawback of this approach,
which benefits from increasing the number of data and altering the data rate. The data
rate may be adjusted by using sampling in this study.
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4.2 Prototype Training for the Self-driving Car

Figure 4 depicts the System hardware structure. Using Tensorflow to classify images is
covered in more depth later. In this case, the picture and the arrow keys associated with
it are preserved in the Orange Pie light internal folder. After gathering the training data,
the system regulates the speed of the DC motor and runs using image classification.

This study employed a categorization model. Classification is the process of catego-
rizing a result and predicting it. The system flow is as follows. First, using VNC Viewer
to connect to Orange-pi remotely, the user collects learning data and saves it as an image.
After gathering training data, a classification model is developed. Figure 5 depicts the
model’s classification process. The road picture is sent to the input layer of the artificial
neural network, which predicts and expresses a value in the output layer of four neurons
(stop, go straight, turn right, turn left). It also stops at a crosswalk on the road. Predicted
values for four categories are shown as likelihood based on the current road picture.
Among these, the most likely value is chosen as the AI’s output value.

03

‘ Pi Camera

DC Motor |

Motor Shield Orange Pi Lite

Fig. 4. Overall system structure

4.3 Network Architecture

As illustrated in Fig. 6, the learning technique employed in this study has four convolu-
tional layers and three fully linked layers. Figure 7 also shows the internal structure of
the convolutional and fully linked layers. The convolution layer uses a 3 x 3, and a 5
x 5 kernel in the sequence of convolution and activation functions indicated in Fig. 7.
More steps in the convolutional layer improve feature detection but takes a long time
to learn. However, if it gets above a particular point, the picture becomes distorted, and
the performance suffers. Conversely, a low amount of convolutional layer limits feature
extraction, resulting in poor accuracy.
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Fig. 5. Images of road signs are used to classify them.
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Fig. 6. CNN network structure
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Fig. 7. Fully linked layer structure with a convolutional layer.

The kernel derives the image’s features and checks if the detected feature exists in the
area based on the learnt part. This work employed three layers for the ultimately linked
layer. After flattening using 1D data, dropout is used to the first completely connected
layer to avoid over-fitting. The second layer is dropped out again after employing the
Relu activation algorithm. The final layer uses Relu and Dropout. The last layer connects
the photographs to the same four layers as the experiment’s image kinds.
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Implementation:

The system utilises Python, Tensorflow, and Otangepi. Apple’s H3 quad-core Cortex-
A7 H.265/HEVC 4K CPU and Mali 400MP2 GPU @600 MHz support OpenGL ES 2.0
on Orangepi. Figure 8: Autonomous car prototype.

Fig. 8. Autonomous car prototype

During the learning process, prediction rates are shown graphically in Fig. 9. The
final learning model has a prediction rate of 87%, which is the most significant. Tertiary
learning models’ loss values decrease as learning progresses in Fig. 9. Afterwards,
the model is ready for self-driving operations. More iterations are mentioned training
accuracy, training loss and Validation accuracy and loss is mentioned in Fig. 9. Figure 8
shows the camera on the toy car prototype’s camera taking a photo of the vehicle as it
moves forward, left, and right. Because of this, the left and right turns are 100% correct so
that you won’t get lost. Off-roading is less probable if you make more accurate left/right
turns. Despite its zigzag function, it is safe to drive since it can only be steered by turning
left or right. If the straight line’s precision is at or over 50%, it is blended correctly.
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Fig. 9. Each experiment’s self-driving prediction accuracy (loss value)

5 Conclusion

A CNN-based deep learning algorithm was used to construct an active vehicle
autonomous driving system to examine low-cost autonomous driving based on pic-
ture categorisation. This article’s discussion of self-driving cars relies on a technique
known as convolutional neural networks (CNN). This might be done in the future with
the creation of a low-cost testbed. By explaining the responsibilities of other subsystems
in autonomous driving, it is feasible to investigate object identification and navigation.
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