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Abstract. Identification and classification of fruits of different qualities are vital
for fruit industries. Traditional techniques, such as visual inspection of fruits by
handpicking, are time-consuming, tiresome, and error-prone. To automate the
fruit inspection process and segregating them into different classes, computer
vision and machine learning approaches has been applied and researched. For
segregating fruits into different classes or qualities, Transfer Learning is one of the
popular technique to build a fruit classifier. This paper evaluates the performance
of VGG16, InceptionV3, Xception, ResNet152V2, and DenseNet by training and
testing models using transfer learning. The experiment is conducted on two fruits
datasets. Further, to improve the accuracy of fruit classification, the pre-trained
model DenseNet is partially unfreezed and retrained. The results show that this
model archives accuracy of 99.61% for fruit classification.
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1 Introduction

Indian agriculture industries play a significant role in the economy of India. India is
primarily an agriculture-based economy and has tremendous opportunities in exporting
fruits and vegetables. As per APEDA (Agricultural and Processed Food Products Export
Development Authority), Ministry of Commerce and Industry, India [1], India stands
second in producing fruits and vegetables globally, after China. During 2020–2021, India
exported 956961.00 metric tons of fruits, which were worth Rs 5647crores. Fruits such
as pomegranates, bananas, oranges, and mangoes are exported in large amounts from
India to different countries.

Farmers produce fruits and vegetables and sell them either in local markets or to fruit
industries. The fruit industries process them to segregate into different grades (quality of
fruits) before packaging for export. The high quality of fruit is the primary requirement
for exporting. Hence, accurately and efficiently selecting high-quality fruits is vital for
the fruit industry.

Fruits sorting in major fruits industries in India is mainly done by handpicking and
inspecting fruits manually, which is time-consuming, tiresome, and error-prone. Further,
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rotten fruits need to be sorted and removed immediately to avoid spoiling other fruits.
The quality of fruit is decided bymany parameters, such as ripe, unripe, and rotten. Thus,
there is a need to automate the fruit sorting process to reduce labor costs and accurately
sort fruits into different qualities.

In literature, some works are reported to automate the fruit classification problem
using various machine learning and computer vision techniques. The major steps used in
fruits and vegetables classification are data acquisition, pre-processing, feature extrac-
tion, and classification [2]. Images are the primary input data in the fruit classification
system, acquired using the camera, ultrasound, MRI, infrared, Lidar [2, 3]. The digital
images of various fruits and vegetables of different qualities and grades are collected to
create a training dataset.

The images acquired through sensors contain noises and distortions. In the pre-
processing step, the noises and distortions are removed or minimized before the feature
extraction process. Further, pre-processing enhances the image data and various features
of the images, which is essential for obtaining discriminative features for classification.
Sometimes segmentation is required as a pre-processing step that separates the fore-
ground object of interest from the background. Segmentation techniques [3], such as
thresholding, clustering are primarily used for segmentation. An improper segmentation
degrades the classifier’s performance.

After pre-processing, features such as texture and color, are extracted for further
processing as these features play a vital role in discriminating one object from the other.
These extracted features are used to train a fruit classifier. Various machine learning
algorithms, such as KNN, SVM, ANN, deep learning networks, have been used in the
literature [3–5] to design fruit quality classification algorithms.

Development in deep Convolutional Neural Networks (CNN) has proven to be very
effective in image classification tasks [6, 7]. CNN is trained to identify and classify
objects. Building and training a CNN from scratch requires a huge amount of data and
time. Hence, transfer learning is used. Transfer learning is a way to transfer knowledge
from a similar domain to a specific domain. It is used when the training data is limited
[8]. In literature, transfer learning is also used fruit classification [9, 10]. Therefore, this
work proposes a fruit classifier to automate the visual inspection of some Indian fruits
using transfer learning. The major contributions are:

i) Performance evaluation of various popular pre-trained networks for fruit image
identification and classification.

ii) Fine-tuning of Desenet121 by partially unfreezing a few layers of the convolutional
network.

2 Related Work

Many research works on fruit and vegetable classification and their quality grading,
based on color, texture and shape, have been reported using machine learning-based
computer vision [2–5]. Four different machine learning classifiers, KNN, SVM, SRC,
and ANN, have been used in [4] to classify fruits. A classification technique based on
KNN, SVM, linear discriminates, and regression classifier is used by Singh and Singh
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[11] to classify healthy and rotten apples. SVM classifier is used by Moallem et al.
[12] to detect defects in apples. They used statistical, texture, and geometrical features
and achieved 92.50% and 89.20% accuracy for healthy and defective apples. Long and
Thinh [13] used external features, such as length, width, weight, and defect, to classify
mango into three different grades: good, medium, and bad. The classifiers used by [13]
are Random Forest, Linear discriminant analysis, KNN, and SVM. The random forest
has outperformed with a precision of 98.1% compared with the other three models.

Developments in the deep convolutional neural network is found effective in image
identification and classification tasks [6, 7]. In [14], authors used two models - a six
layered CNN model and a customized VGG16 model for automatic fruit classification.
A nine-layer CNN is proposed by [15] for fruit classification in uncertainty conditions.
They usedYOLOV3 to generate a bounding box around the apple in the original images.
They reported an average accuracy level of 99.73%.

Full training of a deep CNN is very expensive in terms of time and resource. Hence,
many researchers used the transfer learning approach, which uses weights of pre-trained
generic models to build new specific models. Transfer learning is widely used in various
computer vision tasks and helps efficiently fine-tune a generic pre-trained network for
a specific purpose. Further, it has been found that transfer learning effectively transfers
learned knowledge from the general domain to a specific domain even when data is
limited. It not only saves training time but also reduces generalization error. Hence,
many researchers in fruit and vegetable classification and grading have used transfer
learning.

Zilong et al. [16] have investigated the effectiveness of various configurations ofCNN
to detect damaged apples. They also explored different fusion strategies and achieved an
accuracy of 97.67%. They used VGG-19 and Inception-v3 CNN architecture for feature
extraction. Vishal et al. [9] used DenseNet161, InceptionV3, andMobilenetV2 architec-
tures to study the misclassification problem. Further, they proposed MNet architecture
based on Inception-v3 to classify fruits into different classes and achieved an accuracy
of 99.92%.

A real-time automatic visual inspection system for grading of apple and banana
using pre-trained CNN architectures - ResNet, DenseNet, MobileNet, NASNet, and
EfficientNet is studied by Nazrul and Malik [10]. They found EfficientNet to be the
best model for fruit grading and achieved an accuracy of 99.2% and 98.6% on apple
and banana test sets, respectively. Shih-Lun et al. [17] also used pre-trained networks
AlexNet, VGG, and ResNet to classifyMangoes of different grades. ACNN architecture
based on MobileNetV2 for the classification of fruits inside a plastic bag is proposed by
Rojas Aranda et al. [18]. Besides fruit images, they also input additional features, such
as color and centroid, to improve accuracy.

From the above, it can be concluded that fruit and vegetable classification and grading
is an emerging area of research. There aremany fruits and vegetables forwhich classifiers
have to be developed. Further, there are many generic networks whose efficacy for fruit
and vegetable classification has to the evaluated. In this paper, we have evaluated the
performances of various networks.
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3 Methodology

This work evaluates the performance of generic VGG16 [22], InceptionV3 [23], Xcep-
tion [24], DenseNet [25] and ResNet152V2 [26] networks for fruit identification and
classification. Further,we have attemptedfine-tuning ofDesenet121 by partially unfreez-
ing a few layers of the convolutional network to enhance the accuracy of the fruit classi-
fier, using two fruit image datasets [19, 20]. This section briefly describes the datasets,
CNN networks, and transfer learning concepts used in the paper.

3.1 Datasets

In this paper, we have used two different fruit datasets for training fruit classifiers. The
first dataset (dataset-1) is fruits fresh and rotten for classification [19]. It consists of
three types of fruits - Apple, Banana, and Oranges, having 13599 healthy and rotten
images; Of the total images, 7308, 2698 and 3593 images are used for training, testing
and validation. The dataset consists of six classes: Fresh Apples, Bananas, and Oranges;
and Rotten Apples, Bananas, and Oranges. The image sizes in dataset-1 are variable.
Hence, they need to be properly resized before using them in a network. We have used
resized images to 150 × 150 × 3 in this paper.

The second dataset (dataset-2) consists of images of six types of Indian Fruits:
Apples, Bananas, Guavas, Limes, Oranges, and Pomegranates. The dataset consists of
12000 healthy and rotten images. The dataset is available at [20]. The dataset is divided
into twelve classes, with each class having 1000 images. The twelve fruit classes in the
dataset are Fresh Apples, Fresh Bananas, Fresh Guavas, Fresh Limes, Fresh Oranges,
Fresh Pomegranates, Rotten Apples, Rotten Bananas, Rotten Guavas, Rotten Limes,
Rotten Oranges and Rotten Pomegranates. The images are colored RGB images of sizes
256 × 256 × 3. To build the classifier, dataset-2 is partitioned into training, testing and
validation in 70%,15%, and 15%, respectively.

Pre-trained networks used in this study require all input images to be of some specific
sizes during their training. For example, the Xception network requires the input image
dimensions of size 299× 299× 3 for its training. However, these networks accept input
image dimensions to fall within a range. For example, the Xception network can take
images from 299 × 299 × 3 to 71 × 71 × 3. The number of channels is fixed at 3.
Similarly, DenseNet accepts the input image from 224 × 224 × 3 to 32 × 32 × 3.
Therefore, we have used input images of size 224× 224× 3 for consistent comparisons
of results for all networks for dataset-2. Dataset-1 contains images of variable sizes.
Therefore, we have used input images of size 150 × 150 × 3 for training, testing, and
validation of the classifier.

3.2 Convolution Neural Network

CNN has outperformed traditional technics for various computer vision tasks, including
the identification and classification of images. A CNN is an artificial neural network
specifically designed to process rectangular image pixel data and has produced superior
results than other neural networks for image processing tasks. A typical CNN consists
of two parts (see Fig. 1): A convolutional base and a classifier. A Convolutional base
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consists of a stack of layers comprised of convolutional and pooling layers. The con-
volutional base is used to learn and extract various features. The classifier consists of a
fully connected layers to classify images. The initial layers, i.e., the head layers of the
convolutional base, learn the general features, whereas the features extracted by the tail
layers are specific to the chosen dataset and task.

`

Convolu�ons Convolu�onsPooling Pooling Fully connected

Output Pre-
dictions Input

Convolu�on base
(Feature Extrac�on) 

Classifier

Fig. 1. Typical convolutional neural network architecture

3.3 Transfer Learning

Deep CNN networks consist of many layers in their convolutional base, sometimes
more than 100 layers. Transfer learning is a way to build accurate deep CNN models
efficiently [7]. Interested readers can refer to [8] for more details. In transfer learning, we
use weights and parameters of pre-trained networks that have been trained earlier using
generic datasets of similar types. In this way, the network does not have to learn from
scratch and require a huge amount of training data. The advantage of transfer learning
is that it is more efficient and requires less data than training the same network from
scratch.

Various pre-trained networks are explored and compared to develop automatic fruit
identification and classification systems [5, 9, 10]. The list of pre-trainedmodels is large,
and we have used a limited number of pre-trained networks ranging from classical to
modern architectures. All the pre-trained networks used in this paper are trained on the
ImageNet dataset of the ImageNet Large Scale Recognition Challenge (ILSVRC) [21]
to classify 1000 generic classes, and their pre-trained weights are available. The pre-
trained networks used in this paper for fruit classification are VGG16 [22], InceptionV3
[23], Xception [24], DenseNet [25] and ResNet152V2 [26].

3.4 Training of Networks

This paper adopts two strategies to train the above pre-trained networks using transfer
learning to identify and classify fruits from dataset-1 and dataset-2. In strategy 1, we
have used the frozen CNN (the base network) as a feature extractor, and the network is
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fine-tuned by adding a new classifier to the base network. This strategy is implemented
by removing the pre-trained network’s original classifier, and a new block of fully-
connected layers are added on the top of the existing base network. The new block
of fully connected layers consists of a dense layer of 1024 neurons (ReLU activation
function), and a dropout layer to avoid overfitting. Finally, a dense softmax output layer
of 6 or 12 neurons (depending on the dataset used) is added, (see Fig. 2). The probability
of dropout is set to 0.2. We call this model as Model-I. Model-I is fine-tuned by freezing
all the layers of the convolutional base network, using dataset-1 and dataset-2. Model-I
is trained with both fruits datasets. In this strategy, during transfer learning, the original
weights of the convolutional network are preserved.

Input 
Fruit Images 

Pre-trained Model - All fro-
zen layers 

(Base Network)

 Fruit Class 
prediction

Softmax

Fully connected 
layer + ReLU

Dropout

Feature Extraction / 
Convolution Layers

Fig. 2. Block diagram of Model-I

In the second strategy, the classifier remains the same as used in the first strategy.
Here, a few layers of the convolutional base network are unfreezed for training (see
Fig. 3). The unfreezed layers and a new block of fully-connected layers (shown in blue
in Fig. 3) are retrained with dataset-2. We call it Model-II. During retraining, we have to
be very careful with the learning rate that controls the weights of the pre-trained network.
A small learning rate is preferred for pre-trained networks because a high learning rate
may distort the CNN weights too early.

Fruit Class 
prediction

Input
Fruit Images Pre-trained Model 

(Partially Unfreezed 
Layers)

Softmax

Fully connected 
layer + ReLU

Dropout

Fig. 3. Block diagram of Model-II
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4 Results and Discussion

Our results for VGG16 [22], InceptionV3 [23], Xception [24], DenseNet [25] and
ResNet152V2 [26] pre-trained networks (model-I and model-II), which are trained and
evaluated with dataset1 and dataset-2, are reported in this section. These networks have
been selected because these networks have achieved excellent performance on the Ima-
genet challenge [21]. All these pre-trained networks are freely available in the Keras
API for use.

The experiments are performed using Google Colab with its GPU. We used Keras
APIs in Python for building the fruit classifiers. Further, to reduce the training time, we
used transfer learning for both datasets. Standard formulas are used to calculate accuracy,
precision, recall, and F1-score [6].

For consistency in performance evaluation, the parameters used for both datasets are
kept the same. The optimizer used is Adam, and the batch size = 32. The learning rate
used for Model-I is 1e−3. The remaining parameters of the Model-I are kept at their
default values provided by the Keras API. The input image size of 150 × 150 is used
for dataset-1 and 224× 224 for dataset-2. The values obtained for the various statistical
metrics are given in Table 1 for dataset-1 and Table 2 for dataset-2. The tables show that
the best model, among the tested models, that correctly classifies the fruits to the correct
classes is the DenseNetModel [25]. The accuracy of the DenseNet model for dataset-1 is
99.03% and 99.11% for dataset-2. Figure 4 shows the accuracy performance of various
pre-trained networks evaluated using Model-I. In Table 2, we observed that Recall and
Accuracy are the same for all pre-trained networks. The equal values for accuracy and
recall are because dataset-2 is highly balanced and contains an equal number of images
for each class, i.e., 1000 images per fruit class.

Table 1. Performance metrics of pre-trained networks using Model-I for dataset-1

Model Accuracy Precision Recall F1-score

VGG16 [22] 96.62 96.75 96.50 96.59

InceptionV3 [23] 96.81 96.74 96.69 96.61

Xception [24] 96.62 96.94 96.52 96.69

ResNet152V2 [26] 97.14 97.13 97.08 97.10

DenseNet [25] 99.03 99.00 98.99 98.98
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Table 2. Performance metrics of pre-trained networks using Model-I for dataset-2

Model Accuracy Precision Recall F1-score

VGG16 [22] 95.22 95.53 95.22 95.23

InceptionV3 [23] 97.05 97.14 97.05 97.02

Xception [24] 97.00 97.12 97.00 96.99

ResNet152V2 [26] 97.61 97.73 97.61 97.62

DenseNet [25] 99.11 99.13 99.11 99.11

Partial unfreezed DenseNet [25] 99.6111 99.6158 99.6111 99.6098

FromTable 1 and Table 2, it can be observed that DenseNet is the best. The confusion
matrices obtained for the DenseNet architecture for Model-I are shown in Fig. 5 (for
dataset-1) and Fig. 6 (for dataset-2). The test set of dataset-1 contains 2672 images, and
dataset 2 contains 1800 images (150 images for each class).
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Fig. 4. Accuracy performance of various pre-trained networks using Model-I for dataset-1 and
dataset-2.

To further increase the accuracy of the DenseNet model on fruit datasets, it is fur-
ther evaluated using Model-II. As stated earlier, in Moel-II, we partially unfreezed the
convolutional network of DenseNet and retrained the network (Fig. 3). The input image
size for training DenseNet is 224 × 224; hence we trained and tested it only on dataset
2.

The convolutional base of DenseNet is a huge network and consists of five convolu-
tional blocks, and each convolutional block consists ofmany sub-blocks of convolutional
and pooling layers. We experimented with unfreezing a few sub-blocks of convolutional
block-5. Convolutional block-5 consists of 16 sub-blocks. We experimented and eval-
uated the network’s performance by unfreezing sub-blocks 16 to 12 of convolutional
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block-5. We found that the performance of the network improved till unfreezing sub-
block 13 but degraded when further unfreezed to sub-block-12. When we unfreeze a
sub-block, all the downline sub-blocks from that block are unfreezed until the network’s
end. We started by unfreezing one subblock of conv5_block from the bottom at a time
for partial retraining and evaluated the network.

We have used a learning rate of 1e−04 with the optimizer Adam. Further, the early
stopping technique is used to avoid overfitting the network. The evaluation metrics are
reported in Table 2 (the last row). The accuracy of the DenseNet model evaluated using
Model-II for dataset-2 is 99.61%, and its confusion matrix is shown in Fig. 7. From the
confusion matrix (Fig. 7), we can see that the number of misclassified fruits is 7 out of
1800 fruits, and the only misclassified fruits are Fresh Apples and Rotten Oranges. All
other fruits (fresh and rotten) are 100% correctly classified.

Since the proposed model, Model-II using DenseNet architecture, achieves an accu-
racy of 99.61%, therefore, DenseNet architecture when compared with other architec-
tures considered in this paper can be applied in fruits industries for classification of fresh
and rotten fruits.

Fig. 5. Confusion matrix obtained for the DenseNet pre-trained network using Model-I for
dataset-1
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5 Conclusions

This paper proposes fruit classification systems based on generic image classifiers:
VGG16, InceptionV3, Xception, DenseNet, and ResNet152V2. We have partially
retrained these networks using transfer learning for two fruits datasets.We experimented
with changing the classifiers and unfreezing a few sub-blocks of base convolutional net-
works of DenseNet network. We adopted two training strategies for transfer learning.
In the first strategy, the base network is frozen, the old classifier is removed, and a new
classifier is added and fine-tuned. Results show that the DenseNet model is superior
than other considered networks on both datasets. The accuracy achieved is 99.03% (for
dataset-1) and 99.11% (for dataset-2). We applied the second strategy to DenseNet to
further improve its accuracy. In the second strategy, the base network of the DenseNet
model is partially unfreezed and fine-tuned, which results in an accuracy of 99.61%.
It can be concluded that an accurate fruit classification can be developed using these
generic image classifiers. In a future study, these classifiers will be tested on other fruits
and fruit datasets.

Fig. 6. Confusion matrix obtained for the DenseNet pre-trained network using Model-I for
dataset-2
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Fig. 7. Confusion matrix obtained for the DenseNet pre-trained network using Model-II for
dataset-2
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