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Preface

The price of light is less than the cost of darkness.

(Arthur C. Nielsen)

Data is the raw material of the future – and this especially applies to business.
Companies have increasingly incorporated data analysis into their overall strategy
to understand their customers better and achieve greater success. Large companies
such as Amazon, Google, Netflix, Facebook, Twitter, Walmart, and eBay, among
others, are showing how future business decision-making can be automated and
personalized on the basis of real-time and continuous data analysis.

Until a few years ago, data analytics machine learning and algorithms were
exclusively a topic of scientific discussions, but today they are increasingly finding
their way into everyday-life products. At the same time, the amount of data produced
and available is growing due to increasing digitization, the integration of digital
measurement and control systems, and the automatic exchange between devices
(the Internet of Things).

Algorithms and data analysis, and thus the systematic collection, are increasingly
forming the basis of the business playground. The potential of data-driven business
is promising, but the professional handling of data raises many questions in practice.
Technical requirements and data protection aspects, but, above all, the choice of the
proper methods, present companies with major challenges.

Data is now being integrated into day-to-day operations rather than being used
only for specific projects. This integration is driven by the business user and takes
place in two ways: first, through big data capabilities on top of existing business
applications; secondly, through the creation of new analytical tools designed
explicitly for business units, with a graphical interface and intuitive handling.

The search for improved performance and positioning of organizations grows
as the “digital presence” assumes strategic importance in regularly obtaining better
visibility of specific audiences. Online business dominance continues to grow, and
no business can afford to be absent today from the online universe. Having a website
is much more than just putting the pages online. If companies want to generate
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results for their business, they must constantly optimize. Therefore, the process of
webpage analysis is essential in the digital world.

Choosing the right channels and content to build relevance in the recipient’s
eyes is a major challenge for companies. The growth of corporate use of the
Web consolidates interactive sites with the growth of users of Facebook, Twitter,
LinkedIn, Flicker, and others and sharing content with collaborative production via
wikis and recommendation websites.

In this context, it is important to understand the attitudes of consumers who,
with mobile access to the Web and connectivity in social media, share their
shopping experiences and increase m-commerce and collective purchasing groups.
In order to better understand, control, and improve online actions, metrics are
essential analyses. Metrics are performance measures that must be aligned with the
organization’s strategy.

The development of metrics for multiple media increases the amount of useful
information about the consumption profile, enabling the optimization of digital
strategies for targeted audiences. The measurement and continuous monitoring of
business actions lead to knowledge of consumer behavior, not only in variables
such as frequency, recency, and purchase value but also in terms of engagement
and interaction with the product and brand.

In order to measure the efficiency of the business performance, appropriate tools
are required: the so-called “Web analytics” tools, which deal with the evaluation of
business and marketing success. Metrics models and Web analytics provide a basis
for developing digital strategies that keep an eye on consumption in real-time.

Web analytics is an emerging concept that reflects the increasing importance of
data generated by the Web. It has been growing ever since the World Wide Web
development. Over time, it has evolved from a simple HTTP (Hypertext Transfer
Protocol) traffic logging function to a more comprehensive set of a usage data
tracker, analyzer, and report functions.

Web analytics is the monitoring of websites so that companies can better
understand the complex interactions between the actions of visitors and the offers
that their websites have and provide information to increase customer loyalty and
sales.

Web analytics is used for different business contexts, including traffic mon-
itoring, e-commerce optimization, marketing/advertising, Web development, an-
alyzing and improving online customer experience and website profitability, in-
formation architecture, website performance improvement, and Web-based cam-
paigns/programs.

There are currently many unanswered questions in theory and practice that affect
the intersection of professional data use and successful business presence. Best
practice examples, understandable information on the legal basis, or Web analytics
implementation in individual application areas are few and far between.

Cognitive applications and services, along with the evolution toward data-driven
intelligence enabled by digital technologies, are positioned as the most relevant
categories in future digital development. Against this background, the idea arose in
early 2020 to bring together the perspectives of experienced representatives from
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science and practice in an international event: The International Conference on
Managing Business through Web Analytics (ICMBWA 2021).

On the 13th of October 2021, in the Faculty of Economics at the University
of Khemis Miliana, Algeria, we celebrated and shared knowledge on this exciting
field. However, like many other conferences, we have had to adapt our practice in
response to the impact of COVID-19.

This International Conference provided an important international forum to
share knowledge, ideas, and results in theory, methodology, and applications
manner, and discuss the role of Web analytics in formulating and orienting business
strategies.

ICMBWA2021 was the meeting point for academics engaging in Web analytics
and related fields to analyze all the opportunities offered by the new normal to
implement measures based on data and algorithms. A space where a community
was created, some solutions were discovered and discussed, and knowledge was
shared. Throughout this day, many national and international academics participated
in synthesizing, connecting the discussed ideas, and translating them into valuable
knowledge.

Perspectives, technologies, and fields of application were presented in an
implementation-oriented and theory-led manner – that was the ambitious idea.
We are glad that we have been able to implement this project with many colleagues
who (like us) stand equally for Web data and analytics.

All their contributions, presented in this book, provide an overview of the
possibilities and limitations of Web analytics. Perspectives, technological aspects,
and fields of application are explained and practically illuminated by economics,
mathematics, and technology authors. In this way, decision makers receive a well-
founded presentation of the current and future development of Web analytics as well
as important basic reading.

This book provides the theoretical foundations and practical implications for
the digital transformation of our economy, production, and customer relationships
and thus offers a solid foundation for practitioners, academics, and scientists. The
presentations are based on both business and technical aspects to provide a reference
process model for structuring Web analytics in the company.

The basic Web analytics activities and dynamics, social network analysis and al-
gorithms, management processes, marketing and implementation, and other special
topics and application fields for Web analytics are explained. Numerous practical
examples also inspire many activities in the digital world.

The book introduces the essential aspects of analyzing Web data using methods
and algorithms for business in a condensed form, presents machine learning and the
most important algorithms in a comprehensible form using the business analytics
technology framework, and shows application scenarios from various industries.

The content of this book shows that there is no doubt that data has value and that
some companies extract a better return than others on the data they have. However,
value has many dimensions and is highly dependent on the context in which the
data is or may be used. For this reason, it is necessary to think of data as an asset in
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the same way that it is usual to consider others such as capital, human resources, or
some intangibles such as patents, trademarks, and more.

The content of this book was wholly built based on the important contributions
of all participants in this conference. For this, we would like to thank all the
authors who actively contributed to this international conference, and the colleagues
from university and practice who provided valuable impulses for this field. Special
thanks also go to the Springer team, who has accompanied the book’s creation in a
competent and motivating manner.

Khemis Miliana, Algeria Soraya Sedkaoui
Mounia Khelfaoui

Rafika Benaichouba
Khalida Mohammed Belkebir
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Part I
Web Analytics Activities and Dynamics



Web Data Conceptual Framework:
Integration, Cleaning, Analysis,
Visualization, and Security

Fethia Benhadj Djilali Magraoua and Saliha Hafifi

Abstract The rapid growth of the web in the last decade makes it the largest
publicly accessible data source in the world. The amount of data/information on
the web is huge and still growing. The web has many unique characteristics,
making mining helpful information and knowledge fascinating and challenging. The
coverage of the information is also extensive and diverse.

Keywords Web data · Integration · Cleaning · Analysis · Visualization ·
Security

1 Introduction

With millions of customers now online, the importance of websites in influencing
their purchasing decisions is significant. With the company’s website having the
potential to ideally become a single all-encompassing access point to all the stake-
holders – customers, investors, employees, and external partners, the management
of their perceptions and the website has become important for business success. The
unique characteristics of the Internet, such as intense competition, immediate access
to product and service information, instant price comparisons, and the ease with
which customers can leave an e-commerce website, force companies to concentrate
on the management and measurement of this critical customer interface. Knowledge
discovery is a term used in databases to describe the process of analyzing data
(KDD). Discovery of useful patterns or knowledge from data sources is a common
definition. Data mining is a multidisciplinary field involving machine learning,
statistics, databases, artificial intelligence, information retrieval, and visualization.
Numerous data-mining projects can be found in the market today. For example,
supervised learning (also known as classification), unsupervised learning (also
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known as clustering), association rule mining, and sequential pattern mining are
among the most common. The web data principles are not a specific set of
technologies, but rather simple principles and patterns.

2 Ethical Issues in the Analysis of Web Data

As a result, data mining raises significant ethical concerns because individuals who
aren’t made aware of the collection and use of their personal information aren’t
given the option to give their consent or withhold it. On the Internet, it’s common
practice to gather data invisibly. When personal data is misused or used for a
purpose other than the one for which it was provided, mining the web can put
people at risk (secondary use). This knowledge, on the other hand, has numerous
benefits. Planning and control applications benefit greatly from the knowledge
gleaned through data mining. Web data mining has a number of specific advantages,
such as enhancing the intelligence of search engines. Analyzing a web user’s online
behavior and turning it into marketing knowledge are other ways to use web data
mining in the context of marketing intelligence.

There may be ethical concerns when mining web data that does not include
personal information, such as data on automobiles or animals. This chapter, on
the other hand, focuses on web data mining that includes some personal data.
Only harm to individuals will be examined; any harm to organizations, animals,
or other subjects is outside the scope of this investigation. For now, we’ll focus on
the private sector’s web data mining applications. Because of this, personal data
mining on the web will be analyzed from an ethical standpoint. This technique has
a lot going for it, and we think it has a lot of good qualities and potential. Web
data mining is appealing to businesses for a variety of reasons. Consumer data and
government records, for example, could be used to determine who might be a new
customer and other useful information. In the most general sense, it can increase
profits by actually selling more products or services or minimizing costs. Marketing
intelligence is needed to accomplish this. It’s possible to use this intelligence to
better your marketing strategies, competitor analyses, or interactions with clients
and customers. The different kinds of web data related to customers will then be
categorized and clustered to build detailed customer profiles. This helps companies
retain current customers by providing more personalized services and contributes to
the search for potential customers. That web data mining can be very beneficial to
businesses is beyond dispute. To ensure that this technique will be further developed
in a properly thought-out way, however, we shall focus on its possible objections.
For a well-informed development and well-considered application, being aware of
all the potential dangers is critical. The different ways in which privacy is threatened
are the dangers of web data mining. To structurally analyze the many different ways
to mine the web, it’s important to distinguish between the various types of web data
mining. Web structure data, such as hyperlink structure, can be distinguished from
actual data on web pages and across web documents and weblog data regarding
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the users who browsed web pages. We shall divide web data mining into three
categories:

1. Analyzing content data found in web documents falls under the heading of
“content mining.” This can be anything from a picture to an audio file. Content
mining, on the other hand, will only refer to text mining in this study.

2. Structure mining is a subcategory of link mining. Its goal is to examine the
relationships between various web documents.

3. In the field of data mining, this is known as “usage mining.” Data logged by users
when they interact with the web is analyzed by usage mining.

“Log mining” is a term used to describe the process of extracting data from web
server logs. When used in conjunction with some form of content mining to decipher
the contents of hyperlinks, structure mining can be even more valuable.

3 Security, Privacy, Access Control, and Sharing

Unlike other data mining techniques, web usage mining has a unique application.
We’ll talk about it separately because it has a different set of advantages and
challenges values in a different way.

3.1 Privacy Threatened by Web Data Mining

The use of personal data in web data mining can disrupt some important normative
values. This is what we are going to discuss in this section. People’s (informational)
privacy may be violated, which is a clear ethical concern. Protecting the privacy of
users of the Internet is an important issue. Privacy, on the other hand, is conceptually
weak. In today’s society, the term “privacy” covers a wide range of social practices
and concerns. The philosophical and legal debates surrounding privacy will be
omitted from this chapter. We’ll use a looser (and more common) definition of
informational privacy for the purposes of this discussion. In order to maintain one’s
privacy online, one must be able to manage the information that is made public
about oneself. Information about an individual’s privacy is safeguarded using this
term. When information about an individual is obtained, used, or disseminated
without their knowledge or consent, their privacy may be violated. Web mining
privacy concerns frequently fall into this category. As a result, we’ll be focusing our
attention on this section. It is in this context that the term “privacy” will be used
throughout the rest of this chapter. However, the value of “individualism” may be
violated if people are judged and treated based on patterns found through web data
mining. To begin, let’s examine the connection between privacy and individualism
more closely. The privacy of an individual may be violated when data is gleaned
from the web through web data mining. People’s privacy may be violated if their
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data is categorized and grouped into profiles before being used for decision-making.
In this case, however, the discovered information is no longer linked to specific
individuals, and no direct sense of privacy violation because the profiles do not
contain “real” personal data is violated when the data is anonymized before being
produced. Group profiles, on the other hand, can be used as if they were personal
data, resulting in the unfair evaluation of individuals – known as individualization
(see the following section). Privacy can be thought of as a stepping-stone to other
fundamental values. As Vedder (2000: 452) puts it, “... privacy is a servant of many
master values.” Categorical privacy, which would allow group characteristics that
are applied as if they were individual characteristics to be considered personal data,
could be a solution. Such a solution, according to Tavani, is not appropriate because
it may necessitate the creation of new privacy categories as new technologies are
introduced.

3.2 Individuality

One way to describe the quality of individuality is to say that it is the quality of
being an individual or of having a distinct personality from others. Individualism
is a strong Western value. The core values of being an individual and expressing
one’s individuality are widely held in Western countries. A tendency to judge and
treat people on the basis of group characteristics rather than their own individual
characteristics and merits can result from profiling through web data mining. 10
A person’s sense of self is jeopardized if group profiles are used as a basis for
policymaking or if they are made public in some other way. As a result, individuals
will be treated less like individuals and more like members of a group. The risk is
heightened when profiles contain personal information that should be kept private
and are, for example, used in allocation procedures to make decisions. People may
be stigmatized or discriminated against simply because they are members of a
group or because they have certain characteristics. The use of factors like race and
religion in making decisions can be both inappropriate and discriminatory. Non-
distributive group profiles pose an even greater threat because not every member
of the group shares every characteristic of the group. Using probabilities, averages,
and other statistical concepts, non-distributive group profiles often obscure personal
information. It is no longer possible to identify an individual from the anonymized
information because it no longer contains any data that can be used to identify them.

4 Web Analytics Features, Benefits, and Limitations

All of these advantages demonstrate that web data mining is an extremely valuable
technique that is being developed and applied on a large and growing scale.
However, there are some serious threats to some of the most important values in
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the web data mining field, and this is likely to cause a lot of tension. Unfortunately,
many business professionals who use web data mining do not see any ethical
issues with it. Twenty web data miners were interviewed in order to get a better
understanding of current practices and the attitudes of web data miners toward
ethical issues. Using interviews and a literature review, we can conclude that people
prefer to discuss the benefits of web data mining rather than the possible risks.
According to them, web data mining does not pose a real threat to privacy and
other values because of a variety of reasons. Arguments in favor of data mining’s
near-limitless use can be broken down into six categories, each of which contains
valuable information. The purpose of this brief discussion is to demonstrate that the
arguments presented here do not support the use of data mining indefinitely.

4.1 Limitation

Web data mining itself does not raise any new ethical issues for discussion or
investigation.

Laws and online privacy statements guarantee the confidentiality of personal
information.

Because so many people have opted to give up their privacy, why not make use of
it?

Most of the information gathered is of a non-personal nature or is used to create
anonymous profiles.

There are fewer unsolicited marketing approaches as a result of web data mining.
Personalization leads to individualization instead of de-individualization.

5 Information Diffusion on the Web

With the advent of web, social networks have become an important medium
for the dissemination of information in the Internet. The process of information
dissemination in social networks has been studied using a number of information
diffusion models. Due to the collaborative nature of the networks and limited
accountability of the users, the media is often misused for spread of rumors
and misinformation. In this chapter, we have a proposed a novel information
diffusion model for the spread of misinformation using evolutionary game theory
and evolutionary graph theory. The proposed model could be used to analyze as
well as predict the spread of misinformation. It also provides a framework to study
the effects of multiple campaigns in the network which would enable us to estimate
the efficacy of launching countercampaigns against the spread of misinformation.
We have used extensive simulation to support our claim.

Sharing information, such as news and rumors, is a key feature of social
networks. Using natural connections, information can be disseminated in written,



8 F. Benhadj Djilali Magraoua and S. Hafifi

oral, or electronic form. With the widespread adoption of the Internet and the World
Wide Web, the physics of information diffusion has changed. It used to be difficult
for people to spread information in a large community because of the high costs
associated with deploying the necessary technology to reach a large number of
people. This stumbling block has been largely dismantled, thanks to the widespread
availability of high-speed Internet. Due to its importance in social interactions and
day-to-day life, information diffusion has been one of the primary research topics
in the field of social network studies. It has only been in the last 20 to 30 years or
so that there has been a shift toward actively participating in and shaping the flow
of information and innovation. We can reason about the spread of information by
modeling the diffusion of information in networks.

6 Important Approaches to Web Measurement

Businesses now view websites as more than just another channel or storefront or
a simple informational portal for their customers. If you don’t have an effective
website, you’re missing out on a lot of business opportunities. It is much easier for
businesses to make adjustments and enhance their operations if they can get early
and frequent feedback on how their website is performing from the point of view
of its users. Several instruments and methodologies were developed to measure the
website performance, usability, and quality in information systems, marketing, and
operations management literature. This study reviews the literature in web quality
measurement and employs a 25-item instrument developed by Aladwani and Palvia
to measure the user-perceived web quality. It attempts to test the factorial validity of
the instrument in Australian context using structural equation modeling technique.
Analysis revealed that the data set do not fit the Aladwani and Palvia’s model well
enough.

6.1 Background and Literature Review

Many businesses are known only through their websites on the Internet. Whatever
the size of a company, whether it’s a sales brochure, or a customer contact point,
or the sole distribution channel for the product, creating and maintaining an
effective website is essential in today’s business world. Though in the early days
of Internet commerce, websites were expected to provide some entertainment to the
customers, it is now considered irrelevant in today’s business environment, except
in some entertainment service websites. E-commerce websites’ ultimate goal is
to draw in potential customers and encourage them to make a purchase. In order
to have a successful website, it must reflect the company’s value proposition and
meet the needs of its customers. If you think about it, the business strategy and
operational policies of any given company are reflected in their website. Attracting
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and converting visitors into customers begins with the quality of the website and
the way it interacts with its users. Despite the fact that companies have spent
a lot of money advertising their websites, only 3.5% of the unique visitors buy
something. Customer loyalty and recurring revenue can be increased by providing a
superior online experience. Order fulfillment is a top priority for customers who
use the Internet to gather information or make a purchase. For companies that
conduct business online, additional complexity is required in terms of security,
backup, and redundancy. Quality support for various functions, such as information
search, transactions for purchasing goods and services, and post-sale support, is
critical to the effectiveness and overall quality of a website. Operations management
literature’s concept of quality as “fitness for use” and the role of users or consumers
in determining it are adopted in information systems research as well.

6.2 Validity and Correlations

Aladwani and Palvia’s four-dimensional construct of perceived web quality and
its validity are examined by looking at the relationships between scale ratings and
Amazon users’ overall quality ratings (Table 1).

It can be seen from the table above that the correlations between all four
factors range from 0.526 to 0.657 and are all significant. However, these four
factors/constructs have a significant correlation with the Amazon website’s overall
quality rating (global quality), which ranges from 0.298 to 0.574. Users’ perceived
web quality (the sum of all 25 items’ scores) has a strong correlation with each of
the 4 factors, with coefficients ranging from 0.777 to 0.869. Additionally, there is a
statistically significant correlation between the overall quality rating of the website
and the perceived web quality index. As a result, the accuracy and reliability of the
test are further supported by this research.

Table 1 Correlations among factors and statistics

Factors
Technical
adequacy

Content
quality

Specific
content Appearance

User-
perceived
web quality

Overall
quality of
Amazon

Standard deviation 0.76 0.916 0.98 0.96 0.76 1.02
Content quality 657
Specific content .601 621
Appearance 619 .526 .526
User-perceived
web quality

.869 .823 .799 .777

Overall quality of
Amazon

.574 493 .412 .298 .517

Mean 5.02 4.85 5.03 4.62 4.83 4.94
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7 Conclusion

The web was a hot topic in some research fields, but it had yet to be popularized and
become a common technology. Some areas of the Semantic Web are already taking
advantage of its potential, such as search engines and the metadata embedded in the
pages of websites that want to be better understood by robots. The Semantic Web
is currently in an intermediate stage. The Semantic Web is still in its infancy, and
the development of applications that can take advantage of this new model is just
beginning. Massive data publishing is still going on, but only a small number of
applications are taking advantage of it. The importance of applications, or apps, as
they are known today, is undeniable in the world of mobile devices. It’s no surprise
that many people in big cities use published data mined by an app when they’re
looking for a cab.

References

Amazon: Amazon.com launches web services [Press Release] (2002, July 16). Retrieved
from http://phx.corporate-ir.net/phoenix.zhtml?c=176060&p=irol-newsArticle&ID=503034.
Google Scholar

Rice, M.: What makes users revisit a web site. Market. News. 31(6), 23 (1997)

http://amazon.com
http://phx.corporate-ir.net/phoenix.zhtml?c=176060&p=irol-newsArticle&ID=503034


Web Analytics: Definition and Reality
in Algeria

Sarra Bouguesri and Fatma Mana

Abstract By the rising of information technology tools, all business companies
have their own website, but most of them only use it as advertisement tools or news
tools. However, web analytics are designed to change that and help entrepreneurs in
gathering useful data from their websites. The aim of this research is to investigate
the concept of web analytics in Algeria. This chapter shows that data analytics is
extremely important to the Algerian companies because it helps them to optimize
their marketing campaigns. When it comes to measuring the success of a marketing
campaign and determining which campaigns are most effective, Google provides
an easy-to-use tool that generates a unique tracking code (URL) for any link to a
website.

Keywords Web analytics · Algerian companies · Web analytics tools

1 Introduction

Companies today struggle to manage increasing levels of information, searching
for ways to leverage this critical business data to empower their employees. Web
analytics integrate data from operational systems and the web, turning data into
critical knowledge about how to run their business more effectively and be more
responsive to dynamic market conditions. Despite the fact that online marketing is
no longer a new phenomenon, many entrepreneurs are still hesitant to use it to its full
potential. Businesses have their own websites, but most use them only for marketing
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or news purposes. In order to remedy this, web analytics was developed in order to
assist business owners in collecting useful information from their websites.1

Since the advent of the World Wide Web, web analytics has been on the rise. The
web analytics market and industry are also booming, with a slew of tools, platforms,
employment opportunities, and businesses. With an annual growth rate of more than
15%, the market was expected to reach 1 billion in 2014.2

Web analytics technologies are usually categorized into on-site and off-site
web analytics: On-site web analytics refers to data collection on the current
site, and off-site analytics is usually offered by third-party companies such as
Twitalyzer (http://twitalyzer.com) or Sweetspot (http://www.sweetspotintelligence.
com). Additionally, it incorporates information from a variety of other resources
such as surveys, market research reports, competitor comparisons, and the like.

According to Guangzhi Zheng and Svetlana Peltsverger (2015), web analytics
has different usages:

It improves website/application design and user experience by helping to identify
user interest/attention areas and improving web application features.

It optimizes e-commerce and improves e-CRM on customer orientation, acquisition,
and retention.

It tracks and measures success of actions and programs such as commercial
campaigns; web analytics must differentiate between a wide variety of traffic
sources, marketing channels, and visitor types.

It identifies problems and improves performance of web applications.

However, the problem of this research is to investigate the concept of web
analytics in Algeria. So, the aims of this research are:

To define the concept of web analytics
To determine the different processes of web analytics
To investigate the most used tools in the web analytics
To examine the use of web analytics in Algeria

The hypothesis of this study is as follows: There is a weak use of web analytics
in the Algerian companies.

1Cao Truong, Hoang Phuong Nguyen Thi and Huyen Trang, Web analytics tools and benefits
for enterprise. Lahti University of Applied Sciences Degree programme in Business Information
Technology (2017), Bachelor’s Thesis in Business Information Technology, 79 pages.
2Guangzhi Zheng and Svetlana Peltsverger (2015), Web Analytics Overview, Encyclopedia of
Information Science and Technology, Third Edition, IGI, p. 2
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2 Definition of Web Analytics

The researchers define web analytics in different ways; the most important are as
follows:

Web analytics is the methodological study of online/offline patterns and trends. It
is a technique that you can employ to collect, measure, report, and analyze your
website data. It is normally carried out to analyze the performance of a website
and optimize its web usage.3

As defined by Ivan Bekavac and Daniela Garbin Praničević, web analytics
encompasses all four components listed above in an effort to better understand and
optimize user experience on a website.4

An understanding of how to generate revenue from a website, how to create
an appropriate user experience, and how to improve a company’s competitive
advantage is provided by web analytics.5

In order to improve the online experience of visitors, web analytics is a tool
that analyzes qualitative and quantitative data on the website. This helps the
company achieve its goals more efficiently and effectively. Web analytics is an
information technology tool that collects, stores, analyzes, and graphically presents
data collected from websites. Web analytics techniques are being applied to find
and organize information from the web that is useful for data visualization and
dashboarding.

Nabil Alghalith (2015) said that web analytics is a technology that helps
organization in managerial planning and decision-making and helps it to gain a
competitive advantage.6

Web analytics is the study of user behavior on web pages. In other words, web
analytics are techniques that assess quantitative data such as web traffic, surveys,
sales transactions, and others to improve the performance of marketing activities.
Web analytics is the measurement, collection, analysis, and reporting of web data
for the purpose of understanding and optimizing web use.

Web analytics provides data about the website as well as the visitors. The web
analytics will provide businesses with information about the audience like number
of visitors to the site, audience behavior (“What did they see when they visited the
site?” and “How did they get to the site?”), and campaign-related data (“Which
marketing campaign is more effective?” and “Which campaign brings more visitors
to the site?”).7

3Tutorials Point (I) p. 2, 2015, www.tutorialsPoint.com
4Ivan Bekavac and Daniela Garbin Praničević. (2015), Web analytics tools and web metrics tools:
An overview and comparative analysis, Croatian Operational Research Review, CRORR 6374.
5Ivan Bekavac and Daniela Garbin Praničević, Opcit, p. 375.
6Nabil Alghalith (2015), Web Analytics: Enhancing Customer Relationship Management,
Journal of Strategic Innovation and Sustainability Vol. 10(2), p. 12.
7Cao Truong, Hoang Phuong Nguyen Thi. Opcit, p. 79.

http://www.tutorialspoint.com
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In general, we can say that web analytics is the process of collecting, processing,
and analyzing website data.

3 Web Analytics Process

Waisberg and Kaushik identified the following steps in a web analytics process:8

2-1 Objective (goal) determination which differs according to the company, for
example, for the commercial objectives, the goal of a website is to help customers
buy products by providing them with all the information they need to make an
informed decision.

2-2 KPIs (key performance indicators) definition: that show the particular
progress or detect lagging in achieving goals.

2-3 Data collection in a database for subsequent data analyses.
2-4 Data analysis: it includes observing and transforming previously collected data

in order to discover useful information that supports future decisions.
2-5 Change implementation: Refers to the save of information and makes change

if it is.

These steps are summarized in the Fig. 1.

4 Benefits of Web Analytics

There are different benefits of web analytics, most of which are illustrated as
follows:9

Objective (goal) KPIs key performance
indicators definition Data collection

Data analysis
Change

implementation

determination

Fig. 1 Web analytics process

8Ivan Bekavac and Daniela Garbin Praničević, Opcit, p. 376.
9https://www.linkedin.com/pulse/5-key-benefits-using-website-analytics-business-shekhar-
pawar/visited 7/06/2020.
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Knowing the Visitors: Measure online traffic by measuring the number of users and
visitors the company has on its website at any given time, the cause to use the
website, and the time spending on the website. An easy-to-understand breakdown
of all sources of traffic and website conversions will be provided by the analytics.

Tracking Bounce Rate: In web analytics, a “bounce rate” refers to the percentage
of visitors who leave a website without taking any action. When a website has a
high bounce rate, it means that users aren’t finding what they’re looking for and
that the company needs to work on improving the user experience.

Optimizing and Tracking of Marketing Campaigns: In order to track the success
of different marketing campaigns, either online or offline, unique and specific
links are created for each campaign. Tracking offline-to-online campaigns is now
possible with the help of Google Campaign URL Builder. If a company wanted
to track the results of an event or mailing campaign, for example, it could share
its unique link.

Identifying the Right Audience and Capitalizing on That Audience: Companies
can use web analytics to identify and target the most appropriate audiences for
their products and services.

With this information, companies will be able to craft effective marketing
campaigns that make their customers feel good.

Optimizes and Enhances Websites and Web Services: The company will find
potential problems on its website and its services.

Conversion Rate Optimization (CRO): The goal of CRO is to get people to do
what they’ve been asked to do. “CRO” is calculated by dividing the number of
users by the number of goals received. Examples about these conversions are as
follows:

– Every stage of the sales process (add to carts, purchases, product views, etc.)
– Leads
– Newsletter signups
– Registrations
– Video views
– Brochure downloads
– Clicks on text links
– Bids and offers
– Event registrations
– Spent time on a website
– Shares on social media
– Contacts from contact forms

The improvement of conversion rates with web analytics allows the company the
improvement of its website’s profitability and return on investment.

Tracking Business Goals Online: Companies can use web analytics to set and
monitor specific goals. By actively tracking goals, you can respond more quickly
to certain events by using data.

Improve the Results from Google Ads and Facebook Ads: Google ads and
Facebook ads are tools that enable the company to improve its results and
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increase the efficiency of its ads. Using analytic data, a company can see how
many clicks, conversions, and how the ads are being received by the target
audience are generated by online advertising. Use of remarketing in advertising
is made possible by web analytics.

Starting is Easy: For many businesses and websites, the use of Google Analytics is
easy because it is simple to install on any platform. It gives the company quickly
an overview of how its online business is performing.

New Creative Ideas: By the analyzing data, it is possible to find new perspectives
within the business model. Tracking the data will provide more insights about
trends and customer experiences within the business of the company.

Find Out How to Optimize Your Website: Observe what type of device and
browser are being used to access the company’s website. When a company’s
target audience is increasingly using mobile devices to access its website, it may
be necessary for the company to develop a mobile app.

Discover the Needs of the Customer: Web analytics data helps the companies to
see the levels of traffic and which are most popular web pages of the company
in which they can use this information to then tailor sales pitch or update web
pages to convert more traffic.

Padma Jyothi et al. (2017) illustrate some examples of the benefits of web
analytics as follows:10

It’s a good way to keep tabs on how people are using a website.
Key metrics such as unique visitors, unique sessions, top-performing website

content, the performance of different traffic sources, and much more can be
viewed in real time.

Get a clear picture of where your visitors come from, as well as the most popular
sources of traffic.

Utilizing a website, count the total number of visitors.
Visitor segmentation into new/returning and referral sources.
The ability to determine which pages were most frequently visited by visitors.
Check the average time spent on each page by visitors.
Visitors can be identified by the links they click on.

5 Web Analytics Tools

There are different tools for tracking general traffic and even more specific goals.
Some of that are free and others are paid. The most common tools like Google
Analytics can be used by everyone that runs a website. If other tools are truly

10U. Padma Jyothi, Sridevi Bonthu and B. V. Prasanthi. (2017), A Study on Raise of Web Analytics
and its Benefits, International Journal of Computer Sciences and Engineering Vol. 5(10), p. 61
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required for a business, they should only be used after careful consideration. In
this part, we will summarize some of these tools:

5.1 Google Analytics

As the most widely used web analytics service in the world, Google Analytics
provides a wide range of features to help businesses better understand how users
interact with their websites and, as a result, better plan their online strategies.11

Google Analytics is the foundation of web analytics. It offers varied features
for businesses to get a hold over user behavior on website. Suraj Chande illustrates
some features of Google Analytics:

Advertising Reports: All digital channels’ conversion rates and returns can be seen
in Google Analytics Ad reports.

Campaign Measurement: A user can use this tool to evaluate each campaign’s
performance and then decide whether or not to strengthen a weaker campaign.

Cost Data Import: Users compare the cost details on the digital marketing channels
to allow them to make better decisions on marketing programs.

Advanced Segments: Using Advanced Segments, businesses can isolate and analyze
subsets of the web traffic, like paid traffic.

In real time, users can see how many people are visiting their website and what
they’re looking at right now.

An audience’s demographics and frequency of visits and the sources from which
they come to a website can all be determined using Google Analytics, which is a
free service.

Google Analytics Alerts and Intelligence Events are used to are used to generate
an alert when it notices sudden spike in traffic from certain geographical area, it
helps in making investment decisions about marketing and sales.

5.2 Google Tag Manager

It is a simple tool to use which allows installing various web analytics and marketing
tools and their management without coding. It helps to measure the website’s events
quickly using analytics, and it also helps to manage multiple scripts or tags on a
website. Google Tag Manager improves site speed.

11Suraj Chande, Google Analytics – Case study, January 2015, https://www.researchgate.net/
publication/271447580.
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Table 1 Web analytics tools: advantages and disadvantages

Web analytics tools Advantages Disadvantages

Webtrends Analytics Provides detailed information,
excellent heat map feature, and
access to real-time data

(Relatively) high price

FireStats Easy to use, downloadable data
raw logs, real-time data

Not recommend for beginners due
to install requirements

StatCounter Access to real-time data,
provides two levels of analysis

Outdated user interface

eTracker Tracks visitor mouse movement,
survey options

(Relatively) high price

IBM Unica
NetInsight

Very flexible and customizable
reports, customizable dashboards

(Relatively) high price

AWStats Reveals how much time visitors
spend on site, processes raw log
files, open-source

Not possible to provide an
in-depth analysis, neither to
measure user activity

GoSquared Pinging feature that reveals how
long visitor stayed on site

Monthly page view limit

Source: Ivan Bekavac and Daniela Garbin Praničević, Web analytics tools and web metrics tools:
An overview and comparative analysis, (2015) Croatian Operational Research Review 373 CRORR
6, p. 378

5.3 Facebook Pixel

Web analytics can be improved by using this tool, which provides a new perspective
on data. In addition to keeping track of everyday activities like purchases and
sales leads, Pixel also records financial data. It creates better Facebook advertising
campaigns (https://engaiodigital.com/what-is-web-analytics/).

Other web analytics tools analyzed by Ivan Bekavac and Daniela Garbin
Praničević are illustrated in the following Table 1.

6 The Benefits of Web Analytics Tools for Business Growth12

The web analytics tools help the company to analyze the performance of its website
using the traffic of websites. This means that increased website traffic indicates the
site’s development, whereas decreased website traffic indicates the site’s inactivity
or decline. This helps in planning the marketing campaigns consequently.

Web analytics tools can be used to identify visitors who return frequently, as well
as those who are unique. According to the number of repeat visitors, your website is

12https://www.businesswire.com/news/home/20180810005198/en/Major-Benefits-Web-
Analytics-Tools-Business-Growth visited 24/08/2020.
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doing well at retaining current visitors, but not so well at appealing to new visitors.
As a result of this, it may be possible to develop new ways to attract new visitors to
the website.

Web analytics tools help in dividing traffic into groups like referral, organic, and
social which help to progress the website’s performance:

Organic traffic is found using a search engine, and knowing this gives you a better
idea of where your website stands in the results.

Referral traffic link is coming from a different website, either one with a
connection to yours or one for which you’ve done a guest post.

Social traffic is from a variety of social media platforms via your shared posts.

Web analytics tools help also the company to understand how many visitors
are exiting in website instantly after arriving. Lower bounce rate specifies that its
website is able to engage and occupy the visitors for a longer time.

7 The Use of Web Analytics in Algeria

According to this graph, the top ten African countries from 2009 to 2016 are shown
in the following table. There has been a noticeable decrease in the number of visitors
from specific countries since 2013. Another thing to note is that in some years,
several countries fail to make it to the top ten. Tanzania in 2009, Egypt in 2016,
Zimbabwe in 2009 and 2012, Algeria in 2009 and 2011, and Namibia in 2013 are
the most recent examples. According to this, there is an ever-changing ranking (Fig.
2).13

According to the statistics of Google Analytics updated on 23 September 2020,
the websites using Google Analytics as a tool of web analytics in Algeria are shown
in Table 2. As we see in this table, not all the companies in Algeria use Google
Analytics; this means that in Algeria there is a lack usage of the web analytics tools
and the most used tool is Google Analytics.

In applying web analytics to business objectives, four main categories of
metrics are used: website usability, traffic sources, visitor profiles, and conversion
statistics. Website usability evaluates items such as page views, time on sight, and
click paths to determine how user-friendly or user-relevant a website is. Traffic
source metrics identify traffic origination points, such as referral websites or even
offline advertising campaigns. Visitor profiles data from visitor profiles can provide
information such as geographical origination of traffic, the time of day users most
frequently visit, or what keywords are used in reaching the sight. Conversion
statistics measure which visitors are new, returning, or abandoning the site, as well

13Shadrack Katuu. (2018) UsingWeb Analytics to Assess Traffic to the Mandela Portal: The Case
of African Countries, NEW REVIEW OF INFORMATION NETWORKING, VOL. 23, NO. 1–2,
p. 8.
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Fig. 2 Annual web Traffic top eight African countries. (Source: Shadrack Katuu, Using Web
Analytics to Assess Traffic to the Mandela Portal: The Case of African Countries, NEW REVIEW
OF INFORMATION NETWORKING, 2018, VOL. 23, NO. 1–2, p 8)

as which are actually completing sales. Web analytics programs can arrange relevant
data into a convenient dashboard for regular metric monitoring.14

8 Conclusion

Every business must always measure and optimize their website and product in
the current digital era. Web analytics data helps businesses achieve those goals
with real-time customer-focused data by analyzing customer data. Companies today
struggle to manage increasing levels of information, searching for ways to leverage
this critical business data to empower their employees. In order to better run your
business and respond to changing market conditions, it is essential to use web
analytics and business intelligence solutions to combine data from operational
systems and the web.

14Nabil Alghalith, Web Analytics: Enhancing Customer Relationship Management, http://www.
na-businesspress.com/JSIS/AlghalithN_Web10_2_.pdf , acceded 09/24/2020. p. 3.
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Table 2 Websites using
Google Analytics in Algeria

Website
poste.dz

liberte-algerie.com

airalgerie.dz

algerietelecom.dz

interieur.gov.dz

elkhadra.com

ooredoo.dz

mobilis.dz

condor.dz

radioalgerie.dz

djezzy.dz

pme-dz.com

univ-setif.dz

cerist.dz
faf.dz

Source: https://trends.
builtwith.com/analytics/
Google-Analytics/Algeria
acceded in 24/09/2020

This chapter shows that data analytics is extremely important to the Algerian
companies for a variety of reasons:15

Managers can understand the behavior of visitors and can use that data to optimize
their website more effectively.

Data analytics can track traffic sources, links, and more.
Data analytics provides data based on the changes made to the site, helping to

evaluate the effect of change.
Data analytics improves online marketing strategies and thus creates more opportu-

nities for customers to lead to the site.
Data analytics helps to find the most appropriate marketing techniques for business.
It also helps to plan the marketing strategy, optimize the SEO campaign, and design

the website.

15Cao Truong, Hoang Phuong Nguyen Thi and Huyen Trang, opcit p. 79.
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Data analytics helps businesses optimize their marketing campaigns. For example,
Google offers a tool for generating custom tracking code (URL) for any link to a
website, which helps marketers measure the performance of their campaign and
which campaigns drive the best counter.

Web Analytics plays an important role in the success of the performance of the
Algerian companies especially the online business, so the Algerian managers must
take their tools in consideration to achieve a competitive advantage despite the fact
that the application of the web analytics is not easy and requires high technological
capabilities and human skills.
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Ontology-Based Data Access to Web
Analytics

Abdelmoutia Telli , Abdelouahab Belazoui, and Nourelhouda Dekhili

Abstract Web analytics requires integration and aggregation of heterogeneous,
distributed, and static data. Ontology-based data access (OBDA) is a popular
approach to query databases that use ontology to expose data by abstracting from
the technical schema-level information of the underlying data in a conceptually
transparent way. OBDA approach has a great potential to facilitate such tasks. For
this aim, OBDA should be extended to become analytics of web. In this chapter,
we propose an ontology with mapping and query language for OBDA which can
be aggregated to analytical functions of web data. In addition, we developed query
optimization techniques that allow to efficiently process analytical tasks of web data.

Keywords OBDA · Web analytics · Description logic · Conjunctive query

1 Introduction

Ontology-based data access (OBDA) (Calvanese et al. 2009) is an access to
knowledge access approach stored by an abstraction layer in multiple data sources
that mediates between data sources and consumers of data. This layer uses an
ontology to provide a uniform conceptual scheme that defines the problem domain
of the underlying data regardless of how and where the data is stored and declarative
mappings to define how the ontology corresponds to the data by applying elements
of the ontology to data source queries. The ontology and mappings are used to
translate ontological queries into data queries over data sources, i.e., ontological
queries. The ontology and mappings offer a declarative, modular, and query-
independent specification of both the conceptual model and its relationship to data
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sources, as well as abstracting from data storage and access details; this simplifies
development and maintenance and enables simple integration with current data
management infrastructure. OBDA is assumed to be a central component in the
modern information systems age. In the OBDA model, an ontology describes a
high-level global schema of data sources and offers a vocabulary for user questions.
In the language of the data sources, an OBDA framework rewrites those questions
and ontologies and then assigns the actual query assessment to an effective query
answering system such as a relational database management system or a data log
engine (Kontchakov et al. 2013).

However, the incorporation of web data from various heterogeneous sources in
this framework includes working with diverse data structures, schema languages,
and query languages. There is a strong need for integrative procedures to have
reliable access to numerous heterogeneous web data sources for advanced data
mining algorithms.

This chapter introduces the data analytics field and illustrates the importance
of following an approach where comprehensive network metrics compilation and
analysis are conducted. In this new area, it explores current literature and typically
advances the notion of advanced analytics. This study’s primary purpose is outlined
as follows:

– Developed a semantic approach for the web data integration and consolidation of
multiple web analytics data sources

– Implemented an OWL Ontology (Dean and Schreiber 2004) for web analytics

The rest of the chapter is organized as follows: Sect. 2 provides the needed
background on ontology-based data access (OBDA). Section 3 presents some
elementary concepts on web analytics. Section 4 introduces our idea about OBDA
aware analytics web, and Sect. 5 concludes the chapter.

2 Ontology-Based Data Access

The key objective of the modeling process, which began in the 2000s, is the creation
of intelligent structures for data processing from database sources (Calvanese et
al. 2009). In order to show data on RDF graphs from a relational database, the
central concept is to provide declarative mapping requirements for domain ontology
axioms. These RDF maps are triple-materialized. The premise is that triples do not
materialize and stay imaginary, and then in a second stage where they are executed,
query processes are created. Therefore, by preventing recursion and property chains,
the typical technique used is query rewriting (Calvanese et al. 2017).

We will find the full collection of detailed advantages of OBDA systems in
(Kogalovsky 2012). In a nutshell, they are structured to involve domain-specific
patterns. This means that the logical schema used in the model in combination is
also the specific framework added to the Structured Query Language (SQL) database
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Fig. 1 Extended OBDA architectural model

method. Impedance mismatch is the key problem when mixing relational logic with
schemas.

2.1 A Three-Level Architecture of OBDA

OBDA’s main concept is to provide users with access to information from their
data sources through a three-tier architecture, consisting of ontology, sources, and
mapping between the two, where ontology is a systematic definition of the area
of interest and is the center of the framework. OBDA offers a semantic end-to-end
connection between users and data sources via this framework, enabling users to
explicitly query data scattered over multiple distributed sources, via the ontology’s
familiar vocabulary: the user formulates SPARQL queries over the ontology that are
translated into SQL queries over the underlying relational databases via the mapping
layer (Fig. 1).

2.1.1 Ontology Layer

In architecture, the ontology layer is the way of following a declarative approach to
data integration and, more broadly, data governance. A systematic and high-level
overview of both its static and dynamic dimensions, described by the ontology,
defines the organization’s domain knowledge base. We obtain reusability of the
gained information by making the representation of the domain clear, which is
not done when the global schema is just a unified definition of the data sources
underlying it.
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2.1.2 Mapping Layer

By specifying the relationships between the domain principles on the one hand and
the data sources on the other hand, the mapping layer links the ontology layer with
the data source layer. These mappings are not only used for the running of the
information system but can also be a valuable metadata asset in situations where
data information is broadly dispersed into different pieces of metadata which are
often difficult to obtain and seldom comply with universal standards.

2.1.3 Query Layer

The mapping layer links the ontology layer with the data source layer by defining
the relationships between domain concepts, on the one hand, and data sources on
the other.

2.2 Advantages of the OBDA Approach

2.2.1 End User Data Access

In OBDA, by means of an abstract representation of the environment, the infor-
mation system client may communicate with the system, avoiding the man-in-the-
middle, represented by the IT expert. Based on the principles of the environment,
users should ask questions rather than the constructs of the data sources. The OBDA
method is responsible for converting the initial query into a query to be tested at the
root by considering the ontology and the mappings to the data sources.

2.2.2 Integration

OBDA can be seen as a type of integration of knowledge, where the normal global
schema is replaced by the application domain conceptual paradigm, formulated
as an ontology. In this approach, the integrated view that the system presents
knowledge consumers in is not just a data structure that accommodates multiple
sources of data, but a semantically rich description, as well as the relationships
between such concepts, of the related concepts in the field of interest.

2.2.3 Extensibility

The OBDA solution would not demand that the data sources be completely
implemented at once. Instead, additional data sources or new components may be
introduced incrementally after constructing even a rough skeleton of the domain
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model, as they become usable, or as needed, thus amortizing the cost of integration.
The overall architecture can therefore be assumed to be the gradual phase of recog-
nizing and describing the domain, the data sources available, and the relationships
between them. The aim is to enable both ontology and mapping to evolve in such a
way that the structure continues to work as it progresses.

2.2.4 Documentation

Ontology and the corresponding mapping of data sources provide a common basis
for the documentation of all the data within the organization, with clear advantages
for the management and management of the information system.

2.3 Logical Description for OBDA with Databases

The key notion of OBDA with databases is the rewriting of queries. The user
formulates a query q in the vocabulary of a given ontology T(T, q) which is called
a query to the ontology. The task of an OBDA system is to “rewrite” q and T in
a new query q

′
in the data vocabulary so that, for any possible data A (in this

vocabulary), the responses to q plus (T, A) are precisely the same as the responses
to q

′
on A. Thus, the problem of querying data A (whose structure is not known to

the user) in terms of ontology T (accessible to the user) is reduced to the problem
of querying A directly (Kontchakov et al. 2013). We consider in this work the
ontology languages supporting query rewriting, and we concentrate on description
logics (DLs) as ontology formalisms and only provide the reader with references to
languages of other types. For this, we assume that A is simply a DL ABox stored in
a relational database.

The inclusion in the current W3C standard Web Ontology Language (OWL 2)
of a special sub language (or profile) that is suitable for OBDA with databases and
called OWL 2 QL. The DLs underlying OWL 2 QL belong to the so-called DL − Lite
family (Artale et al. 2009; Calvanese et al. 2007). Below, we present OWL 2 QL in
the DL parlance rather than the OWL 2 syntax. The DL − Lite language is defined
as follows:

R → P | P −
E → R | ¬R

B → A | ∃R

C → B | ¬B

(1)

where A is an atomic concept, P is an atomic role, and P− is the inverse of P. B
(resp. C) is called basic (resp. complex) concept, and role R (resp. E) is called basic
(resp. complex) role. We follow the description of DL − Lite used in (Calvanese et
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al. 2007); a DL − Lite knowledge base K is a pair K = 〈T, A〉. T = TBox is made up
of a finite set of inclusion axioms between concepts of the form B ⊆ C or B ⊆ ¬ C.
A = ABox contains the finite set of assertions (facts) of atomic concepts and roles of
the form A(a) and P(a, b). The DL − LiteF language extends DL − Litecore with the
capability of functional specification on roles or their inverses of the form (functR).
The DL − LiteR language extends DL − Litecore with the ability to specify inclusion
axioms between roles in TBox of the form R ⊆ E.

Note that DL − Lite language does not use connective and disjunctive operators.
However, a logical transformation makes it possible to obtain conjunctions and
disjunctions as follows:

– A conjunction of the form B ⊆ C ∩ D is equivalent to the pair of inclusion
axioms: B ⊆ C and B ⊆ D.

– A disjunction of the form C ∪ D ⊆ B is equivalent to the pair of inclusion axioms:
C ⊆ B and D ⊆ B.

3 Web Analytics

Web analytics is a method by which website consumption reports are obtained and
compiled electronically. It is possible to use an analytics software as a platform to
help you get to know who your customers are, where they come from, and how they
use your website. Ultimately, providing access to your user records lets you make
appropriate choices about your website, whether those choices refer to significant
redesigns of your website or to continuing tweaks and small improvements that
represent changes in customer usage or in your own existing programs and services.
The beginnings of web analytics are from the creation of business websites, where
tracking the attitudes and activities of users directly contributes to the buying
behavior of customers. For a charity website, though, online analytics may be almost
as useful as for an e-commerce platform. One strategy is to monetize the targets
for the website, adding a dollar sum to such events such as visits to visitors or
registrations of online programs.

Quantitatively, by statistics and ratios, numerical data makes sense. Stable trends
of website traffic evolve over time. A sales page, for example, will be used more
during holidays and sales. During emergencies, participating agencies will be
accessed more regularly. After related news reports air, information, non-profit,
and health organizations can be accessed, or after campaign messages are seen
or heard. Being able to analyze analytical data efficiently needs knowledge of the
participating company (Kent et al. 2011).
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3.1 Web Analytics Business Components

The web analytics business process is a collection of business processes and sub-
processes that define the ongoing operations that every company wants to master to
be effective with web analytics when viewed collectively. The web analytics process
can be categorized into five parts:

3.1.1 Measuring

The method by which web analytics is used is web calculation. While hits were
common in the early days of the internet, over the years, analytics has become
much more sophisticated. After deciding the result you want your website to obtain,
simple metrics such as clicks, bounce rate, references, and conversions can be
calculated.

3.1.2 Exit Rates and Bounce Rates

In assessing whether or not you have effectively captured the interest of your
customers, bounce rates and departure rates are two metrics to evaluate. Exit ratings
will inform you on a single tab how many users left the website, while bounce rates
inform you how many people left the website without accessing a second page.

3.1.3 Referrers

A strong metric for understanding that certain tourists convert is where the tourist
comes from. A referrer is a website which sends traffic to you. Referrers also
take you traffic, in addition to search engines. To develop healthy, productive
connections, check out others in your business or network, whether it be by social
network interaction, blog discussions, or even writing articles in your niche.

3.1.4 Calling Clicks to Action

Your design should cater to your target group and motivate them to take action.
Does the interface help them know like they are receiving benefit from the services
and are they clicking on the call to action buttons, more importantly? To quickly
understand what visitors do on your site and where they are clicking, Crazy Egg
offers heat map reports. Heat map reports help you to see what’s hot and what’s not,
so you can make conversion-enhancing adjustments.
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Fig. 2 Web analytics business process model. (Waisberg 2015)

3.1.5 The Transformations

If you’ve come this far, you know that most of your guests are pleased and have
earned their attention. Having them to move is the key move now. A conversion is
a term used by advertisers to explain the end product of a visit to the site. Don’t
thwart the guests from completing the planned action. This ensures that the online
forms are designed for the customers and the form submission or checkout process
is as user-friendly as possible.

3.2 Web Analytics Business Process

In an enterprise, web analytics can be much like a production cycle that begins
from collecting specifications to validation. A visualization of an optimal method for
online analytics is below. For tech organizations that have already established KPIs
and daily/weekly/monthly updates of new features on their website, this process is
more suitable (Järvinen and Karjaluoto 2015) (Fig. 2).

3.2.1 Define Goal

This is the beginning of the method of web analytics, and it deals with an analyst
gathering stakeholder monitoring criteria. Similarly, this phase would also include
checking new item product requirements that are part of a release cycle.

3.2.2 Build KPIs

The analyst will create a monitoring plan/analytics plan/solution concept document
to identify variables for web analytics vendor tools (custom variables, page name
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variables, etc.) such as Omniture SiteCatalyst, WebTrends, Clicktracks, or Google
Analytics, until all the specifications have been measured.

3.2.3 Collect Data

Web analytics isn’t just about studying your landing page’s page views and bounce
rate. When you can start researching more concrete activities, such as pressing a
button, filling out a field, submitting a message successfully on your contact form,
etc., it gets really interesting. Indeed, by naming them names, groups, activity forms,
etc., you need to manually execute these events on your website and send them to
your web analytics providers when you wish to cause these events. To point out
micro challenges that the client can face, or even to assess the accomplishment of
clear targets, these particular details are very significant.

3.2.4 Analyze Data

In this phase, the analyst may normally collaborate with a developer to integrate
the functionality on the website. The analyst also uses this move to support the
developer with any concerns she has about the web analytics code or the monitoring
strategy. This refers in particular to new developers who are not aware of the web
analytics snippet.

3.2.5 Test Alternatives

This process deals with the web analytics data QA/testing that ends up in the web
analytics tool. I have written a detailed article outlining the meaning of this phase,
since this is a distinct method in itself.

3.2.6 Implement Insights

It’s the task of the analyst to submit numbers arising from the functionality that went
live during the previous release period after the data is found to be clean. In order to
further strengthen the platform, the researcher will also provide insight (explaining
the data or conversion, etc.) and potential recommendations/next steps.

4 OBDA Aware Business Analytics Web

One of the key purposes of this work is to collect, disinfect, organize, and
incorporate data on business sites from numerous network monitoring sources. For
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Fig. 3 Query/answering in OBDA approach

this purpose, we wanted to build a semantic sharing and reconciliation approach,
using an agreed ontology model to store a shared interpretation of the domain in
which the mechanism runs of six steps:

1. Determine the ontology’s domain and context to restrict the complexity of
ontology as the starting point.

2. Significant terms in ontology were derived from the minimal collection of
variables expected from the specifications (Garıa-Nieto and Roldan 2014).

3. We describe classes and the class hierarchy from the list of concepts, and we got
the ontology classes in the hierarchies (see Fig. 3).

4. Classification of objects and of data type properties based on the minimal
collection of previously specified variables by specifying the properties of classes
and slots in order to connect classes and identify attributes.

5. Description of limits on cardinality and constraints on value: in our ontology,
value constraints are used to define the form of data for the value in each subset
of the analytic parameters hierarchy.

6. Create instances (individuals in OWL) corresponding to the specific data obtained
from a specific business.

4.1 Global Idea (Ontology)

The basic principle behind OBDA is to allow the user access to the data store through
the use of a domain-specific class language. Via view descriptions, called mappings,
this language is related to the database schema; thus, technical specifics of the
database schema are concealed from end users (Kharlamov et al. 2017). In the case
of web business analytics, the majority of earnings table names are not meant to be
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Table 1 Sample ontology-based data access

Axiom Description logic

hasSource ∃hasSource ⊆ Analytic − parameters

hasBrowser ∃hasBrowser ⊆ Analytic − parameters ⊆ Device

hasNetworkDomain ∃hasNetworkDomain ⊆ hasSource

hasValue Value ⊆ hasContent

hasTask Task ⊆ Content

hasDevice Device ⊆ Price

hasDuration Duration ⊆ Task

hasReferer Referer ⊆ Price

hasTotalRevenue ∃hasTotalRevenue ⊆ hasPrice ∩ hasDevice

hasTitle Title ⊆ Referer

hasPrice ∃hasPrice ⊆ hasSource

hasCategory Category ⊆ ID

hasID ∃hasID ⊆ hasTitle

hasLocation hasContent and hasName (Location, Content, Name) ⊆ Title

hasContent hasContent ⊆ hasCategory

hasPurpose ∃hasPurpose ⊆ hasCategory

read by end employers, while the semantics of others are clearer such as the price,
task, and value.

The employers formulate queries in terms of the classes and properties in an
object-centric fashion. These queries over the domain vocabulary are then unfolded
into queries over the database schemas and executed over the data (see Table 1).
An important feature of the OBDA approach is that the answers are done via logical
reasoning. For this aim, we proposed ontology, called “wbao. owl” (web business
analytics ontology), to represent a business web filed.

4.2 Mappings Query Answering

The way ontological terms are linked to terms occurring in the relational schema
can be described declaratively through mappings level. They are literally (read-only)
view descriptions that describe how to represent classes with objects in OWL objects
as follows:

Class (f (a)) →
SQL(a), P roperty (f (a), f (b)) →

SQL (a, b) , P roperty (f (a), g(y)) →
SQL (a, b)

(2)

where:
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– SQL(a) and SQL(a, b) are SQL queries with, respectively, one and two output
variables.

– f, g are functions that “cast” values returned by SQL into, respectively, objects
and classes.

– f (x) is computed from the values a returned by SQL(a).
– Properties can relate two objects.
– If it relates a table to a class or an attribute to a property, the mapping is direct.

We perform analyses regarding behavior and the product profile which entail
a series of unsupervised procedures to classify products into different predefined
types. Starting with a decision tree, rules are created to allocate samples in clusters
to predefined forms. Finally, to allocate the new incoming data to each predefined
sort, a classification process is used. SQL queries can be performed in the mapping
descriptions because of a database and a collection of mappings over it, and
groups and properties of the mappings can be filled, generating a collection of
ontological truth. This approach is commonly referred to as the materialization of
the ontological facts that the mappings describe (see Fig. 3).

We may also concentrate on a particular set of chronology in terms of time
evolution and check if a consumer satisfaction plan may produce changes in the
total employment over time or not.

Since answering questions in OBDA requires logical reasoning, it enables both
overt and tacit question responses to be retrieved. The ontology and ontological
facts that one would have if they were materialized from the database over which
the mappings are described can be used as justification (Calvanese et al. 2007). For
example, we have the following query:

SELECT ?a WHERE(
?a : hasJob ?b.

) (3)

This query selects all objects that have job in the database. For rewriting this
query, it is gives the union:

SELECT ?a WHERE(
?a : hasJob ?b.

)
∪(

?a Investor.
)
∪{

?a Well − Investor.
}∪{

?a Small − Investor.
}

(4)

Then, rewritten query with the sample mappings in the following SQL query:

SELECT f (has.ID) As a FROM Well − Investor ∪
SELECT f (has.ID) As x FROM Small − Investor WHERE

a.ID = Job AND a.Name = "Investor"
(5)
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5 Conclusion

In this chapter, we proposed a semantic approach (OBDA) that uses an ontology
for the representation and consolidation of the tracking data from web source’s
semantics. Semantic mappings between the source schema and the ontology can be
easily queried by high-level algorithms. Finally, we expect that our work will open
new doors for study in the fields of semantic access and semantic incorporation
of federated and distributed relational databases into web data analytics, as it
highlights the potential advantages of such an approach and poses significant
practical problems that need to be tackled in order to ensure the viability of such
a technology.
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Web Analytics and Business
Performance: Data Cleaning Does Matter

Aymen Salah Bennihi , Brahim Zirari, and Amina Fatima Zohra Medjahed

Abstract In the context of the relationship between web analytics tools and
business performance, this chapter aims to explore the impact of data cleaning on
data analysis accuracy and decision-making efficiency. The research is divided into
two parts. The first part is a theoretical background about web analytics and its
concept, tools, and data collection methods. Moreover, there is the data cleaning
approach through outlier detection. The second part is a quantitative study, where
we performed some statistical tests to detect outliers in the UK-registered retail
dataset and showed its impact on the ARIMA estimation. The study revealed the
effective impact of outliers’ adjustment on the data collected from the web, which
contributes to highlighting the massive need for data cleaning in web analytics to
come up with good analysis as well as good decisions.

Keywords Web analytics · Business performance · Data cleaning · Outliers ·
ARIMA estimation

1 Introduction

Digitalization, technology, and the internet are a combination that has become a
major concern in both academia and business. The necessity of the internet is
increasing quickly, and it is followed by getting more users online. This revolution
of the internet is a need in each company and organization because it facilitates
communication and provides more information that helps in the decision-making
process.
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The use of the internet has brought a new lifestyle and jobs and created a
new branch of science. Data science, machine learning, artificial intelligence, and
web analytics are the outcomes of internet implementation, and the more the
development, the more they need for knowledge in these areas.

Web analytics is to educate customers’ behavior, segmentation of the market,
and analyze market trends (Kumar and Ayodeji 2020). Nowadays, the majority of
companies are aware of the importance of owning a website to have a detailed
report on their activities, which demands strong web analytics tools, data, and
skills. In this information age, the capacity to collect and store new data grows
rapidly, which leads to new challenges in the analysis process. Finding patterns
and knowledge hidden in the data becomes a major problem for many analysts.
According to Shilakes and Tylman (1998), the relevant market growth rate of data
quality is about 17%, which is much higher than the 7% annual growth rate of the
IT industry. For instance, approximately 30–80% of the time and costs are spent on
data cleaning in data warehousing project development. The time series errors can
be either timestamp errors or observed value errors.

Despite the consensus of the magic effect of web analytics, it is very difficult
to perform any test in the absence of cleaned data, which is the key to good
analysis, hence a good decision. Therefore, this chapter aims to answer the following
question: what is the impact of data cleaning on web analytics performance?

To delve this problem, our study focused on delving the impact of data cleaning
on the robustness of web analytics results through performing some statistical tests
on a web dataset and analyzing their impact on the analysis.

The rest of the chapter is structured as follows: the first section is dedicated to
the methodology, the second section to the related studies, the third section to the
theoretical concepts about web analytics, and the fourth section to the applied data
cleaning approach. The empirical analysis is presented in a fifth section followed by
the conclusion.

2 Methodology

To demonstrate the impact of outliers on the estimation accuracy, this chapter
uses the dataset of Online Retail II, which contains all the transactions occurring
for a UK-based and registered, non-store online retail between 01/12/2009 and
09/12/2011. The company mainly sells unique all-occasion gift-ware. Many cus-
tomers of the company are wholesalers. Due to the study purpose, the data were
transformed into daily observations, and we focused on the sales made only in the
UK. Figure 1 represents the sales made in the UK from 12/01/2010 to 12/09/2011.

In the first step, an auto-ARIMA model was used to forecast the sales on the
horizon of 1 month using the original data. In the second step, the data were tested
for the presence of outliers and cleaned using the tsoutliers package and then re-
estimated the same horizon.
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Fig. 1 Time series of retail sales made in the UK from 12/01/2010 to 12/09/2011

3 Literature Review

An empirical study was performed by Bekavac and Praničević (2015), where the
author collected data of about 200 employees from a Croatian firm’s IT and
marketing branch to analyze the user’s satisfaction from web analytics tools. The
study revealed that web analytics tools are well accepted and applied in both IT and
marketing. Moreover, web analytics tools have been used in business fields more
than the marketing industry.

Padma Jyothi et al. (2017) conducted a study to discuss the benefits for compa-
nies in case they adopt web analytics in their websites. The analysis covered web
analytics process and data collection methods. The output of the study highlighted
the essential impact of web tools in dealing with problems at early stages.

Rana et al. (2016) focused on the impact of data cleaning tools in improving
decision-making and its adverse effects in case being eliminated. Based on a
comparative study about data cleaning tools and their features and benefits, the
study found out that both RapidMiner and WinPure Clean & Match data cleaning
frameworks have different features, but the same aim of ensuring unbiased analysis.
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4 Theoretical Concepts

4.1 The Concept of Web Analytics

Web analytics is growing day by day to become more crucial and more developed.
In the context of market size, it was valued at $2.63 billion in 2018 and projected
to reach $10.73 billion by 2026 (Korad and Sinnarkar 2020). It has updated
from a simple function of HTTP (Hypertext Transfer Protocol) traffic logging to
an advanced method of using data (Zheng and Peltsverger 2014), which helps
marketers to improve their strategic plan, developers to create more useful pages
and improve their design, and finally leaders to make effective decisions and ensure
good management.

According to the Web Analytics Association Standards Committee, web analyt-
ics is based on three metrics, unique visitors, visits/sessions, and page views, and it
is defined as the combination of measuring, acquisition, analyzing, and reporting of
data to understand the web experience.

The first phase of measuring data can be expressed in ratios, numbers, and KPIs
(Bekavac and Praničević 2015). Secondly, Zheng and Peltsverger (2014) concluded
that on-site and off-site are the two major web analytics technologies, where on-site
refers to data collection on the actual traffic site and off-site or macro analysis refers
to data collected from other sources as surveys.

Analyzing data depends on choosing good web analytics tools and qualified
analysts in light of the SWOT analysis of the company. Finally, the reporting
of data is conducted in many ways as dashboard presentations. However, the
accuracy of data should be respected before the analysis as data cleaning and in
the data visualization, where data-ink ratio and lie factor of data are the best-known
diagnostic tests (Knaflic 2015).

Lie factor of visualisation : the size of the effect in the shape

the size of the effect in the data

Data ink ratio : ink used in actual data

ink used in the entire data

5 The Implementation of Web Analytics

Web analytics can be applied in several industries, which shows the importance
of this tool; it can be used in e-commerce to develop the company and sell more
products and in marketing to enhance the quality of campaigns, evaluate ads,
reach more clients, and identify segments for improvement while ensuring an
outstanding experience for the clients. It is also beneficial in web development to
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Fig. 2 Web analytics process

develop website design and performance, monitor web traffic/user flow, monitor the
availability of the website, and protect it from malicious access.

In terms of the process, TutorialsPoint (2016) summarized web analytics as a
process that brings more traffic to a website, thus increasing the inflow. Its process
that starts from defining goals to change implementation is described in the figure
below (Fig. 2).

6 Web Analytics Tools

Decision-making needs access to the data of the website through a set of tools that
provide qualitative and quantitative data as summarized in Table 1.
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Table 1 Types of web analytics tools

Web analytics tool Concept

Traditional web analytics tools Based on clickstream and internal resources data, it
assesses the behavior of websites and visitors
(Google Analytics, funnel analysis, Mixpanel)

Social media analytics tools It tracks the performance of social media and
improves it (Sprout Social, HubSpot, TapInfluence)

Visitors feedback tools It aims to explore the reasons of the visitor’s behavior
and their feedback (Feedbackify, Qualaroo,
Survicate)

Web analytics tools for mobile
websites

These tools are crucial to give insights about visitors
on their navigation to websites on their smartphones
and tablets (Google Analytics, AppsFlyer, Adobe
Analytics)

Web analytics tools for experimenting These tools aim to improve the visitor’s satisfaction
through finding optimal technical or design solution

7 Data Collection

According to Waisberg and Kaushik (2009), there are four main ways of collecting
data to be used in web analytics: web logs data, JavaScript tagging, web beacons,
and packet sniffing. Their concept and advantages are presented as follows:

Log Files: this method is based on the server that hosts the website by registering
the visitors’ requests in a log file, and the extended log is the most common format
that records several data about the customer after entering an URL. Log files are
preferable for many reasons: owing data without needing a third party, availability
of weblogs backward and weblogs saves helps to understand how search engines
work (Fig. 3).

JavaScript Tagging: it works through inserting a small JavaScript code on each
page, which will be activated each time the page is accessed by visitors, and their
information will be saved in separate files. It is an effective way to count the number
of users compared with log files; however, data need to be hosted with a third party,
and sometimes companies won’t share their data with others, and this might shed
light to discuss the issue of data collection and privacy (Fig. 4).

Web Beacons: this third method is used with online advertising because of the
type of ads (images) that demands tracking pixel to measure banner impressions and
clicks path. Web beacons method is very beneficial to track customer behavior in
different sites or different customers in the same site. It assesses how much banners
ads perform across multiple websites.

Packet Sniffing: it collects data through the use of a packet sniffer that is usually
positioned between the visitor’s device and the webserver. This method differs from
other methods in the context of tagging pages, where packet sniffing does not rely on
tagging pages. Once the user clicks on the URL, the request goes to the webserver
and passes through a packet sniffer that collects its attributes.
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Fig. 4 Tagging files process

8 Data Cleaning (Outliers Approach)

Outlier detection has become a field of interest for many researchers and practition-
ers and is now one of the main tasks of time series data mining. According to Han et
al. (2000), “An outlier is a data object that deviates significantly from the rest of the
objects as if it were generated by a different mechanism.” Another widely adopted
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definition in literature is proposed by Hawkins (1980): “outlier is an observation
that deviates so significantly from other observations as to arouse suspicion that it
was generated by a different mechanism.”

Outlier observations are often referred to as anomalies, discordant observations,
discords, exceptions, aberrations, surprises, peculiarities, or contaminants. In the
first study on this topic, which was conducted by Fox (1972), two types of outliers
in univariate time series were defined: type I, which affects a single observation, and
type II, which affects both a particular observation and the subsequent observations.

9 Types of Outliers

We can distinguish the following:

Global outlier: It is also used to describe global outliers. It is a global outlier if a
single data point is significantly different from the rest of the dataset. It’s a very
basic outlier. Finding these outliers is the primary goal of most techniques. If
a computer’s communication patterns are significantly out of the ordinary, it is
considered an outlier in intrusion detection (Han et al. 2000).

Contextual outlier: It is also called conditional outlier. A data point is called
contextual outlier if it is different or far from the other data points in the specific
context. Contextual outlier detection techniques provide flexibility for detecting
outliers in different contexts. Whether a 30 ◦C temperature is outlier or not
depends on time and location. If it is winter in Toronto, then it is an outlier.
If it is summer, then it is normal (Han et al. 2000).

Collective outliers: A collection of data point as a whole which is different from
the entire dataset is called collective outlier. An individual data point in a
collection may not be outlier. Usually, data points are related in collection.
Finding subsequence as anomaly in time series dataset, finding sub-regions as
anomaly in spatial imaginary dataset, or finding sub-graph as anomaly in graph
dataset are examples of collective outliers ( Athithan et al. 2019).

Subsequence outliers: This term refers to consecutive points in time whose joint
behavior is unusual, although each observation individually is not necessarily a
point outlier. Subsequence outliers can also be global or local (a review, etc.).

However, in this chapter, we will rely on the work of Chen and Liu (1993).
The approach to dealing with these intervention events (or outliers) identifies the
time locations and the type of outliers: the additive outlier (AO), level shift (LS),
and transitory change (TC). Using the R package called tsoutliers constructed by,
wish execute three basic stages globally and internally through the tso function
(Automatic procedure for the detection of outliers). First, the outliers were located,
given an ARIMA model adjusted to the data. Then, outliers were detected and
located, checking the significance at all possible time points. This was done by
means of the corresponding statistical τ, which is an approach to detect outliers
and to examine the maximum value of the standardized statistics of the effect of
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the outliers. In the second instance, the procedure eliminated the outliers. Given a
set of potential outliers, an ARIMA model is chosen and adjusted according to the
statistics τ mentioned above. The importance of outliers was revaluated in the new
adjusted model. The outliers that were not significant were eliminated from the set
of possible outliers. And finally, the procedure performs iterations of the previous
stages, first for the original series and then for the adjusted series (Cujia et al. 2019).

10 Outliers Identification Methods

According to Wang et al. (2019), these are the main identification methods of
outliers:

Statistical-based methods: The fundamental idea of statistical-based techniques in
labeling or identifying outliers depends on the relationship with the distribution
model. These methods are usually classified into two main groups: the parametric
and non-parametric methods.

Distance-based methods: The underlying principle of the distance-based detection
algorithms focuses on the distance computation between observations. A point is
viewed as an outlier if it is far away from its nearby neighbors.

Density-based methods: The core principle of these methods is that an outlier can
be found in the low-density region, whereas inliers are in a dense neighborhood.

Clustering-based methods: The key idea for clustering-based techniques is the
application of standard clustering techniques to detect outliers from given data.
Outliers are considered as the observations that are not within or nearby any large
or dense clusters.

Graph-based methods: Graph-based methods are based on the use of graph tech-
niques to efficiently capture the interdependencies of interconnected entities to
identify the outliers.

Ensemble-based methods: Ensemble methods focus on the idea of combining the
results from dissimilar models to produce more robust models to detect outliers
efficiently. They help to answer the question of whether an outlier should be
linear model based, distance based, or another kind of model based.

Learning-based methods: In learning-based methods such as active learning and
deep learning, the underlying idea is to learn different models through the
application of these learning methods to detect outliers.

11 Some Identification Methods

kNN Anomaly Detection: One of the most widely used distance-based anomaly
detection methods is the k-nearest-neighbor (kNN) algorithm. In most cases, it is a
simple technique that works out of the box and accurately detects global anomalies.
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In streaming data, the k-nearest neighbors of each data point must be discovered.
The anomaly score is calculated based on these neighbors. Average distance to all k
neighbors is used to calculate anomaly scores.

Local Outlier Factor (LOF): The LOF is a distance-based anomaly detection
technique. It is used to identify local anomalies based on the density of the sur-
rounding area. Streaming datasets must be analyzed to find the k-nearest neighbors
for each data point. k-nearest neighbors are used to calculate the local reachability
density of each data point in order to estimate its density (LRD). Lastly, the anomaly
score is computed by comparing the LRD of a data point with all of its k neighbors.

Histogram-Based Outlier Score (HBOS): An unsupervised statistical anomaly
detection method is employed here. Detecting anomalies in streaming data using
histograms is the primary goal of this method. The first step is to create a histogram
for each feature of the data. All features are then multiplied by their inverse height,
based on the number of bins in which they reside. It is possible to create histograms
with HBOS in two different ways: with static bin sizes and a predetermined number
of items in each bin or with dynamic bin width and a variable number of items
in each bin. In comparison to commonly used distance-based and clustering-based
anomaly detection methods, this one is significantly less computationally expensive.

Isolation Forest (iForest): While distance and density measures are commonly
used to detect anomalies, this method uses the concept of “isolation” instead.
Anomalies are “isolated” from the rest of the dataset in this method. It is easier to
isolate the data instances that are few in number and have attribute values that differ
greatly from the rest of the data instances. The isolation tree (iTree) is a binary tree
structure used to isolate these cases.

12 The Results

12.1 ARIMA Estimation Before Outlier Detection

At first, we conducted some unit root tests on our data in order to select the
appropriate prevision model, which will be the reference to check the robustness
of the estimation before and after the outlier’s detection. The table below represents
the unit root test using ADF and the result obtained from the estimation using the
original data (Table 2).

As we see in the table above, MAPE (mean absolute percentage error) equals
44.11 meaning the estimation is accurate by 44.11% and it’s very low. Now we
clean our dataset from outliers and see if the estimation changes.
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Table 2 Types of unit root tests and the selected model ARIMA (5,1,4)

Unit root test
ADF test PP test

I(0) p-value 0.01 0.01
Decision Stationary I(0) at 95% confidence Stationary I(0) at 95% confidence
ARIMA model

Ar1 Ar2 Ar3 Ar4 Ar5 Ma1 Ma2 Ma3 Ma4
coef −0.983 −0.864 −0.606 −0.437 −0.396 0.1381 0.0033 −0.266 −0.238
s.e 0.1257 0.1357 0.1471 0.1042 0.0661 0.1332 0.1227 0.1173 0.1347
AIC = 6155.56 AICc = 6156.31 BIC = 6192.73
Training set error measures RMSE MAPE ME
Training set 5808.307 44.11206 97.56072

Fig. 5 Type of outliers in the UK time series

13 ARIMA Estimation After Outlier Detection

As seen from Fig. 5, there are two types of outliers: level shift (LS) and an additive
outlier (AO). The LS outlier type is present at the end of 2010 and also at the end of
2011; this can be due to the reductions on the products at the end of the year. The
AO outlier type is presented in two dates: the first in 08/04/2011 and the second in
09/20/2011. The clean time series of the original data that is adjusted for the impact
of the outliers is presented in the figure below in blue color.

Now, we re-estimate the auto-ARIMA model using the adjusted time series; the
results are presented in the table below (Table 3).
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Table 3 ARIMA estimation after the adjustment of outliers

Unit root test
ADF test PP test

I(0) p-value 0.01 0.01
Decision Stationary I(0) at 95% confidence Stationary I(0) at 95% confidence
ARIMA model

Ar1 Ar2 Ar3 Ar4 Ar5
coef −0.8615 −0.6979 −0.6391 −0.6304 −0.4226
s.e 0.0530 0.0642 0.0658 0.0639 0.0545
AIC = 6105.34 AICc = 6105.62 BIC = 6127.64
Training set error measures RMSE MAPE ME
Training set 5421.533 20.8135 59.99746

Fig. 6 Forecasted horizon using the adjusted time series

As seen in the table above, the selected model changed to ARIMA (5,1,0). All the
error measurement criteria dropped relative to the first model (before adjustment for
outliers). MAPE criteria dropped by 23.3; in other words, the estimation precision
augmented from 55.89% to 79% after counting and adjusting the time series for
outliers, and the figure below shows the forecasted horizon using the adjusted time
series (Fig. 6).

14 Conclusion

This chapter aims to explore the impact of data cleaning (cleaning) on data analysis
accuracy and decision-making efficiency. The research is divided into two parts.
The first part is a theoretical background about web analytics and its concept, tools,
and data collection methods. The second part is a quantitative study, where we
performed some statistical tests to detect outliers based on the proposed and later
developed method of Chen and Liu (1993) in the UK-registered retail dataset and
showed its impact on the ARIMA estimation.
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The empirical output based on the detection of outliers and their impact on the
estimation performance shows the gap of biased results and bad decisions. The
comparison between the two (before adjusting for outliers and after) values of
the mean absolute percentage errors (MAPE) criteria showed that the presence of
outliers affects the performance of the model. Thus, data cleaning is always needed
for more accurate and precise results, Thus, data cleaning does matter.
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Web Analytics Tools for e-Commerce: An
Overview and Comparative Analysis

Wassila Boufenneche, Mohamed Hebboul, and Omar Benabderrahmane

Abstract E-commerce had led to organizations spending considerable resources
in online approaches to expand business processes on websites. Conventional
approaches of determining web use disappoint the richness of information needed
for the efficient assessment of such techniques. Web analytics has become one of
the most vital tasks in E-commerce, because it enables business and E-merchants to
track the actions of clients when browsing their website. There exists a collection of
tools for web analytics that are utilized not just for monitoring as well as measuring
website traffic but additionally for examining the business activity. Nevertheless,
many of these tools concentrate on low-degree web features and metrics, making
other advanced functionalities and analyses just offered for commercial.

Keywords Web analytics · Web analytics tools · E-commerce

1 Introduction

As more and more people get online, the world is becoming aware of how
quickly the Internet is changing and growing. All organizations and businesses must
have a web presence because the Internet provides numerous multimedia features
that enable and change the way organizations communicate with their customers,
suppliers, competitors, and employees. A user’s perception of business success and
the strategic importance of web context in modern business are directly influenced
by their interactions with the Internet. It also shifts many business activities online,
creating new business models known as web business models at the same time.

W. Boufenneche · M. Hebboul (�)
University Center Abdelhafid Boussouf, Mila, Algeria
e-mail: w.boufeneche@centre-univ-mila.dz; m.hebboul@centre-univ-mila.dz

O. Benabderrahmane
International Islamic University – Malaysia, Gombak, Malaysia
e-mail: benabderrahmane.omar@live.iium.edu.my

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Sedkaoui et al. (eds.), International Conference on Managing Business Through
Web Analytics, https://doi.org/10.1007/978-3-031-06971-0_5

51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06971-0_5&domain=pdf

 885
52970 a 885 52970 a
 
mailto:w.boufeneche@centre-univ-mila.dz


14920 52970 a 14920 52970 a
 
mailto:m.hebboul@centre-univ-mila.dz

 885 56845 a 885 56845 a
 
mailto:benabderrahmane.omar@live.iium.edu.my

 3777 61494 a 3777 61494 a
 
https://doi.org/10.1007/978-3-031-06971-0_5


52 W. Boufenneche et al.

A critical enabler for any organization is its website. Yet websites, as major sales
and marketing channels for organizations, need to have mechanisms to determine
their success and weaknesses and improve their effectiveness.

2 Study Questions

The problem of the study is subdivided into the following two questions:

– How does web analytics work?
– What can we analyze through web analytics?

3 The Importance of the Study

The subject of the study is important because it seeks to identify the advantages and
disadvantages of each tool, which will make it easier for experts and researchers to
choose the best method that they use in analyzing their data.

4 Objectives of the Study

The aim of this study is to clarify how website analytics are defined, how they
contribute to E-commerce, and the most useful tools used in data analysis nowadays.

5 Web Analytics

5.1 Web Analytics Definition

There are many definitions of web analytics:

– Web analytics is a technique which can be employed to collect, measure, report,
and analyze website data.1

– Web analytics are techniques that assess quantitative data such as web traffic,
surveys, sales transactions, and others to improve the performance of marketing
activities.2

1Web Analytics, 2015, Tutorials Point (I) Pvt. ltd, p 1, on the site: Ltd.https://www.tutorialspoint.
com/web_analytics/web_analytics_tutorial.pdf (consulted on 2/11/2020)
2Chaffey dave and all, 2009, Internet marketing strategy, implementation and practice. fourth ed.
Pearson Education Inc., USA, p 12
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– The term “web analytics” refers to the process of gathering, analyzing, and
presenting information gleaned from the Internet in order to better understand
and improve the user experience.

Measuring incorporates different metrics and is expressed in the form of
numbers, ratios, and key performance indicators (KPIs).

Data acquisition activity is mainly done through one of the two most widely used
methods: using log files that gather data from a server and using popular methods
of tagging websites supported by JavaScript code.

Furthermore, the purpose of analyzing data is to transform data into information
useful for a decision-making process. A company’s specific characteristics and
goals should be taken into consideration when selecting web analytics tools, as well
as appointing employees who are capable of “discovering” useful information for
supporting decisions based on large amounts of data collected.

As a final step, selected metric outputs are used to generate useful reports (d).3

5.2 Importance of Web Analytics

The importance of web analytics can be illustrated through:4

– Using data gathered from the Internet can provide insights into website traffic,
transactions, server performance, and user information.

– Understanding of the web and website optimization provides a more adapted
approach to a target audience to increase conversion rates, as well as customer
loyalty.

– Website traffic analysis provides insight into the number of visitors and their
geolocation, locations, and time spent on websites and other criteria.

– Web analytics provides other advantages such as increasing efficiency and cost
reduction.

– Marketers can also find useful web analytics data to improve products/services
and evaluate the success of a marketing campaign.

– Web designers and web developers use this data to improve the usability of the
website and thus satisfy website user.

– Web analytics provides company management with insight into how to generate
revenue from a website, how to create suitable user experience and improve its
competitive advantage, as well as how to support continuous improvement and
competitiveness.

3Ivan Bekavac and Daniela Garbin Praničević, 2015, Web analytics tools and web metrics
tools: An overview and comparative analysis, Croatian Operational Research Review, 6(2),
Croatian Operational Research Society, p 374. on the site: https://pdfs.semanticscholar.org/22ab/
e974e3a7bc0ba418d5115241c10b847bc8bd.pdf (consulted on 2/11/2020).
4Ivan Bekavac and Daniela Garbin Praničević, 2015, p 375.
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5.3 Pillars of Web Analytics

There are three basic pillars of web analytics that can contribute to enhancing a
website’s popularity. Data collection, storage, and evaluation are the three pillars of
data management5:

– Data Collection: When deciding to analyze the site visitor traffic, then it must be
clarified exactly which data is going to be analyzed. The proper implementation
of web analytics helps to understand some basic questions such as “Where do
online visitors come from?”, “Which web pages did they come from?”, and “How
much time did they spend on the website?”.

– Data Storage: As a result of this analysis, the storage of collected data will be
examined, which is referred to as:

• Internal storage: The most positive aspect of storing data internally on a server
is the ownership of the data. Hardware, software, licenses, staff, energy, and
security personnel, as well as infrastructure, are all potential cost factors in
internal storage.

• A subscription-based model for external storage and software: All collected
data can also be stored externally by websites. Besides the lower costs, ex-
ternal storage offers additional positive aspects such as regular maintenances,
software updates, software installation, technical assistance, etc.

– Data Evaluation: This is the last pillar of web analytics, and it is the assessment
of collected and stored data. For web analytics users to get a quick overview of
the most important information, proper metrics must be chosen. Evaluation is
made easy with the use of a suitable key performance indicator (KPI), i.e., that is
the basic metric against which the evaluation is done.

5.4 Dimensions of Web Analytics

There are three primary dimensions of web analytics:6

– Web Content Analytics: An important part of web content analytics is locating
information or resources from a wide variety of sources. The agent-based
approach and the database approach to web content analytics exist. Artificial
intelligence systems that can act autonomously or semi-autonomously on behalf

5Lakhwinder Kumar and all, 2012, Web Analytics and Metrics: A Survey, paper in Proceedings
of the International Conference on Advances in Computing, Communications and Informatics, pp.
966–967, on the site: https://www.csd.uoc.gr/∼hy209/resources/web_analytics.pdf (consulted on
2/11/2020)
6Alghalith Nabil, 2015, Web Analytics: Enhancing Customer Relationship Management, Journal
of Strategic Innovation and Sustainability, 10(2), pp. 13–14

https://www.csd.uoc.gr/~hy209/resources/web_analytics.pdf
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of a specific user are part of the agent-based approach. Using a user’s profile,
some smart web agents can search for relevant information and then organize
and interpret the information discovered. It is possible to organize and filter
retrieved information using various information retrieval techniques and open
hypertext documents. Using a database, you can create more structured and high-
level collections out of the unstructured and semi-structured data on the Internet.
Metadata or generalizations are then organized into structured groups so that they
can be accessed and analyzed.

– Web Usage Analytics: Analysis of how people use a website is another aspect
of web analytics. A user’s habits (or patterns) can be discovered through daily
access logs, which are automatically collected. Referrer logs, which keep track
of the pages that users visit before and after registering, were recently added.
In order to better structure a website, web usage analytics is essential. Users’
behavior on the web is evolving at a rapid pace, necessitating the development of
new types of user knowledge.

– Web Structure Analytics: In web structure analytics, links found on websites or
web documents are analyzed for useful information. Search engines use it to
determine the popularity of websites and the authority of portals.

5.5 The Web Analytics Business Process

The web analytics business process is a series of business processes and sub-
processes that, when considered collectively, describe the ongoing activities that
any organization needs to master to be successful with web analytics. These are
management processes like “Define Business Objectives for the Web Site” and
“Allocate Appropriate Resources” and operational processes like “Collect Data” and
“Distribute Reports and Analysis.”7

When it comes to web analytics, a thorough investigation must begin with the
customer’s goals and objectives and continue through the website’s implementation.
All of the various steps in the process, such as setting goals, creating effective
metrics, gathering and studying data for better strategy, etc., are involved. It’s
actually a recursive process that helps with website optimization. The following
are the stages of the web analytics process8:

7Web analytics demystified, 2007, the web analytics business process making the case for a
process-driven approach to web site measurement and ten critical requirements for success, p 2, on
the site: http://cdn2.hubspot.net/hub/74398/file-15425858-pdf/docs/web_analytics_demystified_
_the_web_analytics_business_process.pdf (consulted on 2/11/2020).
8Lakhwinder Kumar and all, 2012, pp. 967–968.

http://cdn2.hubspot.net/hub/74398/file-15425858-pdf/docs/web_analytics_demystified_%20_the_web_analytics_business_process.pdf
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5.5.1 Defining Goals

To answer the question “Why should a website exist?”, one must look at the goals.
In order to measure the success of a website, it is important to have a clear idea of
what the goals are for the site. The ability to measure the success of a website no
matter what its goals are has been a major evolutionary trend in the last few years.

5.5.2 Defining Metrics

KPIs (key performance indicators) can be used to measure whether or not a website
is meeting its goals. The proposed KPIs for a website should be linked to a specific
action. A key feature of a KPI is that it can be easily adapted to different situations.
A good metric should include the following:

– Un-complex: The metric can be used by people from different departments in a
company to make decisions.

– Relevant: The metric must be relevant to the user, which means that it must
accurately reflect the user’s actions.

– Timely: Decision-makers need timely access to high-quality metrics so they can
act quickly. Even the best metrics are of no use if they take a month to get data
that changes every week in the industry.

– Instantly Useful: It’s critical to know what a KPI is before looking at it, so that
you can see the first glimmers of insight.

5.5.3 Collecting Data

Data must be saved for further investigation. In order to conduct further analysis, it
is imperative that data be collected accurately and saved in a central database or on a
local machine. Analytical results can only be achieved if data is gathered correctly.
Gathering information about the user’s behavior can be done in various ways:

– Cookies and IP: Cookies are small text files with a size of about 4 kilobytes.
Cookies are small text files that a website transfers to a user’s hard drive when
they visit it. Generally speaking, there are two types of cookies: session cookies
and persistent cookies. While session cookies get deleted once the visitor leaves
the website, persistent cookies remain on the visitors’ computer. Cookies are used
to keep track of a user’s visits. It is possible to distinguish between returning
visitors and new visitors because each cookie contains a unique identifier. An IP
address is a number that is assigned to a specific computer on the Internet. The
user’s location can be determined by looking up their IP address. Problems can
arise when a user attempts to access the Internet via a router, such as one located
in a business or public hotspot. IP address of the router is accessed instead of the
IP address of the original user.
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– Log File Analysis: The web server contains all of the files necessary to run the
website. Each time a user accesses and interacts with the website, a record is kept
in the log file. The IP address, browser type, operating system, accessed content,
and date and time of access can all be included in a single entry. For every request
for information from the site’s server made by a visitor, a log file is kept of this
information.

– Page Tagging: Every page of a website can be labeled with a small JavaScript
tag. A visitor opens a page, and this script kicks in, saving the visitor’s data and
actions in a separate file.

– Web Beacons: Tracking customer behavior across multiple websites is a common
use of web beacons. For example, it tells how well banner ads are doing on
multiple websites. Advertisers can track anonymously the same visitor across
multiple sites or different visitors to the same site because the same server
collects the data, reads the cookies, and performs the tracking.

– Sniffing of Packets: However, despite its advanced technological capabilities,
packet sniffing is still mostly used for multivariate testing. Because it doesn’t
need to tag pages, it has the greatest advantage of all packet sniffers.

5.5.4 Analyzing Data

Analysts need to take a few steps in order to gain insight into customer behavior
from the data. After logging into any web analytics tool, you’ll be presented with a
summary report that includes the most important metrics.

– Visits: It is the number of visits to the website and the number of interactions
with the website.

– Bounce Rate: The percentage of single page view and visits (this metric can also
have different definitions, such as a visit that lasts less than 5 s).

– Page Views: The number of pages that were requested in all visits.
– Pages/Visit: The number of pages seen in each visit.
– Average Time: The time on which the users stay on the website.
– % New Visits: The count of the number of sessions which new users visited

website first time.

5.6 Web Analytics Business Applications

Web analytics can be used for a variety of business purposes, including9:

– Examine the effectiveness of a company’s marketing strategy.

9Alghalith Nabil, 2015, Web Analytics: Enhancing Customer Relationship Management, Journal
of Strategic Innovation and Sustainability, 10(2), pp. 13–14.
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– Offer users personalized content based on their browsing habits and preferences.
– Ads can be targeted based on user behavior.
– Come up with better marketing strategies that work.
– Predict the user’s actions.
– Improve customer service and customer intimacy by providing better customer

care.
– The maintenance and management of a customer base.

6 Web Analytics Tools

6.1 Categories Web Analytics Tools

As a foundation for making business decisions, a wide range of web analytics tools
have been developed and are now available on the market. Five categories of web
analytics tools are as follows10:

– Traditional web analytics tools relied primarily on data gathered by visitors,
competitors, and internal company data. “What happens on websites?” and “How
many conversions have been achieved on the website?” are two of the most
common questions that clickstream data answers.

– Web analytics tools that track performance on social networks.
– “Why did the visitor behave or not behave in this manner?” is a question that web

analytics tools are designed to answer.
– Web analytics tools for mobile websites that are becoming increasingly important

as the number of people using mobile devices increases the turnover of websites.
It is essential to have this type of tool to ensure that your website is compatible
with mobile devices because it provides insight into the behavior of visitors on
mobile devices.

– For testing and finding the best technical or design solutions to improve visitor
satisfaction, web analytics tools are available.

6.2 Website Analytics Tools for e-Commerce

There are many website analytics tools for E-commerce that help understand
customers and make better marketing decisions, including:

10Teixeira, J., 2011, Get Involved: 5 Types of Web Analytics tools to start using today!, on
the site: https://www.morevisibility.com/blogs/analytics/get-involved-5-types-of-web-analytics-
tools-to-start-using-today.html (consulted on 4/11/2020).
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6.2.1 Google Analytics

Web analytics service Google Analytics is a freemium service that tracks visitor
traffic to a website and generates reports on that data. After acquiring Urchin,
Google launched the service in November 2005. As of this writing, Google
Analytics is the most widely used web analytics service on the Internet.11

6.2.1.1 Advantages of Google Analytics

The advantages of Google Analytics are12:

– Cost: It is absolutely free. This is the coolest feature for most of the people
involved.

– Usability: It is not just bound to the experts. Anyone even without having strong
programming skill can use it. It has made analyzing very easy for both the
specialists and the non-specialists.

– Availability of tutorials: Google provides an online tutorial to learn about Google
Analytics. It has made learning the system extremely easy.

– Installation: It is easily installable. There are no programming skills required to
install it unlike in other analytical tools.

– Visitor views by geography, time frame, and source: It allows getting and viewing
the number of visitors to the site based on some time frame. It also allows one
to find the geographical location of all the visitors and the source which helped
them find it.

– Visitor’s details: It also provides details of each visitor including the time of their
stay on the website, the web pages they accessed, the number of links they clicked
on, etc. There is also a concept of bounce rate that shows the number of visitors
in and out of a web page and the visitors who stayed longer.

6.2.1.2 Disadvantages of Google Analytics

There are several disadvantages of Google Analytics, such as13:

– Recording bot and spam traffic: It’s possible that some of the computers that
access your site are not being operated by humans. Many bots are crawling

11https://ec.europa.eu/competition/information/digitisation_2018/contributions/at_internet.pdf
(consulted on 2/11/2020).
12Deepika Verma and all, 2011, Google Analytics for Robust Website Analytics, p 10.
on the site: https://www.sjsu.edu/people/rakesh.ranjan/courses/cmpe272/s2/Team-Matrix-Google-
Analytics.pdf (consulted on 4/11/2020).
13Limitations of Google Analytics, 2019, on the site: https://masondigital.com/4-limitations-of-
google-analytics/ (consulted on 4/11/2020).


 -1245 51291 a -1245 51291
a
 
https://ec.europa.eu/competition/information/digitisation_2018/contributions/at_internet.pdf

 2217 54833 a 2217 54833 a
 
https://www.sjsu.edu/people/rakesh.ranjan/courses/cmpe272/s2/Team-Matrix-Google-Analytics.pdf
https://www.sjsu.edu/people/rakesh.ranjan/courses/cmpe272/s2/Team-Matrix-Google-Analytics.pdf

 18855
57269 a 18855 57269 a
 
https://masondigital.com/4-limitations-of-google-analytics/
https://masondigital.com/4-limitations-of-google-analytics/


60 W. Boufenneche et al.

websites all the time for a variety of reasons. Some are evil, while others are
not. Bots have the potential to significantly skew data either way.

– Time on site: Google Analytics consistently underreports the amount of time
spent on a page. Google’s servers receive the precise time that a user requests
a page to load. As soon as the next web page is loaded, the time is noted. Using
this information, Google can estimate how long the user spent on the first page.

– Measuring all users: Each page of a website is loaded with a JavaScript code
snippet from Google Analytics. Data is sent back to the Google servers for
processing as soon as the page is loaded. There are some browsers that do not
allow JavaScript to run. Additionally, Google Analytics makes use of cookies to
keep tabs on user activity. Using web browsers and ad blockers, cookies can be
disabled.

– The need for customization: There are a lot of webmasters and marketers who
put Google Analytics code onto their website and then congratulate themselves
because they’re “crushing it.” Unfortunately, this is just the beginning of the
setup process. It is necessary to set up goal tracking and event tracking in order to
track interactions with non-HTML content such as PDF downloads, video views,
and form submissions in order to run the most important reports. In order to get
the most out of Google Analytics, the tracking needs to be tailored to the user’s
specific requirements.

6.2.2 Piwik

Many of the features of Google Analytics can be found in Piwik, a free web analytics
platform. Piwik requires users to download and install the software on their own
servers, whereas Google Analytics can be accessed through your browser.14

6.2.2.1 Advantages of Piwik

The advantages of Piwik are15:

– Piwik provides a very simple install even for users with basic skills. It is user-
friendly and relatively straightforward for website owners to place on their site
and manage.

14Stickler Rebecca, 2016, 6 Ecommerce Analytics Tools for Digital Marketers, on the site: https://
www.webfx.com/blog/marketing/6-ecommerce-analytics-tools-digital-marketers/ (consulted on
4/11/2020).
15Piwik PRO GmbH, p 4, Optimizing Piwik On-Premises for Top Performance and Se-
curity, on the site: https://www.dirk-buechner.de/content/6-erfolgsrezepte/2-kundenkontakte-in-
krisenzeiten-klug gestalten/piwik_optimization_whitepaper.pdf (consulted on 4/11/2020).
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– Piwik offers great privacy features. Many analytical or tracking tools send user
behavior directly to advertisers, but with Piwik, your visitors can browse securely
in the knowledge that their data and behavior are kept private.

– Piwik tracks user behavior and visitor activity via a JavaScript file. It is also
possible to import your own web logs into Piwik to analyze them with all the
enhanced features the software provides – another real plus.

– Piwik also comes with SDKs for both Android and iOS, so you can also measure
your apps with it!

– The software also includes a wide range of additional features, such as analytics
for any E-commerce activity that your site includes and a profile of your
website’s visitors (including real-time visitor analysis and mapping).

– Another big positive of Piwik is that it comes with its own mobile app, allowing
you to access your reports at any time.

6.2.2.2 Disadvantages of Piwik

There are several disadvantages of Piwik, such as16:

– The UI isn’t great. This is not the product if you’re looking for slick reporting.
The amount of information provided by the commerce sector is minimal. Piwik is
a good reporting tool for basic metrics like the number of visitors and the URLs
they came from.

– Search engine, keywords, etc. However, it doesn’t appear to have a great deal
of expertise in the field of business reporting. Because of this, this tool may not
be ideal for a client who expects a lot of reports on conversion from visitor to
customer and funnel analysis/dropout rate in a multi-step buying process.

– A good set of commerce variables can be found in GA. Filters’ dropout and
funnel analysis have been thoroughly tested and found to be effective. This is
where commercial products come in handy because they can be customized a lot
more than home-brewed solutions can.

– There is little to no external tool integration. AdSense and AdWords integration
is simple because GA is a Google product. As a result, GA is a useful tool for
tracking an entire marketing campaign (including email marketing and search
engine marketing). This does not appear to be the case in Piwik. Will customers
wait for development when both free products are available?

– Piwik requires PHP/MySQL and enough disk space on the server side in order to
function properly. There is a monetary outlay associated with this. This is still a
lot of money compared to the free storage on GA.

– In previous versions of this product, the reporting interval was fixed. As a result,
Piwik may not be able to report on any custom interval (which is available in

16Ranganath Akshay, 2009, PiWik v/s Google Analytics, on the site: https://akshayrangananth.
wordpress.com/2009/01/27/piwik-vs-google-analytics/ (consulted on 4/11/2020).
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GA). A feature missing from Piwik is the ability to compare data over two
different time periods.

– Support for implementation. Piwik assumes that you are already familiar with
analytics and only require a tool. No documentation on what analytics is and
how to measure it is provided by this application.

– When it comes to implementation, GA’s documentation is extensive, but its
paid consultants are the most valuable resource. Piwik only provides PHP-based
support for making the code work, but no guidance on how to actually use the
product.

6.2.3 Kissmetrics

Kissmetrics is one of the most popular paid tools among E-commerce site owners,
and it has several features tailored for increasing online conversions.17

6.2.3.1 Advantages of Kissmetrics

The advantages of Kissmetrics are18:

– Use smart campaigns: Automated, behavior-based email campaigns can increase
sales and engagement.

– Customer engagement can be improved through the use of automated, behavior-
based emails.

– Email campaigns can be automated so that they can be targeted to the right
customers at the right time for individual and ongoing campaigns.

– Get a better understanding of what drives sales by analyzing how the campaign
is performing beyond just the number of people who opened and clicked on it.

– By defining and tracking key customer segments based on their behavior, you
can easily monitor their growth over time.

– It’s time-saving: You don’t have to sift through a mountain of data to find out
what’s going on in your business.

– Understand which users need your attention and begin new initiatives to ensure
that your goals are met on time.

– Knowing what customers do, what works, and what doesn’t is the key to
understanding their behavior. To do this, you must watch the entire journey
through devices.

17Stickler Rebecca, 2016, 6 Ecommerce Analytics Tools for Digital Marketers, on the site: https://
www.webfx.com/blog/marketing/6-ecommerce-analytics-tools-digital-marketers/ (consulted on
4/11/2020).
18https://www.accuratereviews.com/marketing-analytics/kissmetrics-review/ (consulted on
5/11/2020).
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– With the help of Surface’s ready-to-use reports containing the necessary analyses
and insights, you can make more informed marketing decisions.

6.2.3.2 Disadvantages of Kissmetrics

There are several disadvantages of Kissmetrics, such as19:

– Installation – The installation of this tool is quite an arduous job as it requires a
lot of work and integrating with other tools is quite difficult.

– Cohort reports – You cannot demand the reports on the basis of week numbers;
you have to schedule the reports if you want a weekly report.

– Confusing data at times – The data analysis reports can be a bit difficult
sometimes. It means that data analytics can sometimes raise a few eyebrows.

– Usability testing is the only thing on the agenda here.
– Comparatively speaking, A/B testing is less effective than the other two methods.
– By default, demographic and geographic information is available.
– Kissmetrics has a firm grasp on what they are and are not. They’re an excellent

tool for comparing the number of unique users or visitors to overall traffic. They
don’t do a good job of analyzing traffic data at a finer level. Consequently,
Kissmetrics allows customers to link their Google Analytics accounts with their
own accounts so that they can pull data from GA into Kissmetrics.20

6.2.4 Mixpanel

• 21Mixpanel is a web and mobile analytics platform that focuses on user behavior.
Users’ online actions, such as signing up for a service, watching a product demo,
returning to the service after a break, and interacting with features of a product
or service, are at the heart of this research strategy.

19https://www.semplaza.com/kissmetrics-review/

– https://www.mockingfish.com/blog/pros-and-cons-of-the-popular-ab-testing-tools-in-the-
market/ (consulted on 5/11/2020).

20Zach williams, 8 Alternatives to Google Analytics, on the site: https://www.venveo.com/blog/8-
alternatives-to-google-analytics (consulted on 5/11/2020).
21https://leadsbridge.com/blog/how-to-boost-productivity/what-is-mix-panel/ (consulted on
5/11/2020).
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6.2.4.1 Advantages of Mixpanel

• As a web and mobile app analytics platform, Mixpanel has many advantages.
In this section, we’ll detail the benefits that users can expect from the system in
particular22:

– User Engagement Stats: Similar to Kissmetrics, this service provides a wide
range of statistics that can help you learn more about your visitors.

– Rich Features: Your website visitors can be segmented into groups based on
their interests and demographics, as well as event tracking, retention reports,
and a targeting system that groups users with similar profiles.

– Better Real-Time Data: With this tool, you get better real-time data and a user
interface that is easier to understand than Kissmetrics.

– Customer Retention: You can use this tool to re-engage customers who
have abandoned your site or are currently on a free trial by sending them
notifications via email or text message. The tool allows you to schedule
notifications.

– Email: You can now send a pre-written email message to customers using the
tool’s new feature.

– Mobile App: It has a mobile app.
– Easy-to-Digest Analytics: For the average user, Mixpanel provides reliable

data analytics and presents them in a comprehensive yet understandable
manner. Information presented to users allows them to easily measure their
actions regardless of whether it’s an iOS-, Android-, or web-based app.

– Simple Interface: The platform offers a simple interface that lets users dig
in and unearth how people react to their app. To better understand how their
app is being used, users can provide feedback, and this feedback helps the
company make improvements to their app.

– Event Tracking: Mixpanel is a tracking software that redefines the concept.
Instead of making an evaluation or keeping track of page views and clicks, the
app gauges the user’s app based on events. With Mixpanel’s help, companies
can monitor events, discover new trends, and create sales funnel data.

– Targeted Data Collation: Mixpanel has a narrower focus than other analytics
platforms. The tool’s output provides an infinite number of options. Cus-
tomers’ actions can be used to help users improve their products using the
platform’s billions of insights and events.

22https://www.woorank.com/en/blog/analytical-tools-other-than-google-analytics (consulted on
5/11/2020) https://comparecamp.com/mixpanel-review-pricing-pros-cons-features/ (consulted on
4/11/2020)
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6.2.4.2 Disadvantages of Mixpanel

There are several disadvantages of Mixpanel, such as23:

– Setup is not easy. You need technical support or knowledge to fully integrate API
tracking with this tool.

– You can track up to 1000 users per month for free with Mixpanel’s free starter
plan. This is ideal for startups in their initial stages. Mixpanel, on the other hand,
gets pricier as you scale up your business.

– While Mixpanel does track traffic, it doesn’t have the same level of attribution as
Google Analytics.

– Some users of Mixpanel complain that it takes some time to get used to how it
works because of the steep learning curve.

6.2.5 Klaviyo

Emails are a critical part of any e-commerce company’s strategy for growing
customer databases and providing them with useful content. For analyzing email
data, Klaviyo is an e-commerce analytics tool. Because it recognizes the interde-
pendence of e-commerce and email marketing, it provides numerous reports and
automation tools to aid in the analysis of email insights and the formulation of
strategic decisions.24

6.2.5.1 Advantages of Klaviyo

The advantages of Klaviyo are25:

– Automatic audience segmentation based on specific actions and parameters
(purchase of a product, the opening of a message, purchase within a certain
period of time), resulting in more personalized and faster messages.

– Welcome and auto-response email templates to make lead nurturing and fight
against cart abandonment.

– Advanced reports that track openings, clicks, revenues, and all intermediate
metrics.

23https://www.woorank.com/en/blog/analytical-tools-other-than-google-analytics. (consulted on
4/11/2020) https://practicoanalytics.com/segment-analytics-pros-cons/ (consulted on 4/11/2020)
24https://colorwhistle.com/7-alternatives-to-google-analytics/ (consulted on 4/11/2020)
25https://www.ecommerce-nation.com/best-analytical-tools-for-your-e-commerce/#Klaviyo
(consulted on 4/11/2020)
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6.2.5.2 Disadvantages of Klaviyo

There are several disadvantages of Klaviyo, such as26:

– There is no way to track leads. Klaviyo isn’t the platform for you if you’re
looking for lead scoring functionality. Any automation that relies on a visitor’s
level of involvement with your site and marketing will require lead scoring. It’s
possible to have it integrated with a third-party app, but that’s going to cost you
money.

– Costs are going up. A small (very small) e-commerce business can benefit greatly
from Klaviyo’s free plan, which allows for up to 250 contacts and 500 email
sends per month. However, if you want to grow your business, you’ll have to pay
a lot of money once you surpass the “freebie” numbers.

– Customer dissatisfaction. The platform’s help center is excellent for finding
quick answers to common questions. The hourly schedule of Klaviyo means that
if you want a more personalized support experience, you’ll have to work around
it.

6.2.6 Woopra

Advanced analytics tools such as Woopra are used to track and analyze abandoned
carts. It might be something related to price or a greater number of steps during the
checkout process; Woopra can help to identify everything.27

6.2.6.1 Advantages of Woopra

The advantages of Woopra are28:

– Fully real-time data.
– Detailed tracking of customer activity.
– Reports allow for deep segmentation.
– Highly customizable reporting.
– Dynamic segment creation.
– Live dashboard with bespoke metrics.
– Make use of a variety of channels to interact with customers including email,

chat, and more.
– “Appconnect” feature allows to utilize third-party features through Woopra.
– Retention analysis, funnel analytics, and segmented analysis.

26https://www.drip.com/blog/ecommerce/klaviyo-vs-mailchimp-vs-drip (consulted on 4/11/2020)
27Aarushi Ranjan, 2019, 7 Must-Have Analytics Tools for Your eCommerce Website, on the site:
https://www.shiprocket.in/blog/ecommerce-analytics-tools/ (consulted on 4/11/2020)
28https://colorwhistle.com/7-alternatives-to-google-analytics/ (consulted on 7/11/2020)
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6.2.6.2 Disadvantages of Woopra

There are several disadvantages of Woopra, such as29:

– The main disadvantage of Woopra is the pricing. While it is a great tool for small
businesses, Woopra is not priced well for small businesses with equally small
budgets.

– It has no traffic features.
– The free version of Woopra provides minimal solutions and features. There is a

limitation on the number of days to view the data from.
– The new customizable dashboard may not be that great and requires a bit of

improvement.

6.2.7 Hotjar

To be successful in e-commerce, it is essential that no decisions are made based on
suppositions alone. Modern online merchants benefit greatly from Hotjar, a tool that
aids in increasing their sites’ click-through and conversion rates. With Hotjar, you
can view heatmaps of the website along with real-time recordings of your visitors.30

6.2.7.1 Advantages of Hotjar

The advantages of Hotjar are31:

– Hotjar gives e-commerce and marketing managers all the tools they need to
conduct in-depth analyses of their websites.

– Heatmaps, video recordings of user sessions, and conversion funnels are just
a few of the features that allow you to track your visitors’ activities on your
website.

– More intriguing, however, is the ability to listen to and recognize a user’s
voice. You can embed a widget from Hotjar on any page of your website to
collect visitor feedback. In this way, customers can rate your service and leave a
message in just two simple steps. A variety of emotions, ranging from complete
contentment to complete dissatisfaction, are represented by these emoticons.

– Ability to track the dynamics of the customer experience and quickly notice and
fix bugs.

29https://www.canecto.com/best-25-google-analytics-alternatives-for-business-owners/
(consulted on 7/11/2020). https://growthbytes.co/google-analytics-alternatives/
30Aarushi Ranjan, 2019, 7 Must-Have Analytics Tools for Your eCommerce Website, on the site:
https://www.shiprocket.in/blog/ecommerce-analytics-tools/ (consulted on 7/11/2020).
31https://www.promodo.com/blog/top-6-ecommerce-analytics-tools-for-online-stores-in-2019/#
Hotjar (consulted on 7/11/2020).
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6.2.7.2 Disadvantages of Hotjar

There are several disadvantages of Hotjar, such as32:

– Inability to exclude URLs.
– A separate site dashboard.
– Tracking codes slow down page speed.
– Poorly organized data.
– The Hotjar e-commerce analytics tool doesn’t have a free trial and offers four

plans depending on the number of page views per day. The cheapest one, which
collects data from up to 20,000 page views per day, will cost you $89 per month.
The most expensive plan limited by 400,000 per day costs $589 per month.

7 Comparative Analysis

A review of the various web analysis tools shows that each of these tools has similar
features and follows similar goals but has entirely different focuses. This section of
the study includes a comparison of these tools (Table 1).

8 Conclusion

Web analytics can be used to improve customer relationship management and
to address ineffective search engines that produce incomplete indexing and the
retrieval of irrelevant information. It’s critical to have a system in place that makes
it simple and quick for people to find the information they need on the Internet. Web
analytics sifts through mountains of data on the Internet, but it also keeps tabs on
and predicts the habits of individual users. Designers can use this data to construct
and design a website with greater confidence. Users will appreciate the time and
effort saved by web analytics technicians when creating user-friendly websites.

32https://www.promodo.com/blog/top-6-ecommerce-analytics-tools-for-online-stores-in-2019/#
Hotjar (consulted on 7/11/2020).
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essential at the national level. Since big data and analytics play an increasingly
important role within the success of a business, Google Analytics may be a valuable
tool to assist businesses to uncover vital insights and optimise for future growth.
Google Analytics is one of the most comprehensive analytics solutions on the web
and is a completely free service. Thus, it is expected that new or small business
owners will resort to using their platform. Hence, this research investigated whether
advanced web metrics, calculated using Google Analytics software, could be used
to evaluate the general usability of e-commerce sites and to spice up e-commerce
sales areas. Also, e-commerce tracking is effectively done via Google Analytics,
which provides powerful reports. Our initial estimation shows that the worth of data
generated is often tremendous. Moreover, online platform companies mostly capture
the advantages of the information, because they create the worth that consumers
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1 Introduction

In the past decades, the advent of technology has advanced at a staggering rate,
impacting several aspects of life, including economic and business. The internet and
digital technology have become a crucial aspect in life, and it has changed the way
people learn, find information, communicate, travel, govern and shop. Generally,
the trending questions remain ‘How big is the value of information possessed by
online platform companies?’ (Yin 2018; Frier 2018; Lee 2018; Bloomberg 2018).
Nowadays, the activity of selling and buying, which was administered traditionally
by the coming together of the seller and the buyer, can be done online. The vast
change of technology within the field of communication, software application and
computer hardware, browser technology and multimedia facilitate the knowledge
search towards particular goods and services that people need. The use of electronic
media or the internet for buying and selling is largely known as electronic commerce
or e-commerce. E-commerce allows consumers to electronically exchange goods
and services with no barriers of your time or distance (Lee 2018; SEC 2012, 2017;
Hathaway and Muro 2017).

For example, transactions through an online e-commerce platform can generate
an incredible amount of data. Whereas a transaction itself creates a standard
economic benefit referred to as gains from trade. The information generated
through the transaction also contains an economic value and the worth of such
transaction of information has traditionally been accumulated within a firm as firm-
specific knowledge on consumers, business partners and employees. The benefits
of e-commerce could be for a short and long period. Hence, using e-commerce,
the knowledge of the products might be spread on a bigger scale. This enables
the consumers to choose the products with the best price, offers unlimited, fast
communication and information access, in a limited time and cost-efficient manner,
and also improve the quality of the service provided (Mayer-Schonberger and
Cukier 2014; (Hartmans 2017). Apart from providing services to the customers, the
main targets of e-commerce activities include the aspects of the business transaction,
marketing and advertising. An in-depth review by Acquisti et al. (2016) concludes
that the display of systematic and diffuse individual online price discrimination is
currently scarce. According to Booking.com, the revenue of its corporate clients
increased by 7% through a data-driven pricing strategy service provided to its third-
party sellers.

E-commerce tracking provides several perspectives on website performance and
publicities. It also shows what the website does in comparison to others and what it
can improve with helpful insights. Whitmore (2018) is of the view that e-commerce
helps in knowing the market trends and what people expect out of business. While
there are several powerful tools within the market, Google Analytics (GA) is seen as
the most popular and it is used to assist and to track website performance. According
to GA for Mobile Apps (2019), the analytics platform was developed by Google in
the year 2005 and is only for web analytics. Google Analytics allows for tracking
essential metrics and observes the behaviour of customer about how customers

http://booking.com
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are behaving on the websites. It also checks the pages customers visit the most,
what proportion of time they spend on those pages, the geographical location of
consumers, conversion rates, interaction per visit, etc. (Demunter 2018).

Because of improved programming capabilities and rapid price decline of
information technology hardware and services, new business models have emerged,
and many of them are built in several sorts of online platforms (Brynjolfsson et al.
2018a, b, c; Hartmans 2017).

The intellectual teasers of this study include the way to explore the influence
of using GA to boost e-commerce sales and what the benefits are of using GA in
e-commerce. This research examines the data, which demonstrates the power of
GA in boosting e-commerce sales and explains the utilisation of GA from different
perspectives within the scope of e-commerce. Therefore, the primary objectives of
the paper are a qualitative analysis that critically looks at the influence of GA in
boosting e-commerce sales and explores the benefits derivable from the utilisation
of GA in e-commerce (Van de Ven 2018; Demunter 2018; Chen et al. 2018)

The authors thought that the economic outcome of this study would channel
both theoretical and practical significance such as supplying information for the
economic giants on the benefits of using GA to support e-commerce activities. It
would also deliver information to the people that would like to boost e-commerce
sales by using the technology of GA. Lastly, the result of this study is expected to
be the source of useful information and reference for similar studies (Bloomberg
2018).

We have organised this paper into four main parts structured as follows: Section
two is the literature review and section three is the methodology and case studies,
followed by the discussion.

2 Literature Review

2.1 Typologies of Google Analytics and E-Commerce:
A Conceptual Review

2.1.1 Online Platform

In this research, we adopt the European Commission’s (2017) more all-
encompassing definition of an online platform. Online platforms are defined as
digital platforms that enable consumers to seek out information and businesses
online and to take advantage of the benefits of e-commerce. Online platforms
communicate key characteristics, including the utilisation of information
and communication technologies to facilitate interactions between users; the
aggregation and use of data about these interactions, and network effects, which
make the utilisation of the platforms with the most users the most worthful to other
users (the European Commission, 2017).
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2.1.2 Big Data

The concept of big data describes the massive volume of data – both structured
and unstructured – that overwhelms a business on a day-to-day basis. However, the
quantity of data is irrelevant but what organisations do with the data is important.
Big data are often analysed for insights that cause better decisions and strategic
business moves. The combination of structured, semi-structured and unstructured
data collected by organisations, which will be mined for information and utilised
in machine learning projects, predictive modelling and other advanced analytics
applications is known as Big data.

2.1.3 Importance of Big Data

The importance of big data does not revolve around what proportion of data you
have, but what you are doing with it. Data can be analysed to seek out answers that
enable: cost reductions, time reductions, new product development and optimised
offerings, and smart decision-making. Once big data is combined with high-powered
analytics, it will accomplish business-related tasks such as: determining root causes
of failures, issues and defects in near-real time; generating coupons at the point-
of-sale based the customer’s buying habits; recalculating entire risk portfolios in
minutes, and detecting fraudulent behaviour before it affects the organisation (Tefis
Team 2017).

Companies use the accumulated data in their systems to enhance operations,
provide better customer service, create personalised marketing campaigns from
specific preferences from customer and, in the long run, increase profitability.
Businesses that use big data hold a possible competitive advantage over those who
do not because big data results in faster and more informed business decisions,
provided they use the data effectively and efficiently. For instance, big data
provides companies with valuable insights into their customers, helps in fine-
tuning marketing campaigns and techniques to enhance customer engagement and
conversion rates (Slotin 2018).

2.1.4 Google Analytics

Google Analytics (GA), a free online service, was introduced in 2005 by Google
to provide data for all industries from small to enterprise-level businesses. Google
Analytics is important for e-commerce business because it depends solely on data. In
the e-commerce industry, correct data can help reach new heights and misinterpreted
data can push business to the bottom.

Data play an important role in converting a lead into business or losing it.
In addition, data helps in expanding sales, when compared to e-commerce stores
or startups. Using GA drives business into a success and helps in initiating new
techniques that will result in an increase in revenue.
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As a free service provided by digital giant Google, it is one of the frontline
analytics tools available online. It is used in tracking visitors from search engines,
social networking, direct access, and referring sites. According to Big Data Made
Simple (2017), Google Adwords is integrated with the most important paid search
platform on the web. It is used for site traffic tracking and reporting and it provides
information that helps grow a business in today’s online world. It provides the
business owner with an entire picture of the audience and their needs.

The data from GA is designed specifically for marketing and webmasters because
of the quality of the traffic the website receives and the effectiveness of the user’s
marketing campaigns. According to Techopedia (2017), GA can provide feedback
for subsequent marketing campaigns by tracking visitors from all referring sites
and the number of visitors converted into customers or members from each page.
In short, GA tracks the customer’s journey as they interact with the content of
the web site. Therefore, goals, tracking statistics, AdWords integration, campaigns
management via URL builder and E-commerce tracking are the five main features
that make Google analytics tools an interesting tool to use.

The most effective way of collecting and analysing website data is using
GA. Enhanced Ecommerce gives site owners specific features designed for store
optimisation, which is a useful platform for e-commerce A detailed report on
customer behaviour in every step of the sales funnel are included metrics for
shopping behaviour while the analytics for revenue and conversion rates, average
order value and cart abandonment rates measure product performance. The tracking
of internal and external marketing efforts, including affiliates and coupons, assesses
marketing success rates and product attribution looks at the customer’s ‘Last Action’
attribution.

2.1.5 The Objectives of Google Analytics

To optimise content within an on-site search, familiarisation with the buyer’s
journey, understand customer’s interests, and measuring the duration by which your
leads convert are several objectives derivable from using GA. GA further helps to
annotate for better SEO management, map on-site engagement, realise the value of
customers and decrypt ambiguous statistics to analyse data better. In the same vein,
how long visitors are willing to spend on a particular page are determined and data
catering are evaluated on e-commerce sites.

2.1.6 Advantages of Using Google Analytics for E-Commerce Sales

An advantage of using GA for e-commerce sales is that it is automatically free for
collecting data. It has an advanced reporting feature and can integrate with other
platforms easily. An internal site search which allows people to understand what
they are looking for once they are on the website is measured by GA. While it can
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provide demographic details, it allows the business to know which social platforms
they will target and it allows businesses to check if they are achieving their goals
and helps them to redefine metrics.

2.2 Empirical Review

A study on blog Analyzer for Semantic Web Mining conducted by Fakhrun Jamal
and Mamta Bansal (2020), the Semantic Web Mining observes and collects the
information of visitors on the web site. It was found that entering of password and
username is not require at any time because the Weblog analyser will remember
the password and username, personalise information, locate memory and site
understanding. It will also optimise your logs to trace what you would like to
understand about visitors without complex filtering.

Analysing what appears interesting to the customers when buying a product,
Thushara and Ramesh (2016) posited that to remain successful in e-commerce
business it is important to know the customers better. To them, web usage mining
allows the seller to examine and find patterns from composed information to make
a primary statistical basis for decision-making. The precondition to use web usage
mining properly as defined by the research method also allows for businesses to
collect qualitative visitor data, and be able to know whether a visitor has followed
a link to get to a seller’s shop. It also checks whether a convincing product has
placed a seller’s site first in a search engine, etc. The research work is best suited
for e-commerce business categories and development purposes.

An interpretive framework that delves into the definitional aspects, distinctive
characteristics, types, business value and challenges of BDA within the e-commerce
landscape was conducted by Akter et al. (2016). Also, broader discussions regarding
future research challenges and opportunities in theory and practice were considered
by the research work. In sum, the findings of the study synthesise diverse BDA
concepts such as the definition of bag data, types, nature, business value and relevant
theories, and provide deeper insights alongside cross-cutting analytics applications
in e-commerce for small and medium enterprise development in Nigeria.

The utilisation of GA over a number of its competitors within the field of web
analytics, owing to its open-source nature, simple use and natural integration with
other renowned Google products such Google AdWords was advocated by Suraj
Chande (2015). The study examined further a number of the distinct advantages of
GA, such as high customisation as per the nature of the business and therefore the
wide selection of reporting functions. A case study was used in making businesses
conscious of the import of GA and also encouraged blending GA in sales and
marketing activities.

A novel approach was offered and described by Neha Sharma and Pawan
Makhija (2015) about session identification and personalisation of web services.
The difference of internet sites and the improvement of web server performance
are caused by web usage mining, and this had led to the growth of the present day



A Qualitative Approach to Google Analytics to Boost E-Commerce Sales 79

World Wide Web. The web usage mining applies data mining techniques to obtain
web access patterns from log data. Weblog data should be rebuilt into sessions to
reveal access patterns.

Vivek Dogne, Anurag Jain and Susheel Jain (2015) surveyed and described the
abundance of information available on the World Wide Web (www), It also focused
on how extracted knowledge from the web has gained significant attention among
researchers in data mining and knowledge discovery. Web mining is applied to
reflect the importance of webpages and is used to predict the visitations of users
to the web. Also, using a survey of the rapidly rising area of web usage mining,
showing the order of current technology, a standard overview of the web usage
mining was produced.

Ravinder Singh and Bhumika Garg (2014) described web usage mining as
discovering and analysing the patterns in clickstream and associated data that is self-
controlled or generated as a result of user interaction with web browsers, on one or
more websites. Web usage mining combines two approaches: web caching and web
pre-fetching. The study presented an approach that integrates web caching and web
pre-fetching to enhance the performance of the proxy server’s cache. These hybrid
approaches can be used together because the web caching technique exploits the
temporal locality while the web pre-fetching technique utilises the spatial locality
of web objects. The study concluded that the reaction time of a hit taken from the
user cache is a lower compared to the data taken directly from the log file.

Karthik and Swathi (2013) studied the usage of web mining technology as it
provides security for e-commerce websites using web structure mining, web content
mining, decision analysis and security analysis.

Shanmuga Priya and Sakthivel (2013) proposed a new method of removing the
noise associated in the web documents. This is done using web extraction in new
architecture that is made to manage the web data. Unnecessary information was
removed from the web information and patterns were created for that data using web
content extraction. Three phases of data extraction were designed. Web documents
are chosen in the first stage, documents are pre-processed in the second phase, and
the results are presented to users in the final phase.

Similarly, Shanthi and Rajagopalan (2013) compared the different web mining
algorithms. The context related to the web design of an e-commerce portal was
identified and webpage collection, web-mining algorithm to manage time and space
complexity was proposed.

Chhavi Rana (2012) researched online usage mining and focused on techniques
that would predict user behaviour while the user interacts with the web. While
behaviours and web surfer’s session were also generated, the study supplies a
summary of the state of the art web usage mining. The study further discusses the
relevant tools available within the sphere and the niche requirements that the current
tools lack. It gives an outlook on the prevailing tools, their specialised focus for an
applicative objective and therefore the need for a more comprehensive new entrant
during this sphere within the light of the present scenario.

Using time series, Mohammad Amin Omidvar, Vahid Reza Mirabi et al. (2011)
developed a methodology to analyse the different variables on the dependent
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variables by. The study used time-series regression to find the relationship between
the essential and primary index (page views per visit) on Google analytic. It also
focused on using the most relevant data to gain a more accurate result. Since a linear
regression analysis cannot model the impact of search engine visitors on page views,
a variable referral visitor was added to the linear regression yielding a low impact.
On the other hand, there was a significant impact on direct visitors on page views.
The result further showed that higher connection does not lead to higher impact
on page views and the content of the web page, the territory of visitors can help
connection speed to describe user behaviour. However, returning visitors showed
some similarities with direct visitors.

Hasan et al. (2010) developed a methodological framework for evaluating the
usability of e-commerce websites. In designing the framework, user testing and
heuristic evaluation methods were used alongside with GA software.

Similarly, Kazuo Nakatani and Ta-Tao Chuang (2005) designed a framework
for the event of collaborative commerce applications. The framework used in the
study integrates generic capabilities of collaborative technology and functional re-
quirements of collaborative commerce. The framework supported previous research
on the classification of e-commerce-related technologies, systems and collaborative
functional requirements, and the usefulness of the framework was shown in the
study.

3 Methodology and Case Studies

Fundamental business models used by online platform companies determine what
data they collect, how data flow, and what value of data they create. However,
the problems that there is no arms-length market for most intangibles and the
majority of these intangibles are developed for a firm’s use, have created a problem
for the economist because intangibles are difficult to measure. Furthermore, Lev
and Radhakrishnan (2005); Eisfeldt and Papanikolaou (2013); Brynjolfsson et al.
(2018a, b, c) reported the use of sales, general and administrative (SG&A) expense
as a proxy for a firm’s investment in organisational capital. These expenses are
reported in a firm’s annual income statements to include employee training costs,
brand enhancement activities, consulting fees, the installation and management
costs of supply chains, etc., and these expenditures that generate organisational
capital. Some items that are unrelated to improving a firm’s organisational efficiency
are included in the SG&A expenditures. However, the question remains whether
SG&A expenditures is a valid measure of a firm’s investment in organizational
capital. Eisfeldt and Papanikolaou (2013) proposed five ways to validate the firm’s
investment in organisational capital and findings from their study revealed that four
out of the five ways support this approach.

Li (2015), found that across U.S. high-tech industries, market leaders had a
lower rate of depreciation than their followers. Li and Hall (2018) developed the
R&D depreciation model, and it was adopted to estimate the depreciation rates of
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the organisational capital for four online platform companies, including Amazon,
Booking Holdings, eBay and Google, using the available public data. A perpetual
inventory method was propounded by Torrington and Hall (1998) and used to build
the stocks of organisational capital and the associated growth rates for Amazon,
Booking Holdings, eBay and Google (Wendy et al. 2018).

Some studies have attempted to explain the typology of online platforms
(Demunter 2018; van de Ven 2018; Chen et al. 2018). In addition to the fundamental
business models, Wendy et al. (2018) classify online platforms into eight major
types. Type I includes e-commerce online platform, type II constitutes online
resource sharing platform, type III is E-financial service online platform, type IV is
made up of an online social network service platform, type V is the online auction
or matching platform, type VI is the online competitive crowdsourcing platform,
type VII constitutes the online noncompetitive crowdsourcing platform and type
VIII includes the online search platform. Also, online platform companies use the
existing business models ranging from one type of online platform to multiple types.
Understanding the fundamental business models and the data activities involved is
useful for businesses to establish a set of basic types of online platforms that can lead
to business growth, though some complications may arise using the classification of
the online platform.

Hence, the study qualitatively examines the benefits of GA to boost e-commerce
focusing on type I: e-commerce online platform – Amazon Marketplace and type
VIII: online search platform – Google Search.

3.1 Type I: E-Commerce Online Platform

E-commerce is the first online platform, using Amazon Marketplace as the case
study (see Fig. 1). Amazon Marketplace is an online platform that facilitates sales
between consumers and third-party sellers. Amazon Marketplace offers consumers
a place to get a good range of products from more selections at lower prices. It also
allows third-party sellers access to one of the world largest e-commerce markets in
a cost-effective and time-efficient manner.

Amazon charges a commission of 30% for third-party sellers as commission
for their sales according to the WSJ (2018). The commission covers not only the
cost of accessing one among the world’s large e-commerce markets but also the
value of “basic” access to Amazon’s consumer data. For instance, a consumer can
purchase goods by taking advantage of an offline supermarket using cash; however,
the supermarket and the third-party seller that gives the products do not obtain data
about the consumer. If the customer decides to pay by a credit or debit credit, the
supermarket will have some data about the buyer.

Considering the flow of data, Amazon collects data on clickstreams, purchases,
reviews and locations from consumers. After collecting consumer information;
it conducts analytics on those data to allow for data-targeting services to third-
party sellers. For instance, the geolocation data of consumers and demand forecast
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Fig. 1 Google Analytics goals for e-commerce. (Source: Adopted – Thomas Holmes 2013)

provides third-party sellers logistics consulting services such as where to site
the warehouse. According to Bond (2018), Amazon offers corporate clients a
premium data services, made-up of demand and trend forecasts, and the minimum
of $100,000 per annum is paid as the cost for premium data service. Apart from this,
Amazon gathers information on consumer price sensitivity by funding discounts on
third-party products (Bond, 2018). Together with the price sensitivity data and other
data collected, Amazon can conduct detailed profiling of every consumer and supply
a data-driven pricing strategy service to third-party sellers.

According to Molla (2017), Amazon e-commerce accounted for 10% of U.S.
retail sales in 2017, and 43% of the market share of the U.S. e-commerce market.
In the same vein, Statista (2018) reported that 50.5% of its e-commerce sales are
conducted through third-party sellers on Amazon Marketplace. Given the very fact
that the 2017 sales for Amazon Marketplace are US $139.5 billion and Amazon
charges third-party sellers a 30% commission on their sales, the Amazon 10K
report reported an annual revenue from the commission is estimated at around
US $41.8 billion for Amazon. With the accelerated growth rate, Amazon’s annual
data targeted advertising revenue amounted only to US $3 billion in 2017 covering
2.2% of its total revenue in 2017. Amazon does not depend on advertising revenue
compared to Facebook and Google.

Note that online platform companies can also collect data from third-party
sellers such as where they ship the products if they choose to fulfil the orders by
themselves. When online platform companies provide data targeting services, they
can incorporate the profile of their third-party sellers (Fig. 2).
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Fig. 2 Type I: E-commerce online platform. (Source: Adopted – Wendy et al. 2018)

3.2 Type VIII: Online Search Platform

Figure 3 reveals the type VIII online search platform, Google Search. Google
Search is the most popular online platform in the world today. Google Search
provides individuals with free, convenient, and relevant access to information
immediately, and it allows advertisers and content providers access to a wide
user base. In addition, advertisers’ returns on investments (ROI) can be increased
using data targeting ads. Google Search allows content providers to include search
functionality on their webpages as it allows them to monetise their content. By
integrating Google Play with other Google services, the content is directly linked
to Google Play and can lead to an increase in the transaction.

Considering the flow of data, Google Search collects data on search terms,
revealed preferences, browsing behaviours, locations, demographics, languages,
etc., from users. After collecting the data, analytics are conducted on the data to
provide its corporate clients data targeting services, such as targeted advertising,
better demand forecast or marketing. Data targeting advertising revenue constitutes
most of its revenues. Google’s advertising revenue of 2017 was US $95.4 billion in
which Booking Holdings paid Google US $3 billion for AdWords advertising.

Table 1 shows the estimated results based on this approach (see 4th column),
annual commission or licensing revenue, and merger and acquisition prices associ-
ated with our case studies. For example, Amazon’s estimated annual commission
derived from the data is US $41.8 billion, and the estimated value of data derived
from a data-driven business model is US $125 billion. These estimates are based on
Amazon’s financial statements.

The leading B2C e-commerce companies are based in China and the US (Table
2). In 2018, the world’s top 10 B2C companies generated almost $2 trillion in gross
merchandise value (GMV), consistent with the report. Alibaba (China) lead with a
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Fig. 3 Type VIII: Online search platform. (Source: Adopted – Wendy et al. 2018)

Table 1 Measurement of the value of data: Case studies

Type of online
platform Company

Annual
commission or
licensing access to
data

Value-based on
data-driven
business model

Merger &
acquisition price

E-commerce Amazon Commission
revenue: US $41.8
billion (2017)
Premium data
service revenue:
US $18 billion
(2018)a

US $125 billion;
Annual growth
rate: 35%

Search Google US $95.4 billion
(2017)c

US $48.2 billion;
Annual growth
rate: 21.8%

aAssume third-party sellers with annual sales over US$10 million order the premium data service.
19% of third-party sellers have sales over US $10 million per year
bMost of the revenue is from selling access to the data of its members to recruiters and sales
professionals
cData targeting service revenue: data targeted advertising revenue

GMV of $866 billion in 2018, followed by Amazon of the United States with $277
billion. In terms of revenue, JD.com of China and Amazon were ahead of Alibaba.
Developing and transition economies accounted for about half of the highest 20
economies by B2C e-commerce sales. Hong Kong (China), China and the United
Kingdom have the largest B2C e-commerce based on their GDP, while India, Brazil
and Russia were ranked the least. However, the extent to which internet users engage
in online purchases varies substantially among the top 20 economies. Records from

http://jd.com
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2018 revealed that 87% of Internet users in the United Kingdom shopped online,
compared with only 14% in Thailand and 11% in India.

More than 1.4 billion people shopped online and more bought from abroad.

One-quarter of the world’s population (1.45 billion people) are aged 15 and older
and they made purchases online in 2018 according to UNCTAD. Moreover, the
result revealed a 9% increase in 2017 and China constituted the highest number of
internet buyers pegged at 610 million. Although some 330 million internet buyers
made cross-border purchases in 2018, the majority of internet buyers bought from
domestic suppliers.

3.3 Discussion

The beauty of GA is that it provides tremendous data that creates a way for an
e-commerce business to realise more results. Also, it allows for unique and fresh
content in a way that users like to read it and this increases the number of tourists
to your website. Furthermore, visitors to your websites are given good customer
service learning the buyer’s interest and wishes. As a tremendous tool, GA affords
customers with information and reports use that tends to extend sales, improve your
revenue and provides your best customers services to all or any of your visitors.

However, many online platforms are providing digital goods or services to
consumers at zero monetary cost in substitution for consumers’ data. Since they
store large data, online platform companies can monetise data by conducting
analytics on the information to supply data targeting services and, for instance,
transactions through an e-commerce online platform can generate an incredible
amount of data. While on the contrary, a transaction itself creates a standard
economic benefit referred to as gains from trade, the info generated through the
transaction contains a value. The worth of such transaction data has traditionally
been collected within a firm as firm-specific knowledge on consumers, business
partners and employees. The second assumption looks at the condition of the
identity of an observed consumer. The consumer identity in the transaction is not
revealed or sometimes used by the service provider. In the case where anonymity is
preserved, the incremental cost of the data provision is zero.

Thus, the household is considered as a “statistical” subject. As a set of data, it
is probably going to possess a positive welfare effect. This is often the case where
a household can access the knowledge generated by the data without disclosing its
identity. An individual and a firm will share the increased value-added. The creative
destruction process features a redistributive effect, but it does not necessarily imply
welfare loss. For instance, a web platform company can accumulate an incredible
amount of data that allows for an excellent competitive advantage and render
obsolete the conventional business model of its competitors. As a result of this, the
buyer surplus, income and rent generated by the traditional business decline while
that of new business increases. Finally, our information goods act like knowledge.
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Fundamentally, different business models explain online platforms, though they
are generally asset-light but are often extremely profitable. Online platforms deter-
mine what sorts of data they collect, how data flow within online platform networks,
how online platform companies monetise the information, and what consumers get
from exchanging their data. Considering the underlying business model used in this
research, we sort online platforms into eight major types. Therefore, to understand
data activities in the different online platforms, case studies were conducted to
analyse each type of online platforms depending on the size of business models,
data flow, value creation for consumers, value creation for third-party sellers, and
monetisation of data.

Furthermore, we found out that the degrees of vertical integration in the
data value chain differ for online platform companies. This determines how
they monetise their data. For instance, Twitter features a much lower degree of
vertical combination within the data value chain compared to Google and Amazon.
According to Bary (2018), 12.3% of Twitter revenue from licensing the utilisation of
its user data is derived from data analytics firms. That is, online platform companies
can monetise their data by licensing the utilisation of data and/or providing data
targeting services, but what proportion economic benefits a web platform company
can capture may depend upon its degree of vertical combination within the data
value chain (Brynjolfsson et al. 2018a, b, c; Lee 2018). Furthermore, Lee (2018)
posited that businesses often strengthen their virtuous cycle by compounding their
learning relationship with data. That is, more data use can result in better digital
goods and services, which successively attracts more users to their online platforms,
generating even more data that further improve their digital goods and services.

As an intangible, data do not wear or tear while regular intangibles, such
as R&D assets, depreciate owing to obsolescence. Through the aggregation and
recombination of data, new values are produced. These unique features of data
present significant challenges to firms and statistical agencies in measuring the
worth of data.

The initial results indicate that the worth of data is often significant: for instance,
Amazon’s data can account for 16% of Amazon’s market valuation and has an
annual rate of growth of 35%. However, because some online platform companies
are private, and due to the absence of data, to perform an equivalent estimation
for all the firms was not viable in our case studies, which is a gap left for future
work. Also, the present depreciation model assumes decreasing marginal returns to
data-driven business model investments. Future research could modify the model to
integrate the increasing marginal returns to the investments.

Currently, there is no definitive answer to the welfare implications of online
platforms and data. For instance, we discovered from Booking.com that online
platform companies offer data-driven pricing strategies for their corporate clients,
like price discrimination strategies supported consumers’ data on clickstreams and
past transactions, to maximise their revenues. On the other hand, the households
within the economy as an entity can receive the equivalent value of additional
income. Also, price discrimination is often redistributive. However, if the firm’s
increased profits are distributed equally among households, the resulting distribution

http://booking.com
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may become more egalitarian than before. Also, the increased profits accrue to only
a couple of entrepreneurs, transfer through price discrimination does not necessarily
cause an equal distribution. The resulting distribution depends on the ownership of
an emerging business model.

Since online platforms are rapidly evolving, to look for growth, online platform
companies may expand their existing business models from covering one sort of
online platform to multiple types. This is often similar to where a firm conducts
businesses in multiple industries. That is, online platform companies develop hybrid
online platforms that cover several basic sorts of online platforms classified in this
study. Also, the degree of hybrid platforms can vary across countries. Lee (2018)
argued that a couple of Chinese online platform companies have developed super
online platforms such as Tencent’s WeChat, bundles and many online platform
functionalities similar to Facebook, Uber, Expedia, PayPal, Amazon, LimeBike,
and more combined. This outcome is often called “The App Constellation Model”.
On the other hand, most U.S. online platforms are less hybrid and specialise in
original business models. More research is required to comprehend the impacts
of the rapidly evolving trend of online platforms in areas, such as data collection,
market competition and consumer welfare.

Lastly, data is like new oil. At the present, the pipelines of the latest oil are
controlled by online platform companies. In the future, blockchain technology may
allow each consumer to possess his or her pipeline, to require control of their
ownership, and to make a decision whether and the way to sell personal data to AI
companies, online platform companies or advertising companies. However, given
the very fact that the creation of the worth of data takes place on the corporate
side and depends on data analytics and business experts to create a business plan
to monetise data, consumers are not in a position to know the worth of their data.
Nevertheless, how briskly various industries can adopt blockchain technology may
affect the long-term competition of online platform companies. Mayer-Schonberger
and Cukier (2014) reported data volume doubles every three years, but the IoT, the
trend of 5G and the emerging online-to-offline transition is rapidly accelerating the
buildup speed of knowledge types and volume. Therefore, it is essential to develop
feasible methodologies to determine the worth of data because the rating of data
is not only important at the firm level but also the national level. For firms to
derive important investment and outsourcing decisions on data, and to find a way
to monetise them and gain a competitive edge through data, a proper valuation of
data is necessary. The call for national accounts to incorporate this increasingly
crucial new asset into the calculation of GDP and productivity growth is crucial at
the national level.

Moreover, countries differ in terms of the ownership of personal data. Examples
include Europe’s use of data protection rule, the General Data Protection Regula-
tion, and China’s extreme openness of private data. Additionally, the U.S. allows
foreign firms to gather personal data within the U.S. but China forbids it. The big
questions, therefore, is how do the differences in data policy affect trade? Given the
existence of the virtuous cycle between deep learning’s relationship with data, the
degree of openness of a country’s data policy may affect relative competitiveness
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between domestic and foreign firms. Therefore, the valuation of data will provide
important policy implications for trade and growth.

4 Conclusion

Big data analytics tools and techniques are rising in demand owing to the utilisation
of big data in businesses. Organisations can find new opportunities and gain
new insights to operate their business efficiently. These tools help in providing
meaningful information for creating better business decisions. The import of big
data analytics results in intense competition and increased demand for big data
professionals. As an emerging field with huge potential, data science and analytics
help in analysing the value chain of business and gain insights. To this end, the
utilisation of Google Analytics can enhance the industry knowledge of the analysts.
Data analytics experts provide the organisations with an opportunity to determine
the opportunities for the business. There are huge requirements and significance for
massive data analytics in several fields and industries. Hence, it becomes essential
for professionals to stay abreast with the techniques. Simultaneously, a lot can be
learnt by companies when these analytics tools are used correctly. As the de-facto
standard web analytics tool, GA is offered free of charge at lower data volumes
and provides tracking, analytics and reporting. It enables non-technical users to
understand website performance by providing answers to questions such as: where
are users coming from? Which pages have the very best conversion rates? Were the
users undergoing friction and abandoning their shopping cart? As a simple website,
GA offers a robust solution despite its free services, while GA provides detailed
statistics of visitor’s insight and engagement with the website. Consistent with the
statistical usage, half the website population in the world uses GA, and it provides
the geographical information of the visitors, site engagement, and their number of
visits to the website. Furthermore, GA has some breathtaking features useful for the
web merchant. With the information provided by GA and the insight the user gains
from that data, the customer will be better ready to guide the web store to success
and continue building thereon.
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Ontology Alignment Systems
to Contribute to the Interoperability
of a Business Federation

Fatima Ardjani and Djelloul Bouchiha

Abstract This chapter proposes the use of ontology alignment to contribute to the
interoperability of a business federation based on data interoperability. We proposed
a system with a linguistic and syntactic matcher, called ABCMap. The ABCMap
tool is based on an optimization method that relies on Artificial Bee Colonies
(ABC). Experiments done using the implemented tool give the best results in terms
of Recall and Precision.

Keywords Business federation · Interoperability · Ontology alignment ·
ABCMap · Syntactic matcher · Linguistic matcher · Structural matcher

1 Introduction

The Web of Data was designed to extend the Web through shared structured data.
Its basic idea, expressed by Tim Berners-Lee in 2001 in (Berners-Lee et al. 2001),
is inspired by the structure of Web pages linked together by hypertext links, to
offer a new standardized representation of data, which can be used by humans as
well as by machines. The Web of Data is based on the RDF (Resource Description
Framework) language that represents data as triples. A triplet is made up of three
elements: subject, predicate, and object. These triples relate RDF resources which
are resources of the Web. Each RDF resource has a unique URI (Uniform Resource
Identifier) of a Web page related to the resource. The RDFS (RDF Shema) and
OWL (Ontology Web Language) languages are used to organize RDF resources into
hierarchical classes and to define the relationships that can bind the resources. These
languages also make it possible inferences from RDF data based on description

F. Ardjani (�)
Ctr Univ El Bayadh Algeria, El Bayadh, Algeria
e-mail: fatima.ardjani@univ-sba.dz

D. Bouchiha
EEDIS, Lab Ctr Univ Naama Algeria, Naama, Algeria
e-mail: djelloul.bouchiha@univ-sba.dz

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Sedkaoui et al. (eds.), International Conference on Managing Business Through
Web Analytics, https://doi.org/10.1007/978-3-031-06971-0_7

93

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06971-0_7&domain=pdf

 885 52970 a 885 52970
a
 
mailto:fatima.ardjani@univ-sba.dz

 885 56845
a 885 56845 a
 
mailto:djelloul.bouchiha@univ-sba.dz

 3777 61494 a 3777 61494 a
 
https://doi.org/10.1007/978-3-031-06971-0_7


94 F. Ardjani and D. Bouchiha

logics. Using RDFS and OWL to structure data and organize it into triples to
form data graphs makes RDF databases simpler than relational databases. RDF
databases can be queried using SPARQL language. The most tangible form of the
Web of Data is Linked Data, which appeared in 2008 at the same time as SPARQL.
It is a collection of bases that concern various fields and that follow common
rules of structuring. These bases are linked together by equivalence relationships
between RDF resources representing the same elements in different bases. The
RDF resources in the Linked Data databases are all associated with user-readable
Web pages, and all provide a means of accessing their content. The Linked Data
initiative aims to publish structured and Linked Data on the Web using Semantic
Web technologies. These technologies offer different languages for expressing data
in the form of RDF graphs and querying them in SPARQL. The Web of Data enables
the creation of RDF databases and services based on RDF data. RDF is a simple
data model for knowledge representation on the Web. RDF is used to describe RDF
resources (Heath and Bizer 2011). Each RDF resource is unique throughout the
Linked Data. An RDF triplet expresses a relationship between a subject and an
object, that is, a triplet describes a property of the subject having the value of the
object of the triplet. The subject is a resource, explicitly identified by a URI. A URI
(Uniform Resource Identifier) is a unique identifier on the Web. The relationship
is always an identified resource (URI); the object is either a resource (identified
or not) or raw data, also called a literal. The database must contain links to other
Linked Data databases. Binding describes the relationship between two resources
and consists of three URI references. URIs, in the subject and subject of the link,
identify the linked resources. The predicate URI defines the type of relationship
between the resources. There are two types of RDF link, internal RDF links that is
to say the links described in the same database (intra-Base links) and external RDF
links that is to say the links described between a set of bases (inter-Base links).
Internal links connect resources in a single Linked Data source. Thus, subject and
object URIs are in the same namespace. External links connect resources in different
Linked Data sources. The URIs of the subjects and objects of external links are in
different namespaces. An external link is a collection of RDF external links between
two sets of data. This is a set of RDF triples where all subjects are in one dataset
and all objects are in another dataset.

In Linked Data, ontologies provide the framework for the data structure of an
RDF database. The ontology defines the set of classes and relationships that are
used in the RDF database. Their definitions are made so as to frame their uses by
constraints to keep the consistency of the data in the database.

Linked Data enables the implementation of applications that reuse data dis-
tributed over the Web. To facilitate the interoperability of the company, data from
different suppliers must be linked. This means that the same entity in different
datasets must be identified. One of the main challenges of Linked Data is to deal
with this heterogeneity by detecting links between sets (Heath and Bizer 2011).

Ontology alignment is an automatic or semi-automatic process that consists
in identifying the semantic correspondences between ontology entities to align.
Alignment is the solution that was previously used to align databases, schemas, etc.
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It represents a kind of artificial intelligence trying to reconstruct human interaction
with computer systems and knowledge of the relationships between the various
concepts in the world (Grau et al. 2013).

The process of ontology alignment consists of several steps (Grau et al. 2013) that
can be summarized as follows: the first step is to extract the entities from the two
ontologies to be aligned; then, the second step is to calculate the similarity between
these entities using different methods, such as linguistic, syntactic, structural, etc.;
the third step is to combine the similarity values calculated by the different matchers
using various strategies; finally, the last step consists in extracting the semantic
matches.

In this work, we propose the use of ontology alignment system called ABCMap
to contribute to the interoperability of a business federation based on data interop-
erability.

The interoperability of data refers to make different data models and query
languages working together, and sharing information from heterogeneous data
sources, which can moreover reside on different machines under different operating
systems and database management systems. The proposed work has the following
properties:

• It focuses on addressing data interoperability issues among multiple enterprise
information systems.

• Ontology is brought to this issue as a major component.
• Ontology alignment is used as a federated approach and a way to make data

interoperable and sharable.
• The hypothesis of the research is that the ontologies from enterprises already

exist.

In the remainder of this chapter, we present our proposed ABCMap system.
Then, we present experiments that show how to get the best ABCMap alignment.
Finally, the conclusion section provides concluding remarks and perspectives.

2 General Presentation of the ABCMap System

ABCMap relies on Artificial Bee Colonies (ABC) to create mappings between
ontologies. So, it is an automatic ontology alignment system designed to solve
the problem of ontology matching. Thus, it builds ontological alignment at the
terminological and linguistic level. The ABCMap system uses different terminology
and linguistic matching methods with a local filter to find matches between two
ontologies to be aligned.

To obtain the mapping, ABCMap system compares each entity of the source
ontology with all entities of the target ontology. Then, the system creates a similarity
matrix, which contains a vector for each pair of entities. The vector is composed of
three similarity values (syntactic similarity-1 “Jaro-Winkler,” syntactic similarity-2
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Auxiliary

information
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Alignment results “with the bestperformances”

Syntactic matcher (Eg.N-gram)

Phase 2: Aggregation of similarities

Fig. 1 Architecture of ABCMap alignment system

“N-gram,” and linguistic similarity). Figure 1 represents the ABCMap alignment
system architecture.

ABCMap associates with each similarity value a weighting coefficient “weight,”
and it computes the sum of the weighted similarities to achieve a new and unique
aggregate similarity. To choose optimal weights for optimal alignment, we chose
optimization by the Artificial Bee Colonies (Ardjani and Bouchiha 2019).

2.1 Syntactic Matcher

We use the distance of Jaro-Winkler and N-gram to calculate the similarity between
the entities.

Distance Jaro-Winkler (Winkler 1999) Let s and t be two strings. Let P be the
length of the longest common prefix of s and t. Let n be a positive number. The
distance Jaro-Winkler is a function of DSJaro-Winkler dissimilarity: SXS → [0,1],
such that:
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DSJaro−Winkler (s, t) = DSJaro (s, t) − max (P, n)

10
DSJaro (s, t)

N-gram Distance The N-gram distance calculates the ratio of the number of
common N-grams to the total number of N-grams between two character sequences.
Typically, let N-gram (s, n) be the set of all substrings of s of length n. The N-gram
distance between two chains s and t is defined by the following dissimilarity function
(Grau et al. 2013).

DSn−grams (s, t) =| ngram (s, n)
⋂

ngram (t, n) | /n ∗ Min (|s|; |t |)

2.2 Linguistic Matcher

The similarity between two entities represented by terms can be also deduced by
analyzing these terms using linguistic methods. These methods exploit essentially
expressive and productive properties of the natural language (Berners-Lee et al.
2001). The exploited information can be intrinsic ones (internal linguistic properties
of terms, such as morphological or syntactical properties) or extrinsic ones (using
external resources, such as vocabularies or dictionaries).

In our system ABCMap, the linguistic matcher uses the WordNet dictionary
(Fellbaum and Miller 1998). WordNet is a lexical database of the English language,
which groups the terms (nouns, verbs, adverbs, and adjectives) into a set of
synonyms called synsets.

3 ABCMap Evaluation

Since 2004, researchers in ontology alignment, with the increasing number of
automatic alignment systems, organize annual evaluation campaigns called OAEI
“Ontology Alignment Evaluation Initiative” whose objective is:

• Highlight the strengths and weaknesses of these systems
• Compare the performances of the different techniques
• Promote communication between the developers of these systems
• In general, advance research in the field of ontology alignment

We have chosen the evaluation campaign of alignment systems OAEI.
This campaign proposes a set of categories to evaluate the alignment systems

according to several criteria. We present the results obtained from our ABCMap
ontology alignment system by testing different series (OAEI 20121) with:

1http://oaei.ontologymatching.org
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Table 1 Brief description of the reference tests

ID Description

101–104 The aligned ontologies are identical. The first ontology is the OWL-Lite restriction
of the second ontology

201–210 The same structure for the two aligned ontologies, but the lexical and linguistic
functionalities are different

301–304 Aligned ontologies are real cases

Table 2 Results from our
ABCMap alignment system

ID ABCMap recall ABCMap precision

101 0,93 0,98
103 0,81 0,90
104 0,86 0,93
201 0,91 0,97
206 0,70 0,92
302 0,61 0,89

Fig. 2 Results from our ABCMap alignment system

• Number of iterations equal to 10
• Number of active bees equal to 3
• Number of inactive bees equal to 1
• Threshold equal to 0.7

We take the pairs of entities that have a similarity greater than the threshold, and
the similarities below the threshold are rejected.

The WordNet API was used to calculate the linguistic similarity (Van Rijsbergen
1977) (Table 1).

Table 2 and Fig. 2 show the best results obtained by ABCMap. Precision and
Recall are metrics used to evaluate the quality of our ontology alignment systems.
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Precision is the ratio of the number of relevant pairs found “Ncorrect,” reported
to the total number of pairs not found “Not Found” by our ABCMap alignment
system.

The precision function is defined as follows:

Precision = Ncorrect

Nfound

The results obtained for the ABCMap system show that the Precision value has
reached a rate of 98% for the test of “101,” 90% for the test of “103,” 93% for the
test of “104,” 97% for the test of “201,” 92% for the test of “206,” and 89% for the
test of “302.”

The Recall is the ratio of the number of relevant pairs found “Ncorrect” by our
ABCMap alignment system, relative to the total number of relevant “Nexpected”
pairs.

The recall function is defined by:

Precision = Ncorrect

Nexpected

After experiments, the results obtained for the ABCMap system show that the
Recall value reached a rate of 93% for the test of “101,” 81% for the test of “103,”
86% for the test of “104,” 91% for the test of “201,” 70% for the test of “206,” and
61% for the test of “302.” This shows that our ABCMap alignment system did not
find all the correct matches established by the domain expert (correspondences of
the reference alignment).

4 Conclusion

In order to develop the interoperability of business data, this chapter is focused on
the adoption of the ontology alignment technique to contribute to interoperability
approach from federated enterprises.

In this chapter, we have described a system with a linguistic and syntactic
matcher (ABCMap). The analysis of the experimental results gives slightly better
results in terms of Recall and Precision.

This work may be improved in the future by considering other semantic matchers
in the ontology alignment process and by using other similarity measures. So, we
will use other optimization methods to discover new matches.
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Feature Selection Based on Term
Frequency for Arabic Text Classification
Using Multilayer Perceptron

Ouahab Abdelwhab

Abstract Text classification (TC) is an important field of the text mining and
information retrieval. The TC is the operation of attributing to a group of texts
an appropriate category from predefined classes depending on its contents. In this
work, an Arabic text classification approach has been realized using multilayer
neural network (MLP). A new feature selection approach based on term frequency
is proposed. We have used a dataset called Waten-2004 for learning and testing. The
used dataset contains three categories (Economic, Sports, and Culture). We have
used precision, recall, and accuracy to evaluate the proposed approach which gives
an acceptable accuracy with 95%. The results obtained revealed that the proposed
approach gives good results.

Keywords Arabic text · Classification · Multilayer neural network · Feature
selection

1 Introduction

Text classification or categorization (TC) is one of the most important fields of the
text mining and information retrieval. With the huge amount of the information on
the internet and in the digital libraries, the TC has become an active research. The
TC is the operation of attributing to a group of texts an appropriate category from
predefined classes depending on its contents (Alsaleem 2011).

Generally, the TC has three essential steps: text preprocessing, text modeling, and
classification (Alhaj et al. 2019). The text processing is the work that transforms
the text into a suitable format for the classification methods. There are many
preprocessing operation that can be performed such as stemming, tokenization, and
stop word suppression (Alhaj et al. 2019). The text modeling and representation is
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the operation that extracts features from the text and transforms them into a vector.
The text classification step is the operation of constructing the model, testing, and
evaluation.

TC has been used in different applications such as information retrieval systems,
medical information systems, automatic indexing, web site classification, analyzing
customer feedback, opinion detection, and spam filtering (Alhaj et al. 2019; Al-
Radaideh 2020).

Arabic language is one of the most popular languages. About 6.5% of the world’s
inhabitants speak this language (Al Qadi et al. 2019). The statistics provided by the
Internet World Stats reports that the Arabic language is ranked fourth in the world
in terms of the Internet users about 5.2% Arabic Internet users (April, 2019) (Boukil
et al. 2018).

The number of applications that uses Arabic language is increasing rapidly.
Therefore, using the TC is necessary to organize these text resources into classes
for better applications manipulation.

Many classification methods have been applied on Arabic texts such as the
Naive Bayes probabilistic, K-nearest neighbor, neural networks, and support vector
machines (Boukil et al. 2018).

Recently, deep learning models have been used for Arabic text classification
(Elnagar et al. 2020).

Among the challenges that we faced when classifying texts are the complexity
of the texts, multidimensionality, or including a large number of the features
(Zareapoor 2015). These challenges can reduce the classification performance. The
feature extraction can be used to reduce this problem (Zareapoor 2015). The feature
extraction is to choose the most representative and meaningful features that can
enhance the classification performance.

In this chapter, we propose a new strategy for feature extraction which is based
on the term frequency. The features extracted are trained by multilayer perceptron
(MLP) to show the performance of the proposed approach.

2 Proposed Approach

The proposed approach for Arabic text classification contains three essential steps
which are the preprocessing step, feature extraction step, and classification step as
shown in Fig. 1.

2.1 Preprocessing Step

The text processing is the work that transforms the text into a suitable format for the
classification methods. In this step, stop words, punctuations, digits, and non-Arabic
words were deleted. The text preprocessing includes:
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Fig. 1 Architecture of our approach

2.1.1 Tokenization or Segmentation

It is the operation of separating out the words from text. We use blanks, periods,
commas, quotes, and semicolons to separate out words. The text is represented in a
vector. Each element of this vector contains a word.

2.1.2 Stemming

Stemming is the operation of reducing inflected word to its base, stem, or root as
shown in Table 1.
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Table 1 Stemming example Word Root
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2.2 Text Representation

In this step, all texts are represented in a matrix. Every row of this matrix
corresponds to a text, and every column corresponds to a word in the text.

The elements of this matrix correspond to the frequency of the word in the text.

2.3 Feature Extraction

This step is essential for reducing the time of execution and removing the noisy
features. Feature selection can enhance the accuracy of classification.

2.3.1 The Text Representative of a Category (A Global Vector)

We count the number of occurrences of each term in the texts of each category. The
terms representative of a category are the terms with high number of occurrences.
We name this vector “the global vector of the category.”

2.3.2 Removing Repeated Words

In this step, we remove the terms which are repeated in the global vectors of any
two categories. The reason of this operation is to reduce the confusion into classes
when classifying the texts.

2.3.3 The Global Vector of the System

The global vector of the system is constructed from the global vectors of all
categories.
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Fig. 2 Architecture of MLP

2.4 Classification Using Neural Networks

Neural networks (NNs) have been widely used in text classification by many
researchers. It can manipulate nonlinear and linear problems for text classification.
Utilizing neural networks can accomplish a good result (Harrag and Al-Qawasmah
2010).

Multilayer perception neural network (MLP) is composed of an input layer and
at least one hidden layer and an output layer. Each layer is completely associated
with the next layer with a random weight as shown in Fig. 2.

MPL uses backpropagation for training and learning. The training phase is based
on the minimization of a cost function between the target and the outputs by
updating the weights (Zheng et al. 2016).

3 Experiments

3.1 Dataset

We used a corpus named Waten-2004. This corpus contains 20,291 texts of 6
categories (Religion, Economic, Culture, Sports, Local News, and International
News). Each category contains the average of 3382 texts (Einea et al. 2019). In
our approach, we used only three categories (Economic, Sports, and Culture). Each
category includes 1300 texts. 1000 texts were used for training and 300 texts were
used for testing.



106 O. Abdelwhab

3.2 Feature Selection

After preprocessing each text, we construct the global vector of each category.
Next, we concatenate the global vectors of all categories in ones. This vector is

used for learning and testing.
The global vector of each category contains 100 words. All texts used for learning

or testing are represented according to the global vector.
Table 2 shows a subset of the global vector of our approach.

3.3 Learning Using MLP

Each text is represented in a vector format that contains the number of occurrences
of each term appearing in the global vector. This vector is considered as input of
MLP.

Table 2 A subset of
extracted features
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3.4 Evaluation Criteria (Mayy et al. 2015)

Recall, precision, and accuracy are computed to evaluate the proposed approach.

3.4.1 Precision

Precision represents the proportion of the texts classified into a category that are
truly including to this category.

3.4.2 Recall

Recall represents the proportion of the texts including to a category and are classified
into this category. Precision of a category is calculated as:

Precisioni = TPi

TPi + FPi

(1)

Precisioni = TPi

TPi+FPi

and recall of a category I is calculated as:

Recalli = TPi

TPi + FNi

(2)

where FNi, TPi, and FPi represent falsely negative, truly positive, and falsely
positive.

3.4.3 Accuracy

Accuracy is computed using the following equation:

Accuracy =
i=Classes number∑

i=1

TPi + TNi

TPi + TNi + FPi + FNi

(3)

3.4.4 Confusion Matrix

A confusion matrix illustrates how the system classified each text and when it might
do mistake. The rows of this matrix represent the actual class, and the columns
represent the system’s results as shown in Table 3. A confusion matrix allows users



108 O. Abdelwhab

Table 3 A confusion matrix Predicted
class
Positive Negative

Actual class Positive TP FN
Negative FP TN

Table 4 The values of
evaluation metrics

Precision Recall

Culture 0.93 0.90
Sports 0.99 0.97
Economic 0.90 0.96
Average 0.94 0.94
Accuracy 0.95

Table 5 A confusion matrix
of our approach

Predicted
Culture Sports Economic

Current class Culture 90.66% 0.66 8.666
Sports 2% 97% 1%
Economic 3.66% 0% 96.33

to know which category the system may be incapable to classify correctly. It is used
for calculating other metrics like accuracy, precision, and recall.

3.5 Results and Discussion

From Table 4, it can be seen that the mean values of precision and recall equal 0.94
and 0.94, respectively. The accuracy equals 0.95. These results are very acceptable.

These results demonstrated that using MLP for training gives good results.
Based on the confusion matrix in Table 5, we deduce that the sports and economic

texts are good classified with precision equal to 97% and 96%. There is a remarkable
confusion between the economic class and the culture class, as 3.66% of economic
texts predicted as culture texts and 8.66% of culture texts predicted as economic
texts.

4 Conclusion

In this work, we presented a new feature selection strategy for Arabic text
classification. In this strategy, we select terms with high frequency, and we remove
the terms that appear in more than one class. The used dataset contains three
categories (Economic, Sports, and Culture). We used MLP for learning and testing.
The results obtained revealed that the proposed approach gives good results.
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Our future work is to add more categories for classification and to compare our
approach with existing methods.
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Social Network Mapping Software: An
Approach to Human Resource Systems

Rabia Ahmed Benyahia and Smail Benamara

Abstract Network analysis has developed for several decades. It’s popular in every
kind of academy social science. In this chapter, we tried to highlight the critical role
of social network analysis software in the human resource system. We have provided
an introduction to social network analysis and review some of the software available
to human resource practitioners in the visualization and analysis of network; finally,
we took the case of Bitrix24 as a modern example in the field of social network
analysis software.

Keywords Social network analysis · Software · Human resource

1 Introduction

At the beginning of the twenty-first century, the technological revolution has con-
tributed to the worldwide spread of Internet use, which has reinforced individual’s
tendency for using this tool to benefit its various services. The social networking
service attracts a significant segment of surfers and allows them to stay in touch
and interact with their knowledge, whether they are friends, colleagues, or family
members.

This new situation has encouraged the use of social networks by individuals
and organizations in different areas: economic, education, or business. One of the
important areas that we will focus on is the human resources of the company, where
it is essential for the company to analyze social networks to better understand and
communicate with employees.

From the above, many social network mapping software appeared in the field of
human resources, and these programs are seen as virtual business space to provide
services for managers and employees to achieve the company targets and maximize
the work effectiveness.
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Based on the above, we can raise the following key issues:

What is the importance of social network mapping software in the development of human
resource systems?

2 Research Structure

In order to answer the previous question, we divided this chapter into four main
sections:

• Background about social network
• Social network software
• Social network and HR system
• Case of Bitrix24

3 Background About Social Network

3.1 The Concept of Social Network and Its Evolution

Before addressing the definition of the social network, we will give a glimpse history
of its emergence and evolution.

3.1.1 Evolution of Social Network as a Concept

Social network is a term that appeared to exist in 1954, coined by anthropology J.
A. Barnes; this term has been used to refer to applications that link individuals
or friends over the Internet, where SNS (social networking service) users can
communicate with each other using blogs, chat rooms, email, or instant messaging.1

The expansion of Internet usage across the world, the proliferation of computers,
and their access to homes in the 1990s helped to create chat sites that allowed
individuals to communicate with each other in audio and video, such as Microsoft
Windows Live Messenger,2 but there were some imperfections in these sites, such
as when it was not possible to see other users’ profiles then, it spread and became
more interacted across the world through popular websites such as MySpace and
Facebook. In 2003, it became the most popular and attractive for website users.3

1Celia Romm-Livermore, Kristina Setzekorn, “Social Networking Communities and E-Dating
Services: Concepts and E-Dating services: concepts and Implications”, Information Science
Reference, New York, USA, 2009, p230.
2Alvin Chin, Daqing Zhang, “Mobile Social Networking, Springer”, New York, USA, 2014, p 2.
3Anil Kumar Jharotia, ‘Use of Social Media in Marketing of Library and Information Services
in Digital Era’, Web seminar “Use of social Networking in Knowledge Sharing”, Modern Rohini
Education Society, 26th September 2015, New Delhi, India, p 3.
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Currently, having an account on a network site is common, especially with the
evolution of using smartphones and tablets. The Internet coverage growth at both
home, workplace, and university areas has expanded, with the number of accounts
active across. The number of accounts active across these sites reached 3.8 billion
in (January 2020),4 an increase of 9% over the past year, with 321 million new users
in 2019.

3.1.2 Social Network Definition

There are many definitions related to this concept, as follows:

According to Vala Ali Rohani and Siew Hock Ow, “social networking sites are
web sites that allow people to stay connected with other people in online
communities.5”

Charles Steinfield, Nicole Ellison, Cliff Lampe, and Jessica Vitak have defined
it as “a term social used to refer to Web sites that enable users to articulate
a network of connections of people with whom they wish to share access to
profile information, news, status updates, comments, photos, or other forms of
content.6”

Roughly, we can define a social network as a package of relationships and
interactions between individuals or groups, which has for objective to spread
information, ideas, and influence among its members.

3.1.3 Social Network Classification

Existing social networking sites available to users whether individual or organiza-
tion vary according to their interests and needs, allowing them different options for
interacting online. Social networking sites can generally be classified as follows7:
social connections, multimedia sharing, professional, and academic.

Social Connections These sites are intended to keep the communication going on
permanently between family members, between friends, or between companies and
their customers, and the most frequently used sites are:

4https://datareportal.com/reports/digital-2020-global-digital-overview, 09/08/2020, 14h30.
5Vala Ali Rohani, Siew hock Ow, “On Social Network Web Sites: Definition, Features,
Architectures and Analysis Tools”, January 2009, p 43. https://www.researchgate.net/publication/
233927861_On_Social_Network_Web_Sites_Definition_Features_Architectures_and_Analysis_
Tools, 11/08/2020, 13h00.
6Charles Steinfield, Nicole Ellison, Cliff Lampe, and Jessica Vitak, “Online Social Network Sites
and the Concept of Social Capital”, the Internet Turning 40 Conference School of Journalism and
Mass Communication Chinese University of Hong Kong, 2012, p 2.
7Mary Gormandy White, “What Types of Social NetworksExist?”,https://socialnetworking.
lovetoknow.com/What_Types_of_Social_Networks_Exist, 06/08/2020, 21h00.
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– Facebook: the most used online social networking website with 2.5 billion users8

(January 2020) that enables users to create profiles that allow them to share
posts, photos, and videos together and interact with other users’ posts through
comments or likes.

– Instagram: a Facebook-owned app since 2012, allowing users to share and
interact with photos and short videos, which celebrities often use to interact with
their followers, with a billion of users9 around the world (January 2020).

– Twitter: a free social networking service with 340 million users10 around the
world, allowing only account-owning users to publish tweets, and retweets, while
unregistered users are allowed to read only; tweets cannot exceed 140 characters,
while voice and video tweets are limited in 140 s for most accounts.

Multimedia Sharing Social networking is an effective support for sharing videos,
photos, and audio online, making them contribute to multimedia sharing, such as:

– YouTube: a video sharing service that allows users to share and interact with
videos from each other via comments and alike and unlike features (2 billion
users in January 202011).

– Flickr: an application that allows hosting high-quality images and videos from
professionals and amateurs, created by Ludicorp in 2004, and then has been
owned by Samsung since April 20, 201812.

Academic A space dedicated to academic researchers to share their scientific
research with their counterparts and review it in an interactive academic framework,
the most important of which are:

– Academia.edu: a platform for academics to share their research, to share it
and study its effects, as well as to follow developments in their scientific
specialization. More than 132 million academics have signed up for this site, 25
million papers have been published, and more than 52 million monthly visitors
visit the site.13

– ResearchGate: a professional network dedicated to scientists and researchers,
with 17 million members worldwide sharing and discussing research.14

8https://datareportal.com/reports/digital-2020-global-digital-overview, 08/08/2020, 15h00.
9https://datareportal.com/reports/digital-2020-global-digital-overview, 08/08/2020, 15h25.
10https://datareportal.com/reports/digital-2020-global-digital-overview, 08/08/2020, 15h50.
11https://datareportal.com/reports/digital-2020-global-digital-overview, 08/08/2020, 16h10.
12https://en.wikipedia.org/wiki/Flickr, 08/08/2020, 18h50.
13https://www.academia.edu/about, 08/08/2020, 23h50.
14https://www.researchgate.net/about, 09/08/2020, 00h05.
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Professional Designed specifically for the Professional category, it allows them to
search for new jobs or share experiences among themselves, and some sites focus
on specific occupations, some examples of which are:

– LinkedIn: a professional website specializing in online work and employment,
allowing its members to create professional links and exchange ideas, and
allowing organizations to select competent employees according to their needs.
The active account holders reached 660 million users (November 201915).

– Classroom 2.0: a specially targeted social network to facilitate communication
and assistance between teachers in matters related to their profession.

3.1.4 Advantages and Disadvantages of Social Networking

The widespread use of social networks has increased its impact on its users, leading
to a debate about their positive and negative effects, where they can be divided into
two parts: advantages and disadvantages.

Advantages there are many advantages, the most important of which can be
mentioned:

– Worldwide connectivity: whatever the purpose of the search, whether looking for
a former classmate, first teacher, or a friend, there’s no easier or faster way to
connect from the social network. Facebook, Twitter, and LinkedIn are the most
popular social networking communities, where people create new friendships or
business relationships or expand their personal relationships by connecting and
interacting with friends. They can also16:

• Make a new friend
• Seek a new job
• Exchange views on goods and services
• Make or receive advice on career or personal issues

– The ability for the content reader to become a publisher: content readers cannot
be considered just like consumers, as social networks allow them to become
content publishers. This way, social networks enable content readers to share it
with their followers’ network by posting or reposting the message in their way.17

– An effective way to run a business at low cost: using social networks by com-
panies reduces costs and increases income, as it is a very-low-cost advertising
tool that requires only Internet access, electronic equipment, and electricity.

15https://www.businessofapps.com/data/linkedin-statistics/, 08/08/2020, 20h55.
16RakhiTyagi, “Social Networking: Advantages And Disadvantages”, Web seminar “Use of social
Networking in Knowledge Sharing”, Modern Rohini Education Society, 26th September 2015,
New Delhi, India, p 11.
17“Social media marketing”, SEOP, p 7.
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Compared to other advertising formats where the organization must pay a high
cost to broadcast its advertising live on TV or radio channels, everything on the
social networks is free. Targeting the right audience also saves the organization
high costs that it would spend on the marketing budget, agent salaries, and other
associated high costs.18

– Recruiters and employers are more visible: internal recruiters in companies or
recruiters in staffing agencies are flocking to the social network sites in the hopes
of finding competencies to fill positions. In return, by having a well-written
profile on LinkedIn or other virtual communities, job seekers are looking for
a job that suits their ambitions.19

Disadvantages the advantages of social networks cannot cover risks to their use,
which can be summarized in the following points:

– Endangering the privacy of network users: by violating their personal informa-
tion and selling it to different companies. For example, when you comment on
Facebook, you can be aware of ads related to a user’s post, Facebook won 3.8
billion $ in 2011 through those ads, and this justifies the free site. Different social
network sites generate revenue by selling targeted ads in particular. In general,
the social network site is not the commodity, but its users are commodities. These
sites provide user-friendly advertisements by using searched keywords and other
information stored on your computer or profile.20

– Addiction to social networks: which can have many negative effects, including:
More time wasted, as a recent study in 2019 showed that users spent an average
of 153 min per day on social networking; in other words, it represents nearly
6 years and 8 months in their lifetime21 (average of 72 years lifespan in base of
WHO estimation).

Social linkages collapse, as a result of excessive social networking use by
creating a fiction of belonging a member of a virtual community, that appear in
isolation from the real world of each one family member in his world.

– Social networking can spread false or unreliable information quickly: studies
showed that 78% of traditional media correspondents used social networks as
sources for finding breaking news; the trend is that there is a lack of fact
verification before the sharing process. People tend to get the news that is

18Caroline Mutuku, “Advantages and Disadvantages of Using Social Networks in Business”, Grin
verlag, München, Germany, 2017, p 1.
19Diane Crompton, Ellen Sautter, “Find a Job Through Social Networking”- second edition, JIST
Publishing, USA, 2011, p 22.
20FatemahAziziRostam, “Investigating the advantages and disadvantages of social networks
on social media”,2020,https://www.academia.edu/42998165/INVESTIGATING_THE_
ADVANTAGES_AND_DISADVANTAGES_OF_SOCIAL_NETWORKS_ON_SOCIAL_
MEDIA, 06/08/2020, 17h00.
21“Daily time spent on social networking”, https://www.broadbandsearch.net/blog/average-daily-
time-on-social-media, 11/08/2020, 18h20.
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compatible with their beliefs even if it’s fake. For example, news items that
contain inaccuracies spread six times faster on Twitter than articles that contain
the truth.22

3.2 Social Network Analysis

After we have addressed the general concepts related to social networking, we will
briefly address the analysis of social networks and their concept and importance.

3.2.1 Social Network Analysis Meaning

Social network analysis as a concept has many definitions, from which we can
mention it:

SNA is described as the measurement and mapping of various aspects of relationships
between people, organizations, and groups. It also includes mapping these groups of people
to computers, sites that they visit and other types of information sources.23

Social network analysis is a large and growing body of research on the measurement and
analysis of relational structure.24

Based on the above definitions, we can define social network analysis as a
thorough study of the relationships that arise from interactions among the influent
in the social network environment, in order to measure and analyze them.

3.2.2 Fundamental Concepts in Network Analysis

When discussing social network analysis topic, we must address the key concepts
that form the focus of the study; these concepts are25 actor, relational tie, dyad, triad,
subgroup, group, relation, and social network.

22Keith Miller,“21 Advantages and Disadvantages of Social Networking”, https://futureofworking.
com/10-advantages-and-disadvantages-of-social-networking/, 11/08/2020, 19h10.
23Elizabeth Wamicha, “What is Social Network Analysis?”,https://study.com/academy/lesson/
what-is-social-network-analysis.html, 14/08/2020, 20h10.
24Carter T. Butts, “Social network analysis: A methodological introduction”, Asian Journal of
Social Psychology, 2008, p 13.
25Stanley Wasserman and Katherine Faust, “Social Network Analysis: Methods and applications”,
Cambridge University Press, USA, 1994, P 17.
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3.2.3 The Importance of Social Networking Analysis

Social network analysis is important by the nature of their level and purpose, where
we can identify two levels of focus: microanalysis and macroanalysis.26

– Microanalysis: the use of the analysis at this limited level can be done with own
data or a subset of the social data that one may have access to. This may provide
answers to recommendations based on own tastes or the friend’s tastes or at the
understanding level for each of the communities found in a large social network,
how those communities influence other communities, or the interaction way of
people in each community and becoming influencers of their peers.

– Macroanalysis: it requires the analysis of large networks, where interesting
measures like centrality or using algorithms such as community search are
important. In this case, the importance of specific algorithms like platforms like
Apache Graph can be very useful to obtain interesting metrics or algorithms
executed for large graphs.

4 Social Network Software

In analyzing the social network number of graph structures utilized to define the
general connectivity of a network, first, we have the nodal degree which means
the number of ties between nodes or actors. For no directional ties, the number
of connections is determined as either present 1 or not present 0. For directional
ties, the quantity of the connection depends on the value related to the level of the
relationship (i.e., 5 = I speak with this individual every day).27

There are numerous commercial and freely computer packages that give the
capacity to perform social network analysis.

Some programs were originally developed for network visualization, and other
programs were particularly created to integrate network analysis and visualization.

The age of the program was not a measure for choice, although the release dates
of the last versions of the majority of the reviewed software were within 2003 or
2004.

UCINET 6 is the most notable program; it offers the ability to compute network
measures through its joined visualization computer program NetDraw, which is
included with the package.

Table 2 represents the main objective or characteristic of several programs.
The data format: distinguishes three aspects:

26Josep Lluis Larriba Pey, “Why is social network analysis important?”, https://www.quora.com/
Why-is-social-network-analysis-important, 15/08/2020, 14h00.
27John-Paul Hatala, (2006), Social Network Analysis in Human Resource Development: A New
Methodology, Human Resource Development Review 5: 45 pp51–52.

https://giraph.apache.org/
https://www.quora.com/profile/Josep-Lluis-Larriba-Pey
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Table 1 Social network key concept

Concept Definition

Actor Social entities who may be either discrete individual, corporate, or collective
social units

Relational tie Linkage established between a pair of actors
Dyad A pair of actors and the possibility or possibilities between them
Triad A subset of three actors and the possibility or possibilities among them
Subgroup A subset of actors and all ties among them
Group The collection of all actors on which ties are to be measured
Relation Collection of ties of a given kind measured on pairs of actors from a

specified actor set
Social
network

Consists of a finite set or sets of actors and the relation or relations defined
on them

Source: Stanley Wasserman e Katherine Faust, Social Network Analysis: Methods and Applica-
tions, Cambridge, Cambridge University Press, 1994, pp. 17–21

Fig. 1 Bitrix24 platform. (Source: https://www.dreamsite.ca/en/bitrix24/ about-corporate-portal/
(25/07/2020))

1. Type of data the program can handle.
2. Input format.
3. Whether there is an option to indicate missing value codes for network relations.

The functionality: indicates whether the software contains (network) visualiza-
tion options and the kind of analyses it can perform.

https://www.dreamsite.ca/en/bitrix24/about-corporate-portal/
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The support: distinguishes the availability of the program (free or commercial),
presence and availability of a manual, and presence of online help during the
execution of the program.

5 Social Network and HR System

The theory of social networks emphasizes that human decisions are functions of
people-to- people ties. Individuals get support, knowledge, and power from the
network structure and from their position in the network.28

Analysis of the social network concerned the relationship patterns of frontline
workers and their interaction with each other and the communication flow between
managers and their employees. Identifying these relational patterns will help
develop training initiatives and employees to meet organizational and individual
needs.

Collecting relational data can help to identify particular similarities in individual
groupings. For example, it is necessary to understand who a new employee is
conversing with in order to predict future performance.

If we can identify who the new employee frequently communicates with, we may
be able to determine that individual’s performance direction based on the profiles of
their main contacts. If the contact performance levels are in line with the standards
of the organization, the supervisor can encourage the employee to continue to
communicate with those individuals. If the profiles are negative, the supervisor may
wish to interfere and direct the new employee to higher-level workers.29

Using the social network analysis can help alleviate the resistance to change
often associated with organizational reconfigurations such as downsizing, layoffs,
or restructuring.

Analysis of social networks can assess the effects of a social environment on
learning participation and performance improvement through the identification of
cultural influences.30

There are several ways in which an HR analytics function can use the analysis
of social networks to help improve operational effectiveness, some of which are
summarized below:

Optimizing communication and collaboration: By evaluating workplace inter-
dependencies. Several occasions have shown that this decreases operational

28Teresa Torres-Coronas, Mario Arias-Oliva (2005), e-Human Resources Management: Managing
Knowledge People, IDEA GROUP PUBLISHING, London, pp69–70.
29John-Paul Hatala, (2006),Social Network Analysis in Human Resource Development: A New
Methodology, Human Resource Development Review 5: 45 pp51–52.
30John-Paul Hatala, (2006),Social Network Analysis in Human Resource Development: A New
Methodology, Human Resource Development Review 5: 45 pp65–67.
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costs and increases the pace of communication, thereby enhancing operational
performance.

Enhanced knowledge sharing: The position of internal expertise and the optimiza-
tion of knowledge sharing are major concerns for most organizations. Data
sources and dashboards can help visualize who deals with which subject in the
organization and what competencies can be linked to it.

With these interactive connections, any employee may find it easier to quickly detect
the right person they need to contact.

Using resources more efficiently: Social network analysis will help recognize the
actual work each employee is doing and help redefine their position. Through
this way, you can theoretically spot talents doing the “wrong” job, and more
flexibility can be provided to participants through more value-added activities.

Leverage connections: An employee holding together a network (a central node)
that can help to enhance efficient communication by exploiting its connections
and can be used as an informal leader. Apart from his job duties, it is necessary
to acknowledge and award the importance of such an employee.

Succession planning: These important connectors can also play a major role in
the preparation of successions. Organizations can use social network analysis
to evaluate the social networks of workers who are soon to retire and their role in
them.

Mergers and acquisitions: It is important to understand the informal networks
existing in the acquired companies to better integrate employees and facilitate
communication and collaboration between them.

Analysis of social networks can be used to define the key nodes which can help shift
faster.

Employee absenteeism and turnover predictions: In addition to conventional em-
ployee characteristics such as age or performance, employee data may also
be improved by social network analysis. Analysis of linkages between various
groups of employees may help to identify more complex absenteeism or turnover
trends of employees.31

6 Case of Bitrix24

Bitrix24 is a unified workspace that brings together a complete set of enterprise
management tools in one intuitive interface. Bitrix24 is composed of seven cor-
porate portal options. They differ in their functionality and capabilities. There are

31Saskia Menke, (2017), The value of Social Network Analysis in HR analytics, on site
https://www.linkedin.com/pulse/value-social-network-analysis-hr-analytics-saskia-menke?
fbclid=IwAR3teIM2vdYhs6yVwCCAd-FUZkLNd9CoMk2-9n6y45qMeUMlhgSHaKO5SNU
(01/07/2020).
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four cloud service rates, “Free,” “Plus,” “Standard,” and “Professional,” and three
versions of the product in the box: “CRM,” “Business,” and “Enterprise.”

6.1 Corporate Portal

Corporate portal: is the internal information management system of the company
designed for joint activities, projects and documents, and efficient internal commu-
nications.

6.1.1 Internal and External Communications

Work pleasurably on the corporate platform: as on the social network. Collaborate
on projects and debate all in real time. Use familiar tools to communicate and
manage tasks and documents.

The corporate platform invites colleagues to business community and call, chat,
write, and edit the same document at the same time, through voice and video
assistance. Call colleague who is not logging in: call him directly from the portal
on the mobile phone. Call clients to landline phone from CRM with integrated
telephony support. Work on extranet with partners can provide a stable and neutral
work environment.

6.1.2 Project Management and Tasks

Projects are handled using useful tools. Using practical features for collaborating
with partners (on extranet): calendar integration, collaboration process, checklist
method, task templates, filters, and constructor tasks.

The fulfilment of control activities in divisions: Estimate the time and other costs
during project creation.

Manage the progress of project activities using Gantt charts: total number of
tasks, how many have been completed and how many are in progress, and which
tasks are overdue and which ones have no deadline. Evaluate work with obtained
information about people, organizations, and programs. At the end of the month,
make conclusions and summarize results.

6.1.3 Joint Work with Documents

Connect “Bitrix24. Disk” and access your work files both from your computer and
from the portal. Attach the company files and group drives to your Disk directo-
ries, allow colleagues access, and work together on files. Share documents with
colleagues, address them on “Operating Unit,” and get them external connections.
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Function with papers, sometimes without apps on the desk. You can open, view, and
edit files of all common online formats via external web services Google Docs and
Microsoft Office Online.

Edit some Bitrix24 documents on your computer with software helping: MS
Office and even Adobe Photoshop. The Updated file will be transferred directly
to Bitrix24 right away.

6.1.4 Scheduling and Time Tracking

Employees will mark the start and finish of the day, breaks, and absences and also
schedule everyday activities. According to this data, a report will be generated about
the use of working time.

Project calendar events. Download it to your cell phone or tablet to have it
always with you, even on the road. Invite your colleagues directly to a meeting
on “Operating band.” Internal meeting service can help: invite participants quickly,
send out the agenda and discussion results automatically, create events in personal
calendars, and set tasks based on conclusions.

6.1.5 CRM: Customers and Sales

CRM (customer relationship management) system. Build leads, contacts, and
company database; record all events connected with the business (e.g., phone calls,
emails, meetings, transactions); invoice clients; schedule your operations; and build
“sales funnel,” charts, and graphs.

6.1.6 Open Channels

Open channels connect the most popular social networks and messengers with Bi-
trix24 CRM. Client messages from Facebook, Telegram, Skype, and other platforms
are distributed among Bitrix24 CRM according to the specified guidelines. Even if
your employees use Bitrix24 to communicate with customers in real time, customers
will see all responses within the social network or the messenger they initiated the
contact with.

6.1.7 Company Structure

Bitrix24 Company Structure/Organizational Chart tool comes with a Visual Builder
(Drag’n’Drop) that makes it easy to create an interactive diagram with depart-
ments, sub-departments, department heads, and subordinates representing your
organization’s hierarchy. This chart can be used to assess which employee is the
most appropriate for a particular task or problem. Importantly, the information
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found in the organizational map Bitrix24 is integrated into several other features
in the corporate portal Bitrix24: monitoring, task delegation, workflow, and more.
Department heads, for example, will see all of their subordinates’ activities.

6.1.8 Business Process Automation

Business processes let you work with virtually any sort of portal details.
The use of “business processes” allows a range of business processes to be

managed: from basic to more complex. Start with news publishing on the portal, and
then proceed to more serious processes: sending orders and networks of interaction
with partners or clients.

6.1.9 Desktop Application for the Portal

Desktop application for the portal will replace all traditional rapporteurs.
You’ll still be aware of the latest happenings. In “Operating band,” even if you

are not connected to the network, you can receive essential updates about events and
their opinions about assigned tasks and their course of implementation.

6.1.10 Mobile Application for the Portal

Install a mobile application on your tablet or smartphone (iOS, Android) and work
with the portal: read and comment “Operating band,” and manage documents, tasks,
and files. Manage CRM client base, grant calendar meetings for friends, and confirm
your attendance at new events. Send the pictures straight from your phone to the
band. Push messages help you keep up with company activities and keep in contact
with colleagues.

6.1.11 Integration with Microsoft, Google, and Apple

The product of Corporate Portal can be integrated with numerous leading software
applications. Edit documents directly to the portal through the browser with MS
Office, Open Office, and LibreOffice. Synchronize your portal calendars, contacts,
and tasks with applications from Microsoft, Google, and Apple.

6.1.12 Security and Reliability

“Bitrix24” offers maximum protection against various threats. The protection of
this network is checked by thousands of websites that operate online and serve
a wide variety of companies: from popular brands to the largest online stores
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and information portals. Certified companies audit this product, thus ensuring
confidential information security is credible.

7 Conclusion

Organizations have a lot to gain from using social network software. Specifically,
defining social structures within an organizational context can improve our under-
standing of why individuals are behaving and responding to various inputs based on
that we can recognize common stresses, through looking at the individual’s behavior
within a group context, and it can help us define the ability of the individual to
perform effectively.

Human resource professionals must comprehend the functions of social network
software in order to transfer the method of working and provide value to the field of
human resources by evaluating the risks and opportunities they may present to an
organization.
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Toward a New Recursive Model
to Measure Influence in Subscription
Social Networks: A Case Study Using
Twitter

Hemza Loucif and Samir Akhrouf

Abstract This chapter presents a new version of one of the models that we have
proposed to measure the influence of web users in social networks like Facebook.
The new version enhanced the previous one through the incorporation of two
substantial modules, namely, the global impression that the postings of the potential
influencer get from his followers and the entropy which manifests the quantity
of information carried by those postings. The comparison of our model with the
precedent version and the PageRank benchmark has shown the effectiveness of our
updates and the importance of incorporating the entropy and the global impression
factors in its formulation.

Keywords Influence · Information diffusion · Social graph · Twitter · Entropy ·
Subscription networks

1 Introduction

Nowadays, social media has become a powerful tool for businesses to reconfigure
their marketing strategies. The latest statistics1 reveal that more than 3.5 billion
people (about 45% of the population) are active in social media platforms. An
average of 3 h is the amount of time spent by every person on social media per day.
91% of web users access social media platforms through mobile devices, and 71% of
them recommend new appreciated items – products or services, for example – after

1https://www.oberlo.com/blog/social-media-marketing-statistics
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to their friends and followers. Such statistics are sufficient for businesses to keep
straggling for reserving a place in those digital communities. To help businesses
in their mission, social network analysts agreed that the focus should be directed
toward the way information circulates in social networks (Loucif et al. 2015;
Mengting et al. 2017; Qiang et al. 2019; Khalid 2019). More particularly, businesses
need to know how information can be diffused largely and low costly within
digital communities using social media platforms. Researchers in this domain have
studied the diffusion process and proposed multiple approaches to help marketers
in taking the greatest advantage of those platforms. As social network analysis
(SNA) researchers, we propose in this chapter an approach to identify the users
who can ensure the largest diffusion of information across social networks. Due to
the restriction on the length of the chapter, the rest of this chapter is organized as
follows. We present the motivation behind the proposition of the new model in Sect.
2, and then we present the formulation of the different parts of the model in Sect.
3, and we reserve the fourth section to show the conducted experiments; finally, we
end with a conclusion and a perspective.

2 Motivation

The work presented in this chapter is the compliment of a previous work we have
participated with in an international conference on Software Engineering and New
Technologies (Loucif et al. 2014). In the first work, we have proposed a new
recursive simplistic model that allows us to evaluate the social influence a web
user can exert on his community (Samanta et al. 2020; Essaidi et al. 2020; Zheng
et al. 2020). The model was very simplistic since it covers just a small structural
aspect of the whole social graph. In other words, the model misses the factors
which are related to one of the fundamental pillars of social networks, namely, the
interactional ones. This is exactly what motivated us to enhance the model in the
way that both structural and interactional features will collaborate to gage influence
in social networks.

Interested in content diffusion on social networks (Afrasiabi-Rad and Benyoucef
2011), Rad and BenYoucef have conducted a deep experimental analysis work over
a real-world database from YouTube. This work has motivated us to concentrate our
attention on one of the fundamental types of social communities (i.e., groups) that
can be found in social networks. This type corresponds to subscription egocentric
networks in which the focus is on the web user who receives subscription links from
other web users who are called followers in the social network jargon.

The database on which the authors have worked comprises two kinds of
networks, a friendship network on the one side and followers (i.e., subscribers)
network on the other side. Data in those networks concern only the comments that
are posted on videos by users who have a link (direct or indirect) via a subscription
or friendship to the uploader.
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Firstly, the authors have focused on the magnitude (i.e., extent), which represents
the largest number of hops that can be reached by the content. They found that five-
hop networks give significant results in both networks. As a pre-processing phase,
all the interactions that were not established among friends/subscribers were filtered
out from millions (a total of 16.4 million in friendship vs 44.7 million in subscription
networks) of interactions that are crawled in the dataset. The same process was
applied to remove all the links between channels that do not maintain a friendship
path to the uploader user. Surprisingly, it has been found after the pre-processing
stage that the significant fraction of interactions happens between those who do not
have a path through subscription.

Secondly, the authors were interested equally in the discovery of the relationship
that binds the popularity of the content (i.e., video) and the extent that is expected
to be reached in friendship/subscription networks.

The number of views and ratings are the only criteria that were selected to
measure the popularity of a given video.

According to the empirical results, the global findings of this work can be
outlined as follows:

• The effect on the propagation of people who are not in either a friendship network
or a subscription network is higher than that of friends or subscribers.

• A relatively small number of highly active YouTube users are responsible for the
wide propagation of content. This fact is manifested empirically by the power
law distribution of commenting feature in the friendship network.

• Despite the high connectedness of subscription networks in comparison to
friendship ones, subscribers have less impact on the extent of propagation than
friends. It is found that the aforementioned fact is the result of the lower personal
connection between subscribers than that existing among friends.

• The analysis revealed that subscription networks don’t provide significant prop-
agation rates since it is found that major content is diffused at most to two layers
of subscribers.

• Videos are propagated at most to three layers (i.e., hopes) of friends, where only
a tiny fraction of the videos is moved to the second and third hopes.

• In friendship open networks, the number of connections among strangers (i.e.,
don’t maintain a friendship interaction) accounts for a high percentage of the
total connections.

• The popularity of videos is not affected by the propagation of friends, and
vice versa. Conversely, the extent of propagation is influenced directly by the
popularity of the video in subscription networks, so that the most popular is the
highly propagated.

As three substantial findings for businesses who are looking for increasing vastly
and low-costly the promotion of their services and products, Rad and BenYoucef
have suggested that:

The low propagation rate within friendship and subscription networks suggests
that open social networks are not generally well suited for them that need to
spread the word in communities. Alternatively, businesses are invited to launch their
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advertising campaigns within open social communities to make a product/service
well known.

Due to the fact since the propagation rate of videos is not affected by their
popularity, businesses are advised to ensure the high quality of their messages within
subscription networks.

3 The Propagation Process Is Orchestrated Mainly
by a Small Subset of Active Subscribers

This work provided the SNA community with a great opportunity for analyzing the
behavioral and interactional aspects of friendship and fellowship networks and most
importantly their influence on content diffusion.

We started from the second and third findings to elaborate a new model to deal
with subscription networks since there are not many literature studies on it.

4 Formulation of the Model

First, we start by defining the formulation of the social network. The formulation
is represented in a 4-uplet Net = (SG, T, R, RT) whose elements are defined as
follows:

• SG is the social graph which represents the topology (i.e., structure) of the social
network. The graph SG < N, L > has a set of N nodes representing Twittrers
and L the set of links representing unidirectional follow relationships between
the Twittrers. The direction is so important in such context, where A follows B
in Twitter, which doesn’t necessary mean the reciprocity of the relation. For this
reason, we represent each link starting from a node x (the follower) toward y (the
followed) by an ordered subset l = <x, y>.

We define here a function Followers (x) that returns the set of nodes following
a given node.

• T is the collection of tweets which have been published by a Twittrer. We
define equally a function tweets (x) that returns the set of tweets that have been
published by a given node.

• R is the set of reactions that have been added to a tweet. We define reactionsx (t)
as the function that returns the set of nodes who have reacted positively with the
tweet t that have been published by the node x.

• RT is the set of retweets that have been received by the tweet. We define retweetsx

(t) as the set of nodes that have retweeted the tweet t which have been published
initially by x.
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Based on reactionsx (t) and retweetsx (t), we can define the function impres-
sionx (t) which tells us whether the nodes have appreciated or depreciated the tweet
t that have been published by the node x. It is worth mentioning here that Twitter
platform doesn’t provide any option (dislike button, e.g.) to react negatively against
the content carried by a given tweet. This means more formally:

impressionx (t) =
{

1 (∗)

− 1, Otherwise

(∗) if α reactionsx (t) + β retweetsx (t) > θ

Here, α and β represent the weights that can be adjusted to be assigned to
retweeting or reacting factors to show the importance of one over another. In our
case, we chose 0.5 and 0.75 for α and β, respectively.

For θ, it is the parameter that stands for the threshold that we require to be
exceeded to confirm the impression that can be obtained by the tweet.

To measure the global impression G − impressionx () for all the tweets that have
been posted by a given Twittrer, we proceed simply as follows:

G − impression(x) =
∑T

t impressionx (t)

T

We model the collection of the tweets the node x has published in the form of a
matrix Mr ∗ c (x) in which the rows represent the tweet, and the columns represent
the topics to which the tweets are related.

Concerning the topics, it is very smart to take benefit of the hashtags (#) which
are created specially to bring tweets together under the same idea.

The elements mij in Table 1 denote the probability of membership of the ith tweet
to the jth topic. For each topic, we have attributed a set of most popular hashtags
that can be grouped semantically under the same lexical field.

To facilitate our work, we change the probabilities mij as follows:

mij =
{

1, if mij ≥ 0.5
0, Otherwise

Table 1 Topical distribution
of the tweets

Topic 01 Topic 02 Topic 03 . . .

Tweet 01 m11 m12 m13 . . .

Tweet 02 m21 m22 m23 . . .

. . . . . . . . . . . . . . .
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The reason behind this step is to facilitate the calculation of the entropy that will
be defined in the next paragraph.

Based on the topical distribution of the tweets summed up in Table 1 and the
approach, we define another function to assess the value (i.e., importance) of the
content which is carried by the tweets a certain Twittrer has published. This value
will be considered as the criterion through which the followers of the Twittrer (i.e.,
the publisher of the tweets) would decide to retweet (i.e., forward) or not his tweets.
Mathematically, this function is simply the direct application of Shannon entropy
such that the inputs are obtained from the topical distribution matrix we have seen
in the precedent paragraph.

The entropy of Shannon accepts as a source of information a discrete random
variable with n symbols. In our case, the random variable X corresponds to the
occurrence of each topic in the tweets of the given Twittrer, since each topic ti has a
probability pi to occur.

The entropy E is calculated simply as follows:

E(X) =
∑N

j=1
pj logb

(
1
pj

)

where pi is calculated as follows:

pj = 1
M

∑M

i=1
mij

For simplicity, we make b equals to 2 since we have restricted ourselves to just
four topics, namely, #economy, #sport, #gaming, and #politics.

After the presentation of the new components, we present briefly the first version
of the model as follows:

Frank(v) =
∑

u∈F(v) [Int(u,v).Attu→v.Frank(u)]
|Followers(v)|

• Followers(v) stands for the set of v’s followers, and u is one of them. |Followers
(v)| is its size. In the structural SNA, this parameter can be substituted by the
in-degree of v.

• Int(u, v) stands for to the function we dedicate to measure the “degree of
interestingness” received by the content published by v from his friend u. For
doing so, we take the proportion of communities (i.e., groups) to which both u
and v are affiliating as an approximate measure. Formally:

Int(u,v) = |Cu ∩ Cv|/|Cu ∪ Cv|
where Cu and Cv are the sets of circles u and v are members in, respectively.
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• Attu → v denotes the index that reflects the degree of attention that v is receiving
from his friend u. This parameter can be formulated simply as:

Attu→v = 1
/

|Followers(v)|

The new version called TFrank of the recursive model Frank can be formulated
as follows:

TFrank(v) = (1 − G − impression(x)) ∗
∑

u∈F(v)

[
Int(u,v).Attu→v.Frank(u)

]

|Followers(v)| + E(X)

5 Experiments and Results

To check its accuracy, the model has been tested using a dataset provided by the
famous Stanford Large Network Dataset Collection.2 The statistics of the dataset
are summarized in Table 2.

As shown by the statistics, we can remark the hugeness of both amounts of
nodes and edges. Therefore, we were verily in need of restricting ourselves to
just a small subset of 250 nodes with 1307 edges to facilitate carrying out our
experiments in a reasonable period of time. In the experiments, we have conducted a

Table 2 Statistics of the
database

Dataset statistics

Nodes 81,306
Edges 1,768,149
Nodes in largest WCC 81,306 (1.000)
Edges in largest WCC 1,768,149 (1.000)
Nodes in largest SCC 68,413 (0.841)
Edges in largest SCC 1,685,163 (0.953)
Average clustering coefficient 0.5653
Number of triangles 13,082,506
Fraction of closed triangles 0.06415
Diameter (longest shortest path) 7
90 percentile effective diameter 4.5

2https://snap.stanford.edu/data/
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Fig. 1 TFrank vs Frank and PR scores

comparison between TFrank on the one side and Frank and PageRank3 on the other
side (Riquelme and González-Cantergiani 2016; Zambuk et al. 2019) (Fig. 1).

The chart shows the scores of each user which are measured by the three
algorithms. At first glance, we remark that the slopes of the three curves are almost
equal. This means that the three approaches regardless of the values themselves of
the scores gave the same ranking for almost all the participated nodes. This result
enables us to witness the accuracy of both TFrank and Frank in the measurement of
influence which can be obtained with high precision using the PR benchmark.

However, to reveal how TFrank can give the most realistic influence scores, we
have measured the correlation between the scores provided by TFrank and the sub-
scores issued from the three principal components, namely:

• In-degree (i.e., number of followers).
• G-impression.
• Entropy.

It should be mentioned that measuring correlation allows finding out how
strongly are related two numerical items to each other. The closest the correlation
value is to +1, the strongest the relation between the variables.

Figure 2 reveals the clear correlation between TFrank scores and the sub-scores
issued from entropy.

Similarly, we notice the high degree of correlation between TFrank scores and
G-impression sub-scores (Figs. 3 and 4).

On the contrary, we remark the poor correlation between TFrank and in-degree.

3https://en.wikipedia.org/wiki/PageRank
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Fig. 2 Correlation between TFrank scores and entropy

Fig. 3 Correlation between TFrank and G-impression

From the aforementioned observations, we can find out the strong points of
TFrank in comparison to its predecessor. Firstly, the results confirm that it is the
quantity of information carried by the postings that cause the largest broadcast of
information across the social network. Secondly, the interaction and the reactions
of followers contribute positively to the propagation of information, particularly
through the forwarding process. Thirdly, the in-degree (i.e., number of followers) as
a structural feature is not a good index to judge the popularity of the content which
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Fig. 4 Correlation between TFrank scores and in-degree

is supposed to be broadcasted to a large extent due to the popularity of its publisher
as previously demonstrated in (Loucif et al. 2015; Meeyoung Cha et al. 2020).

6 Conclusion

In this work, we have contributed to tackling one of the challenging issues re-
searchers in the social network analysis community are facing today. Our experience
in this domain allowed us to better understand the diffusion process and then to
focus strictly on the factors that maximize it. The integration of interactional features
and the incorporation of the entropy besides the in-degree within the same formula
allowed us to create a more realistic model to be used in the measurement of social
influence and the detection of influencers.

Finally, the evaluation of influence requires the collaboration of both structural
and interactional aspects of the social network as it has been proven in previous
works (Loucif et al. 2015; Loucif et al. 2014).

As future work, we have started in the elaboration of a new model which makes
use of one of the powerful tools of machine learning, especially the famous deep
learning.
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Social Influence Analysis in Online Social
Networks for Viral Marketing: A Survey

Halima Baabcha, Meriem Laifa, and Samir Akhrouf

Abstract One of the most exciting developments of the last few years has been
the rise of online social networks. The richness of this network’s content provides
unprecedented opportunities for data analytics, which can be taken advantage of.
One of the most important areas of social network analysis is the study of social
influence. It can be used in a variety of ways, from viral marketing to advertising.
In addition to identifying influential nodes in a social network, the modeling of
influence diffusion and influence maximization in social networks is an important
challenge in this area. There has been a lot of research done on the influence of
online social networks, particularly in viral marketing contexts, for various appli-
cations. Methods for influence modeling, maximization, and identifying influential
nodes are discussed in this chapter. Using cutting-edge research on viral marketing’s
impact on social influence, we hope to serve as a resource for aspiring researchers.

Keywords Online social networks · Influence analysis · Viral marketing ·
Influence maximization · Influential spreaders

1 Introduction

The recent rapid increasing popularity of online social networks (OSN) and new
communication technologies availability (smartphone, tablet, etc.) provided the
world population with a great facility to share and to communicate with others
throughout the whole world and to share and exchange information, opinions,
products, ideas, and services. The rich content of OSN that can be in diverse
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formats (text, image, video, audio, etc.) has been attracting researchers to study
and analyze large-scale social structures and users’ behaviors in order to – among
other purposes – understand the flow of information through social networks. A lot
of real-world applications like public opinion monitoring, recommender systems,
and political campaigns often make use of OSNs for influence diffusion (Fu et al.
2016; Can and Alatas 2019; Saxena and Saxena 2020). Many existing models for
influence diffusion have been proposed for various applications. In this chapter, we
look into influence diffusion in the setting of viral marketing.

In essence, viral marketing is an efficient solution to advertisement for commer-
cial companies through OSN where companies try to promote their products and
services through word-of-mouth propagation among friends or followers. One of the
fundamental objective of viral marketing is to find a set of users with the maximum
influence in the network where the output is called K-seed set users with K as the
optimal number of users chosen for influencing other users in the network.

The goals of this chapter are to highlight some of the most used and most recent
work that has been done in social influence diffusion and influence maximization
model for viral marketing and to call attention to the topic of deep learning for
social influence. To the best of our knowledge, this work is a literature review of
influence analysis for viral marketing in online social networks. Firstly, we give
a better understanding of the preliminary knowledge concerning social influence
analysis, and we illustrate the categories of relevant research works on influence
analysis in the context of viral marketing. After that, we categorize and compare a
number of relevant research works on influence maximization algorithms in social
networks and the identification of influential spreaders.

In the following section, we describe the main concepts that will be addressed
throughout the chapter, namely, online social networks, social network analysis,
social influence analysis, viral marketing, and the definition problem of influence
maximization. Section 3 presents related work to diffusion influence model-
ing, identification of influential spreaders, and influence maximization. Section
4 exhibits the current methodology using deep learning for influence spreading
modeling. Finally, we conclude the chapter in Sect. 5.

2 Background

In this section, we begin with an overview of the basic terminology.

2.1 Online Social Networks

OSNs can be defined within the context of systems, but in general, they can be
defined as a network of interactions or relationships, where nodes consist of actors
or persons and the links consist of the relationships or the interactions between

http://scholar.google.com/scholar?q=literature+review+example&hl=fr&as_sdt=0&as_vis=1&oi=scholart
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the actors through the network. According to (Kemi 2016), an OSN alternatively
referred to as a virtual community or profile site, a social network is a website on
the Internet that brings people together in a central location to talk, share ideas
and interests, or make new friends. With the emergence of the World Wide Web
(WWW), OSNs have dramatically expanded in popularity around the world. For
further details about online social networks and their features, we recommend
readers to check (Fu et al. 2016; Boyd and Ellison 2007).

2.2 Social Network Analysis

Social network analysis (SNA) or social network mining is the research of social
relations between nodes or people. The study of social network mining technologies
focuses on the level of individuals, groups, organizations, and whole networks.
It is the drawing and determining associations and drifts among users and other
interlinked information entities using networks and graph theory (Otte and Rousseau
2002). Many research applications benefit from SNA techniques such as community
or group detection (Cai et al. 2016; Dabaghi-Zarandi and Rafsanjani 2019), expert
finding (Yuan et al. 2020), link prediction (Daud et al. 2020), recommender systems
(Pourhojjati-Sabet and Rabiee 2020), predicting trust and distrust among individuals
(Towhidi et al. 2020; Girdhar et al. 2019), influence propagation (Ortiz-Gaona et al.
2020; Abd Al-Azim et al. 2020; Singh et al. 2019; Gulati and Eirinaki 2018), etc.

2.3 Social Influence Analysis

According to (Sun and Tang 2011), influence is usually reflected in changes in
social action patterns (i.e., user behavior) in a social network. Typically, it refers to
the phenomenon that an individual’s emotions, opinions, or behaviors are affected
by others (Qiu et al. 2018). This means that people are influenced by their social
circle and tend to imitate the actions of those in their immediate vicinity. As a
result of its wide range of real-world applications, social influence analysis has
received considerable attention in the past (Peng et al. 2016) such as domain
expert finding (Al-Taie et al. 2018), personal recommendation (Cheng et al. 2016),
emotion prediction (Qiyao et al. 2016), and viral marketing (Talukder et al. 2017;
Bhattacharya et al. 2019; Menta and Singh 2017) for which it became an important
strategy.
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2.4 Viral Marketing

Viral marketing (VM) is one of the various real-world applications of social
influence analysis. According to (Wang and Street 2018), VM is a process of
influence diffusion over social networks. It is a relatively recent solution to
advertisement within online social networks. It has been applied to business-to-
consumer transactions.

Using a social network to spread the word about a product or service is a form
of viral marketing. In other words, it employs customers in a market to promote
a product (McKay et al. 2019). For example, if a company has a certain number
of new products, they could hand them out to a customer, and then the influence
model maximization can predict optimal objective to get these products in order
to spread the product’s influence over a specific network. There is a dearth of new
diffusion methods in the literature, particularly for dynamic and massive networks.
Additionally, it provides information on the various mining techniques that can be
used for viral marketing.

On the other hand, the goal of viral marketing is to minimize marketing cost
while maximizing the profit. The main idea of viral marketing is to find a set of
customers for giving free samples within the budget B to maximize the expected
total sales of the product, in other words use the K-seed set users for influencing
other users in the network. Because the majority of the promotional work is done by
customers, this type of “word-of-mouth” advertising can be far more cost-effective
than more traditional ones. Friends’ recommendations are more trustworthy than
those made by a company selling the product (Richardson and Domingos 2002).
Figure 1 shows the viral marketing process.

2.5 Influence Maximization Problem

A social network is depicted as a graph G (V, E) with a set of nodes V that represents
individuals and a set of edges E that represents the relationship shared among the
nodes in the graph. The influence maximization problem takes as input a graph G
(V, E). The goal of this problem is to identify a subset of users in graph G who have
the greatest amount of influence. An initial influence on this problem should yield
the maximum number of nodes in the graph G that are influenced by a K-sized seed
set, which is the solution to this problem’s problem (Du et al. 2019). Figure 2 shows
the input and output for influence maximization problem. The important objective
of the problem of influence maximization is to find a set of users with that maximum
influence in a graph.
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3 State of the Art

In this section, we review the most important and most cited existing approaches for
influence diffusion, influence maximization, and identification of influential users.

3.1 Influence Diffusion Model

Influence diffusion has become an important technique for viral marketing. The
Oxford Dictionary defines diffusion as “the spread of something.” In social network
analysis, diffusion is the process of information diffusion via the network. The
majority of current research in SNA focuses on information and influence diffusion
in online social networks (Guille et al. 2013; Arnaboldi et al. 2014; Xu et al. 2014;
Sun et al. 2019; Dhamal et al. 2016; Gaeta 2018; Kong et al. 2020). According
to (AlSuwaidan and Ykhlef 2016), diffusion models were originally used in social
networks to simulate the process of information and influence propagation in the
network. Many models and algorithms for influence diffusion have been proposed
(More and Lingam 2019; Toalombo et al. 2020; Li and Liu 2019; Pan et al. 2020).
In these models, each node is either active or inactive over iterations. An inactive
node becomes active as more of its neighbors became active. In (Richardson and
Domingos 2002), the authors provide the first algorithmic treatment to deal with
the influence propagation problem. They built probabilistic models and used these
models to choose the best viral marketing plan. Then the authors in (Kempe et al.
2003) studied influence propagation by focusing on the modeling influence by two
fundamental stochastic influence cascade graph-based models, named independent
cascade model (ICM) and linear threshold model (LTM). These models are based
on directed graphs where each node can be activated or not with a monotonicity
assumption (i.e., activated nodes cannot be deactivated). They formulated the
problem as a network G = (V, E, p), where V is the set of nodes and E is the set of
edges between nodes and p is the probability that node v can successfully activate
node u, denoted by p (u,v). If a node accepts data from other nodes, it is considered
active; otherwise, it is considered inactive (Du et al. 2019).

3.1.1 Linear Threshold Model (LTM)

In the linear threshold model (LTM), each edge or link e(u,v) is associated with a
weight W(u, v), such that the sum of the weights of incoming neighbors of node v
is less than or equal to 1 and each node v is also associated with a threshold θv.
The linear threshold model starts with some active nodes with all other nodes being
inactive and a random choice of thresholds θ .

The LTM samples the value of v of each user v uniformly at random probability
from [0,1]. In step 0, it sets the status of nodes in S as active and others as inactive.
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Then, it updates the status of each user iteratively. In step t, all nodes that were
active in step t-1 remain active, and any user v that was inactive in step t-1 switches
to active. The influence spread of seed set S under the LT model (i.e., σ (S)) is the
expected number of activated nodes when S is initially activated.

3.1.2 Independent Cascade Model (ICM)

In the independent cascade model (ICM), a probability p(u,v) is associated with each
edge e(u,v), whereas u and v are two nodes in the graph. p(u,v) is the probability of
the ability that u succeeds in activating v. In this model, a node v is activated by each
of its incoming neighbors independently by introducing an influence probability
p(u,v) to each edge e(u,v). This model’s diffusion instance unfolds in discrete steps
according to influence probabilities and seed sets S at time step 0. Each active node
u at step t will activate each of its outgoing neighbor v that is inactive in step t-1
with probability p(u,v). The activation process can be considered as flipping a coin
with head probability p(u,v): if the result is heads, then v is activated; otherwise, v
stays inactive. When there are no more nodes that can be activated, the diffusion
instance ends. The expected number of activated nodes when S is used as the initial
active node set and the above stochastic activation process is applied is the influence
spread of seed set S under the ICM.

3.1.3 Epidemic Model

An epidemic model is a perfect tool for a simplified description of the diffusion
strategy that contagious diseases follow in a population. As an epidemic spreads
from an infected individual to another healthy one (i.e., non-infected before), the
information can also spread from one individual to another through the same
network that interconnects them. Epidemic models assume the existence of an
implicit network between individuals (i.e., no explicit connections) and assume that
exposure to infection (information being diffused) is enough to become infected
(informed) and potentially transmit the infection to someone else. The underlying
principles of those techniques are the basis of the models used in marketing for the
prediction of new product adoption in the communities (Loucif 2016). One of the
most popular model SIR or the model of Kermack and McKendrick (Cano 2020)
is a mathematical approach created particularly for studying the plague disease that
broke out in Bombay. This mathematical model is built upon a set of hypotheses,
namely:

(a) In the population, all individuals are sensitive equally to the infection.
(b) The infection leads either to death or to a permanent immunity.
(c) When healthy and infected individuals are living together, there will be a

number of healthy individuals who will become infected.

In this model, the individuals can be found in three different states:
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Suspected (S) An individual is said susceptible, which means that he is very
capable to be infected with the disease. Generally, infections can originate from
outside of the population in which the disease spreads (e.g., by genetic mutation,
contact with an animal, etc.). Denote S (t) the number of individuals who may be
infected with the disease at time t and Sf (t) the current fraction of the population
that is susceptible.

Sf (t) = S (t)/N (1)

Infected (I) After an individual is affected by the disease, he becomes infectious,
i.e., has the ability to infect other susceptible individuals in the population. Let I
(t) be the number of infected individuals at time t. If (t) refers accordingly to the
infected fraction of the population.

If (t) = I (t)/N (2)

Recovered (R) It refers to the individuals who are either cured of the disease and
acquired a full or partial immunity against the infection (can no longer be infected)
or removed after being killed by the infection. Let Rf(t) be the fraction of the healed
(or withdrawn) population where R(t) refers to its size.

Rf (t) = R(t)/N (3)

The diffusion of the disease within the population is dynamic: the fractions of
susceptible, infectious, and healed individuals evolve over time with respect to the
contacts through which the disease passes from infected individuals to healthy ones.

It is worth mentioning that at every moment (Zafarani et al. 2014),

1 = Sf (t) + If (t) + Rf (t) (4)

3.2 Identification of Influential Spreaders

A challenging issue in viral marketing is effectively identifying a set of influential
users. By sending the advertising messages to this set, one can reach out to the
largest area of the network. It is now much easier to identify the network’s most
influential spreaders (Bhat et al. 2020). In this part, we have selected the most recent
work in this field.

The authors in (Okamoto et al. 2008) combine existing methods on calculating
exact values and approximate values of closeness centrality and presented a new
algorithm to rank the top-k nodes in the network with the highest closeness
centrality.
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In (Bae and Kim 2014), in an effort to better understand the spread of a node’s
influence in a network, the researchers developed a new measure called coreness
centrality. For their experiment, they used unweighted undirected graph for both
real and artificial networks. Their approach is based on the idea that a powerful
spreader has more connections to the nodes that reside in the core of network. The
K-shell indices of nodes neighbors could be good indicators of its spreading ability.
To evaluate their proposed measure, they applied the (SIR) model for investigating
an epidemic spreading process. They evaluated the performance of the ranking
measures in 12 real networks with different sizes as shown in Table 1.

The study in (Basaras et al. 2013) introduced a new centrality measure; it is a
combination of coreness and betweenness centrality. To evaluate their technique’s
accuracy, they compared it to K-shell decomposition and a baseline measure based
solely on the node degree on a large number of complex networks. They used the
susceptible-infected-recovered model for an infection originating from both a single
spreader and multiple spreaders to investigate the spreading process.

The authors in (Zeng and Zhang 2013) proposed a mixed degree decomposition
(MDD) procedure in which both the residual degree and the exhausted degree
are considered. By simulating the epidemic spreading process on real networks
(Dolphins, Jazz, NetSci, Email, HEP, PGP, TAP, Y2H, Power, Internet, E. coli, C.
elegans, AstroPh), they used the K-shell to generate the influence.

The authors in (Liu et al. 2018) proposed a local h-index centrality (LH-index)
method for identifying and ranking the top influential spreaders in networks by
calculating the h-indices of the node. The new proposed local h-index (LH-index)
method simultaneously considers two factors: the h-index value of the node itself
and the h-index values of its neighbors. On the one hand, the h-index of one
node indicates the direct influences exerted by its nearest influential neighbors. On
the other hand, the h-index values of its neighbors indicate the two-hop indirect
influences exerted by further influential neighbors. The performance of their method
showed its superiority in both real-world and simulated networks. They adopted the
SIR model to evaluate the real spreading ability of the ranking nodes.

The work presented in (Belfin and Bródka 2018) uses multiple measures
of centrality to look for overlapping communities and combine them to find a
suitable superior seed set. They used degree, eigenvector centrality, and clustering
coefficient. The basic idea of the strategy is to find out a fraction of superior nodes
of the input network, called superior seed set, around which local communities can
be computed.

Finally, the authors of (Bhat et al. 2020) presented the Improved Hybrid Rank
algorithm, which combines two centralities, namely, the extended neighborhood
coreness centrality and the h-index centrality. For the simulation of their proposed
method, they used the SIR (susceptible-infected-recovered) model for both undi-
rected and directed real-world networks. They have tested their algorithm based on
various performance matrices like Kendall-Tau’s correlation coefficient, spreader’s
location diversity, and infected scale.

The comparison of identification of influential spreader models is listed in
Table 1.
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3.3 Influence Maximization

In this section, we present influence maximization-related research in viral market-
ing, and we review the important available research progress.

Domingos and Richardson (2001) were among the first to model customers’
network value, they used markov random field for modeling the influence between
customers such as nodes representing the customers. After that, they extended their
previous techniques, achieving a large reduction in computational cost, and applied
them to data from a knowledge-sharing site. They founded optimal marketing plan,
and they used continuously valued marketing actions and reduce computational
cost (Richardson and Domingos 2002). The most cited papers on the matter,
maximizing the spread of influence through a social network written by (Kempe
et al. 2003), in which the random degree-based and distance centrality algorithms
are used as baselines, which led to the development of the greedy algorithm for
influence maximization. More generally, they developed an algorithm for selecting
the optimal seed set S from nodes in the graph. They proved that the optimization
problem is NP-hard under LTM and ICM, and they presented a greedy algorithm that
guarantees that the influence spread is within (1–1/e − ε) of the optimal influence
spread, where e is the base of natural logarithm and ε depends on the accuracy of
their Monte Carlo estimate of the influence spread given a seed set. A series of more
efficient studies have been done, because the greedy algorithm is infeasible even for
medium-sized networks of tens of thousands of nodes and edges (Wang and Street
2018).

The work presented in (Leskovec et al. 2007) exploited submodularity to create
an algorithm that can handle large-scale problems, achieve near-optimal placements,
and be 700 times faster than a simple greedy algorithm. They proposed the Cost-
Effective Lazy Forward (CELF) algorithm based on a “lazy forward” optimization.
The obtained solutions are guaranteed to achieve at least a fraction of 1/2(1–1/e)
of the optimal solution. They evaluated their algorithm on several large-scale real-
world problems, including a model of a water distribution network and real blog
data.

Authors in (Goyal et al. 2011) introduced an algorithm called CELF++ that
further optimizes CELF by exploiting submodularity property. By avoiding redun-
dant re-calculations of CELF’s marginal gains, the algorithm CELF++ has an
advantage.

The authors in (Chen et al. 2009) studied the efficient influence maximization in
social networks from two complementary directions. One is to improve the original
greedy algorithm in (Kempe et al. 2003) and its improvement in (Leskovec et al.
2007) to further reduce running time for the greedy algorithm. After that, they
proposed a new degree discount heuristic derived from the independent cascade
model that improves influence. They also proposed an algorithm called new greedy
algorithm for the influence maximization.

The study in (Chen et al. 2010a) proposed a new heuristic algorithm that is
easily scalable to millions of nodes and edges in their experiments. An easy-to-
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use tunable parameter allows users to balance the running time and the spread of the
algorithm’s influence in the general ICM. For the experiments, they used four real-
world network and a synthetic dataset (NetHEPT, DBLP, Epinions, and Amazon).

The work in (Chen et al. 2010b) shows that to compute the expected influence
spread for a given set is P-hard. But it can be expressed as a submodular monotone
function of S, which can be used to guarantee the results using a simple greedy
algorithm. As an added bonus, we now have the LDAG algorithm, the first-
ever scalable heuristic algorithm designed specifically for LT model influence
maximization. They firstly disclosed that the computation of influence in directed
acyclic graphs (DAGs) can be done in linear time. Based on that, they created a
local DAG for every node of the network and restricted the influence of the node in
this local area. Gap-filling seed selection was used to update the nodes’ incremental
influence spread after the DAGs were built, along with an accelerated solution.

The authors in (Barbieri and Bonchi 2014) modeled the viral marketing process
of product adoption based on social influence and the feature of the products. They
proposed feature-aware propagation model F-TM, and they defined the influence
maximization with viral product design (MAXINF-VPD) problem and the study of
its properties under F-TM propagation model, using two real-world semantically
rich datasets from the domain of social music consumption (Last.fm) and social
movie consumption (Flixster).

Squillero and Burelli (2016) explored the problem of influence maximization
using a genetic algorithm (GA), which makes use of simple genetic operators
commonly found in discrete optimization. They evaluated the genetic algorithm
on two large, real-world network datasets from the Stanford Network Analysis
Platform (SNAP) repository.

The authors in (Wang and Street 2018) proposed a model in which they quantified
influence and tracked its diffusion and aggregation. (MAT) multiple-path asyn-
chronous threshold, for viral marketing on social network. The MAT model captures
not only direct influence but also indirect influence passed along messengers and
they developed an efficient heuristic IV-greedy to tackle the influence maximization
problem. The experiments of the MAT and the IV-greedy were conducted on
four real-life networks, and they illustrated an important performance in terms of
influence spread and time efficiency.

Saxena and Saxena (2020) proposed an influence maximization model by com-
bining a node connection and its actual past activity pattern. Firstly, they proposed a
diffusion model, namely, HAC-Rank algorithm, for the selection of initial adopters.
Furthermore, they proposed a new Hurst-based influence maximization for studying
the influence spread of seed nodes, wherein the activation of a node depends upon its
connections and the self-similarity trend shown by its past activity. The performance
of the HAC-Rank has been evaluated under IC, and the HBIM diffusion model
achieved an average influence spread of 20.3%. Under the proposed HBIM model,
HAC-Rank achieved 49.8% average influence spread in comparison to other state-
of-the-art algorithms.

The comparison of maximization influence models is listed in Table 2.
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4 Deep Learning Approach for Influence Analysis

Recent work in social network analysis and influence analysis has been applied
using the deep learning (Najafabadi et al. 2015; Hayat et al. 2019; Gao et al.
2020; Wang et al. 2019; Keikha et al. 2020; Wu et al. 2019; Zhang et al. 2020).
A fundamental step for social network analysis using the deep learning is to encode
network data into a low-dimensional representation (Tan et al. 2019).

The work presented in (Luceri et al. 2019) studied the impact of social influ-
ence on offline dynamics to study human real-life behavior. They used the deep
learning technique for modeling social influence and predicting human behavior
on real-world activities. They proposed a social influence deep learning framework
that combines deep learning with network science for modeling and forecasting
social influence on real-life activities, their social influence deep learning (SIDL)
framework based on DNNs.

Authors in (McKay et al. 2019) proposed a newer solution for the influence
maximization problem using machine learning. Their objective was to create a deep
learning model to solve the influence maximization problem for viral marketing in
a faster, more efficient, and more current leading algorithm; they are comparing
the result of their model named learning algorithm with three main algorithms:
the random selector, sum of edge, and greedy algorithm. For their study they
built an artificial neural network in order to test their model against the order to
other algorithm following they used the real network (DBLP a computer science
bibliography website) for obtained the real results on real data. For the comparison
of their model and the main other model (algorithm) existed, they compare with
two measures the time efficiency and influence spread in the network. Their model
reduce the time running and maximize the number of nodes activated. Their model
activates 25.46% of the network’s threshold, the greedy, sum of edge and the best
random algorithm activates more than 4% (2.98%, 2.87%, and 3.78%), these results
of smaller network. The result of their model in the large scale network is 48.18%,
sum of edge 26.42% and 32.58%. The result experiment proved that their model is
more efficient in the total amount of influence spread and in time efficiency.

In (Tian et al. 2020) motivated by the application of viral marketing, first they
proposed two topic-aware social influence propagation models based on IC and
LT models. Second, they proposed a new graph-embedding network, called Diffu-
sion2Vec, which can extract features for each user in social network automatically.
It’s also important to note that they came up with a method for calculating the
influence of a candidate user based on their embeddings. Finally, they adopted an
algorithm of reinforcement learning, called double DQN with prioritized experience
replay to train models. For the experiments, they used real-world social network
from Twitter.
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5 Conclusion

Online social networks are popular services that have been studied heavily in
recent years, as more and more people communicate with friends, colleagues, and
family through different existing social networks. We found several interesting
papers surveying aspects of social networks. In this chapter, we reviewed the major
aspects of OSNs, namely, online social network, social network analysis, social
influence analysis, and viral marketing, and we defined the problem space in the
social influence analysis. We also surveyed the main existing models and algorithms
for influence modeling, influence maximization, and influential spreaders for viral
marketing. The main objective of this chapter was to summarize the most important
algorithms and models of influence analysis for viral marketing for beginners in
this area. As we have learned in this chapter, there are many new problems and
challenges on social influence analysis in our future work; we aim at proposing
a new model of influence spreading or a new method for the identification of
influential nodes in online social network for viral marketing. We hope this chapter
will be very useful in clarifying this exciting area of research and serve as a solid
foundation for readers interested in this field.
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The Role of E-Learning in the Algerian
Open University to Achieve
the Development of Human Capital

Oussama Nabil Bessaid and Chahrazed Benyahia

Abstract Educational institutions play a key role in the development of human
resources and the improvement of their capacities and knowledge, which reflects
positively on economic and social development. Therefore, we must give impor-
tance to these institutions and activate the pioneering role of universities, especially
in the context of globalization and the knowledge revolution. The most important
of which is e-learning that works to develop the capacities of human resources
and their skills as a knowledge capital and the main element for generating and
disseminating information, and the source of creativity and innovation. All this at a
distance and without the costs of mobility to obtain knowledge, in addition to being
done quickly and accurately. Therefore, the focus must be on an open university
that uses e-learning in all aspects to develop Human Capital and achieve the goals
of sustainable development.

Keywords E-learning · Algeria · Open university · The development · Human
capital

1 Introduction

In order to develop the economies of countries and their societies, it is necessary to
invest effectively in human capital to achieve sustainable development.

Education is the basis and the axis of the development process. Countries,
including Algeria, have recently worked on the development of a strategy for
the development of education and the dissemination of knowledge, particularly in
the light of the dissemination of information technology communication and the
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scientific, cognitive, and technological revolution and the knowledge society, which
has led to the emergence of modern teaching methods to keep pace with these
developments.

The e-learning process is one of the main subjects that countries seek to achieve
in order to develop their economy, cope with global economic progress, and improve
the conditions of their society, leading them to invest in human capital, which is the
engine of development.

Today’s world is undergoing a change in all economic, social, and technological
fields, which has led to a new vision of the training process in order to keep pace with
these developments; modern trends resting mainly on human competencies because
they are the source of innovation and continuous improvement. It is therefore
necessary to train people to achieve a higher level of human competencies, which
play a key role in the process of economic and social development of countries.
Therefore, special attention should be paid to this by improving the performance of
training institutions, in order to invest effectively and develop human capacities and
competencies, which are the key factor in socio-economic development.

In this way, we pose the following problem: how can training develop human
competencies and contribute to socio-economic development? and what are the
mechanisms to activate it?

Problematic
Through it, we ask the following problematic question: What is the role of e-learning
in the development of intellectual capital and the achievement of sustainable
development?

The Importance of Studying
The important role that e-learning and its institutions play in investing in intellectual
capital and achieving sustainable development.

Study Objectives
– Learn more about online learning methods as modern methods
– Highlighting the modern university as an essential pillar of investment in human

capital
– Highlight the role of e-learning in the development of intellectual capital and the

achievement of sustainable development

Study Approach
This study used the descriptive method, given the nature of the subject, to clarify
the concepts related to e-learning and investment in human capital and its relation
to sustainable development. The analytical method was used to interpret and analyze
the results.
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1.1 Introduction to E-Learning

1.1.1 Detailed Regulations Concerning Conducting Classes in the Form
of E-Learning1

As a modern supplement or even an alternative to traditional education, e-learning
is becoming increasingly popular. It makes high-quality education readily available,
no matter where you are or what time of day it is. An original teaching material, such
as syllabi and lectures and interactive exercises and instructional videos and many
other multimedia contents that make distance learning more effective and also meet
the expectations of students is used. The fact that a new type of education allows for
almost instantaneous verification of knowledge is noteworthy.

Due to the method’s characteristics, it is possible to perform tasks in two different
ways. Education that does not require the presence of a teacher is known as
“distance learning” or “distance education.” The source of the material to study
and examiner is in fact a computer connected to the Internet. The second way is
“blended learning.” To support the teaching process, e-learning is used here. Classes
are still held in the old-fashioned way, with teachers and students physically present,
alongside the electronic mode of communication.

E-learning allows a manual selection of the preferred format for the delivery of
knowledge and its transmission rate. Educational platforms capable of facilitating
e-learning classes are the most advanced and easy-to-use technology. Distance
learning platforms are the professional Internet service with a teaching focus. You
can access training materials on a separate website that the platform creates for you.
The site is password-protected, so you will need both your login ID and the one
you’ve been given.

1.1.2 University Twinning and Networking2

UNITWIN stands for “University Twinning and Networking,” and it was envi-
sioned that the UNITWIN/UNESCO Chairs Program would help advance research,
education, and program development in all of UNESCO’s areas of expertise by
fostering inter-university collaboration and university networks. The UNITWIN
program aspires to be timely, forward-looking, and effective in influencing social
and economic development. These projects have proven useful in creating new
teaching programs, inventing new ideas through research, and in enriching existing
university programs while respecting cultural diversity up to this point in their

1Dorota Górska, E-learning in Higher Education, The Person and the Challenges Volume 6 (2016)
Number 2, p. 35–43, DOI: https://doi.org/10.15633/pch.1868, p. 36.
2BOUKELIF Aoued, The role of e-learning in Algerian universities in the development of a
knowledge society?, https://www.academia.edu/26627862/The_role_of_e_learning_in_Algerian_
universities_in_the_development_of_a_knowledge_society
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history. UNITWIN networks and UNESCO Chairs as have a dual role as “think
tanks” and “bridge builders” between the academic world and civil society.

– Realignment of UNITWIN’s priorities with UNESCO’s medium-term strategy
(2008–2013) in April 2007;

– Readjust geographic imbalance which is now in favor of the North;
– Stimulate triangular North-South-South cooperation;
– Creation of regional or sub-regional poles of innovation and excellence;
– Cooperation with the United Nations Educational, Scientific and Cultural Or-

ganization (UNESCO) (UNU). It is the goal of the International University
Cooperation to foster intellectual exchange and cooperation among universities
and academics around the world by establishing formal links between them and
facilitating the exchange of information within and across borders.

By helping Member States establish centers of excellence, it aims to bridge
the knowledge gap and significantly reduce the brain drain. The International
Union of Catholic Universities (IUCN) is attempting to meet the challenges of
globalization by advancing new information technologies to build capacity and
increase knowledge for the advancement of education, science & technology,
humanities & culture and communication.

1.1.3 National System of Distance Learning Network

New educational approaches are being implemented in the training process to
compensate for the lack of supervision, while also ensuring high-quality training
in accordance with the standards set forth by quality assurance. Our national system
of distance integration phase has begun, and the key to its success is the creation of
a chain of knowledge that extends beyond the academic world and reaches a wider
audience that includes people with special needs, senior citizens, patients in the
hospital, and those undergoing rehabilitation, among others. As of now, the National
System of Distance Learning Network is made up of video conferencing and
electronic learning platforms that are scattered throughout the majority of training
institutions. The National Research Network provides access to this network.

1.2 Human Development and Economic Integration

1.2.1 Curriculum and Vocational Education and Training3

Enhanced vocational education and training should not be seen as a one-size-fits-
all solution to the challenges posed by globalization. To determine if countries will
benefit from globalization, there are only two things to consider.

3George S. Mouzakitis, The role of vocational education and training curricula in economic
development, Procedia Social and Behavioral Sciences, Available online at www.sciencedirect.
com WCES-201, 2 (2010) 3914–3920.
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A more open trading system will be shaped by two factors: first, national
responses to globalization’s demands; and second, international rules and processes
that are shaped in response to those responses. UN Public Sector Global Sector
Report (2001). Individuals and nations alike can benefit from the advantages of
globalization through market expansion, interdependence of global economies,
global operations, workforce mobility, and a global marketplace. Moreover, there
are strategies that will support these endeavors (for example, IBM’s Globalization
Team). As it is, developing and managing a global organization necessitates the
development and management of people who can think, lead, and act from a global
perspective, and who must possess a global mind and global competencies. The end
result of all of this is a well-designed vocational course curriculum that forms the
basis of a well-structured vocational program. VET systems are critical components
of countries’ economic development strategies. Economic competitiveness can only
be achieved or maintained if the workforce’s skills and knowledge are constantly
improved. As a result, the importance of vocational education and training is widely
recognized.

As a result, both organizations and their employees must adapt their training
practices. In addition, TVET needs to be reformed in order to enhance the supply of
competencies and better match the demand for them. It is only through the creation
of TVET programs based on an appropriate vocational curriculum that such reforms
will be successful. Curriculum, in general, is the road that leads to the development
of professional knowledge and skills, making it easier to move from the classroom
to the workplace. The obvious benefits of a vocational education include: (a) It
provides instruction for many different fields that require technical competencies
rather than academic knowledge, (b) it allows students to focus solely on training
for a career and (c) a major advantage is that it provides flexible programs available
from a variety of sources. To put it another way, UNESCO defines curriculum as the
arrangement of learning sequences to produce specific, intended outcomes, while
curriculum development is a set of practices aiming to introduce planned changes
in search of better outcomes....4 It is a standard practice to design two separate
curricula in order to achieve a more effective outcome. Transience education is
recommended for the employed workforce. In the past few years, the rate of change
has increased at an unprecedented rate, and many areas of the curriculum are
undergoing fundamental changes.

There are three main goals for those who are already employed: (a) to bridge
the gap between required professional knowledge and competencies and what is
already available; (b) to apply learning to new situations; and (c) to cultivate an
entrepreneurial mindset. However, a group of 36 educators and policymakers were
consulted before moving forward with the final design of the transience curriculum
to decide on the fundamental aspects of the curriculum that should be taken into
account.

4Ibd.
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The curriculum should ensure that students can use technology, think creatively
and independently, develop and communicate their own worldviews and beliefs,
succeed in a variety of activities, gain knowledge and understanding, make well-
informed decisions, communicate in a variety of settings, and work cooperatively
at the end of the instructional period. “Possibility to transfer learning from one
problem to another within the course, from one year in school to another, between
school units and home, and from school to workplace.”5

1.2.2 Knowledge Economies and Educational Reform6

Fast changing knowledge economies call for new core competencies among all
learners in the society. At the heart of these are longstanding “soft competencies”
such as communication, collaboration, and teamwork. To these can be added others
such as the ability to create, apply, share, and distribute knowledge; to convert tacit
knowledge into explicit and formally codified knowledge that is easily transferable
to others; to employ effortless use of advanced information technology; to work in
teams that may be socially and psychologically heterogeneous; to have the capacity
to reskill and retrain as circumstances demand; to be able to participate in networks
and develop the social capital that creates the learning and develops the resilience
to cope with change; to cultivate a positive, opportunistic and entrepreneurial
orientation to change; and to become committed to continuous and lifelong learning
far beyond the years of formal education. For the World Bank, these sorts of skill sets
constitute the “New Basics” of innovation and education in the knowledge economy
that are built on the old, eternal and still inalienable basics of literacy and numeracy.

For those whose views of educational and social reform extend beyond the
knowledge economy to the knowledge society, and to a productive integration of
the two, the desired core competencies that define the heart of educational reform
are wider still.

Thus, the “New Basics” in Queensland, Australia include the development of
life pathways and social futures; multiliteracies and communication media; active
citizenship; environment and technologies. To these might be added yet other new
basics such as emotional literacy and conflict resolution, especially in post-conflict
societies, or education for sustainable development almost everywhere – for there
is no work without a world in which to do it. The implications of a shifting
emphasis in knowledge economies toward these previously underutilized “soft
competencies” and the emergence of innovation-oriented new basics alongside them
are that educational policy and reform strategies will move increasingly beyond

5ibd.
6Andy Hargreaves, Paul Shaw, Knowledge and Skill Development in Developing and
Transitional Economies An analysis of World Bank/DfID Knowledge and Skills for the
Modern Economy Project, http://siteresources.worldbank.org/EDUCATION/Resources/278200-
1126210664195/1636971-1126210694253/DFID_WB_KS_FinalReport_7-31-06.pdf
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improving access, or changing governance structures and financing, toward making
policy interventions that significantly affect and improve the nature and quality of
teaching and learning.Most government efforts to intervene directly in the details
of learning and instruction have been neither widespread nor especially effective –
particularly where more creative knowledge economy capacities and competencies
are concerned. The most interventionist programs in literacy and numeracy have
tended to concentrate on low level literacy competencies that yield the strongest
results in the more simple areas of learning with predominantly younger children;
and their purported successes may well have been illusory – for example, reflecting
test items that have been redesigned to make them progressively easier over time.
Intervention in more high skill knowledge economy areas of teaching and learning
needs to be just as intentional and insistent yet it also needs to be more strategically
indirect – creating the conditions, incentives, and coaching for high capacity
teaching and high quality learning of a transformational nature to emerge. In this
respect, greater pedagogical quality requires improved teacher quality, and changed
institutional conditions and capacity to develop it. These issues apply not just to
the period of schooling through childhood and adolescence, but to learning, lifelong
through university, other kinds of post-compulsory education, and all other formal
and informal education far beyond these domains.

1.2.3 Socio-economic Development and Human Resource Development7

As a method of human resources management, policies promoting social and
economic development are becoming increasingly popular. In order to improve
the well-being of their workforce, companies are turning to corporate social
responsibility (CSR). The majority of CSR is devoted to education, training, and
the improvement of educational infrastructure. The development of infrastructure
and technological advancement is an essential part of social progress. It boosts
productivity and employee satisfaction for businesses. A globalized company’s HR
managers are responsible for ensuring that their employees are properly compen-
sated, that they have access to value-added benefits, and that their environmental
practices are sound.

As of 1990, it has been observed that the vast majority of businesses in developed
countries such as the United Kingdom and the United States rely on UNDP
and “Human Development Reports”. Developing human resources necessitates
addressing socioeconomic issues, which are common in these countries. For future
strategic planning, the results of these trials are consulted. As a result of these
measures, the number of companies’ employees or other stakeholders joining
together will rise.

7Nada Krypa (Tapija), Social Economic Development and the Human Resources Managemen,
Academic Journal of Interdisciplinary Studies Vol 6 No 1 March 2017, p 75.
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Firms’ human resource management policies can have an impact on the socioe-
conomic development of different countries, according to Abdeljalil and Cohen.
There has been the observation in the past that economic development strategies
do not include social well-being. Human resources management strategies aim to
improve the well-being of employees and stakeholders, as well as the economy as a
whole. The political and social unrest in various countries is taken into account by
international human resource managers. Because of improved employee satisfaction
as a result of CSR or socio-economic welfare strategies, the quality of human capital
will go up in the future. It leads to a high level of productivity and the retention of
employees who are committed to the company.

Productivity is the key to success in today’s globalized business environment.
In addition, educational level, management policy, and training modules are factors
that affect employee productivity. As Kramar pointed out, socioeconomic devel-
opment has the unintended consequence of raising productivity at the expense of
wages. Appraisal and motivation are two value-added proportions that make this
possible. There is evidence that wages will rise in the global labor market in order
to achieve high productivity, according to Gilmore and Williams. To help new
graduates get their feet on the career ladder, HR professionals are implementing
tactics like increasing on-the-job training. As a result of such policies, local
businesses and workers benefit. From now on, the country’s economy will grow
and develop.

1.3 A Case Study of the University of Continuing Education –
Algeria

1.3.1 Presentation of the University8

The University of Continuing Education is a national university whose head office
is located in Dali Ibrahim in Algiers.

The university is distributed and located in all the states of Algeria through what
are called continuing education centers with their headquarters located in the capital
of each state and on the campus of the traditional university.

Al-Takween University was established in 1991 and was called the Second
Chance University because its objective is education and training, for people who
do not have the chance to enroll in traditional university.

This is due to several reasons, since its justifications, decisions and composition
are addressed to all segments of society, in particular workers hired, where the

8Ounis Abdelmadjid, Virtual Universities And Their Role In Promoting Higher Education And
Community Service (Algeria Case Study), Economic dimensions, Volume 9, Numéro 12,019,
P128/129.
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permanent stewardship of university professors and other contractual supervisors
and collaborators continued.

To borrow university, Phd and Master degrees as for the majors in which the
university supervises teaching and training, these are:

A-1 The majors taught in the person and after official working hours, that is to
say after five evenings and Saturday, such as the branches of the arts, natural
sciences, and economic studies, which are known as the branches of the year
and are preparatory school for students who have not obtained a baccalaureate,
i.e., they will accept to take an exam entry for the first academic year, to the
University of Training and Continuing Education, and join one of the following
majors:

1 legal branches; 2 economic and travel sciences branches; 3 branches in foreign
languages; 4 branches in science.

A-2 Specializes in distance education: for example, Business law; international
economic relations law.

Students are required to attend on Saturdays, to attend gatherings led by teachers
to explain the extent of the lesson and to respond to questions and requests from
students. In addition to this, the University undertakes training to continue the
education and training task after official working hours, i.e., after five in the evening
and during the second day of the weekend, which is Saturday.

B- How to submit courses to the University of Continuing Education:

In terms of education, the university depends on:

The first type is represented by the presentation of attendance courses at the steps and
halls, as is the case in conventional universities, but after hours of departments,
so workers can join the steps and the rooms.

The second type is represented by distance education and training, where educa-
tional support is provided in the form of publications, CDs, which students can
see before meeting teachers, after which students and teachers meet on the second
day of the weekend, i.e., Saturday, to enrich the lesson and to explain and discuss
it.

Students and teachers are assigned to study units.

The third type is known as on-demand training, and dojo for workers and employees
of companies and institutions of economic and administrative, public or private,
and this is done by submitting a training request to the Virtual Universities
Unit and a support role for higher education and community service (case study
Algeria).

Among the units responsible for establishing the constitution and controlling
administrative and procurement techniques, as well as image-based techniques in
general, such as budget, accounting, personnel management, and automated media.

C- Distance learning at university:
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Distance education is one of the main functions of the University for Training
and Continuing Education, as it supervises staff a Bert Management administrator
of the director of distance education in the central administration or centrality to
direct the training university communication, in coordination with the heads of the
distance education departments at the training center level.

Administrative staff, in coordination with the teachers, undertake the task of
fixing lessons, in the form of publications, CDs, to be distributed to students
and teachers of continuing education centers by distance education departments,
visualize and revise them, then meet at weekends with teachers and students to
discuss and enrich the lessons.

1.3.2 E-Learning and Virtual University in Algeria9

After gaining independence, Algeria faced challenges on several levels: economic,
political, and according to that, education had to be given the importance it deserved,
and Algeria worked to build educational institutions and the free adoption of
educational democracy, but the objectives are great and the possibilities are limited.
Therefore, this is where the idea came from to create a center that works to
generalize education by correspondence and that is aimed at all those who wish it.
The National Center for Education was created and completed by correspondence
in 1969. Among the most important concepts related to online learning we find:

– The concept of distance learning.
– Direct learning, open learning.

Learning via the Internet involves using simultaneous or recorded lessons, video
techniques (image and sound), electronic display techniques (video conferences
broadcast via the Internet).

Through the results of some research and studies in this context, it has been
found that the teachers are sufficiently familiar with the concept of e-learning. They
also have a good knowledge of the most important concepts, making it possible
to say that the theoretical knowledge of this modern technology is not a problem
for teachers, because they are either familiar with what is published about them
in scientific journals and books, or because they use these techniques in additional
research.

The application of online learning at university differs from one university to
another and from one department to another. In addition, it is increasingly used in
scientific and technical disciplines, specifically in scientific and applied disciplines
more than in theoretical scientific disciplines, and less so in literary disciplines.

Moreover, its use in general is average, because the presentation techniques
such as the technique of “data of data,” the presentation of information, and the

9Saidani Salami, Noureddine Dahmar, Sawsen Seki, Algerian experience in the field of e-learning
and virtual universities – a critical study, http://virtuelcampus.univ-msila.dz/facshs/wp,p11/12
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preparation of conferences in the form of PowerPoint, have evolved in a remarkable
way, but the availability of courses and their availability on the Internet is still
somewhat modest. For example, some teachers resort to the presenting their courses
on their own blog instead of the location of the university because of its weakness
and its lack of modernization.

In higher education, the national distance education project has been launched,
with the aim of overcoming the shortcomings of supervision on the one hand,
but also to improve the quality of the training, in line with the quality guarantee
requirements, according to sources revealed by the University of Oran, which
launched this project as part of the integration of new training and education
methods. It aims to achieve objectives divided into three phases, namely:

The first step:10

It is advanced by the use of technologies, such as video conferencing, to absorb
the growing number of learners, while improving the level of education and training,
and this will be in the short term.

The second step:

In this step, modern educational technologies are adopted, in particular WAP, and
this means online or e-learning, in order to achieve quality assurance in the medium
term.

The third step:

This is the integration stage, during which the distance education system is
approved and published through “distance” education by the Knowledge Channel,
the scope and benefits of which are extend far beyond the academic field, targeting
a large audience of learners who wish to deepen their knowledge and others who
need specialized information, even hospitalized and recovered patients, and other
segments of society who want more knowledge.

Distance education is currently based on a network platform for video confer-
ences and e-learning distributed in the majority of higher education establishments,
and access to this network is possible via the National Research Network, ARN.
Thirteen higher education establishments will be a transmission and reception site
at the same time, while 64 other establishments will be a host site, which will cover
the distance learning projects of the 77 higher education establishments spread over
the national territory, including universities, university centers and colleges, while
the scientific and technical research center will be the focal point of the project.

In addition, the video lectures will be broadcasted from the universities of Ben
Youssef Ibn Khedda and Houari Boumediene in Algiers, Saad Dahlab and Baji
Mokhtar in Annaba, and Kasdi Merbah Ouargla, and Abdel Rahman Mira in Bejaia
and Hadj Lakhdar from Batna and Mentouri in Constantine and Farhat Abbas Setif,
as well as the universities of Essenya, Oran and Abu Bakr Belkaid from Tlemcen,

10Ibd.
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next to the Center for the Development of Advanced Technologies and the Research
Center for Scientific and Technical Media.

1.3.3 The Case of the University of Oran1 Ahmed Ben Bella in the
Development of E-Learning (Table 1)

Table 1 E-learning at the University of Oran1 Ahmed Ben Bella

Number of teachers who participated in the training sessions: approximately 430
Number of platform users via the Moodle Mobile application: 3216
Number of PhD students’ email accounts: 723
Number of teacher/researcher email accounts; university staff; laboratories; structures and

services; researchers (Domaine univ-oran1.Dz): 1361

Source: https://elearn.univ-oran1.dz/mod/
Modified on: Saturday August 7, 2021, 20:50

2 Conclusion

Our study has shown that e-learning is an effective investment of human capital
and works to increase its capacities and skills and increase its productivity, and
to improve knowledge and the social domain, through educational establishments.
The virtual university is a basic pillar in this, providing lessons and knowledge and
conferences that aim to open up the socio-economic and cultural environment, to
increase awareness to keep abreast of developments, changes and events going on
in the world, which leads to an increase in employment opportunities and income
and the improvement of people’s quality of life and health conditions, which is one
of the most important aspects of achieving sustainable development.

Recommendations and Suggestions
– Build a solid technological base.
– Communication network development.
– Effective orientation of open universities.
– Rely on real talent to build an effective knowledge base.
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Web Analytics and Social Media
Monitoring

Soraya Sedkaoui, Rafika Benaichouba, and Khalida Mohammed Belkebir

Abstract The widespread use of social networks has resulted in an exponential
increase in data and content that can be used to generate insights and valuable
information. However, dealing with such data is considered difficult and necessi-
tates appropriate tools. This chapter describes current web monitoring techniques,
emphasizing how these tools handle social networks’ data, intending to develop a
culture for web analytic tools in Algeria. The study looks at different specialized
tools for analyzing social networks activity that have a lot of potential for public
relations monitoring and basic and applied research.

Keywords Web analytics · Social networks · Text analysis · Data

1 Introduction

The growth of information and communications technologies (ICT), mainly the
development and spread of social networks and mobile devices such as smartphones
and tablets, contributes to an increase in the amount of data and structured and
unstructured multimedia content of people and organizations (Sedkaoui 2018).
Social networks connect users to create specific interest groups, and others need
to know more information about them and their profiles.

The internet directly modified access to information, reconsidered the notions of
space and time, and made possible new business models, which generated ongoing
debates on associated problems. The generic term “social networks” consists of a
new public space that enables new ways of relating. In particular, social networks
have changed the way organizations and people interact. The introduction of social
networks resulted in significant changes and transformations in business activities,
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particularly in the production and exchange of information and content by users,
which has gained popularity among activities.

In the digital world, users simultaneously participate in networks, share in-
formation recommendations, and seek advice from peers and strangers. Users
create, initiate, exchange, and use facts, opinions, evaluations, impressions, feelings,
rumors, and experiences concerning products, brands, services, and problems. The
profiles of organizations in different social networks proliferated, especially in
recent years, seeking to follow the path of users’ attention.

There are currently many tools available for monitoring user activity on social
networks. Some are simple tools, while others are more complex. They both can be
free and involve a significant investment. Some are extremely simple to use, while
others necessitate extensive installation and implementation assistance. Several
studies recognized web analytics as a valuable tool for monitoring social networks.

Web monitoring techniques are reflected in most of the bibliography surveyed as
the promise that will revolutionize the way business is done on the web (Kaushik and
Sukhwal 2010), and therefore they are mostly related to web business companies.
Globally, these tools combine a qualitative and quantitative approach to developing
insights and meaningful information for strategic decision-making.

The effort of service providers or tool providers in training their clients and
producing self-learning material about what to expect on social networks demon-
strates the embryonic state of companies in social networks and, more importantly,
the evaluation of results. Web monitoring techniques seek to answer fundamental
questions about the website visitors to which they have access: What exactly did
they do? How did they do it? What motivated them to act in this manner? These
questions are, to varying degrees, measurable using web analytics tools.

The overarching goal of this research is to investigate the expectations of a
select universe of organizations regarding social networks, what tools they use to
record and evaluate their activity in this new space, and how they incorporate that
information into their businesses. What goals do businesses set for their social media
presence, how do they intend to achieve them, and how much do the tools they
use assist them in obtaining valuable information about the results obtained? What
features do the most popular monitoring tools on the market provide?

The purpose also consists in exploring the situation in Algeria and inquiries
about the goals and forms that these take when translated into communication and
marketing operations on social networks, the criteria for selecting a monitoring
tool, and the evaluation of the results of the activities carried out, as well as the
effectiveness of the instrument used.

The rest of this chapter is organized as follows: Sect. 1 describes the chronology
and the evolution of social networks. In Sect. 2, the necessary foundations for
analyzing social network data will be mentioned. Section 3 explains the importance
of analyzing data generated by social networks. Section 4 details and compares
the main online tools usually used. Section 5 presents aspects that distinguish the
perspective of social networks by identifying some challenges related to users’
data security and privacy. By indicating conclusions and considering the growth
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in the development of social network analysis, thanks to the advancement of new
technologies, future lines of research will be described in Sect. 6.

2 The Evolution of Social Network Analysis

Social networks are digital tools that support communication and interaction
between users. These digital tools, such as wikis, blogs, and microblogging, among
others, facilitate the creation and exchange of content and allow communication
from many to many. Currently, social networks are used by many people around the
world. Among the most popular social networks, we can mention Facebook, Twitter,
and LinkedIn, which encourage their users to create a list of friends, followers, and
contacts to generate indirect connections.

Mentioning the history of social networks is difficult because their origins are
diffuse, and their evolution has occurred rapidly. Table 1 will list the most significant
events in social networks chronologically.

A social network is defined as an organization or structure formed by the
interactions of various actors (people, institutions, organizations, societies, etc.) that
must possess or be linked to certain particularities or common features in order to
interact with each other. Throughout history, the structure of social networks has
evolved, acquiring new paradigms and typologies. Currently, the networks that have
emerged due to new technologies, such as the internet and social interaction, and
which are the focus of research stand out.

With the generation of Web 2.0, approximately in 2004, there is an explosion
in the field of social networks where the themes and content cover all areas and

Table 1 Social networks’ chronology

Year Description

1971 Sent of the first email between two computers
1978 Ward Christensen and Randy Suess create a BBS (Bulletin Board Systems) to notify,

publish, and share information with their friends
1994 GeoCities is launched, allowing people to develop their own websites
1997 AOL instant messenger is launched which allows users to chat; in addition, blogging

began, and Google was launched
1998 Friends reunited was born; it is a social network in the United Kingdom very similar

to Classmates
2000 It reaches the figure of 70 million connected computers
2003 LinkedIn, MySpace, and Facebook were born
2006 The microblogging social network Twitter was launched
2010 Facebook has 550 million users. Twitter registers 65 million tweets daily
2012 Facebook has more than 800 million users, and Twitter has 200 million

Source : Authors’ elaboration



182 S. Sedkaoui et al.

where new ways of establishing and maintaining social relationships are generated
(Sedkaoui 2018).

When people talk about social networks, they refer mainly to platforms that
facilitate fluid and instantaneous communication spaces between peers. In this
sense, Facebook, Twitter, Instagram, and LinkedIn, among others, made possible the
creation and development of online communities where people can share as much
personal information as they wish, opinions, concerns, and suggestions (Sedkaoui
and Khelfaoui 2020).

One of the phenomena paid for by these platforms is the enormous amount of
data that can be easily created, edited, and shared. What was once hierarchical and
restrictive is now symmetrical and collaborative. The reproduction conditions of
content have changed and are now multidirectional, multipolar, and synchronous.

For this work, we can distinguish three stages in the evolution of network theory:

– 1930–1970: During this period, the search for new methods and techniques to
measure and quantify social relations in various social groups gradually led to a
convergence between the followers of the anthropological structural-functionalist
school and the mathematicians who developed the graph theory, thus laying the
foundations for the theoretical, methodological, and technical bases of social
network analysis.

– 1970–1980: During this decade, there was a break with the aforementioned
schools due to two fundamental innovations: (i) the introduction of the concept
of structural equivalence and (ii) the introduction of multidimensional scaling
and block modeling techniques. This gave rise to the concept of structural
equivalence, which allowed incorporating isolated nodes (individuals), until then
not considered in the analysis, and simultaneously analyzing the nodes and
their connections. With this accumulation of principles, theoretical concepts,
methodologies, and techniques of its own, network analysis seemed to have come
of age.

– From 1980 to nowadays: From 1980, the analysis of social networks has
progressed enormously, in both its theoretical-conceptual and methodological
and technical aspects, with the support of computational tools (Sedkaoui and
Gottinger 2017). The analysis of social networks offers vast possibilities by com-
bining traditional data collection techniques (questionnaires, in-depth interviews,
observation, and document records) with more modern techniques, whose use has
been greatly facilitated with the development of computer programs.

Technological tools have strengthened the development by merging the ideas
and opinions offered on social networks, taking advantage of their great potential to
obtain data and carry out surveillance tasks.

Forming market-oriented capabilities of emerging technologies such as artificial
intelligence, data analytics, and machine learning is necessary for the search for
improvement, productivity, and competitiveness in different economic sectors and
to provide an opportunity that allows market knowledge to improve and encourage
companies to generate new and outstanding experiences with their clients.
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With the appearance of the social networks Facebook and Twitter, the users’
dissatisfaction with the services began to be visible, and the value attributed to
a message in the companies’ accounts began to have relevance in society. This
constitutes pressure for companies since they must have qualified personnel and
a strategy to interact with customers on this social network.

The introduction of new technologies and the rapid emergence of different
interdisciplinary fields of activity present new challenges for organizations. Global-
ization has led companies to search for tools that allow them to stay ahead of the
events that may arise, which means staying in a world market where the strongest
competitors survive.

3 The Role of Analytical Tools

Social media analytics is collecting, analyzing, and tracking social data. The analy-
sis of social networks is the mapping and measurement of the relationships and flows
between people, groups, organizations, or teams being necessary for the decision-
making processes (Wasserman and Faust 1994; Sedkaoui 2018). Conducting a social
media analysis allows focusing time, efforts, and budgeting more effectively.

There is no doubt that to know what is happening in the social fabric, it is
necessary to have advanced tracking instruments to carry out diagnoses and monitor
actions in social networks. The approach from an observational methodology is
fundamental since what happens in the interactive social environment is collected.

Monitoring social networks and the metrics of marketing actions on these plat-
forms is receiving increasing attention from academic researchers and professionals
who must position a linked product or service.

Monitoring social networks data refers to the discovery of knowledge in text
documents to find important tracking patterns about the customer and, in this
way, satisfy the requirements associated with the acquisition of a good or service
(Kamruzzaman et al. 2010). Therefore, using the information and knowledge
generated through the analysis of large amounts of data is an opportunity to obtain
benefits and generate value. In the literature, it consists of the following steps
(Table 2).

To analyze text, it is essential to use techniques (see Fig. 1) such as natural lan-
guage processing (NLP), machine learning, and knowledge management (Andrews
and Fox 2007), which are executed through different steps in processes of extraction,
grouping, association, summaries, or visualization (Sukanya and Biruntha 2012;
Sedkaoui 2018).

The type of learning classifies advanced techniques, supervised and unsupervised
(Halibas et al. 2018; Sedkaoui and Khelfaoui 2020), such as decision trees, Bayesian
algorithms, genetic algorithms, neural networks, or support vector machines (SVM)
to handle documents whose data structure is complex (Shukri et al. 2015). These
techniques can be presented in Fig. 1.

The main methods used to analyze social networks data are:
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Table 2 Steps to discover knowledge in text

Author(s) Step 1 Step 2 Step 3 Step 4

Kim et al. (2017) Data collection Natural language
processing

Text analysis Visualization

Halibas et al.
(2018)

Data extraction Information
preprocessing

Application of
algorithms

Sukanya and
Biruntha (2012)

Text
preprocessing

Text mining Text analysis

Shukri et al.
(2015)

Data collection Data
preprocessing

Application of
machine
learning models

Source: Authors’ elaboration

Machine Learning

Supervised Unsupervised

Classification

SVM

NaïveBayes

Discriminant Analysis

Decision trees

Regression 

Linear regression

Neural Networks
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Fig. 1 Supervised and unsupervised learning techniques. (Source: Authors’ elaboration)

3.1 Text Mining

The importance of text mining stems from the need to extract information from
unstructured documents automatically (Sedkaoui 2018; Halibas et al. 2018). The
concept of text mining emerged at the end of the 1990s when the interest in
investigating this topic began to be highlighted and considered as one of the
main methods to extract and discover relevant information from unstructured text
documents. As time went by, digital documentary information grew (Kim et al.
2017), and studying social networks became a transcendental factor for the work
of companies.

The basic concepts and the mathematical formulation of the techniques used in
text mining are:

Matrix of terms and documents: It is a matrix that stores a set of terms in its rows and
documents in its columns. The number of times of co-occurrence of each term
is counted with these matrices. The relationship is expressed using a document-
term matrix called N of dimension [mxn], where m is the number of terms in
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the collection of documents (Bagga and Baldwin 1998), n is the total number
of documents in the matrix, and an element aij of matrix A is a representation
between the term i and the document d.

The column vectors of these matrices indicate whether the texts are similar or
not.

Term frequency (tf): It is a measure to quantify the importance of a word in a
document. Theoretically, it is the appearance of a term in a document, where
tfij is the same number of repetitions of the term ti in the document dj.

tf = ti

longitudocumentj
(1)

Inverse document frequency (idf): Presents the importance of a term i of document
j in a set of documents N, where ni is the number of documents that contain the
term i, as shown in f.

idf = log
N

ni

∀ni > 0 (2)

tf idf: The statistic tf − idf measures the weight of a term in a document taking into
account the frequency in other documents.

tf − idf = tf ∗ idf (3)

3.2 Sentiment Analysis

Sentiment analysis or opinion mining is the computational study of people’s
opinions, evaluations, attitudes, and emotions about a product, brand, organization,
company, event, or person (Liu and Zhang 2012). It is one of the research areas
with the greatest participation in natural language processing and is widely studied
in web and text mining. Sentiment analysis provides companies with a means to
estimate the degree of acceptance of a product or service and determine strategies
that allow them to improve the perception of their quality.

The sentiment found in the comments or criticisms provides information that
is valuable for the development of activities such as monitoring social networks,
brands, the voice of the customer, customer service, trend detection, and research
of markets that belong to the daily operation of an organization (Miner et al. 2012).
The importance of sentiment analysis coincides with the growth of social networks
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on the web; individuals and organizations use public opinions as to the main means
of decision-making (Liu and Zhang 2012). Sentiment analysis systems are being
applied in different sectors and social domains because opinions are central to
human activities and are key influencers of behaviors at the social level.

Poeczea et al. (2018) developed a sentiment analysis study on the comments
made on social networks by the followers of a group of gamers, who shared through
Facebook the videos published on their YouTube accounts about the theme of
videogames and their experience in them. The classification of feelings was carried
out using the supervised learning method K-NN (K nearest neighbor). The study
determined consistency between the results obtained through sentiment analysis and
the metrics used by Facebook.

Struweg (2020), based on user perception, has modeled the South African
national health office based on Twitter users and their interactions in Twitter. Broek-
Altenburg and Broek-Altenburg and Atherly (2019) have identified consumers’
feelings about health insurance by analyzing Twitter, using sentiment analysis in
visualization form. Duwairi et al. (2014) analyzed comments or tweets as positive,
negative, or neutral feelings in Jordan.

These techniques have been used to examine, for example, public policy opinions
or international news items. They have also been used in marketing to assess
users’ perceptions and opinions of products and services (Lin and Geertman 2019;
Sedkaoui 2018).

3.3 Visual Analytics

The global vision of conducting visual analytics is to turn information overload into
an opportunity for organizations to process data and information transparently in an
analytical process. Visual analytics is a consequence of scientific and informational
visualization fields that include technologies from other fields, including knowledge
management, statistical analysis, cognitive science, and decision science, among
others (Wong and Thomas 2004; Sedkaoui 2018).

4 Online Social Network Analysis Tools

Due to space limitations, various monitoring tools will be analyzed in order to
adjust the qualities of each one. Some tools can monitor conversations across the
network on a specific topic, brand, or person, and others focus on analyzing certain
applications simultaneously.

For this, a specific search was carried out as an example, such as the “Covid-19”
due to its spread since 2020. Faced with this situation, some tools will be analyzed,
mainly:



Web Analytics and Social Media Monitoring 187

4.1 Google Trends and Google Insights

This application provides information on the relevance of search terms on the inter-
net without specifically indicating the social content, allowing viewing graphically
the evolution of searches in a certain period and analyzing social behaviors or
possible seasonality, among other information. In the upper part of the graph shown,
the search variables appear over time, and in the lower graph, the news published
about Covid-19. The vertical axis represents the frequency with which the term has
been searched globally (Fig. 2).

The second tool, Google Insights, has a great similarity in idea and functionality
to Google Trends, but it offers more data on keywords and specifies the geolocation
of crawls. It is possible to compare search volume patterns in some geographical
regions, time intervals, categories, and properties, analyzing which areas are most
interested in the term examined. Graphically, the result limited to 2020 is accessed
and represents the frequency with which the term has been searched in different
Algerian regions (Fig. 3).

Google interfaces are straightforward, manageable, and reliable as they belong
to the Google laboratory, providing beneficial information.

Countless tools work on Twitter to manage the account, manage followers, know
what is being talked about, follow hashtags, calculate influence, manage events, etc.
Among them are Klout, Twendz, Twitter Sentiment, TwitterCounter, etc.

The tool’s accuracy and limitation currently depend on the Twitter search API.
One of its restrictions is that it will mostly go back to the last 1500 tweets or 30 days
passed for each keyword.
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Fig. 2 The evolution of the term “Covid-19” in Algeria since 2020. (Source: Google Trends)

Fig. 3 Distribution by region of the volume of searches for the term “Covid-19”. (Source: Google
Insights)
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The search area allows to enter the desired parameters and contrast up to four
keywords or hashtags simultaneously, which is very useful for benchmarking. It is
also possible to control the number of searches made and represented, the language,
and the location, and it is possible to access different graphics through the random
function.

4.2 Twitter Analytics and Facebook Insights

On the one hand, Twitter Analytics consists of analyzing the behavior of followers,
the statistics of publications, influence within the social network, etc. This tool gives
statistics that tweets have such as followers, the profile visits, etc. Being internal to
the social network, this tool only statistically measures the data of its own social
network. On the other hand, the main function that Facebook Insights give is to
collect all possible statistical information about what happens around pages on the
social network Facebook. For this, a page through the user profile must be created.

Although the objectives that each one has are somewhat different in some of
the cases, the most complete is Facebook Insights. This tool provides the most
information according to the objective set as a measurement tool. It is true that
Twitter Analytics has a similar objective and like Facebook it displays a lot of
data. However, it does not offer as many possibilities. For example, a business that
Facebook has, so they are multiplied by turn the data that has a social network to the
detriment of the other. It is right that both show the data related to social networks
with the greatest accuracy and clairvoyance possible.

We can also find Social Mention, which is a totally free search engine, with
content generated by the user in blogs, microblogs, forums, images, videos, news,
comments, events, and the possibility of searching all at once. Social Mention is in
charge of the influence, not of the users, but of the search terms that can be carried
out in its tool.

Similarly, Klout, for its part, focuses on making a definition through its calcula-
tions of the influence that the user has on the social networks to which they associate
their profile in the tool. This definition is made through the Klout index, and it
would show how influential someone is toward his followers, profile, etc. Table 3
summarizes these clarifications in a more suitable way.

5 What Aspects Distinguish the Perspective of Social
Networks?

The distinctive feature of social network analysis focuses on the relationships
between social entities and the patterns and implications of these relationships
(Wasserman and Faust 1994). Instead of analyzing the behaviors of individuals,
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Table 3 Comparison between Twitter Analytics, Facebook Insights, Klout, and Social Mention

Functions Facebook Insights Twitter Analytics Socialmention Klout

Scope of publications + + + +
Interactions (likes, comments) + + + +
Export account data + + + −
Nbr of mentions + + + −
Nbr of publications + + − −
Nbr of followers + + − −
Visits to profile + + − −
Videos + + − −
Trends + − + −
Paid version + + − −
Types of followers − − − +
Schedule posts + − − +
Creation of events + − − −
Private message statistics + − − −
Recommendations to other + − − −
Impact on social media − − − +
Nbr of hashtags in publications − − + −

Source: Authors’ elaboration
(+), allowed; (−), not allowed

attitudes, and beliefs, the analysis of social networks must focus its attention on
social entities or actors’ interactions and how these interactions affect the structure
and content of the companies.

In the analysis of social networks, the most important is not so much the
descriptive or attributive data of the social actors, but above all the relational data,
that is, the relationships that are established between the different actors that are part
of a social structure.

According to Kadushin (2013), there are two fundamental principles of social
networks:

Propinquity: consists of being in the same place at the same time.
Hemophilia: if two people share the same characteristics, there is a high

probability that they will connect. The opposite is also true; if two people are
connected, there is a greater probability that they share common characteristics or
attributes.

These principles allow understanding how the relationships between actors
(individual and collective) within a given network are structured, depending on the
position they occupy and the role they play.

Both confidentiality and privacy have great importance in social networks since
disclosure and the misuse of personal information can cause damage to the lives of
the people involved. However, handling social network analysis’s potential means
dealing with some challenges. Privacy in the context of social networks has several
categories (Sedkaoui and Gottinger 2017; Zhang et al. 2010):
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– User identity anonymity: the protection of a user’s identity and changes of
identity in different types of social networks can vary. There is no user identity
anonymity as many Facebook applications depend on connecting to their profile
and their public identities.

– Privacy of the user’s personal space: the visibility of the user profile can vary
from one social network to another; MySpace allows users to choose whether
their profile is public or only for friends; Facebook instead allows users of a
subnet to see the profile unless the owner has restricted this access.

– Communication privacy: in addition to the personal data that a user can disclose
in the digital space, the user can also disclose personal information. In this data,
there may be connection time, longitude, latitude, and IP address.

– Authentication and data integrity: it is mentioned that most social networks
support their pre-existing social relationships with real life (Boyd 2007). This
data stored in the social network can be modeled with a social graph.

The tragedy of the Covid-19 pandemic has reshaped how we move forward in
our daily lives. Our dependence on the internet grew exponentially in 2020 with
the home office, virtual classes, and online concerts, meetings, and parties. The
use of technology has been deeply integrated into consumers’ daily lives, from
communication to daily tasks. The growing connectivity of people and the internet
of things have brought a new perspective on the protection of personal data in the
world.

6 Conclusion

The most valuable feature of a tool for analyzing and monitoring social networks
is that it is free and virtual, allowing it to work in the most challenging areas with
problems of a geographical or ideological sector, combining the communication
system with social motivation. Social networks are more than a meeting point,
requiring the use of different virtual applications capable of coordinating and
manifesting the behavior of people and brands, transforming the results into an
intelligent component.

In Algeria, many businesses are increasingly engaging in social networks, but
their goals are not always clear, and neither the indicators nor the monitoring devices
are relevant. For Algerian businesses, the analysis of social networks presents
theoretical, methodological, and technical alternatives, which can open up new
social research possibilities.

Furthermore, it should be noted that clients respond actively to the events that
Algerian companies publish regularly. It is observed that customers come to this
social network to comment on their experiences and level of satisfaction with the
services or products offered by these companies, demanding improvements in the
technical and functional care processes.
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The possibility of graphing social structures and measuring their properties from
sophisticated software programs of many of these tools allows understandably
and succinctly to access the results of communication, collaboration, transaction,
valuation, or any other relationship developed through face-to-face or virtual means.
Great activity and participation in the networks have been observed, highlighting
some opinion leaders and that is where the analysis of social networks selects and
filters the information to distinguish knowledge.

The development of social analysis networks allowed acquiring knowledge
and tools that can be applied in any industry and context of interest. Obtaining
these skills will allow the industrial engineer to improve company processes using
traditional tools, and by using data science techniques, it will allow positive
innovation in the work of the Algerian organizations and, thus, improve their
competitiveness.

To use the new tools available in the technology market, it is necessary to use
cloud service platforms to manage and store the data obtained. Building a visual
analytics application would allow automating the interaction between the generated
data and the business, thus facilitating decision-making.
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COVID-19-Related Information
Classification: A Case Study Based
on Algerian Online Discussion

Benfredj Rima, Bouziane Abderraouf, and Nouioua Farid

Abstract During a crisis, the public trends of information consumption and
sharing on online social networks (OSN) have changed. Users used various OSN
platforms to understand the situation, acquire needed information, and exchange
their behaviors and opinions about emergencies. Research demonstrated that filling
the need of information is useful, but it is more useful identifying the key features
that can predict the propagation of this information. Some studies analyze the
circulation of information during a health emergency like COVID-19. Only a few
of them target to show COVID-19 information types. Thus, this study aims to shed
new light on the information that circulated on OSN on the COVID-19 pandemic;
first, this chapter discusses the spread of information in general on social networks,
and then it theoretically studies the comments on social networks on the COVID-19
in order to classify them into three different types or categories. For this, we have
chosen the Algerian society, on the basis of their online discussions concerning
the COVID-19 pandemic. Identifying OSN information types and understanding
how it is being propagated are very beneficial to improve appropriate information
publishing strategies.

Keywords COVID-19 · Online social networks · Information diffusion ·
Information types

1 Introduction

In our time, the exchange of information has become one of the most important
social activities. The invention of the internet and online social networks in our
world improved this exchange and allowed information to be easily spread from
one to another through interactions between users of online social networks (Zhang
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and Yu 2020). Guille et al. (2013) define an online social network (OSN) as a
consequence of using a web service called a social networking site (SNS), which
allows the user to (i) create his or her profile in the form of a page and post messages
and (ii) thus create social relationships by explicitly connecting to other users. On
the other hand, information propagation between various users in the course of time
in a social network is called information diffusion (Singh 2019). In fact, OSNs play
an important role in the diffusion of information due to the ease of access to a very
large source that allows unlimited spread.

OSNs have been used to disseminate informations in various situations, and have
proved to be very powerful like the 2008 US presidential elections whose Twitter
had a major role (Guille et al. 2013). Another instance, the 2010 Arab Spring
(Guille et al. 2013), Collective Action and Social Movement, taking the example
of 22nd February 2019 “El Hirak” in Algeria whose social networks were the only
means used to make people’s voices heard, they allowed demonstrators to share and
disseminate their information and opinions on a large scale.

Currently, the world is facing a situation never seen before that is the emergence
of a new coronavirus (SARS-CoV-2) (Rock 2020). Coronaviruses are “a large
family of viruses which may cause illness in animals or humans. In humans,
several coronaviruses are known to cause respiratory infections. The most recently
discovered coronavirus 2 (SARS-CoV-2) causes COVID-19” (Sakib 2020). From
December 2019, China has become the country of origin of this new coronavirus,
COVID-19 has spread rapidly in China, and since then, it has infected other
countries around the world. Many models link the influence of the media on the
spread of epidemics, and there is evidence that there is a clear correlation between
the two. These studies assume that media effects slow down the rate of transmission,
thus allowing the correct identification of preventive measures, and with a causal
relationship, this helps to reduce the spread of diseases (Shanlang et al. 2020).
Other researchers explore that the media impacts increase with the number of people
infected (Sun et al. 2011; Liu et al. 2007; Cui et al. 2008). When the number of
cases increases and with a higher probability that the disease will be transmitted
quickly, the dissemination of information about this disease can reduce their spread
and create an interesting dynamic of disease transmission (Liu et al. 2007; Cui et al.
2008).

In this time of crisis, we have been able to show that social networks can be
used as an awareness and prevention tool during a pandemic where the whole
world has adopted social network platforms as reliable sources of information
about COVID-19. We notice that in the first 4 months of 2020, since the outbreak
of the COVID-19 pandemic, OSNs like Facebook, Instagram, Snapchat, Twitter,
WhatsApp, and YouTube posted and shared a lot of information and news reports
about it and have played a positive role in promoting effective strategies to urge
and help individuals cope with social and physical distancing (Hussain 2020).
Likewise, the establishment of online social groups has also proven to help people
stay connected during this pandemic.

Beyond being a research tool, online social networks alongside other media
platforms can be used robustly and as a reliable source for COVID-19, of which
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Facebook has been the most used social network (Olum and Bongomin 2020).
Twitter has also proven its worth to positively impact COVID-19 in terms of
information sharing, encouraging social distancing, and helping people to face
emotional changes (Thelwall and Thelwall 2020).

Abd-Alrazaq et al. (2020) aimed to identify the main topics posted by Twitter
users related to the COVID-19 pandemic. They collected coronavirus-related tweets
between February 2, 2020, and March 15, 2020, using a set of predefined search
terms (“corona,” “2019-nCov,” and “COVID-19”), which are the most widely used
scientific and news media terms relating to the novel coronavirus. They obtained
167,073 English tweets with coronavirus-related terms, after analyzing these tweets;
they identified 12 topics and grouped them into 4 themes: the origin of COVID-19,
the source of a novel coronavirus, the impact of COVID-19 on people and countries,
and the methods for decreasing the spread of COVID-19.

During a health emergency like the COVID-19 pandemic, social media users
accessed different platforms to gain needed information and exchange their opinions
at unprecedented scale (Li et al. 2020). This could highlight that user trends in
information consumption and sharing on social media will be able changed (Pulido
et al. 2020).

There are relatively different studies on COVID-19-related information, and only
a few of them classified COVID-19-related information into different categories.
In order to do these studies, researchers used various social network data, such
as Twitter, and based on different discussions around the world, no one of them
takes into consideration the Algerian context, in other words, the Algerian online
discussion. In addition, we notice that they didn’t classify the COVID-19-related
information according to the meaning of the information and that’s what made the
terms used in their classifications so closer to each other; also, they didn’t make
a classification per subject, i.e., according to the purpose and the objective of this
information.

To fill these research gaps, we focused on Algerian online publication and
followed the posts and comments posted by different Algerian accounts in order
to deal with this pandemic. In this work, we aim to categorize COVID-19-related
information into three categories; Firstly, if the information that circulates in an
online social network during a pandemic and its content intended to provide news
in the medical and health sense, it is classified into a category called “Medical
Information”; besides, this category collects all information that have a medical
relationship and provide a self-protection, for example, news of the evolution of
the pandemic, awareness and prevention measures, and also all medical services
provided during this epidemic. Secondly, we put the “Notification and Donations”
category. This category includes preventive measures taken by the state and the
different kinds of offers of help proposed since the outbreak of the pandemic. Lastly,
we have “Rumors and Counter-Rumors” category; during the spread of an epidemic,
there is a high probability that many rumors will invade social media, and, in some
cases, we find that the concerned authorities refute these rumors, so-called counter-
rumors.
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Filling information needed during sudden epidemics such as COVID-19 is
critical. But the most important and useful of that is identifying the key features
that can predict the propagation scale of this information (Abd-Alrazaq et al. 2020).
Identifying information types and predicting its propagation and adoption are useful
at the same time for the public and for the authorities. It would benefit the concerned
authorities to sense the mood of the public to ensure the publish of different types
of information since the crisis outbreak, based on the needs of the public; it would
then help them come up with proper emergency response strategies. As the result,
it allows them to fill information gaps between the authority and public to solve the
problem of information need (Yan and Pedraza-Martinez 2019).

2 Related Works

When a disease spreads among people, online social network is shaken by a lot of
information about the disease, which spreads immediately. The information helps in
understanding the situation during emergencies, and it is useful for both the public
and authorities to guide their responses (Li et al. 2020). Research has proven that
information improves the public’s awareness of the virus (Shanlang et al. 2020).

However, different researchers studied COVID-19-related information, and only
a few of them have categorized it into different categories. L. Shanlang et al.
(2020), in order to find the correlation between information diffusion and the spread
of COVID-19, divided the information into two categories. One is information
on COVID-19 that the public wishes to know. The other is the self-protection
information during the epidemic search by the public in order to protect themselves
from the virus. Moreover, L. Li et al. (2020) categorized seven types of COVID-19-
related information: (1) caution and advice; (2) notifications and measures taken;
(3) donations of money, goods, or services; (4) emotional support; (5) help seeking;
(6) doubt casting and criticizing; and (7) counter-rumor.

We have noticed through these categorizations that the meaning of these concepts
is closer to each other, and from here, we have found an idea to make a categoriza-
tion according to subject, i.e., classify the information propped and published on the
social media since this emergence is related to the COVID-19 pandemic according
to their senses and specifically according to their objectives.

3 COVID-19-Related Information Classification

On February 17, 2020, an Italian man arrived in Algeria; and a week later, Algeria
confirmed its first case of COVID-19 (Boukhatem 2020). This news came down
like a shock to the hearts of many Algerians and caused panic among the Algerian
society. This pandemic began to spread and penetrate among Algerian people. As
no cure has been found for this deadly pandemic at that time, the relevant authorities
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need to provide a number of measures and precautions to reduce the spread of the
pandemic, and OSN was their first destination to disclose their instructions.

During a crisis, various types of information are posted at an enormous volume
and rapid rates. These different types of information have a different benefit which
helps the concerned authorities or individuals acquire a high-level understanding of
the emergency situation (Abd-Alrazaq et al. 2020).

In this work, we rely on Algerian online discussions in order to classify COVID-
19-related information in general in three different categories. Firstly, we have the
Medical Information category. As we mentioned earlier, health organizations have
no other choice other than educating people about the need to be careful. For this,
and to ensure the dissemination of a gigantic mass of precautions, medical teams
have used social networks as a means of communication and sharing a list of
advices such as staying at home, social distancing, frequent handwashing, wearing
masks, etc. in order to raise awareness and protect their healthcare providers.
Many Algerian medical teams set up online applications, pages, and also groups
which have various names such as “Coronavirus COVID-19 Informations and
Sensibilisation DZ” with 589 K members, “Algerian Doctors,” and “COVID-19
(SARS CoV2) Algérie DZ” only for information purposes to help smooth the care of
people by the emergency services during the pandemic of COVID-19. In addition,
there are worldwide tools which are provided free of charge, taking the example
of MaladieCoronavirus.fr, a website set up by the Pasteur Institute to self-test with
coronavirus; this site is also made available to all citizens to inform, guide, and
advise them how to protect themselves and others on a daily basis.

Sharing this type of information allows the authorities to explain the face of
the virus and ensure a wide diffusion of information. On the other hand, sharing
this type of information helps people to gain a lot of medical information to
protect themselves from the virus. The hashtag option has a significant effect on
the diffusion of medical information; it makes its propagation faster, deeper, and
more widely spread. The best proof of that the Algerian hashtags for example
‘�� �� !� ��"
#’ it means stay at home, which make the buzz and invaded
Facebook pages, also ‘�� �� !� �# #’ hashtags which lead the Algerian trend
from the virtual platform Twitter, in order to convince the citizen to not be reckless
and cynical, and protecting himself is a saving for the lives of others.

Secondly, we have Notification and Donations type. This category has two
sections: one is the Notification section, which includes all posts aimed to inform
the public about the details of the epidemic since its emergency such as the update
of the daily infected and death and recovery cases and rates. Furthermore, this
section includes a number of decisions and instructions announced by the president
himself and other relevant authorities to reduce the spread of coronavirus, including
the decision to close all educational institutions on March 12, 2020, as well as
decisions on the containment time and the wilayas concerned. These news and
information have been widely disseminated on OSN compared to other means of
communication.
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Sharing this type of information is useful for both the public and authorities
to understand the situation, to plan relief efforts accordingly, and to guide their
responses and behaviors.

The COVID-19 pandemic is like any crisis that causes human and material loss,
but what made this pandemic lighter is that it has seen many offers of help since
it begun; those aids are donations of money, goods, and services (Abd-Alrazaq et
al. 2020). The second category is divider in two section, Notification section and
Donation type, the last collect all the information which aids the public and people
who need help to know what kinds of donations are available. At this point, we
can refer to the voluntary campaigns initiated by some young Algerians to fight the
epidemic, including Khansa Khalil hashtag, a young man from Laghouat, “!� ��"

.$���%& �&
 ' ��#” His goal is to buy the needs of citizens, especially those with
chronic diseases, instead of going out. Sharing the donations informations had a
significant effect, it helps to get collective support and empathy, taking the example
of the hashtag “nous somme tous blida” ‘posts to show all their compassion and
solidarity with their brothers in Blida.

Each event has consequences, whether physical, moral, or material. From there,
we liked to combine notifications and donations information on the same category
because we observe that every decision made during this pandemic causes many
consequences and it requires the authorities and the public to take the necessary
measures so-called offers of help.

Finally, we have the last category Rumors and Counter-Rumors. The term fake
news found and distributed in online settings has been increasingly used over the last
couple of years, especially linked to the US presidential election of 2016 (Li et al.
2020). Following Y. Wang et al. (2019), false information or fake news describe any
form of falsehood, including rumors, hoaxes, myths, conspiracy theories, and other
misleading or inaccurate shared or published content. Rumor is an information that
both is false and means damage, which prospers in social media. Most often, it is
used for political targets (Alam et al. 2020). In addition, research shows that in the
OSN, rumors diffused significantly farther, faster, deeper, and more broadly than the
truth in all information categories (Vosoughi et al. 2018) and, on average, were 70%
more retweeted than veracious information (Li et al. 2020).

In this context, the spread of false information about the COVID-19 pandemic
is rapidly developing (Li et al. 2020). The industry of rumor and misinformation is
at all times a crime against societies and their harmony, but in times of crisis, as is
the case today with coronavirus, it could cause a lot of problems, because it goes
beyond the objectives of incitement, maneuver, and spread of panic and fear, and
destroy people’s immune capacity in the case of the deadly virus.

Algeria is one of the few countries that have coexisted with the popular
movement “El Hirak” for more than a year, which in turn has witnessed a huge
amount of spreading false information. With the advent of the COVID-19 virus,
political rumor promoters have changed their direction to pandemic promoters
by making a large number of rumors, including the rumor of the death of Wali
from Mascara province, while he was infected and did not die. Moreover, a
French channel belonging to the French Ministry of Foreign Affairs launched a



COVID-19-Related Information Classification: A Case Study Based. . . 199

serious statement that in Algeria, the Chinese medical aids have directed to the
military sector instead of directing it to citizens. This information was unfortunately
frequently picked up by opponents of the government, while the latter considers it
fake news, and there’s no evidence to prove it and the Algerian Foreign Ministry
was forced to summon the French ambassador to Algeria to protest. Another no less
serious information of the previous is the video disseminated on a Facebook page
“Algeria live-(#) �*�+,��,” which includes a woman claiming that quarantined
people leave the tourist complex “the Andalusians” in Oran before finishing 15 days.
The government considers it false and misleading information.

The health sector, like other sectors, has not been spared from rumors during
this health emergency, which includes rumors circulating on social media about the
COVID-19 pandemic, which sparked a wave of outrage such as “Coronavirus is
transmitted through the air” while it is transmitted by the infected through sneezing
or coughing, as well as the information that “All cases infected with this virus are
dangerous and deadly.” This information is false and misleading, as international
studies have shown that 80% of the infected are recovering spontaneously and the
mortality rate is between 2% and 3%. Among other things, there are references to
promoting fake cures, like drinking bleach and vinegar to cleanse the body of the
virus and also eating garlic and oregano to protect yourself from infection. Sharing
this type of false remedies, rumors, and conspiracy theories is intended to spread
panic, influence people’s opinions, and mislead society with false allegations.

In the case of the rumor launched by users who have a higher number of followers
or come from developed cities, inevitably, it will see a wide spread, and this
requires the concerned authority refuting this false information through counter-
rumors. The counter-rumors and rapid answers to these rumors help the public
learn the truth and reduce the confusion caused by rumors (Abd-Alrazaq et al.
2020). Further, in the case of dangerous situations like COVID-19, publishing these
types of rumors encourages the spread of panic and fear among people, and that
requires the necessary procedures. WHO and the relevant authorities, in order to
refute many COVID-19-related rumors, issued several statements which are called
“counter-rumors” that mislead all these rumors, considering them false information.

Besides, counter-rumor is crucial to help authorities direct their efforts and limit
the spread of false information that may cause panic, mistrust, and other problems
in the society. In fact, it also aids health authorities to be up-to-date on how social
media users share information and publish more posts from their official accounts
(Li et al. 2020).

4 Conclusion

With the outbreak of the COVID-19 pandemic, there are many trials on the use
of social networks to address this pandemic. Thus, it is important to recognize
the critical role of online social networks to disseminate information to a large
number of people in the same time of health emergency. Online users during this
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situation tend to understand the situation and to fill their needs of information. For
that, we noticed a wide and unlimited sharing of a huge amount of information.
The findings of this chapter indicate the necessity of classifying these various
information into different types. We have used the Algerian context to assert that the
classification that is based on the Algerian online discussion is different. In addition,
we aim to clarify that identifying these types of information and understanding
how it is being propagated are critical and help to improve information publishing
strategies especially during sudden emergency situations; Classifying information
into different type are critical and helps to improve information publishing and
understanding how it is being propogated, in the covid-19 situation, it helps learn
how to organize covid-19 related posts to ensure the publications of information and
based on the needs of the public. Also, it benefits the authorities to come up with
proper emergency response strategies. In general, it is useful for both authorities
and individuals. Moreover, this theoretical work will be beneficial for researchers or
practitioners who aim to build emergency response programs and crisis information
systems (Zhang and Yu 2020).

This chapter has some limitations that we aim to overcome in future work.
In the present work, we suggest a theoretical classification of information that
needs a data analysis, and results demonstrate this categorization. For that, firstly,
we plan to provide a framework for a deeper understanding. We will also collect
information extracted from real social networks and use other classification methods
to identify other keys that may influence the diffusion and adoption of this
information. Furthermore, we are working on information adoption and diffusion
process modeling that can help the Algerian public during such health-related
emergencies.

5 Disclaimers

This work is not intended to make any form of political or social commentary
whatsoever on the current situation of COVID-19 spread in Algerian or on the
strategies applied to face it. The analysis done is purely based on deductions made
of the data set at hand.
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User Similarity and Trust in Online
Social Networks: An Overview

Aya Zouaoui, Meriem Laifa, and Samir Akrouf

Abstract In the last 10 years, the rapid development of online social networks has
displaced traditional interpersonal relationships in favor of online communications.
When it comes to enhancing interactions and ensuring the safety of such online
communications, having a foundation of trust is critical. A user’s trustworthiness is
influenced by a variety of factors, including how similar they are to each other.
There are numerous uses for the concept of user similarity. In the context of
online trust, this chapter provides an overview of the user similarity concept. We
provide a literature classification based on well-established studies that includes
characteristics, data, and applications that researchers in this field use to measure
similarity. Finally, we look at other studies that examine the importance of trust and
similarity in social networks.

Keywords User similarity · Trust · Online social network · Literature
classification · Metrics

1 Introduction

Online social networks (OSNs) may be defined as applications or online platforms
that people can incorporate into their daily practices and express themselves, such
as Facebook, Twitter, LinkedIn, Snapchat, and Instagram. A social network is
generally represented by a set of nodes that are individuals or organizations, and the
relationships between these nodes are represented by edges. Among the advantages
of online social networks is allowing users to create profile pages, share information,
and connect with others on a variety of topics (personal, professional, etc). It also
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allows to build and develop social relationships with individuals of similar interests
around the world. Hence, people are not constrained anymore by the traditional
geographic boundaries which became an enduring part of everyday life (Dabeeru
2014).

Resulting from the persistent increase in the number of OSN users and to
the variety of their activities, a massive amount of information is generated,
creating what is known as “information overload” phenomenon (Toffler 1970). This
phenomenon makes it hard for users to make decisions and for decision-makers to
estimate users’ preferences that are essential for different applications (Tsakalakis
and Koutsaki 2018; Malhotra 1982; Jin et al. 2019). This massive information
is coming from online interactions between users. The online interactions are
connected to the important element which is trust. Trust is an important link
between individuals, members, or societies. Any relationship is built on trust, and
people need to feel physically and emotionally safe. In an online context, users
find it hard to evaluate trust in people, services, or products before making any
decision. Trusting someone does not necessarily mean sharing the same preferences
or interests with them (Ziegler and Golbeck 2007). However, trust may include
certain information about personal identity and depends on the similarity of users’
profiles for evaluation (Kalai et al. 2016). In this context, it is hard to estimate
users’ preferences and detect the similarities or the differences between users, that is
why researchers rely on users’ profiles on social networks and their behavioral data
(Bhattacharyya et al. 2011; Mohammad et al. 2012; Garmsiri and Hamzeh 2015;
Chakravarty et al. 2016).

In the following sections, we talk about some of the most works that studied the
correlation between trust concept and user similarity – according to users’ personal
information or behaviors – in online social networks. Though the description of
similarity by its definitions in different applications is adopted by many researchers
in their literature studies, they focus on metrics which are used to measure user
similarity and overview its features. In our overview, we aim to complete the
research gap in the literature of user similarity. We categorize user similarity based
on three criteria: (i) characteristics-based similarity, (ii) data-based similarity, and
(iii) applications-based similarity. Each in turn can be further classified:

Based on characteristics into three categories: social attribute, social structure, and
social activity.

Based on data: profile similarity, behavior similarity, and network similarity.
Based on application: P2P system, location prediction, link prediction, and recom-

mendation system.

In the remaining sections of this chapter, we describe the fundamentals of
similarity where we provide a definition of the user similarity concept and we
explain briefly its metrics. In Sect. 3, we present our user similarity literature
classification. We address trust and user similarity-related work in Sect. 4, and we
conclude in Sect. 5.



User Similarity and Trust in Online Social Networks: An Overview 205

2 Similarity Fundamentals

2.1 Defining User Similarity

User similarity is the resemblance between two users who have the same character-
istics, interests, or behavior. The relationship among users in online social networks
can be established in similarity indications (Maurya and Singh 2016). This last one
may be defined as when users share common attributes between each other like
common preferences or connections with the same people.

User similarity on online social networks can be perceived from two angles: a
network similarity and a profile similarity (Akcora et al. 2013; Akcora et al. 2011).
From the first angle, similarity refers to the resemblance in the graph structure
between two nodes according to their connections. It has stemmed from early
work on document classification (Akcora et al. 2011; Cover and Thomas 1991;
Deshapande and Karypis 2004). From the second angle, profile similarity is the
set of similar personal data stored in profile items of two social network users. The
different attributes which represent personal information, such as age, education, or
job, show the nature of the relationship between users.

2.2 User Similarity Metrics

In the literature, there are many user similarity metrics used to extract or compute
the similarity between users. However, our intention in this chapter is to define
the metrics that can be used to estimate how users are similar by such numeric
attribute vectors as contacts, age, etc. and such semantic information as posts, share,
or comments that can be found within the OSNs.

Cosine Similarity It is defined as the angle between both users when they are
represented in the item space. It uses two vectors that contain multiple attributes
to calculate the cosine angle. Accordingly, the cosine similarity can take on values
between −1 and + 1. If the vectors point to the exact same direction, the cosine
similarity is +1. If the vectors point to opposite directions, the cosine similarity
is −1 (Maurya and Singh 2016; Xiao 2015). Cosine similarity is used in various
applications (Lee and Tukhvatov 2018). used cosine similarity to find like-minded
people with the same interests in social networks. In neighbor-based recommender
systems, the most similar neighbors are calculated by using cosine similarity
between the two users (Bellogín and De Vries 2013).

Jaccard Similarity The Jaccard index and distance are two metrics used in
statistics to compare similarity and diversity between samples (Niwattanakul et al.
2013; Hossny and Mitchell 2019). They are named after the Swiss botanist Paul
Jaccard (Choi et al. 2009). The Jaccard similarity is the relationship between two
sample data. It returns the result of the division between numbers of attributes
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that are common between them, divided by the total number union of attributes
selected for similarity measure (Maurya and Singh 2016; Xiao 2015). In a recent
work (Verma and Aggarwal 2020), the authors showed that the Jaccard index is the
measure of the asymmetric binary similarity between two data objects with binary
attributes in data mining jargon and in a recommender system.

Pearson Similarity It is the correlation between the rating patterns between two
users. It takes into account the variety of individual user reviews. It is represented
in an item space like the cosine, but it is invariant to displacement, for example,
if the x object was moved to x + 1, the Pearson similarity would not change. The
Pearson correlation coefficient subtracts the average rating score from each rating,
thereby eliminating the individual subjective differences (Xiao 2015). It gives a
value ranging from −1 to 1; thus, it can represent a negative correlation when below
0 (Maurya and Singh 2016; Akcora et al. 2011; Bellogín and De Vries 2013).

Levenshtein Similarity The distance of Levenshtein measures the difference
between two input string attributes. It is equal to the minimum number of characters
that must be removed, inserted, or replaced to move from one string to another
(Kang 2015; Singh et al. 2015; Haldar and Mukhopadhyay 2011). Levenshtein
is suitable to use for determining the similarity between information to estimate
the similarity between users. In (Po 2020), authors showed word order similarity
between sentences using the Levenshtein distance. The paperwork suggests that
methods based on distance measures are the best in similarity-based information.

Jaro-Winkler Similarity Jaro-Winkler is a metric measuring a distance between
two sequences and calculates the similarity between characters. It is proposed in
1990 by William E. Winkler of the distance metric Jaro. The result of this metric
is a measure between 0 and 1, where 0 represents the absence of similarity and
1 the equality of the chains compared. This is particularly suited for dealing with
short strings such as names or passwords (Maurya and Singh 2016). In the identity
resolution problem in the online social network, users tend to create a profile with
multiple attributes (Yadav et al. 2019). focused on developing a novel framework
for matching and merging redundant user profiles with the Jaro-Winkler similarity
techniques on Twitter social media.

Mutual Information Mutual information is a measure of the degree of relatedness
between two variables. In online social networks, these variables represent com-
ments, tags, or conversations between users. In (Markines et al. 2009), authors
proved that mutual information can estimate social tag similarity with higher
accuracy compared to overlap, Jaccard, Dice, and cosine similarity. In (Zheng 2019)
to measure co-citation similarity, the mutual information is calculated based on
researchers’ publications and their co-citation frequencies.

Table 1 represents the formulas of each described metric.
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Table 1 Similarity metrics’ formula

Similarity metrics Formula

Cosine similarity Scos (u, v) = cos(�) = Au. Av

||Au|| || Av ||
Jaccard similarity Sj (u, v) = | u ∩ v |

| u U v |
Pearson similarity Sp (u, v) = ∑

(ui− u−) (vi− v−)√ ∑
(ui− u−) 2 √ ∑

(vi− v−) 2

Levenshtein similarity Sl (u, v) = (|u|, |v|) length of u and v.
Jaro-Winkler similarity Sj (u, v) = 0 if m=0

1 m + m + m – t

3 |u| |v| m
Mutual similarity Smi (u, v) =∑

auεAu
∑

avεAv p (au, av) log p (au; av)

p(au) p(av)

3 Similarity Literature Classification

In online social networks and different applications such as recommendations
and link prediction, researchers introduced user similarity in their searches that
addressed several similarity perspectives and research areas (Liben-Nowell and
Kleinberg 2007; Cho et al. 2011; Liu and Lee 2010; Raad et al. 2011). In our
overview, we classify the reviewed works into three main categories as shown in
Fig. 1: based on characteristics of similarity, based on the type of user data, and
based on similarity application.

3.1 Characteristics-Based Similarity

Social network platforms use varied features or characteristics of similarity to
represent a user (Xiao 2015), and they can be categorized into three classes as
follows.

3.1.1 Social Attributes

Social attributes are all the features derived from users’ basic information. They
include age, job, gender, location, education, interest, etc. All the profile information
can be explored to investigate users’ characteristics in OSNs, such as homophily
(Maurya and Singh 2016; Xiao 2015). These social attributes provide a clear
comprehension of users’ characters. For example, (Raad et al. 2011) used interests
and available profiles information to recommend new items such as home page skin,
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Fig. 1 User similarity literature classification.

background music, and virtual appliances for home page users (Backstrom et al.
2010). used a preference attribute in user profile matching to discover the biggest
possible number of profiles that refer to the same physical user. We cannot rely only
on these attributes because some OSN platforms (e.g., Facebook) limit access to
users’ profile information, while in other networks, access is possible.

3.1.2 Social Structural

In this category, features are defined on the basis of the links present in the users’
social graph. Researchers have studied these links which reflect the relationship
between users in a social network, for example, in a geographic relation when the
user can interact with others who have the same location as him (Liang and Zhang
2012; Abrol and Khan 2010), in a mutual friend relationship when users have the
same age or similar interests (Li et al. 2019), and in a follower-following relation
which directs the information flow and reflects users’ influence (Xiao 2015; Kraus
et al. 2015).
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3.1.3 Social Activity

Users’ behavior on social networks represents what users do online and covers
various social activities. These activities are varied depending on the objectives and
areas of application (Backstrom et al. 2010; Nguyen et al. 2018). For example, a user
can chat with friends, publish posts and comment on others, share information, make
new relationships, etc. These activities offer valuable information when studying the
properties of information flows in OSNs (Xiao 2015) and identifying the interests
extracted from a user based on his/her messages, comments, page visits, and scoring
(Backstrom et al. 2010).

3.2 Data-Based Similarity

Because of the variety of data used to calculate or measure user similarity, we
classify the similarity into three categories: profile similarity, behavior similarity,
and network similarity.

3.2.1 Profile Similarity

A user profile is a representation of information about an individual user such as
gender, age, contacts, and others. Profile similarity is to determine how much social
network users are similar by comparing personal information stored in the profile
items of users. Most of the research worked on profile similarity for various aims.
For example, (Dabeeru 2014) calculated the similarity score and compared between
the profiles to predict whether one person is associated with another. Authors take
as attributes hometown, friend list, gender, and city, and used the decision-making
algorithm for deciding the match, degree of closeness, and interaction level in a
social network among user profiles. The analysis-based profile similarity can help
to evaluate trust between users in OSNs (Maurya and Singh 2016). The analysis
based profile similarity can help to evaluate trust between users in OSNs, (Maurya
and Singh 2016) proposed model evaluates trust used preferred attributes among
profile attributes which are location, education, interest, and friends. They applied
all similarity metrics. Measuring profile similarity for computing the user similarity
among users in OSNs allows the use of classical metrics such as cosine similarity
and Pearson correlation coefficient. Concerning features of user similarity, social
attributes adopt more because they refer to all basic information of users.

3.2.2 Behavior Similarity

Determining the similarity between users also refers to other resources’ information.
These resources represent the activities of users within online social networks.
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Among different information, there are comments, posts, shares, likes, forwarding,
tagging, communicating, etc. (Malekmohammad and Hadi Khosravi-Farsani 2016)
estimated the similarity between users based on their behavior on the social
network Twitter. The considered behaviors are activities including posting, liking,
commenting, sharing, and joining a group. Authors in (Mohammad et al. 2012)
proposed a method that employs user similarities to extract trust values. This method
used behavior information to calculate user similarity which are posts and comments
from the social network Facebook. They have shown that they can use the behaviors
of users to estimate or predict trust in OSNs. Social activity characteristics were
used in behavior similarity.

3.2.3 Network Similarity

In this category, identifying users who are similar in online social networks is based
on the structure of social networks. The network similarity refers to the user’s
position in the network graph with the features as vertex nodes, vertex degree,
clustering coefficient, eigenvector centrality, and average shortest path length (Patel
et al. 2018). The network similarity uses structural metrics such as Jaccard and
Dice, SimRank, and Katz metric to compute the user similarity. Estimating network
similarity between a target user and stranger user, (Akcora et al. 2013) counted
the number of mutual friends between the two users, taking into account friendship
edges among the mutual friends. In (Garmsiri and Hamzeh 2015), authors calculated
user similarity by using the connection between two users on the graph and the k-
nearest neighbor method using indirect links to evaluate trust between users. They
used vertices of graph features to calculate the maximum link between trustor and
trustee, and the similarity between users is computed by weight of paths in the graph.

3.3 Applications-Based Similarity

Various applications employ the similarity between users to achieve specific goals.
One of these applications is peer-to-peer (P2P) networks. Identifying users who
have the same interests is an important task to discover the content in a P2P
social network. There are many studies benefiting from a variety of techniques
for establishing peer-to-peer relationships based on their similarity (Lu et al. 2008;
Liben-Nowell and Kleinberg 2007; Nguyen et al. 2018). Recommendation systems
are another type of application of user similarity. We can recommend services
or products to a user based on his or her personal interests that are similar to
others’ interests (Systems 2015; Qiao et al. 2017). The user similarity is also
found in the location prediction system where the location of users becomes
a kind of information essential to understanding the spatial structure of online
social networks. They also recommend new users that are similar geographically
with other users and establish a relationship with them. For example, the social
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recommender system can suggest new friends share a GPS data point with others.
As the calculation of the similarity between users of a social network, it allows to
estimate their next location and trajectory (Sarwar et al. 2013; Khan et al. 2016). In
the link prediction application, authors employed membership in interest groups as
an information to predict links for new users. They applied user similarity features
such as number of common groups and size of common groups (Abrol and Khan
2010; Phukseng and Sodsee 2017).

4 Related Work of User Similarity and Trust

Many studies on trust evaluation have been achieved by researchers by developing a
wide variety of trust and user similarity models, especially in OSN context. In order
to evaluate trust between users, (Xiao 2015) proposed a trust computing system
for simulating trust among two directly connected users on an OSN. This system
contains three trust computing components based on profile similarity, information
reliability, and social opinions. In the first one, to compute the similarity, 40 friends’
profiles were collected via OSNs. They treated seven categories which are calculated
by two methods: characteristics-based profile similarity, using an algorithm based
on ontology structure and cosine similarity, and concept-based profile similarity.
In (Mohammad et al. 2012), researchers proposed a new method that employs
user similarities to extract trust values. They calculated user similarity from some
information resources which are user personal information, the posts, and the
comments shared by the user and shared text via text mining techniques. They have
shown that there is a correlation between trust and similarity from the experimental
results obtained by this method, which are sufficiently acceptable. Authors (Maurya
and Singh 2016) proposed a model which evaluated and computed trust between
users based on profile similarity analysis and preferred attribute among profiles.
They used different similarity metrics, cosine, Levenshtein, Jaro-Winkler, Jaccard,
Dice, Monge-Elkan, and letter, and different social and structural attributes such
as identity data and social graph information. They found that cosine metrics
are better than others. On the other hand, other researchers calculated trust for
recommendation systems by considering user similarity and social trust, focusing on
the relationship trust between users in the network (Davoudi and Chatterjee 2018;
Ayub et al. 2020; Golbeck 2009). It was based on a trust propagation and concerning
an item-rating similarity among users within the social network.

Another work in this area has confirmed the existence of a correlation between
trust and user similarity. Ziegler and Golbeck (Ziegler and Golbeck 2007) presented
two frameworks for analyzing the correlation between interpersonal trust and inter-
est similarity based on evidence of socio-psychological research. Moreover, (Pooria
Taghizadeh Naderi and Fattaneh Taghiyareh 2020) investigated some attributes of
profile similarity and its effect on trust between users. The results showed a strong
and positive correlation. Predicting the trust between two users with similarity
measures, (Zhan and Fang 2011) introduced the LookLike algorithm. The results
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of the LookLike algorithm are used as new features for supervised classifiers to
predict the trust/distrust label. They chose a list of similarity measures as Jaccard
coefficient, Adamic/Adar, and preferential attachment to examine the study on
four real-world trust network datasets. The results demonstrated that there is a
strong correlation between users’ similarity and their opinion on trust networks. In
[54], authors presented a trust computing system for simulating trust between two
directly connected users on social networks. They are based on three components,
profile similarity, information reliability, and social opinions, in order to evaluate
the volume of trust between two users. Measuring profile similarity is dependent
on semantic similarity which can be obtained by exploring the similarities between
concepts that are obtained from the characteristics of profiles.

5 Conclusion

Online social networks have an important role in people’s life. But the lack of
credibility and anonymization makes it difficult for the users to build trust relations
among them on the network. In this context, user similarity can play a role as a
factor to facilitate making the decision in different contexts such as link prediction
within social networks and trust between users in OSNs. In this chapter, we
gave a comprehensive overview of user similarity. We first presented what is user
similarity in online social networks. We also identified similarity metrics used in
social context. Then, we set out the user similarity literature classification based
on previous works on three categories. Characteristics-based similarity as social
attributes, structural and activity, Data based similarity: profile similarity, behavior
similarity, and network similarity, and application-based similarity like in P2P
systems, recommendation systems, link prediction, and location prediction. We
next reviewed some studies on user similarity and trust in OSNs where researchers
proved that there is a correlation between these two concepts in online communities.
For our future work, we aim to propose a trust evaluation model based on a hybrid
model of user similarity, using users’ profile data and their behavioral data as well.

References

Abrol, S., Khan, L.: TweetHood: Agglomerative Clustering on Fuzzy k – Closest Friends with
Variable Depth for Location Mining, pp. 153–160 (2010)

Akcora, C.G., Carminati, B., Ferrari, E.: Network and Profile Based Measures for User Similarities
on Social Networks, pp. 292–298. IEEE (2011)

Akcora, C.G., Carminati, B., Ferrari, E.: User similarities on social networks. Soc. Netw. Anal.
Min. 3(3), 475–495 (2013)

Ayub, M., Ghazanfar, M.A., Mehmood, Z., Alyoubi, K.H., Alfakeeh, A.S.: Unifying user similarity
and social trust to generate powerful recommendations for smart cities using collaborating
filtering-based recommender systems. Soft. Comput. 24(15), 11071–11094 (2020)



User Similarity and Trust in Online Social Networks: An Overview 213

Backstrom, L., Sun, E., Marlow, C.: Find Me If You Can: Improving Geographical Prediction with
Social and Spatial Proximity (2010)

Bellogín, A., De Vries, A.P.: Understanding Similarity Metrics in Neighbor-Based Recommender
Systems ACM International Conference Proceedings Series, pp. 48–55 (2013)

Bhattacharyya, P., Garg, A., Shyhtsun Felix, W.: Analysis of user keyword similarity in online
social networks. Soc. Netw. Anal. Min. 1(3), 143–158 (2011)

Chakravarty, S., Yadavl, A., Sibel, R.: On evaluating the effectiveness of rating similarity-based
trust. Soc. Netw. Anal. Min. 6(1), 1–13 (2016)

Cho, E., Myers, S.A., Leskovec, J.: Friendship and mobility: user movement in location-
based social networks. In: The 17th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, pp. 1082–1090 (2011)

Choi, S.-S., Cha, S.-H., Tappert, C.C.: A survey of binary similarity and distance measures. In:
WMSCI 2009 – 13th World Multi-Conference on Systemics, Cybernetics. Informatics, Jointly
with 15th International Conference on Information Systems Analysis and Synthesis ISAS
2009 – Proceeding, vol. 3, no. 1, pp. 80–85 (2009)

Cover, T.M., Thomas, J.A.: Elements of Information Theory. Wiley-Interscience, New York (1991)
Dabeeru, V.A.: User profile relationships using string similarity metrics in social networks. arXiv

preprint arXiv, 1408.3154 (2014)
Davoudi, A., Chatterjee, M.: Social trust model for rating prediction in recommender systems:

effects of similarity, centrality, and social ties. Online Soc. Netw. Media. 7, 1–11 (2018)
Deshapande, M., Karypis, G.: Item-based top-n recommendation algorithms. ACM Trans. Inf.

Syst. 22, 143–177 (2004)
Garmsiri, S., Hamzeh, A.: New graph based trust similarity measure. Department of Computer

Science and Engineering, Shiraz University, shiraz, Iran. Ciancia e Nat. 37(December), 339
(2015)

Golbeck, J.: Trust and nuanced profile similarity in online social networks. ACM Trans. Web. 3(4),
33 pp (2009)

Haldar, R., Mukhopadhyay, D.: Levenshtein Distance Technique in Dictionary Lookup Methods:
An Improved Approach (2011)

Ahmad Hany Hossny and Lewis Mitchell. (2019) Event detection in Twitter: A keyword volume
approach. IEEE Int. Conf. Data Min. Work. ICDMW, vol. 2018(January), pp. 1200–1208

Jin, Z., Zhangwen, W., Naichen, N.: Helping consumers to overcome information overload with a
diversified online review subset. Front. Bus. Res. China. 13(1), 1–25 (2019)

Kalai, A., Abdelghani Wafa, C., Zayani, C.A., Amous, I.: LoTrust: a social trust level model
based on time-aware social interactions and interest’s similarity. In: 14th Annual Conference
on Privacy, Security and Trust (PST), vol. 2016, pp. 428–436 (2016)

Kang, S.-S.: Word similarity calculation by using the edit distance metrics with consonant
normalization. J. Inf. Process. Syst. 11(4), 573–582 (2015)

Khan, F., Fatima, M., Alvi, U.T., Jilani, T.: Comparative Study of Similarity Measures in Link
Prediction Using Facebook Data. 14(2), 132–143 (2016)

Kraus, N., Carmel, D., Keidar, I., Orenbach, M.: NearBucket-LSH: Efficient Similarity Search in
P2P Networks. Springer, Cham (2015)

Lee, J.Y., Tukhvatov, R.: Evaluations of similarity measures on VK for link prediction. Data Sci.
Eng. 3(3), 277–289 (2018)

Li, R., Wang, S., Chang, K.C.C.: Multiple location profiling for users and relationships from social
network and content. Proc. VLDB Endowment. 5, 1603–1614 (2019)

Liang, G., Zhang, A.: Pseudo cold start link prediction with multiple sources in social networks.
In: SIAM International Conference on Data Mining, pp. 768–779 (2012)

Liben-Nowell, D., Kleinberg, J.: The link-prediction problem for social. Networks. 58(7), 1019–
1031 (2007)

Liu, F., Lee, H.J.: Expert Systems with applications use of social network information to enhance
collaborative filtering performance. Expert Syst. Appl. 37(7), 4772–4778 (2010)

Lu, L., Antonopoulos, N., Mackin, S.: Managing Peer-to-Peer Networks with Human Tactics in
Social Interactions, pp. 217–236. Springer (2008)



214 A. Zouaoui et al.

Malekmohammad, A., Hadi Khosravi-Farsani, H.: Structural and non- structural similarity combi-
nation of users in social networks. J. Comput. Secur. Struct. 3(1), 43–52 (2016)

Malhotra, N.K.: Information load and consumer decision making. J. Consum. Res. 8, 419 (1982)
Markines, B., Cattuto, C., Menczer, F., Benz, D., Hotho, A., Stumme, G.: Evaluating Similarity

Measures for Emergent Semantics of Social Tagging, pp. 641–650. ACM (2009)
Maurya, A., Singh, M.P.: Trust evaluation on social media based on different similarity metrics.

Int. J. Database Theory Appl. 9(12), 101–110 (2016)
Mohammad, H., Zadeh, H., Shahriari, H.R.: Using user similarity to infer trust values in social

networks regardless of direct ratings. In: 2012 9th International ISC Conference on Information
Security and Cryptology, vol. 2012, pp. 66–72 (2012)

Nguyen, T.H., Tran, D.Q., Dam, G.M., Nguyen, M.H.: Estimating the similarity of social network
users based on behaviors. Vietnam J. Comput. Sci. 5(2), 165–175 (2018)

Niwattanakul, S., Thongchai, J.S., Naenudorn, E., Wanapu, S.: Using of Jaccard coefficient for
keywords similarity. Lect. Notes Eng. Comput. Sci. 2202, 380–384 (2013)

Patel, A., Paradkar, S., Parmar, T.: User-Based News Recommendation System Using Twitter, pp.
2175–2178 (2018)

Phukseng, T., Sodsee, S.: Calculating trust by considering user similarity and social trust for
recommendation systems. In: Proceedings of the 2017 12th International Conference on
Intelligent Systems and Knowledge Engineering. ISKE 2017, vol. 2018, pp. 1–6 (2017)

Po, D.K.: Similarity based information retrieval using Levenshtein distance algorithm. Int. J. Adv.
Sci. Res. Eng. 06(04), 06–10 (2020)

Pooria Taghizadeh Naderi and Fattaneh Taghiyareh: LookLike: similarity- based trust prediction in
weighted sign networks. In: 2020 6th International Conference on Web Research ICWR, vol.
2020, pp. 294–298 (2020)

Qiao, J., Li, S., Lin, S.: Location prediction based on user Mobile behavior similarity. In: 2017
IEEE 23rd International Conference on Parallel and Distributed Systems (ICPADS), vol. 3, pp.
7–10 (2017)

Raad, E., Chbeir, R., Dipanda, A.: User profile matching in social networks to cite this version. In:
User Profile Matching in Social Networks, pp. 297–304 (2011)

Sarwar, G.., Ullah, F., Lee, S. Temporal-aware Location Prediction Model Using Similarity
Approach. no. 3ca, pp. 239–243 (2013)

Singh, S.P., Kumar, A., Darbari, H., Chauhan, S., Srivastava, N., Singh, P.: Evaluation of similarity
metrics for translation retrieval in the Hindi-English translation memory. Int. J. Adv. Res.
Comput. Commun. Eng. 4(8) (2015)

Systems, R.: Council for Innovative Research. 14(9), 6118–6128 (2015)
Toffler, A.: Future Shock. Bantam (1970)
Tsakalakis, G., Koutsaki, P.: Improved user similarity computation for finding friends in your

location. Hum. Centric Comput. Inf. Sci. 8(1), 1–17 (2018)
Verma, V., Aggarwal, R.K.: A comparative analysis of similarity measures akin to the Jaccard index

in collaborative recommendations: empirical and theoretical perspective. Soc. Netw. Anal. Min.
10(1) (2020)

Xiao, H.A.N.: Mining User Similarity in Online Social Networks: Analysis, Modeling and
Applications. (2015)

Yadav, S., Sinha, A., Kumar, P.: Multi-attribute identity resolution for online social network. SN
Appl. Sci. 1(12), 1–15 (2019)

Zhan, J., Fang, X.: A novel trust computing system for social network. In: IEEE International
Conference on Privacy, Security, Risk, and Trust, and IEEE International Conference on Social
Computing (2011)

Zheng, L.: Using mutual information as a cocitation similarity measure. Scientometrics. 119(3),
1695–1713 (2019)

Ziegler, C.-N., Golbeck, J.: Investigating interactions of trust and interest similarity. Decis.
Support. Syst. 43(2), 460–475 (2007)



Part III
Web Analytics, Big Data and the Internet

of Things



Security Issues in the Internet of Things

Abderrezzak Sebbah and Benamar Kadri

Abstract The IoT is considered as the future of the Internet has made everyone’s
life comfortable and convenient that connects billions of objects all together. This
network is based on different kinds of sensors, actuators, and integrated devices
communicate with each other. They are used in industry, agriculture, computer
security, smart home, transportation or health, as well as outside for environment
control. These benefits may be associated with enormous risks of security loss
making the network subject for several attacks. The present work set in this
manuscript analyzes and discusses the most recent state of the art on authentication,
security, and attacks in IoT.

Keywords IoT · Security · AMQP · Insider attack · Replay attack

1 Introduction

The Internet has evolved over the years, the Internet of Things is a wireless sensor
network where devices are connected to each other wirelessly, and they are able
to converse with each other without any human interaction (Gupta et al. 2020). The
Internet of Things is a complex notion between RFID chips and the middleware. The
IoT is composed of many complementary elements each with their own specificities;
these elements (objects) allow capturing, store, process, and transfer data in physical
environments but also between physical contexts and virtual universes. These
benefits may be associated with enormous risks of security loss making the network
subject of several attacks. In this paper, we analyze:
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1. The most recent state of the art on authentication, security, and attacks in IoT.
2. Providing a comparison table of related works of both: the authentication

protocols and the classification of attacks in the IoT.

This paper is organized as follows: Sect. 1 gives an introduction; then, in Sect.
2 we exhibit security of Internet of Things, we present security services and IoT
layers and IoT protocols; after that, in Sect. 3 we present security issues in Internet
of Things environments; and then, in Sect. 4 we analyze the related works of
authentication protocols for the IoT. Finally, we conclude this work with a general
conclusion in Sect. 5.

2 Security of IOT

2.1 Security Services

In this section we will present the objectives and requirements of the security:

– Confidentiality: this aspect guaranties that only the sender and the receiver of
a given message can read it. This aspect is generally ensured using encryption
techniques.

– Integrity: is defined as the property that gives to the receiver and the sender the
possibility to detect the any alteration on the exchanged message or the way to
ensures that the data is modified by the authorized person only.

– Authentication: This objective allows verifying the identity claimed by an entity,
or the origin of a message, or data. This aspect is generally ensured using
biometry or asymmetric encryption, etc.

– Freshness: this aspect deal with the possibility that attackers can use old messages
to break the session with the communicating parties.

– Availability: Refers to the ability of a user to access data in any kind of situation
in the correct format within a specified amount of time.

The IoT ecosystems can be customized to each community of users; therefore
developers, professionals, and operators all must participate in the guaranty of
security:

Firstly, the confidentiality and integrity and the stored information must be ensured
by various encryption techniques, on the other hand, user confidentiality, under-
stood as the ability to guarantee and ensure data protection and user anonymity.
Beyond data security and quality is a condition for widespread adoption (Sicari
et al. 2016).

Secondly, the authentication and authorization mechanisms must be provided to
prevent unauthorized users or devices from accessing the system.
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2.2 IoT Layers

The security on the Internet of Things comes in four key levels as shown in Fig. 1,
namely, the perception, network, support, and application layers.

The first level is the physical layer, made up of physical elements of the IoT
system which collects all kinds of information. This level makes it possible to
improve security with the guarantee of confidentiality and authentication of the
information exchanged between the nodes (Suo et al. 2012; Mendez Mena et al.
2018).

The second level is the network layer which is responsible for the transmission
of the inputs obtained by the perception layer, at this level, existing security
mechanisms such as authentication and confidentiality and completeness of data.

The third level is the support layer, which requires high application security, such
as cloud computing and secure multi-stakeholder computing, encryption algorithms
and protocols, improved system security technologies and antivirus, etc. (Suo et al.
2012).

Fig. 1 IoT layers
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Lastly the fourth level, also called the application layer, is responsible for making
sense out of the data collected and transmitted for the other IoT layers; the needs
for security solutions at this level are the authentication and establishment of a key
in heterogeneous networks (Mendez Mena et al. 2018).

2.3 IoT Protocols

In this section we present the IoT protocols divided into two categories IoT-to-cloud
and IoT-to-fog.

2.3.1 IoT-to-Cloud

The interconnected IoT to cloud include AMQP and DDS protocols:

2.3.1.1 Advanced Message Queuing Protocol (AMQP)

AMQP is an open standard protocol; this protocol is based on the use of the
publication/subscription message model which routes and records and exchanges
messages within a broker with a set of policies for component wiring. It can
also be considered as a software layer protocol; it uses TCP for reliable transport
and provides a security mechanism using TLS for encryption and authentication
(Dizdarević et al. 2019; DATAFLAIR Team 2019).

2.3.1.2 Data Distribution Service (DDS)

DDS is a decentralized protocol based on peer-to-peer communication and reliable
and real-time data exchange. It uses a publication-subscription interaction model.
This protocol does not depend on the broker component and multicast to transmit
high quality QoS to applications. DDS uses UDP by default, but it can also support
TCP for security. For the DDS mechanism, TLS is used over TCP, and DTLS is
used over UDP (Dizdarević et al. 2019).

2.3.2 IoT-to-Fog

The interconnected IoT to fog include MQTT and CoAP protocols:
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2.3.2.1 Message Queue Telemetry Transport Protocol (MQTT)

This protocol is based on architecture: publication/subscription instead of the
HTTP request/response paradigm is one of the lightest messaging protocols. The
communication in the network between the sender and the recipient is done via the
broker. MQTT uses TCP for reliable transport (Bashir and Mir 2017).

2.3.2.2 Constrained Application Protocol (CoAP)

CoAP is a lightweight protocol that supports the request/response paradigm de-
signed for the IoT system based on HTTP protocols which uses UDP for reliable
transport. Also it provides a security mechanism based on DTLS; the exchange
of messages between the client and the server occurs only by encryption keys.
This is divided into two logically different layers, the first layer is called the
request/response layer which implements the RESTful paradigm. And the second
layer is called structural layer intended to retransmit lost packets (Dizdarević et al.
2019).

3 Security Issues in Internet of Things Environments

3.1 IoT Issues

Regarding their size, applications, and the environment of deployment, the IoT
confront and study several shortcomings such as heterogeneity, impact of the
physical world, security and privacy of individuals’ standard definition, and the
battery capacity and computing power, complexity (Yang et al. 2017).

3.1.1 Battery Life Extension

In general, IoT devices are powered and are characterized by limited battery power,
which makes the use of advanced and complex security protocol very costly.
Therefore, any developed security mechanism must take into consideration the
aspect of battery power. In some situation another problematic appears in which it is
impossible to recharge the battery; therefore it is suitable to find a way to generate
energy from the environment (light, heat, vibration, wind).



222 A. Sebbah and B. Kadri

3.1.2 The Standards

The Internet of Things is the center of all modern technologies and developments,
although the major challenge is how to manage the heterogeneity of object and
standards coupled with multitudes of application.

3.1.3 Heterogeneity

The Internet of Things is composed by the diversity of hardware and software
components used to build objects. They do not use the same operating systems
and do not have the same communication interfaces, leading to significant technical
heterogeneity.

3.1.4 Security/Privacy

The modern security technologies (encryption, authentication, key exchange, signa-
ture, etc.) are inadequate to the IoT environment which makes objects vulnerable to
several attacks making the property and people’s life in danger; recent works have
proposed various standards and protocols to guarantee the security and user privacy,
but these works still insufficient due the variety of attacks against sensors.

3.2 Security Threats Models

IoT can be subject of multiple attacks; in this section we are going to present a
non-exhaustive list of attacks.

Any two communicating parties over an insecure channel such as user or smart
devices are not considered as trusted entities. An attacker, say A, can eavesdrop the
exchanged messages and also can modify or delete the message contents during
transmission (Shuai et al. 2019); hence it becomes vital to analyze all possible
attacks against IoT (Dhillon and Kalra 2017):

The replay attack: A replay attack also known as playback attack. In this attack an
adversary intercept exchanged messages during a long period and retransmits
them. These messages are injected into the transmission channel during the
authentication in order to impersonate the server or the gateway. The use of
timestamps can limit the effect of this attack against nodes (Dojen et al. 2008).

Eavesdropping attack: An adversary listens the exchanged communication in order
to capture your passwords, credit card details, and information during the
communication. The captured data can also be used to learn about the used
security protocols, and a symmetric encryption with a periodic key update can
stop this kind of attack.
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Impersonation attack: In this attack, an adversary spoofs successfully the identity
of one of the legitimate parties in a communication channel (Adams n.d.).
For example, the attacker node diffuses false routing information to access the
confidential data of the authentic nodes to become a legitimate node on the
network.

Man-in-the-middle attack: This type of attack is considered as a real-time attack, in
which an adversary takes place between the communicating parties and intercepts
all the exchanged data and eventually modifies or delete it depending on the
intention of the attacker. This attack can be executed during authentication phase
which may allow the attacker to get access to all the future communication, in
conventional network the use of digital certificate can stop this attack.

Denial-of-service attack: This attack aims to consume the resources of a node or
a server by making it treat useless information or requests; in other cases the
attacker can also target the network bandwidth in order to stop or limit the access
to a server or gateway.

Stolen smart device attack: It is an attack for the purpose of extracting the secret
credentials by means of power analysis attack. With these secret parameters, it is
possible to get to know the user’s password and even the session key.

Parallel session attack: In this attack, the attacker attempts to use previously hacked
messages to establish parallel sessions of the protocol. Or the attacker can
succeed by using two or more protocol executions running simultaneously to
circumvent the security objectives of the protocol. This attack occurs in the
absence of an authentication mechanism (Jurcut et al. 2014).

Password-change attack: For this attack, an adversary might try changing the
password of the user during the password changing phase; the attacker gets
access to the password and becomes a legal user making a legal user unable
to access the service (Dhillon and Kalra 2017).

Gateway node bypassing attack: In the absence of any security protocol, the attacker
might try to bypass the gateway node and connect with an IoT node directly
without getting authenticated by the gateway node and access the services or
sensitive data.

Offline guessing attack: In this attack, an adversary tries to guess the password of a
legal entity using offline dictionary attack or brute force attack to take control of
the system (Dhillon and Kalra 2017).

The dictionary attack: This attack has the purpose of trying to reach a targeted list
of weak passwords. In other words, the attacker tries a limited number of key
combinations that have a high chance of success to reach the real password.

Insider attack: An attacker gets access to a network or a computer and with
legitimate privilege in order to gain access to a user’s information like IDs and
passwords.

Node compromise attack: Is one of the most common and damaging attacks of WSN
and IoT, where the attacker might try to dig into nodes with the intention of
extracting useful data (extracting private keys from sensor nodes). These attacks
can obtain the hash of password used as a complement for guessing attack.
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4 Related Works of Authentication Protocols for the IoT

In this section we compare, examine, and analyze the most known and recent works
between 2014 and 2019 on IoT security Table 1.

Muhamed Turkanovic et al. (2014). Propose a user authentication protocol
for WSNs tailored in IoT; the scheme ensures mutual authentication between
the user, sensor node, and the gateway node (GWN). The auteur chose hash
and XOR computations for the scheme designed to be lightweight; the scheme
protects against of various popular attacks like replay attacks, privileged insider
attacks, stolen verifier attacks, stolen smart card and smart card breach attacks,
impersonation attacks, many logged-in users with the same login id attacks, GWN
bypassing attacks, password-change attacks, and DoS attacks. They chose the
fundamental security benefits in the IoT key agreement, mutual authentication, and
user anonymity.

Based on the weaknesses in the scheme (Turkanović et al. 2014), Mohammad
Sabzinejad Farash et al. (Farash et al. 2016) found that (Turkanović et al. 2014) has
some vulnerability, and negative point in the security is susceptible to some crypto-
graphic attacks. Furthermore, Farash et al. proposed an efficient user authentication
and key agreement scheme (UAKAS) for HWSN. Has affecting the functionality of
the registration or authentication process of both the user and sensor node. In this
scheme it is guaranteed the confidentiality and authentication only with a simple
and low-cost computation the XOR operation and the hash. But their scheme was
still insecure.

(Dhillon and Kalra 2017) present multifactor user authentication protocol is effi-
cient in terms of computational cost compared to previous schemes like (Turkanović
et al. 2014). Based on the above observation, it is worth noticing that most existing
user authentication schemes proposed for WSNs and IoT have several drawbacks
and they are secure against various known attacks.

Mohammad Wazid et al. (2018) presented a lightweight three factor smart
card, password and personal biometrics, remote user authentication scheme for the
hierarchical IoT network called the (UAKMP), and their analysis for various known
attacks and examined also the sensing nodes capture attack exception.

In 2018, (Chen et al. 2018) proposed scheme uses the XOR operations, hash
operations, and only four elliptic multiplications and proposed a lightweight privacy
protection user authentication and key agreement scheme tailored for the IoT
environment scenario based on low-capability devices. They provide the security
features like user anonymity, sensor anonymity, perfect forward secrecy, and
excellent resistance to the loss of synchronization problem. Most importantly, the
password-change phase has been modified to prevent against an offline password-
guessing attack and user being tracked. The scheme ensures authentication and key
establishment scheme between users and sensors. The proposed scheme gains the
computation cost and more efficient the communication cost.

But Abderrezzak Sebbah et al. (2020) found that (Chen et al. 2018) has some
vulnerability against various attacks. Furthermore, the work of Abderrezzak Sebbah
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et al. proposed an authentication scheme with three factors using ECC and fuzzy
extractor to guarantee a various security against various attacks.

Recently (Gupta et al. 2018) introduced a lightweight authentication and key
establishment for wearable device using simple Xor and hash function, which
guarantee the security against various knowing attacks; the proposed scheme gains
the communication and provide security but more efficient in term computation cost.

In 2019, (Zhou et al. 2019) provide unlink ability for IoT environment to protect
users privacy and achieves anonymity and others knowing attacks based on bilinear
pairings.

5 Conclusion

In this paper, we have concisely reviewed security in the IoT, and we presented at
the beginning a general view on the IoTs followed by a state of the art and analyzed
the security services in IoT. Additionally, we have analyzed also the security layer
the perceptual layer, network layer, support layer, and application layer. Then we
discussed the IoT protocols, and we give comparison in form of a tabular of the
authentication protocols proposed for IoT at large.

In sum, our work analyzed related works of authentication and privacy protocols
that were made for the IoT.
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A Requirement Elicitation Method for
Big Data Projects

Chabane Djeddi, Nacer Eddine Zarour, and Pierre-Jean Charrel

Abstract The late correction of requirements costs up to 200 times as much as
correction during requirement engineering. Requirements for systems do not arise
naturally; they need to be engineered and done with great care and precision.
Many software projects fall due to the elicitation of the requirements; for big data,
it become more complicated due to its own specific characteristics; eliciting the
requirements for big data must undertake the specific characteristics of big data
such as (volume, variety, etc.); in fact, there are many research recommendation and
perspectives in the literature to undertake big data characteristics, but unfortunately
the studies to fill this gap are so rare. We analyzed the literature to identify the
big data concepts that existing requirements engineering (RE) methods does not
support. After, we elaborate an adopted KAOS method to make sure the elicitation
of the requirements. We apply this new method (BKAOS) to an illustrative scenario
to show its uses. We see that BKAOS is more suitable to elicit the requirements for
big data projects and catch the right requirements; therefore, it reduce the effort and
facilitate data analysis.

Keywords Big data · Requirements engineering · KAOS · KAOS extension ·
Formal checking

1 Introduction

Industries become more and more interested in the high potential of big data,
government agencies announced major plan to accelerate big data research and
application (Chen et al. 2014), Google processes data of hundreds of PB, Baidu
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processes data of ten of PB, and Facebook generates log data to over 10 PB per
month. Therefore, big data projects their one requirement.

The requirements can be specific when the software has to manage data that
is very large in size and complex (Eridaputra et al. 2014). We must preform
requirements engineering (RE) with great care and precision (Dardenne et al. 1993);
authors (Anderson 2015; Arruda 2018; Arruda and Madhavji 2018; Eridaputra et al.
2014; Madhavji et al. 2015; Noorwali et al. 2016; Otero and Peter 2015; Sangeeta
and Kapil 2016) emphasize on the necessity to undertake big data characteristics
by the RE methods. Specifying the precision details of requirements is important
for the successful construction of software (Dardenne et al. 1993; Sangeeta and
Kapil 2016); one of the main challenges encountered when attempting to engineer
big data requirements is dealing with its own characteristics (Anderson 2015;
Eridaputra et al. 2014; Noorwali et al. 2016; Otero and Peter 2015), and the need
to address those characteristics in the specification of big data requirements is
clear and evident (Anderson 2015; Arruda 2018; Noorwali et al. 2016). Taking the
specific characteristics such as volume, variety, etc. while dealing with requirements
become necessary (Arruda 2018; Arruda and Madhavji 2018; Eridaputra et al. 2014;
Sangeeta and Kapil 2016), and those characteristics must be representable and
modelled in requirements notations, so that solution design can be created to meet
the specification (Arruda and Madhavji 2018; Madhavji et al. 2015). Unfortunately,
few researches were made to fill this gap, (Eridaputra et al. 2014) who propose
to model requirements for big data application using goal-oriented approach and
(Djeddi et al. 2018) who propose an extension of iStar for big data projects.

To represent and model the requirements notations for big data, we develop
an extension of the KAOS method. KAOS (van Lamsweerde 2000a) (Knowledge
Acquisition Automated System or Keep All Object Satisfied) is a goal-oriented
requirements engineering (GORE) method and commonly used for requirements
elicitation. KAOS is classified as general-purpose modelling language (GPML); in
ours case we need a domain-specific modelling language (DSML) (Brambilla et al.
2017). The need to extend existing RE method for each domain is clear; that explains
why there is such amount of extensions for RE methods to fit every specific domain
(Ali et al. 2014; Guzman et al. 2016; Lockerbie et al. 2012; Mazón et al. 2007;
Morandini et al. 2017).

We start the research by giving first question; after other questions arise, we
answer the questions in the rest of the paper: (i) does the existing RE method
support big data project elicitation? (ii) what are the specific characteristics of big
data to be undertaken by RE methods? and (ii) can we develop an extension of an
existing RE method to undertake big data characteristics? In this work we contribute
at the development of big data field and requirements engineering (RE) by the
construction of a new adopted RE method; this one allows a better elicitation of
the right requirements.
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2 Literature Review

Requirements engineering (RE) and big data are briefly discussed in this section.

2.1 Requirements Engineering

One of the most important criterion for the success of any software is the degree
of satisfaction of the goals set by the stakeholders (Horkoff et al. 2016). The
objective of RE is to have precise specifications of software behavior, to evolve over
time (IEEE Computer Society et al. 1997), and to know the requirements of the
stakeholders and to verify them in order to reach an agreement on the requirements;
moreover, RE also helps to know the limits of our system (Attarha and Modiri n.d.).
To fulfill this, we perform four steps (Ramingwong 2012): (i) there are typically five
sub-steps in the requirements elicitation process (Zowghi and Coulin 2005). Learn-
ing about the application domain is essential: locating the origins of the demand for
goods and services; identifying and evaluating the various stakeholders choosing
the methods, techniques, and tools to be employed; and consulting with various
stakeholders and other potential sources to gather requirements. (ii) We focus on the
review, understanding the elicited requirements and verifying their quality in terms
of accuracy, completeness, clarity, and consistency during requirements analysis and
negotiation. (iii) As a foundation for evaluating and controlling future products and
processes, requirements documentation can be considered (system design, system
test cases, and validation) (Attarha and Modiri n.d.). (vi) Requirements validation is
done for controlling the quality; it means confirming that requirements are complete
and well-written and supply needs of customer. It is possible that this phase will
be repeated in the future because of deficiencies, gaps in requirements, additional
information, and other issues. That is why, in the software life cycle test phase, the
implemented software product is tested on the basis of its requirements. We are
primarily concerned with the elicitation of requirements in this paper.

We find in the literature (Zowghi and Coulin 2005) that there are three basic ap-
proaches of RE: (i) goal-based approaches; the fundamental premise of goal-based
approaches (GORE) is high-level goals. The system’s objectives are represented by
these goals, which are broken down into sub-goals and then refined to the point
where even the most basic requirements can be elicited (e.g., by using and-or
relationships). (Zowghi and Coulin 2005); several methods can be considered as
belonging to GORE: iStar Framework (Yu n.d.), NFR (Chung and do Prado Leite
2009), and KAOS (van Lamsweerde 2000a); among all GORE methods, KAOS and
iStar have been the most cited (Werneck n.d.). In our work, we choose to extend
KAOS because it is very used in academic research. (ii) Scenario-based approaches
story and specific descriptions of current and future processes are used in scenario-
based approaches. Scenarios are similar to use cases in that they don’t typically
consider the internal structure of the system and must be developed incrementally
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and interactively. Obviously, when using scenarios, it is critical to gather all of the
possible exceptions for each step (Zowghi and Coulin 2005). (iii) Viewpoint-based
approaches which can be modified or mixed to create new ones; the viewpoint-
based approaches aim to model the domain from different perspectives in order to
develop a complete and consistent description of the target system (Zowghi and
Coulin 2005). Initially, the requirements are opaque, informal, and only expressed
through personal views. These views reflect the skills, objectives, and roles of each
participant. The elicitation activity is, therefore, a collective activity. The expression
of multiple views allows for better elicitation of requirements.

2.2 Big Data

There has been a frenzied, haphazard, and unorganized growth of the big data
concept in academic and professional literature. (De Mauro et al. 2019). There is
no single definition of big data, despite the appearance of a slew of definitions. The
term “big data” refers to a dataset that is too large to be processed using conventional
software (Baig et al. 2019; Chen et al. 2014; Lin et al. 2019). One way to look at big
data is from the perspective of the infrastructure. There is a significant amount of
data that is characterized by (volume, velocity, variety, veracity, and value) when
viewed from the perspective of the analysis of the data. (iii) From a business
perspective, big data is viewed as events. Big data can be viewed as a byproduct
that is directly applicable to improving the quality of one’s work (Otero and Peter
2015; Sangeeta and Kapil 2016). While data storage is an issue, the most pressing
issue is the need for rapid analysis of heterogeneous data sets (Madden n.d.).

The most important properties of big data are (i) we have structured, semi-
structured, and even unstructured data that can’t be manipulated using traditional
systems because of the variety of data that can be manipulated (Chen et al. 2014;
Katal et al. 2013). (ii) Volume is an important consideration when developing the big
data concept, as current data handling systems are unable to handle the zettabytes of
data routinely handled by the world’s largest corporations (Chen et al. 2014; Katal
et al. 2013). (iii) The velocity of incoming data from various sources is so critical;
consequently, traditional systems have difficulty dealing with the situation (Katal et
al. 2013). (vi) The value: the stored data is important. Incorrect data can be returned
to decision makers if a user performs queries on stored data or misuses already
available data (Katal et al. 2013). (v) Because big data is compiled from a variety
of different sources, it is crucial to ensure the data’s integrity and avoid it ending
up in unmanageable situations that the correlation and links between the data are
maintained (Katal et al. 2013).
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3 KAOS and Its Application

In this session, we explain the KAOS method as well as their models, we give an
illustrative scenario, and we perform KAOS on the illustrative scenario to show its
application.

3.1 KAOS

Getting high-quality requirements is difficult and critical. Surveys have shown that
RE is becoming increasingly recognized as a critical area of study and practice in the
field of software engineering (van Lamsweerde 2000b, p. 00). GORE is an approach
to requirements engineering (RE) dealing with intentionality in accordance with
the relations among different actors. KAOS (van Lamsweerde 2000a) (Knowledge
Acquisition Automated System or Keep All Object Satisfied) have been receiving
many references as being one of the important GORE proposals (Werneck n.d.). It is
a goal-oriented requirements engineering (GORE) method and commonly used for
requirements elicitation. KAOS consists of four models: goal model, object model,
responsibility model, and operational model.

The goal model is a set of goals organized in a top-down hierarchy; we perform
a top-down and/or decomposition for each goal until we find sub-goals that can be
assigned to an agent. The object model defines objects of interest. The responsibility
model shows for each agent its responsibilities describing the requirements under his
responsibility and expectation assigned to the agent. The operation model consists
of describing the agents’ behaviors that are necessary to reach the requirements;
behaviors are expressed in terms of operations and tasks performed by the agents.

3.2 The Illustrative Scenario

We take an example of the presidential elections in Algeria. In order to increase the
chances of a candidate’s success, a camp’s community has decided to create a big
data project to study the opinions of people, which will allow them to identify the
key points on which to focus in order to launch targeted advertisements. They collect
data from social networks and analyze them to know the essential points in the
opinion of the different categories of people. On this basis, they draft a presidential
strategy and present it to the public; following that, they solicit feedback from the
public in order to make revisions to the strategy and conduct targeted advertising.
Large amounts of data (structured, semi-structured, and even unstructured) are
manipulated in a short period of time, making this a big data project that cannot
be processed using traditional systems. The application of KAOS on the illustrative
scenario.
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The goal-oriented process of KAOS is developed through activities: (i) identifica-
tion of goals, (ii) formalization of goals, (iii) modelling of objects and identification
of state variables, (iv) detection and resolution of goal conflict levels, (v) refining
of goals and identification of agent responsibilities, (vi) generation of obstacles and
resolution to goal fulfillment, and (vii) derivation of operation requirements from
system goals (Werneck n.d.).

Figure 1 shows the application of KAOS’s goal model on the example.
Figure 2 shows the application of KAOS’s responsibility model on the example.

Fig. 1 The application of KAOS’s goal model on the example

Fig. 2 The application of KAOS’s responsibility model on the example
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4 BKAOS: An Extension of KAOS for Big Data Projects

In this session, we present BKAOS (big data KAOS) which consists of an extension
of KAOS method for big data projects. Prior to performing the BKAOS, we
first clarify the need for this extension of the KAOS to support elicitation of the
requirements for big data projects and then explain the concepts to be added.

4.1 The Needs for an Extension of KAOS

The use of RE in big data applications is a new development. There is a need for
a better understanding (Madhavji et al. 2015). Errors and deficiencies can have
disastrous effects on the subsequent development steps and on the quality of the
resulting software product. Therefore, it is essential that RE be done with great
care and precision (Dardenne et al. 1993). The elicitation is the most crucial step
in RE (Horkoff et al. 2016), if it is not well done can lead to projects that do not
respond well to the needs of the stakeholders. In the context of big data projects,
the situation becomes even more complex. In order to meet a deadline, a big data
project must process a large volume of data of a specific type in a short amount of
time (structured, semi-structured, unstructured) (Madden n.d.).

Authors (Anderson 2015; Arruda 2018; Arruda and Madhavji 2018; Eridaputra
et al. 2014; Madhavji et al. 2015; Noorwali et al. 2016; Otero and Peter 2015;
Sangeeta and Kapil 2016) consider the big data characteristics as a challenge
in the RE; also, the studies (Arruda and Madhavji 2018; Otero and Peter 2015;
Sangeeta and Kapil 2016) confirmed that the big data software must include all three
parameters (functional feature, time constraint, and verifiable during some period)
to completely define the requirements specification for big data projects.

4.2 The Concepts Added to KAOS

The needs for extending RE method are different in every domain that explains why
there is such amount of extension (Ali et al. 2014; Djeddi et al. 2018; Guzman et al.
2016; Lockerbie et al. 2012; Mazón et al. 2007; Morandini et al. 2017), because we
always try to get the model closer to the reality by adding new concepts in purpose
of improving the accuracy of the big data project that poses its specific challenges.

According to the literature’s requirements for big data (Arruda 2018; Arruda and
Madhavji 2018; Chen et al. 2014; Katal et al. 2013; Madden n.d.; Madhavji et al.
2015; Sangeeta and Kapil 2016), we’ve decided to include the ideas of execution
time, data volume, data variety, and goal durability. We see clearly that to support
big data projects by the KAOS method, we must ensure that the goals are attached
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Fig. 3 The added concepts to the goal model and the responsibility model

to theirs (time, volume of data, variety of data, and goal’s longevity are all factors
to consider.).

Figure 3 shows the concepts added to the goal model and the responsibility
model.

In the rest of this subsection, each concept is explained and clarified why adding
these concepts is necessary.

4.2.1 The Volume of Data to Process

In big data projects, the volume is often large; we process data of hundreds of PB
and technologies like Hadoop and NoSQL systems raised, but the volume remains a
crucial point in big data projects. The current RE methods do not support this issue
as an independent concept, but for eliciting the requirements for big data projects,
specifying the volume of data to process seems evident.

4.2.2 The Execution Time

The execution time is important, a late result is considered as a wrong one, and
the execution time must be exact. For big data it becomes more crucial due to
the importance of the results. So, the RE methods must take into consideration the
execution time.

4.2.3 The Variety of Data

The variety of big data is one of the most important properties of big data projects.
Data have different nature structured (traditional databases), semi-structured (JSON,
XML, etc.), and unstructured (images, emails, etc.), and its manipulation is quite
different. The RE methods must undertake the nature of data to be process in the
elicitation step.
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4.2.4 The Durability of a Goal

In general, engineers develop a system to be functional during a specific time, and
after that, it may become no more useful; it is the case in the context of big data
projects. So, the RE method for big data must specify the durability of a goal from
the beginning.

KAOS does not support the characteristics presented above, which do not allow
a complete and refined elicitation of the requirements for big data. BKAOS came to
overcome these issues and allow a better elicitation.

4.3 The Application of BKAOS on the Illustrative Scenario

However, we find in BKAOS that new concepts are linked to the goal “launch
targeted advertising” which means that this goal must be done within 2 days, by
analyzing 20 petabytes of unstructured and semi-structured data nature, and it must
be in operation during the elections. The goal “Retrieve data about the candidate”
must be done within 1 day, by analyzing 30 GB of structured data, and it must
be functional during the elections. The goal “Generate information synthesized on
the profiles of electors” must be done within 15 days, by analyzing 100 zettabytes
of unstructured and semi-structured nature, and it must be functional during the
elections. The goal “Retrieve information about elector” must be done within
1 day, by analyzing 30 structured data nature, and it must be functional during the
elections.

BKAOS gives more completeness and refinement to the requirements, and we
guaranty that there are no messing requirements.

Figure 4 shows the application of BKAOS responsibility model on the example
of presidential elections.

Figure 5 shows the application of BKAOS goal model on the example of
presidential elections.

The use of BKAOS allows to catch all the right specific requirements for big data
projects.

5 Conclusion

The existing RE method doesn’t support big data projects elicitation, and the
specific characteristics of big data such as (volume, variety, etc.) are not undertaken
by the existing RE methods; new methods must be developed to take into account
big data projects. In this study, we propose BKAOS (big data KAOS) which is an
extension of the KAOS method to properly elicit all the right requirements for big
data projects. BKAOS takes into account the characteristics of big data projects in
order to insure a proper elicitation of the requirements. We performed KAOS and
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Fig. 4 The application of BKAOS responsibility model

Fig. 5 The application of BKAOS goal model on the example of presidential elections
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BKAOS on the same case study of the elections to illustrate the importance and the
utility of BKAOS; with BKAOS we insure to catch all the right requirements for big
data projects.
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The Importance of the Internet of Things
and Its Applications in the Field
of Transport: Reference to Intelligent
Transport Models in Some Countries

Nadia Soudani and Djamila Sadek

Abstract The study aims to investigate the extent of the importance of the Internet
of Things and identify the most important fundamentals on which it is based, in
addition to addressing the Internet, the means of transport, and the main pillars on
which it is based. Some models in different countries will also be highlighted.

The study concluded with several results, the most important of which is the
great development of the Internet of means of transport. Indeed, some countries and
companies have become pioneers in this field. Countries also differ in terms of their
dependence on intelligent transport, some have Internet of transport and traffic, and
others are satisfied with a specific type of transport according to their needs and
needs their capabilities.

Keywords The Internet of Things · Internet of transport (intelligent transport) ·
Intelligent transport systems · Sensors · Transport management

1 Introduction

Transportation is considered to be the economic and daily lifeline in all countries
and for all business and tourism activities, etc., and it has experienced a great
development similar to other economic fields, especially after the adoption of
modern technology in these fields, so that the term Internet of Things emerged from
the means of communication, the means of buying and selling, and the means of
payment, until it became global companies specializing in this area and seeking to
monopolize it and work to achieve leadership.
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The transport sector has also seen great developments, so that the so-called
intelligent transport (Internet of transport) has appeared, and the issue of the Internet
of transport or intelligent transport requires the availability of platforms, sensors,
and advanced communication technologies; and the Internet of transport brings
great benefits to individuals and to the state economy as well as to the economy.
This is what prompted countries to seek out its Internet and to work to continue to
generalize the process by all means and to develop new ones.

There are countries that have become leaders in smart transportation, such as
Dubai, France, and Canada, and this is what we will be discussing in this research
paper.

Through this forward, we can pose the following question:

To what extent can the Internet of transportation be regarded as an inevitable
inevitability?

We can also ask the following sub-questions:

What are the most important components of the Internet of transportation?
To what extent can the Internet of transportation be used?
What are the most important achievements in the field of intelligent transport?

The objective of the study: The objective of the study is to demonstrate the
importance of intelligent transport and work on the Internet of transport means and
to emulate the leading countries in this field.

The importance of the study: The importance of the study lies in showing the
importance of the Internet of Things and the Internet of transportation, in addition
to addressing the most important bases that must be available to be able to have
the “Internet of transport”; then we will abandon the study on intelligent transport
models in some countries.

The method adopted: The inductive approach is adopted with two analysis tools
in data analysis.

Study divisions: The study was divided into the following axes:

Axis I: Introduction to the Internet of Things.
Axis II: Internet of means of transport (smart transport).
Axis III: Internet samples of means of transport.

2 Introduction to the Internet of Things

The Internet of Things started as a project for the US Department of Defense’s
Advanced Research Projects Agency in 1969 and was called in its day (ARPAnet),
and it connected a group of sites that initially numbered four, and it was planned to
link more than 50 billion devices by 2020 (Latif 2017). The first appearance of this
term was in the beginnings of the twenty-first century precisely in 1999 at the hands
of the British scientist Kevin Ashton, whose idea was to connect the digital devices
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around us, such as home appliances, in a way that allows us to know their specific
cases and information without needing to be near them (Al-Marhaby and Al-Baz
n.d.).

2.1 Definition

We can define the Internet of Things as:

A network comprising end networks or uniquely identifiable objects that communi-
cate with each other via IP without human intervention. Basically, the Internet of
Things takes into account sensors, smartphones, tablets, etc. (Kumar 2015).

Network: a term that has appeared recently and refers to the new generation of the
Internet (the network) which enables understanding between devices interconnected
to each other (via Internet Protocol). These devices include tools, sensors, and
artificial intelligence tools. These devices allow the person to move around without
needing their presence thanks to the control of these tools (Hassan 2019).

The Internet of Things: This is a vast network of connected devices connected to
the Internet, including smartphones and tablets, and almost anything that contains
a sensor, such as cars and machines in production plants, jet engines and oil well-
drilling machines, and wearable devices is like wristwatches because objects collect
and exchange data (Al-Marhaby and Al-Baz n.d.).

The term Internet of Things refers to the connection of devices and things to
a private network or the Internet. These elements include sensors and actuators
that help operate autonomous machines and intelligent systems. Internet-connected
sensors allow objects to collect and exchange data in public spaces, workplaces and
homes and to monitor the environment. Report their condition, receive instructions,
and take appropriate action; in addition to connecting things, Internet technology
enables a digital interconnection between components of the physical world, such
as people, animals, air, and water (Economic and Social Commission for Western
Asia, United Nations 2019).

Through the previous definitions, we can say that the Internet of Things connects
things to programs and technological means with the aim of controlling them in a
way that suits the party that uses them.

2.2 The Components of the Internet of Things and Its Basic
Components

2.2.1 The Components of the Internet of Things

The Internet of Things is made up of four main components:
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Fig. 1 The four elements of the Internet of Things. (Source: Mustafa Sadiq Latif, p. 50)

Things: What we hear here is everything around us, such as appliances, manu-
facturing, transportation, energy, nutrition, clothing, and even the human body and
animals. In short, anything can be connected to the Internet through a small data
chip that collects information without human intervention, and in the future there
will be nothing that cannot be connected to the Internet.

– Communication networks: which connect them (Al-Marhaby and Al-Baz n.d.).
– Data: which is sent by things and people and received by the computer systems

that process them.
– People (individuals) (Fig. 1).

2.2.2 The Basic Components of the Internet of Things

The components of the Internet of Things are:

– Mobility: its goal is to provide the ability to access the Internet from any device,
anywhere and anytime.

– Cloud computing: this means providing IT services and resources distributed
across the network so that they can be accessed from anywhere and anytime.

– Big Data: it is the ability to process and analyze huge data that steadily increases
with the increasing number of devices and objects connected to the network.

– The new generation of Internet addresses: which will increase the number of
addresses available to connect devices to the Internet from less than four billion
addresses now to 10 × 4 ˆ 38 addresses, which means connecting 50 billion
Internet devices by 2020 will be easy and possible (Al-Marhaby and Al-Baz n.d.).
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2.3 The Importance of the Internet of Things and the Areas
of Use

2.3.1 The Importance of the Internet of Things (Atallah 2020)

The importance of the Internet of Things is:

– Help decision-makers make the best decision among the set of decisions available
to them.

– Raise the level of performance and productivity strategy in factories.
– Provide better customer service.
– Increase productivity.
– Save effort, time, and money.
– Prevention and response to problems.

2.3.2 The Areas of Use the Internet of Things

The Internet of Things is used in the following areas:

– Smart homes.
– Smart cities.
– Health care.
– Automotive/transport.
– The field of agriculture.
– Retail trade.
– Smart clothing or electronic clothing (wearable).
– Energy management.
– Telecommunications.
– Factories and companies.

2.4 The World’s Largest Pioneer in Internet of Things
and Internet of Things Statistics

2.4.1 The World’s Largest Pioneer in Internet of Things

Business Insider expects investments in Internet of Things technology to generate
huge revenues totaling $ 13 trillion by 2025. Several global companies are compet-
ing for the Internet of Things, which has become an icon of business development
in technology companies seeking to maximize their revenue, and these companies
are:

– Amazon: It entered the Internet of Things by launching the Amazon electronic
services platform, which controls nearly half of the world’s cloud and is a huge
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central data market that allows businesses to access a vast base data center that
enables economies of scale, eliminating the need for operational data centers.
Amazon also dominates the smart home market, with the help of the voice
assistant “Alexa” and “Echo Device” (Al-Nasser 2015).

– Apple: The American company is very present in the smart home sector thanks
to its so-called “home” application, which integrates camera systems with
door locks, as well as the management of lighting systems as well as kitchen
appliances such as coffee machines.

– Cisco: When we talk about networking, Cisco has a say in this area. Cisco
is one of the first companies to invest in providing solutions to the enterprise
sector in the Internet of Things field, and it has very significant studies in this
area (Al-Dubii 2018). Known for the expression “connect everything to the
Internet,” he has already embarked on the integration of the Internet of Things in
infrastructure, television, and transport services (Al-Nasser 2015).

– Google: With its rich experience in the consumer sector, Big Data, and BI
business intelligence, in addition to its hegemony in the mobile era in which we
are currently living, Google has the tools needed to create smart solutions that
benefit consumers and businesses alike (Al-Dubii 2018). Its approach focuses on
self-driving car projects and unmanned aerial vehicle development, as well as the
design of the Google cloud platform (Al-Nasser 2015).

– Microsoft: With an operating system (Windows) running on 1.5 billion devices
and a cloud computing platform that is the best and strongest for the business
sector, on top of that, Microsoft has launched a special version of Windows
geared toward the Internet of Things, so Microsoft has what qualifies it to lead
the software and cloud solutions industry in the Internet of Things market (Al-
Dubii 2018). It also manages the “Azure IoT Suite” program, which allows users
to remotely monitor devices, analyze their data, and predict maintenance needs
to prevent outages.

– Fitbit: Is the leader in wearable device development, especially in fitness,
and recently released Inspire and Versa devices that track individual athletic
activities.

– IBM: Cognitive technology “Watson” is the main project of the American
company in the field of the Internet of things, because this technology simulates
the human method to answer questions and to acquire capacities of reflection and
learning.

– AT&T: It connected 1.3 million cars to the Internet 3 years ago, drivers being
exempt from paying the cost of creating an account on the network.

– T-Mobile: The company has set up an integrated hub to serve IoT customers by
developing a platform that helps designers of IoT products benefit from modern
technologies.

– Comcast: The media company acquired “I Control Networks” in 2017, which
develops technology and platforms for connecting home security devices, as
well as the development of the “Converge” software platform, which enables
communicating with safety sensors and provides support for automation devices
such as cameras and temperature measurements (Al-Nasser 2015).
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– Intel: The number of devices that will shape the Internet of Things scene in
5 years will be twice as many as the mobile devices, computers, and tablets
that work together today. Who will manufacture processors for this large number
of devices? Simply, Intel will be the biggest participant in the hardware field,
especially with its huge research and projects in this area after losing a significant
share of the mobile device market (Al-Dubii 2018).

2.4.2 Internet of Things Statistics

According to some calculations, the number has reached between 15 and 25 billion
connected devices, and the number is expected to increase from 50 to 212 billion
by 2020, and some analyzes even predict that there will be one trillion connected
devices by 2025 (United Nations, Government Summit 2015).

– Personal clothing, which is expected to reach 162.9 million units by the end of
2020.

– The number of candidate smart home devices grew from 83 million in 2015 to
193 million in 2020, including washing machines, refrigerators, dryers, security
systems, and energy equipment such as lighting.

– Small businesses are among the areas that benefit the most from the Internet of
Things, as Business Insider expects the volume of investments in devices and
solutions for this technology to increase from $ 215 billion in 2015 to 832 billion
dollars by 2020.

– The transport sector, in light of the expected increase in the number of passenger
cars connected to it from 36 million cars in 2015 to 381 million cars in 2020,
in addition to the trend of public transport from airplanes, trains and buses to
use the Internet of Things to improve the travel experience, in parallel with the
benefit of smart cities that will provide For intelligent car traffic and parking data
(Al-Nasser 2015).

3 Internet of Means of Transport (Smart Transport)

3.1 The Definition of Internet of Means of Transport (Smart
Transport)

It is the use of information and communication technologies to support and integrate
transport and logistics systems, so-called intelligent movement (SMART MOBIL-
ITY), and it is possible to coordinate and “integrate” all levels of transportation
into a unified virtual platform, including cars, trains, planes, and even bicycles and
pedestrians (Sadiq and Sfour 2013).

The term intelligent transport is used to express the integrated applications of
sensors, computers, communications, and electronics technologies and management
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strategies to provide people with the necessary information, increase the efficiency
of transport systems, and strengthen road safety. Intelligent transport systems
integrate information and communication technologies into existing transport man-
agement systems, with the aim of improving the services provided (Shakeri and Tal
2014a).

He is interested in the use of computer, electronics, communication, control, and
development technologies to address the many challenges facing the public transport
and traffic sector, through the use of modern technologies and their relation to
public transport, and intelligent applications are characterized by their combination
of the enormous capacity of information and control techniques for better transport
management (Tunisian Ministry of Transport 2020).

Through the previous definitions, we can say that the Internet of transport or
intelligent transport is based on computer technologies and through which all traffic
movements, parking lots, traffic lights, etc. are controlled.

3.2 The Characteristics of Internet of Means of Transport
and Their Purpose

3.2.1 The Characteristics of Internet of Means of Transport

The Internet of transport is characterized by the characteristics shown in the
following figure (Fig. 2):

The characteristics of intelligent movement

Smart roads and streets 

Intelligent traffic 
signals

Intelligent 

monitoring 

Smart 
lighting 

Smart parking

Fig. 2 The characteristics of Internet of means of transport. (Source: Djamel Subhi Hajeer)



The Importance of the Internet of Things and Its Applications in the Field. . . 251

3.2.2 The Objective of the Internet of Transport

The main objectives of intelligent transport systems, in particular to improve
the current and future economic productivity of individuals, institutions, and the
economy in general, are:

– Energy saving and environmental protection.
– Improve Golan standards and the well-being of travelers.
– Increase the operational efficiency and capacity of the transportation system (Al-

Ghazi 2010).
– Ensure safety on the road network, reduce the frequency of road accidents, deaths

and resulting injuries, and reduce their severity.
– Provide first aid services when such accidents occur, thanks to the rapid response

and the raising of the level of rescue in emergency situations.
– Improve ease of movement and provide comfort and safety on the road network.
– Increase the efficiency of roads and increase the productivity of individuals,

institutions, and the economic sector.
– Raise the level of road network management by adopting the efficiency of road

network capacity.
– Shorten journey times and reduce delays.
– Save investments in the establishment and extension of road networks (Al

Youssef and Hussein n.d.).

3.3 Types of Intelligent Transport Services and Their
Components

3.3.1 Types of Intelligent Transport Services

Intelligent transport systems are generally classified into services whose hierarchy
varies from country to country. For example, the National Engineering for Intelli-
gent Transportation Systems in the USA includes 31 services grouped into 7 types
of services, represented in the following table (Table 1):

3.3.2 Intelligent Transport Components

Intelligent transport systems consist of the following main components (Al Youssef
and Hussein n.d.):

– Transport infrastructure such as road networks and public transport systems.
– Traffic control centers.
– Sensors and monitoring.
– Spatial identification and display devices in vehicles.
– Integrated communication systems.
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Table 1 Types of intelligent transport services

Names of departments Types of services

Information on transfers before departure
Inform the driver on the road
Traffic management
Joint conduct and transgressions
Information on services for travelers
Modification of traffic
Elimination of accidents
Processing of mobility requests
Sending and dilution of the experiment
Railway junctions

1. Elimination of traffic and travelers

Carry out public transport
Road notification
Personalized public transport
Safety in public transport

2. Provision of public transport

Electronic payment services 3. Online payment
Electronic verification of commercial vehicles
Automated road safety checks
Safety monitoring on board vehicles
Administrative procedures related to commercial
vehicles
Intervention in the event of accidents related to
hazardous materials
Sale of the utility vehicle fleet

4. Trade in utility vehicles

Notification of urgent cases and personal safety
Elimination of emergency vehicles

5. Act in an emergency.

Prevention of longitudinal collisions
Prevention of side collisions
Prevention of collisions at intersections
Extreme vision to avoid collisions
Security control
Development of the tension device before impact
Automatic driving of the vehicle

6. Security systems in vehicles

Processing of stored information 7. Information management

Source: Tunisian Ministry of Transport

– Basic information such as digital maps, safety information, and traffic.
– Intelligent transport systems represent the natural development of a country’s

transport infrastructure (Fig. 3).
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Fig. 3 The components of an intelligent transport system. (Source: Kholoud Sadiq)

3.4 Advantages of Intelligent Transport and Its Fields
of Application

3.4.1 Advantages of Intelligent Transport

The Internet of transport leads to:

– Transportation systems are more efficient and intelligent.
– Take advantage of the efficient movement of vehicles, people, and goods, to

reduce the load (United Nations, Governmental Summit 2015).
– Mobility application through a special application specializing in route planning

and integration of means of transport (collective means, cars, bicycles, and
parking lots).

– Provide clean, fast, and safe transportation.
– Avoid traffic problems and give better chances of finding parking or the like.
– Save time, improve mobility efficiency, reduce costs, and reduce carbon dioxide

(CO2) emissions.
– Provide traffic flow management, speed control, freight congestion, information

systems, vehicle tracking, onboard security, and vehicle parking management
(Shakeri and Tal 2014b).

– It is possible to get information on the performance of means of transport such as
roads, streets, public transport and trains, as well as on transport demand (Balwan
2014).
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3.4.2 Areas of Application of Intelligent Transport

– Transport demand management: This includes the movement of public transport
vehicles and parking control.

– Management of emergency vehicles: Determining the location of the accident
and prioritizing signals.

– Traffic management: Tracks the movement of cars, and immediately sends this
data to a control center, allowing it to be managed by finding fast and unblocked
roads in an emergency, as well as the ability to control traffic lights (Shaheen and
Odeh 2016) (Fig. 4).

– Parking lot management, which is systems that have become commonplace in
most public parking lots, especially shopping complexes (Princess Noura Bint
Abdul Rahman University 2014), to know the number of vacant parking lots and
reach the nearest one, as newer systems use ultrasonic sensors to detect vacant,
occupied, and reserved parking spaces, as well as car parks for families. Special
needs (Shakeri and Tal 2014a).

– Reduce the level of pollution: by installing sensors that monitor the general air
quality.

– Automated security check: such as checking the validity of driving licenses,
measuring vehicle weight.

– Electronic tax collection services: using electronic cards.
– Underground platform: the underground platform is represented by underground

spaces, which have the capacity to alleviate urban problems and are exploited, as
well as providing spaces and spaces for the growth and development of cities.

– Smart traffic by imposing: fluid insurance on the circulation of private vehicles
and public transport in the city and by easing traffic jams and helping to reduce
pollution rates.

– Parking meters: one of the most important tools for organizing parking in large
cities.

Fig. 4 Priority systems. (Source: Mohsen Ali Balwan)
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– Car control systems: as it became more sophisticated, it has become linked
to communication networks and the Internet, where users can communicate
remotely, sell their cars, and control them (Al-Saleh 2014).

– Road lane control systems: which are systems that make it possible to determine
which lanes are sometimes closed or whose directions change during the day, as
well as those which determine the lanes of trucks and modify the way they pass
by their passage traffic (Al-Mashhadani 2019).

– Notification systems: that automatically notifies powerful people after an accident
(Shaheen and Odeh 2016).

4 Internet Samples and Means of Transport

4.1 Driverless Transport in Dubai

In 2016, Dubai adopted a driverless transport technology strategy that will transform
the transport system into a 25% intelligent system by 2030, and the Roads and
Transport Authority and the Dubai Future Foundation are supporting this project,
which focuses on people, technology, policies, legislation, and infrastructure (Eco-
nomic and Social Commission for Western Asia, United Nations 2019). Dubai’s
smart transport strategy aims to improve several mobility indicators by 2030,
including reducing carbon emissions by 12% and reducing parking demand by 50%,
resulting in Dubai’s interest for the construction of smart infrastructures which play
a central role in the competitiveness of future cities. This strategy will increase road
safety by 2030 by 12% and reduce transport costs by 44%.

4.2 The Driverless Metro at Princess Nora University in Saudi
Arabia

An automated transport system is available at the university, which is a metro, which
is the largest automatic university train in the world, as it does not require a driver
and provides 24-h transport service for academics, administrators, and students. A
station separated by a distance of about 400 m; as for the load capacity of each
vehicle, it reaches 134 passengers, including 24 seated and 119 standing (Al-Saleh
2014).
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4.3 The Mobile Phone Is Becoming the “Ticket” for Public
Transport in France

Since 2008, three mobile telephone operators, in cooperation with public transport
companies in France, have promoted offers that make it possible to transform the
mobile telephone into a transport deposit. The traveler only has to pass his mobile
phone a few centimeters from a special device (terminal) to confirm the reservation.
Electronic tickets can be purchased on a mobile phone through a dedicated website,
with the customer’s credit card number inserted.

The aforementioned partners have agreed to set common technical specifications
and to consider numerous economic examples centered on one basic principle: the
customer pays the price of the ticket to the public transport company, which in turn
pays a percentage to the price mobile operator (Al-Ghazi 2010).

4.4 Safe Scooters in Rwanda

The platform was launched in Rwanda in 2015 and aims to reduce road accidents
and deaths and adopt the Uber model for motorcycles in two Africans. This
platform collects driver data and analyzes it using the Global Positioning System
and includes it in the classifications that customers assign to drivers to reward safe
and responsible driving. Drivers with at least 3 years of experience can apply to
join the platform, and this platform allows customers to pay the freight cost using
an electronic wallet shipped by cellphone or credit card, and this platform uses
the services of the Kigali incubator to interact with project owners, programmers,
and developers. In Rwanda, the continuous improvement of the ICT infrastructure
has been a major factor in the success of the platform (Economic and Social
Commission for Western Asia, United Nations 2019).

4.5 CAMPAS Traffic Management System in Canada

The Canadian experience, through the CAMPAS traffic management system, in
“Toronto,” shows that the control of traffic accidents and overcrowding at certain
points on the highway, number 401, has made it possible to reduce traffic. The
duration of the intervention is between 86 and 30 min. It also reduced the response
delay rate for each accident by 537 vehicle hours, in addition to forecasting around
200 accidents per year (by displaying information about the accident at the time of
its occurrence), which has saved $ ten million.
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4.6 GPRS Shelter System in Munich

Since April 2006, the city of Munich has implemented a system produced by
Siemens and Citrix to guide drivers when looking for free space in stacked shelters.
This system works by sending all shelter information to a central distributor via
the Internet (GPRS). This distributor broadcasts this information to the public after
having analyzed it on digital screens in the street and on the radio link.

This system allows the city of Munich to earn 500 thousand euros by considering
only public works and is characterized by a low operating cost due to its use of the
Internet as a means of sending information (Al-Ghazi 2010).

5 Conclusion

The means of transport are the main artery of daily life and foreign trade, as they are
exported and imported, and they differ according to the needs, and the need for their
Internet has become an unavoidable necessity, as many countries have benefited
from their services which were previously deprived of it.

Results
Through the study, the following results were achieved:

– *The Internet of Things appeared with the emergence of the Internet and
the development of communication technologies. It depends on specialized
techniques and programs and has become a source of profit for many companies
working in the field of technologies and services.

– *Smart transport is considered an important and necessary means in daily life
and international trade, due to its characteristics that distinguish it from other
traditional means of transport.

– *Internet and means of transport have developed considerably, and some coun-
tries and companies have become pioneers in this field.

– *Countries differ in terms of their dependence on intelligent transport; some
of them have internet transport means, traffic, etc.; and there are those who
are satisfied with one type of specific transport, according to their needs and
capacities.

Recommendations
We can make the following recommendations:

– Countries should emulate pioneering and successful experiences in intelligent
transport.

– Countries must work on the Internet and the means of transport, take advantage
of the advantages it offers, and overcome the difficulties they may encounter to
achieve this.



258 N. Soudani and D. Sadek

– Sign agreements with leading countries in the field of intelligent transport, and
benefit from a transfer of technology within the framework of exchanges of
experiences or investments in this field.
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An Adaptive Medical Advisor to Improve
Diabetes Quality of Life

Abdelouahab Belazoui, Abdelmoutia Telli , and Chafik Arar

Abstract This paper aims to improve the diabetes quality of life (DQOL) by
making it easier to control the disease anytime and anywhere. There are so
many factors affecting diabetes that self-management has become a complex task.
Moreover, the therapeutic interventions differ according to the patient’s profile,
making this process similar to solving a multi-objective optimization problem. In
this context, we propose a new solution to the problem of diabetes control shaped
an adaptive tool that assumes the medical adviser’s role for those suffering from
diabetes. The proposed tool exploits mobile technology to help individuals manage
their diabetes independently, anywhere, anytime. It allows patients to avoid the
complications of the disease and encourages them to become actively involved in
their own care processes.

Keywords Diabetes quality of life · Adaptation · Medical advisor · Mobility

1 Introduction

The medication discovery is an innate behavior practiced by all living things in
a subliminal way that is mainly aimed at preserving their lives. Several treatment
techniques and strategies have been gradually developed by humans since the
beginning of history where they previously depended on the use of crops provided
by nature and human experiments in the curing process.
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At present, the facilities that technological advancements have introduced into
human life have hampered his physical activity, which has led to the emergence of
diseases related to obesity and diabetes. The latter is a syndrome characterized by
a metabolic disorder and abnormally high blood sugar caused by insulin deficiency,
decreased sensitivity of tissues to insulin, or both. Diabetes leads to serious
complications and even premature death. However, there are precautions people
with diabetes can take to control the disease and reduce the risk of complications.
These precautions are tightly linked with the patient’s blood sugar level. Practically,
it must satisfy the influencing factors in the glucose equilibrium process to have
controlled diabetes which is considered a goal for every patient who suffers from
this disease.

This paper aims to provide an informatics solution that makes life with dia-
betes easier under the best circumstances. The proposed approach enables self-
management of diabetes using an interactive mobile application as a medical
advisor which provides adaptive counsels to the patient according to his introduced
parameters.

After giving an overview of related work on recently invested technologies
in the field of patient’s self-care and prove its importance, Sect. 3 presents the
influencing factors in controlled diabetes to know the patient’s needs that we help
in the modeling phase of the proposed medical advisor. Section 4 shows a general
architecture of the proposed system by expressing the functionalities of each module
and their communication with each other. Section 5 exhibits the scenarios of the use
of the proposed system and captures the dataflow under its components. Section
6 provides the software configuration necessary to develop the proposed system.
Finally, the last section shows the results of the research described in this paper.

2 Literature Review

Improving diabetes healthcare has recently attracted the interest of researchers that
has led to the emergence of several approaches and informatics tools to make
life easier for individuals with this chronic disease. Indeed, most of the research
undertaken in this area has mainly aimed at supporting disease self-management
and improving quality of life which considered the main goal of its early diagnosis
and treatment (Trikkalinou et al. 2017).

Artificial intelligence (AI) techniques have revolutionized diabetes care, and
they have been very helpful in making medical decisions. For more information,
it’s recommended to review the work done in (Contreras and Vehi 2018); this
investigation has contributed to know recent works aimed at using AI techniques
to support the diabetes management process. Also in relation to that, the work
presented in (Dovc and Battelino 2020) has tried to catch the evolutionary line of
diabetes technology. This work targets type 1 diabetic patient who relies on periodic
insulin injections. That’s why the research focused on the development of injection
technology.
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The first studies that raised the issue of computer intervention in diabetes
management focused on helping healthcare professionals choose the best moni-
toring procedure by predicting blood glucose profiles resulting from alternative
control policies. Deutsch and his team in (Deutsch et al. 1990) developed a
complex computer system architecture to support the management of diabetes,
which depends primarily on patient blood glucose monitoring. Researchers have
gone one step further by developing an automated insulin dosing adviser (Lehmann
and Deutsch 1993; Lehmann et al. 1994); they have focused on insulin adjustment
for the insulin-dependent diabetic patient. Their proposed solution differs from
traditional purely algorithmic and model-based methodologies generally applied for
treatment planning by combining rule-based reasoning and model-based reasoning
to select appropriate control actions. In addition, the adaptation was introduced into
diabetes management by (Juhasz et al. 1994) where it was applied in its control
techniques. Multi-agent systems (MAS) have brought about a paradigm shift in
medical decision support. In this context, the authors in (Greenwood et al. 2003)
attempt to solve the problem of self-adaptation of the agent-based user interface to
enable real-time decision support.

Fuzzy logic techniques were inspired in the form of a glucose-regulating
counseling algorithm for a type 1 diabetic patient under insulin intensive treatment
based on a multiple daily dosing regimen (Femat et al. 2006). Moreover, the
reasoning techniques and mechanisms have also been exploited in the same context;
the authors in (Ahmed et al. 2015) have shown that the case-based reasoning
paradigm is the best methodology of reasoning technique and provides an optimal
solution for diabetic expert systems. The adaptation based on reinforcement learning
was also proposed by (Sun et al. 2019) where they have encouraging results for
diabetic patient under multiple daily injections treatment; this approach increases
the time spent in the target range while simultaneously reducing risk factors.

After studying the most interesting work done in the computerization of diabetes
management, it appeared that the majority of studies were focused especially on
the pharmaceutical side through taking of insulin doses. They helped to facilitate
the application of the instructions of the attending physician outside of medical
consultation times. In contrast, the solutions proposed did not take account of
all the factors affecting the control of diabetes and spared patients from serious
complications of the disease.

To address this problem, the authors identify in the following section the main
factors affecting diabetes control that will be the main pillars of the solution
proposed in this paper.

3 Factors Influencing Controlled Diabetes

Diabetes is a chronic disease that cannot be cured. Its treatment aims to improve the
patient’s quality of life and prevent complications. Therefore, its treatment differs
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Fig. 1 Major factors in
controlling diabetes

from other diseases and depends on the satisfaction of a few factors. Figure 1
illustrates these factors involved in controlling diabetes.

There may be other factors that affect controlled diabetes, but the authors save
three main factors, namely, physical activity, diabetes diet, and regular medication.
These factors form a framework for the proposed tool in the next section.

Firstly, the physical activity enables its practitioners to have good fitness and
avoid many diseases. Physicians strongly recommend involving patients in physical
activities that help burn fat to keep blood sugar levels moderate. The World Health
Organization (WHO) experts recommend brisk walking for 20 min a day as a
minimum physical activity for individuals with diabetes.

Secondly, the diabetic diet is used by diabetes mellitus or high blood sugar
to reduce the symptoms and dangerous consequences of the disease. There are
diet educators tasked with indoctrinating healthy eating habits for elderly and ill-
read patients in particular. For knowing the recent nutritional recommendations for
diabetics, it is recommended to review the work presented in (Gray and Threlkeld
2019).

Finally, the regular consumption of medications prescribed by the attending
doctor contributes to improving the quality of life of the patient; this matter therefore
should not be tolerated because it can lead to catastrophic consequences for the
health of the patient. It is appropriate to provide a mechanism that helps patients
remember when to take their medications in specific doses.

4 Proposed System Architecture

In this paper, the authors have attempted to help individuals with diabetes with a
clever tool to improve their quality of life and prevent them from problems related
to poor disease management. However, its intelligent aspect lies in the fact that the
patient’s profile guides the advice given. As well as their mobile aspect, patients can
enjoy the benefits of self-management of the disease anytime and anywhere thanks
to intelligent devices that have become widely available recently.

This section presents a detailed architecture of the proposed approach based on
four main components, namely, the therapeutic model, the monitoring agent, the
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Fig. 2 Detailed architecture of the proposed system

patient model, and the user interface. A detailed description of this architecture is
illustrated in Fig. 2.

4.1 Therapeutic Model

It coordinates with the monitoring agent to ensure that medical advice is provided to
patients according to their profile. Conceptually, this component is indeed composed
of a layered database of diabetes knowledge and a medical explorer.

The layered database performs logistical support to the exploration module by
supplying relevant medical knowledge. It was designed by extracting and organizing
the knowledge of a human expert in a layered database at three levels, namely,
physical activity, nutrition, and medication. Moreover, the exploration module bears
the task of the disease area expert. It acts on the medical knowledge extracted from
the database and provides advice for the best management of diabetes.
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4.2 Patient Model

This model manages critical patient information that directly affects the overall
behavior of the proposed medical advisor. It is responsible for saving and restoring
patient profiles at each consultation of this medical advisor. To carry out such
a mission, it consists of two parts that work in coordination, namely, a session
manager and patient profiles.

4.3 Monitoring Agent

The most important element of the proposed system is that it offers an escort adapted
to individuals with diabetes according to their profile. It consists of an adaptation
module and an associated knowledge base.

Adaptability to the patient’s profile is the intelligent aspect of the proposed med-
ical advisor, while its main objective is to benefit from adaptive self-care service.
There are two features provided by the adaptation module which are diabetes diet
education and medication reminder. In addition, the associated knowledge base
includes data that enables the smooth functioning of the system.

5 Scenarios of Use

To facilitate the implementation of the proposed tool in this paper, it is appropriate
to illustrate the data flow across their components. Indeed, the proposed tool
offers two essential functionalities from which patients can benefit after their
identity verification or registration: the deposit of their values concerning the factors
affecting their diabetes or the receipt of adapted advice on their real state of health
through their mobile device. The authors describe in the following how their medical
advisor functions using sequence diagrams. They have adopted UML (Uniformed
Markup Language) to describe the information exchanges within this proposed tool.

5.1 Setting Mode

The proposed tool either requires users to preregister or must register and open a
new account. In all cases, the setting mode allows the creation and enrichment of
the patient’s profile which will affect the provided advice nature. There are two
ways the user can use the proposed application in setting mode, namely, creating a
new account or entering the new parameters in a previously existing one.
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Fig. 3 Registration process for a new patient

When creating a new account, the user must choose “sign in” after running
the application on his mobile device. A registration form must then be filled out.
Critical information regarding healthcare metrics must be checked before being
saved as a new medical record. On the other hand, saving parameter values in an
existing account does not require data checking. Figure 3 shows a sequence diagram
describing how a new patient is registered under the proposed application.

5.2 Advising Mode

With the help of the proposed application, the user can use it in an advisory mode
such as an alarm clock to consume the medication prescribed by the attending
physician or a diet educator adapting the diet according to the patient’s profile.
Below in Fig. 4, a sequence diagram described an example of the provision of advice
by the proposed application.
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6 Implementation

The implementation phase in software engineering encompasses all the processes
involved in the proper functioning of an element in its environment. To achieve this
objective, it must identify in this phase the various programs and appropriate tools
that correspond to the specificities of the desired software to be developed, followed
by translating one’s own model using the chosen set of tools as a usable product.

The authors have chosen to use the Java and XML languages under Android
Studio as IDE (integrated development environment) based on a software package
(libraries, tools) called SDK Android and ADT (Android developer tools). They
also took advantage of the AVD (Android Virtual Device) emulator to run and test
the application to be developed on Windows. Moreover, SQLite was adopted for
database creation and manipulation.

A prototype has been developed using the software range chosen for the imple-
mentation phase. The proposed tool is a mobile application called AMAD (Adaptive
Medical Advisor for Diabetics). It is currently under the software validation phase
of its development cycle and will soon be placed on the Google Play platform for
free use by people suffering from diabetes.
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7 Conclusion

As the factors involved in the stabilization of diabetes have multiplied, disease
surveillance has become a tiring process. It requires a good appreciation of
therapeutic intervention strategies which vary according to the patient’s profile. In
this context, the purpose of this paper is to improve the quality of life of people with
diabetes by enabling them to live better with their disease. To reach this aim, the
authors introduce a medical advisor for individuals with diabetes by integrating of
adaptive and mobility techniques.

In light of the key factors influencing the diabetes stability identified at the
beginning of this paper, the authors presented the architecture of the proposed
medical advisor by specifying these different components. Thereafter, they have
clarified the working mechanisms of the proposed tool through sequence diagrams
which capture the data flow among their different components. Moreover, they
have specified the appropriate software configuration for such programming kind. A
prototype has been developed under the name AMAD which will be made available
to patients after having completed the software validation phase. Arguably, the tool
proposed in this paper will be a good partner for diabetics through its adaptive
consultations according to the disease situation in every place and time.

In future work, the authors will place their medical advisor for free use across
the Google Play platform. After a trial period, they will conduct a field survey with
a sample of diabetic patients to see how the proposed tool will affect their quality of
life.
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The Role of Data Bank Algeria as a Big
Data Service Provider in Evaluating
the Lending Policy of Public Banks Using
the Capital Asset Pricing Model for
the Period (2010–2016)

Ilifi Mohamed, Belghalem Hamza, and Serir Abdelkade

Abstract This study aimed to evaluate the lending policies of public banks in the
Algerian banking system for the period 2010–2016, and to achieve this, the capital
asset pricing model was built based on the big data collected on the Bank of Algeria
website as a source of open data, through which we came to consider that the lending
policy of all public banks. It is defensive in line with the stagflation state that the
Algerian economy is going through during the studied period, but it remains in line
with the capital asset pricing model.

Keywords Lending policy · Capital asset pricing model · Open government
data · Big data

1 Introduction

Big data has become an important variable in the digital environment, due to its
great role in building plans and anticipating the future. Therefore, in light of the
spread of this data, especially through social media sites, governments focus on
collecting them within their official sites in the form of open government data to
draw and build macroeconomic policies. These data are stocks of information that
are processed in modern ways to store, process, and distribute them that help in the
process of making various decisions.

Within this context, the Bank of Algeria collects this data to assist banks in
building and drawing their lending policies through the data provided by many
preventive centers specialized in this field, the most important of which is the
centralization of risks, to achieve the safety and stability of the banking system as a
whole and avoid systemic risk.
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With the help of the data available on the Bank of Algeria website on the Internet
and using the capital asset pricing model, it is possible to evaluate the effectiveness
of public banks in using the available resources within their various lending policies
and their ability to finance the economy in a banking environment that knows rapid
transformations to extract strengths to enhance them and highlight shortcomings and
weaknesses to find appropriate solutions to overcome them, as this model works on
a brief and comprehensive evaluation by calculating the required rate of return on
investment in the bank’s assets and comparing it to the actual rate and thus judging
the efficiency of the lending decision included in the lending policy of public banks.
Accordingly, from the above, we can ask the following main question: Can the data
collected in the Bank of Algeria report From extrapolation of the effectiveness of the
lending policies of Algerian public banks?

Sub-questions Asking the main question contributes to asking the following set of
sub-questions:

– What is the role of open government data in light of big data?
– What is the theoretical basis of the capital asset pricing model?
– What is the advantage of the lending policy of Algerian public banks?

Hypotheses This research is based on the main hypothesis: that the lending policies
of public banks summarized in the data of the Bank of Algeria are acceptable within
the capital asset pricing model.

The Importance of the Research The research is of great importance because the
effectiveness of the lending policy of commercial banks has a direct impact on the
optimal allocation of financial resources to serve economic development projects,
and since bank financing is dominant in financing the Algerian economy, the open
government data has become the Bank of Algeria provides important data capable
of giving the ability to read. These policies are analyzed and evaluated in a brief and
useful manner using some of the entrances in this, which helps in modifying them
in a way that serves to achieve economic development in Algeria.

Research Objective Through this research, we aim to identify the content of
big data and its role in evaluating the lending policies of Algerian public banks
according to the capital asset pricing model.

Study Boundaries The time frame for this study is limited to the period from 2010
to 2016, while the spatial framework concerns the six Algerian public banks.

The Approach Used Given the nature of the research topic and the attempt to
answer the main question and test the validity of the hypotheses, we will rely on the
deductive approach in order to describe and analyze the various dimensions of the
study.
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2 A Conceptual Framework for Big Data and Open
Government Data

The importance of data has increased in light of the development in modern
technology, and it has become so great that it has necessitated the adoption of
methods to collect and analyze it to facilitate the process of its use, especially in
decision-making, and given this, governments seek to collect them in the form of
open government data:

2.1 The Concept of Big Data

In fact, it is not possible to give any specific definition of big data, as it is a complex
multiform term; its definition differs between the societies that care about it as a
user or service distributor, etc.; and accordingly some concepts can be given related
to the term big data.

Big data is defined as a stock of information that is characterized by great size,
speed, and diversity that requires innovative and effective forms of processing it that
differ from ordinary data processing so that it enables its users to improve visibility,
decision-making, and the automation process (Suleiman Rashwan 2018, page 27).

It is also known as a huge amount of complex data that achieves high levels of
distribution and huge quantitative data sources; its speed and diversity are great;
its size exceeds the ability of traditional software and computers to store, process,
and distribute it; and it is often available in its time and takes various forms if
understood in depth. It was used better in the decision-making process (Ghobeiry
and Hassan Hassan 2019, page 35), as defined by the International Organization for
Standardization as a group or groups of data that have characteristics such as size,
speed, diversity, variance, data validity, etc., and cannot be efficiently processed
using current and traditional technology to take advantage of them (Suleiman
Rashwan 2018, page 27).

According to the previous definitions, big data can be defined as a group of large
and complex data that is difficult to process using traditional techniques and tools,
enabling its users to improve visibility and make appropriate decisions.

2.2 Characteristics of Big Data

Big data has the following characteristics (Suleiman Rashwan 2018, page 28) (Sakri
et al. 2019, page 45) (Shukla et al. 2015, p. 6):

– Volume: refers to the amount of data generated, which may reach a large number
of data and determine the size of its value.
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– Speed: it means the speed of production and extraction of data to cover the
demand for it, as speed is a crucial element in making a decision based on this
data, and it is the time that we spend from the moment this data arrives at the
moment the decision is made based on it.

– Diversity: it is the extracted data that helps users, whether they are researchers
or analysts, to choose the appropriate data for their field of research and includes
structured and unstructured.

– Data such as images, clips, photo, video recordings, SMS, call records, and map
data and requires time and effort to prepare them in a suitable form for processing
and analysis.

– Value: After discussing all the previous characteristics, there is one characteristic
that must be taken into account when looking at big data, and it is valued;
everything is good in accessing data, but unless we can convert it into a value, it
is useless.

– Honesty: It is related to the quality of the data that are obtained, and this requires
a careful analysis of it in terms of its usefulness with an investigation of its source
and validity.

– Of great value: To benefit from big data, we need specialists with sufficient
experience and skills to deal with this data and analyze it with appropriate
analysis, in which case the information is considered valuable.

– Variable value: meaning that the same information or the same data can mean
several things, and based on the context in which they are mentioned, their true
value can be determined and analyzed appropriately.

– Multiple appearances: When using big data, it must be analyzed and presented
in different forms commensurate with the nature of its use, and it takes multiple
forms such as statistics, numbers, geometric shapes, etc.

2.3 Types of Big Data

Big data is divided into structured (or structured) data, but it represents a small part
less than 10% and irregular (or unstructured) data and represents the largest part of
the data, and therefore it is represented as follows (Latabi, 2019, p. 59):

– Structured data: It is the big data stored in database fields, so it can be searched
easily.

– Unstructured data: it is everything that cannot be categorized easily, such as
images and graphs, audio and video clips, website clicks, PDF files, emails, and
social media posts. Although these types of files have a special internal structure,
they are considered (non-organization) because its data is not coordinated into
uniform columns suitable for a database.

– The data is semi-structured: it is a mixture between the two, but it lacks a regular
structure, such as word-processing programs.
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2.4 Definition of Open Government Data

The term open government data consists of two components: the first is government
data, which is any data produced or collected by government agencies (Al-Saadani
2015, p. 49), and the second is open data that can be freely used, reused, and
redistributed by anyone (Vasarhelyi and Alzamil 2019, p. 178) and when bringing
the two elements together, can be interpreted as government-produced data that
can be freely accessed, used, or modified, and thus, this is support for increased
transparency and public participation (Rahmat et al. 2019, p. 136).

In other words, it is any content that government agencies publish on informa-
tional networks, and the data may be a simple text or a statistical file, an image, or
an audio file (Talib, May 2020, p. 4).

For government data to be described as open, several conditions must be met,
and these conditions are a set of principles that were formulated in 2007 (Rodrigo
et al. 2018, p. 7) (Al-Saadani 2015, pp. 49–50 -51) Completeness: all working data
is made available to the public so that the available data sets are as complete as
possible, reflecting a complete picture of what is recorded on a particular topic, and
public data are those data that are not subject to privacy, security, confidentiality, or
discriminatory restrictions.

– Nondiscriminatory: must be made available to any person without precedence to
register or obtain a specific permit.

– Nonproprietary: must be available in a manner that does not make any party have
the right to control or dispose of it absolutely.

– The license is open: the data is not subject to copyrights to patents or trademarks,
except that some restrictions may be imposed for privacy and information
security purposes.

– Supporting scientific research: obtaining open government data enables the
researcher and research institutions to conduct accurate research by making use
of available data.

– Encouraging innovation: the flow of data and information provides citizens
with wide opportunities for innovation and creativity by developing complex
applications to integrate and synthesize information from different sources,
which may provide some useful tools for conducting market analysis, forecasting
trends, etc.

– Helping new projects: the benefits of open government data are not limited to
already existing projects but also potential projects and business sectors that plan
to establish their activities. Accordingly, the corporation can decide to select the
appropriate location for its commercial activity.

– Promote citizen participation: this data creates a basis for citizen participation in
governance and makes them more aware and effective.

– Promoting good governance and reducing corruption: the essence of open
government data initiatives is data on government expenditures and performance,
and thus publishing such data may allow civil society to uncover government
misconduct and help it curb corruption.
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– Improving the effectiveness of public service delivery: displaying data on service
providers correctly may help citizens make informed decisions about the best
services to be provided, and it also helps service providers improve their
performance. For example, the United States of America provides applications
developed based on the open government data initiative. It provides data on
automotive products and security, airline performance, and mortgage plans,
helping consumers make the right choice and helping service providers improve
their performance.

2.5 The Role of the Bank of Algeria as a Provider and Provider
of the Big Data Service

Big data is of great importance to many parties, especially government agencies
and macroeconomic policymakers, since it has become available information that
is currently a valuable and economic wealth that contributes to preparing plans and
policies that work to achieve economic and social development for any country;
hence it can be said big data is a developed industry like other industries related to
information, and it contributes to developing the effectiveness of many industries
and fields, perhaps the most prominent of which is the banking system (the banking
sector), through the benefits of analyzing big data at the level of the banking system
as a whole or the level of the banking unit alone (Suleiman Rashwan 2018, page 29)
(Prasad and Balachandran 2017, p. 1118).

– Identify the areas of shortcomings and weaknesses, and improve operations in all
financial and management units.

– Make better decisions based on the information generated by analyzing big data
for all financial and administrative units.

– Discover untapped opportunities and potential weaknesses in all businesses.
– Enabling stakeholders to find solutions to potential problems that are revealed

when analyzing big data in some operations.
– Increased chance of making clear and correct decisions.

Since commercial banks play the role of financial intermediation despite the
technological and information development that the banking industry knows, they
are forced to collect data from the outcome of daily interactions with digital products
or services, including cell phones, credit cards, and social media platforms to attract
more deposits and grant loans, The latter requires a lot of information to grant
loans to categories of acceptable creditworthiness to avoid the occurrence of the
problem of bad debts, that is, to help them build an acceptable lending policy.
Within this direction, the Bank of Algeria, as a provider of big data service and
in its capacity as a provider of government data, provides information and data on
credit activity in Algeria to commercial banks, as the Bank of Algeria works within
the framework of a group of preventive centers to collect the necessary information
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that aims to help the banking system in reducing the credit risk. These preventive
centers are represented in the centralization of risks, centralization of the contingent
of payment, centralization of budgets, and the financial stability committee.

2.5.1 Centralization of Risks

This department was established according to Article 106 of Law No. 10-90 on cash
and loan, which was called the risk center, and currently it is regulated and operated
by the Regulation No. 12-01 of February 20, 2012, which includes the regulation of
centralization of risks for institutions and families and their work, which is called
centralization of risks. According to this last system, the centralization of risk is
divided into two (02), namely (Bank of Algeria 2012a, page 45):

– Corporate risk centrality: in which the data related to loans granted to legal and
natural persons are recorded. Those who engage in unpaid professional activity.

– Household risk centrality: it collects data related to loans granted to individuals.

The centralization of risk is a risk centralization interest that is assigned to each
bank and financial institution in particular (called authorized institutions) to collect
the identity of the beneficiaries of the loans, the nature and ceiling of the loans
granted, the number of uses, the number of unpaid loans, as well as the guarantees
taken about each class of loans. The institutions declared in this regard must declare
the following to the centrality of risks according to the nature of the data in their
section devoted to institutions and in their section devoted to families (Bank of
Algeria 2012b, page 45).

– The data related to the definition of the beneficiaries of the loans and the ceiling
of the loans granted to the customers, regardless of the amount, in the title of the
operations carried out at the level of their windows, as well as the guarantees are
taken, whether in kind or person, about each class of loans, and this information
is called positive data.

– Unpaid amounts from loan lists and this information are called negative data.

The Central Department of Risk in Algeria is one of the models that fall within
the centers of return and managed by central banks (government agencies), and
these systems are characterized by the mandatory provision of banking institutions
with data and credit information and then to ensure greater responsiveness by
these institutions, in addition to what the supervisory authority enjoys. There
are credibility and transparency in dealing with this data and information, which
leads to a greater guarantee of the safety and proper use of this data, but on the
other hand, its main defects are the information gathered in itself, as it is mostly
negative information about default, bankruptcy, and liquidation cases, and does not
include the information positivity that has an impact on building creditworthiness is
something that is corrected by System No. 01–12 (Muhammad 2012, pages 17–18).
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2.5.2 Centralization of Payment Incidentals

The Bank of Algeria, for the precaution and protection of more than the risks
associated with banking operations, established the centralization of the incidentals
of payment in accordance with Regulation No. 92-02 of March 22, and this
centralization, for each payment method and/or loan, undertakes the following
(Muhammad 2012, pages 17–18).

– Organize a central index of payment barriers and the follow-ups that may arise
from them, and then manage and organize this index.

– Periodically informing the financial intermediaries and every other designated
authority of the list of payment impediments and the consequent follow-ups.

This centralization was supported by the issuance of Regulation No. 08-01
of January 20, 2008, relating to arrangements for preventing and combating the
issuance of checks without balance. This procedure was based on a system of
centralizing information related to the symptoms of payment of checks due to the
absence or shortage of the balance and publishing it at the level of banks, the public
treasury, and the financial interests of Post Algeria, in order to be informed and
exploited, especially upon the delivery of the first checkbook to its customer, and as
soon as there is a payment counterpart due to a lack of a shortage in the balance, the
drawee must, in accordance with the provisions of the commercial law, authorize the
centralization of the payment incident within 4 days for the work following the date
of presenting the check, and he must prepare and deliver or assign the delivery of
a nonpayment certificate to the beneficiary, and the drawee is also required to send
to the check issuer within the stipulated time an order indicating that the offeror of
payment has been authorized to centralize the incident of payment. Failure to settle
within 10 days will prevent the issuance of checks during a period of 5 years at all
authorized establishments, starting from the date of ordering the order and criminal
prosecutions in the absence of a settlement (Bank of Algeria 2008, pages 21–22).

2.5.3 Centralization of Budgets

This centralization was created at the Bank of Algeria according to Regulation
No. 96-07 dated July 03, 1996, which includes organizing the centralization of
budgets and their flow. In this regard, banks, financial institutions, and rental credit
companies are required to provide the centralization of budgets with accounting and
financial information related to the last 3 years to their customers of the borrowing
economic institutions according to a unified model developed by the Bank of
Algeria, and the financial and accounting information according to the concept of
this system includes the budget, the results accounts table, and the attached data
(Bank of Algeria 1996, October 27, page 23).
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2.5.4 Financial Stability Committee

A committee affiliated to the Bank of Algeria appeared in 2009, which allows
early detection of weaknesses through continuous monitoring of the performance
of Algerian banks and financial institutions, by reviewing a set of financial solidity
indicators estimated at 11 indicators called minimum indicators with targeting other
indicators called the proposed indicators. In 2010, great importance was given to
the periodic evaluation of the stability of the banking and financial system by
means of rigidity tests introduced since 2007, in addition to its more interest in
the structural liquidity surplus that characterizes the Algerian banking system, and
the committee found that the risk of nonpayment remains the banking risk. The
main one is at the level of the Algerian banking system, from various sources in
the different preventive centers (by creating data and metadata that describe the
borrowing institutions) and presenting it through analyzing the big data. And to
provide the necessary infrastructure by searching data sources and collecting data
by direct request, storing and integrating them, so that Algerian banks can benefit
from them in building a good or acceptable lending policy.

3 Evaluating the Lending Policy of Algerian Banks

Algerian banks represent the cornerstone of the financial system as the dominant
source of financing the national economy, and therefore the performance of their
lending policy is directly reflected in economic development, and, accordingly, with
the help of the data of the Bank of Algeria as a big data service provider and the
capital asset pricing model as a performance evaluation model, we will try to find
this out as shown as follows:

3.1 Introducing the Capital Asset Pricing Model (CAPM)

The capital asset pricing model is considered one of the most important models
for evaluating and calculating the required rate of return on investment, and
since the investment decision emanating from investment policies depends on two
important elements, namely, the return and risk, which the capital asset pricing
model paid attention to, as it provided a measure of the systematic risks surrounding
the investment assets as provided, the investor has the minimum return that the
investment asset should achieve in order to compensate him for the risks that cannot
be avoided by diversifying the investment (Abd Rabbo 2019, page 310).
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3.1.1 The Genesis of the Capital Asset Pricing Model (CAPM)

This model represents the essential extension of the portfolio theory founded by
Harry Markowitzin 1952, the model provides the practical framework for balancing
the expected return with the associated risk, and it is also called the Beta model,
The one factor model for its dependence on the rate of return of the market portfolio
as the only factor that affects the required rate of return for an investmentasset (Al-
Amiri 2012, pp. 69–70). Harry Markowitz – as mentioned above – was the first to
introduce the idea of using the single factor model to solve the investment problem
of choosing the investments in which they would like to invest, stating that they
want to choose the assets with the lowest risk. Known expected return or greater
expected return to a known risk (these two conditions are known as the principle
of dominance or control) as they seek to avoid risk. This idea was developed by
William Sharpe in 1964 and Lintner in 1965, followed by Maussin in 1966 for a
model combining risk and return required in At the same time, which assumes that
the expected return on any investment asset is linked to a positive linear relationship
with systemic (undistributed) risks for this asset, that is, assets with higher returns
bear higher degrees of risk (Hatab and Jameed 2008, p. 33), so that the evaluation
of financial decisions becomes more objective, and this model was used in many
areas such as differential decisions between financial structures, estimating the cost
of financing, the cost of private capital., the weighted average of the cost of capital
and in investment spending decisions the capital budget (Al-Amiri M., 2012, p. 70).

3.1.2 The Basic Assumptions of the Capital Asset Pricing Model (CAPM)

Preparing a mathematical model to evaluate the price of an investment asset is
difficult because of the different elements affecting the price, and among these
factors are the amount of commission, short selling, speculation, competition, and
the difference in the concept of return, so the asset pricing model capitalism is based
on multiple assumptions, combining these factors with the aim of calculating the
required rate of return for investment. They can be summarized as follows (Kamel
2010, page 14):

– Returns follow a normal distribution, or utility functions are quadratic (Badroni
and Stripe 2017, p. 55).

– All investors are competent, and the choice depends on the personality of each
investor and the risks he is willing to accept in light of the equity curve.

– The cost of executing deals is zero (excluding commission and fees on deals).
– There are no taxes on income resulting from investment, regardless of the return

achieved or its source.
– The investor can enter the market in any amount, whatever the size of the invested

capital.

Providing an element of perfect competition in the financial market and having
no influence on prices for any investor;
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The investor can borrow and lend on the basis of an interest rate equal to the
risk-free rate of return.

Mathematical formula of the model: the mathematical formula of the capital asset
pricing model is given as follows:

Ri = Rf + (
Rm − Rf

)
βi (1)

whereas

Ri : required rate of return on the investment asset i
Rf : risk-free rate of return
Rm: market rate of return
βi : beta factor of the investment asset i

It is noted from Formula No. 01 above that the model depends on the systematic
risk measured by a factor βi that can only be borne in return for a return that
compensates the investor for bearing this risk, while the erratic risks associated with
the investment can be controlled through effective diversification (Al-Momani 2014,
p. 194), and it turns out that the expected return of an investment asset depends on
three elements (Ghoneim 2005, p 488):

– The time value for money Rf which expresses the consideration given to the
investor as a result of delaying spending without bearing any risk.

– The counterpart to bearing a moderate degree of systemic risk measured by the
market risk premium (Rm − Rf ).

– The systematic risk value of the investment asset (βi) as a percentage of the
average market risk.

3.1.3 Capital Asset Pricing Model (CAPM) Rules

This model is based on a set of rules that we refer to in the following (Al-Ali 2019,
page 252):

The capital asset pricing model is market-based to reflect self-contained risks and
as such is a useful way to think about risks for assets.

When the capital asset pricing model is applied in practice, it provides accurate
answers to important questions about risks and required rates of return.

As the capital asset pricing model is logical in the sense that it represents the way
in which investors behave avoiding risk, and therefore this model is a useful tool for
a large company of investors.

It is appropriate to think about many financial problems within the framework
of the capital asset pricing model, but it is important to be aware of the limitations
imposed on this model when using it in practice.
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3.1.4 The Ability of the Capital Asset Pricing Model to Assess Lending
Policy

This model can be used in evaluating investment policies on the asset side of the
Islamic bank’s budget, as the model is based on the assumption that the required
rate of return on any investment asset equals the rate of return on vacant investments
of the risks plus the risk premium, that is, the amount of risk in any investment
should be reflected in the return, so if the risk increases, that means the return will
rise, and vice versa. To clarify this hypothesis, we know that the investor maintains
investment assets as part of a diversified investment portfolio (such as the Islamic
bank that maintains a group of diverse assets within its budget) in order to obtain
a total return (total) on all the components of the portfolio in light of the overall
risk associated with it, not the return and individual risk for each investment asset,
and this assumption is not limited to investment portfolios only but also includes
the asset’s aspect of Islamic banks, because the latter is trying to obtain a return
commensurate with the degree of risk within the total assets of the investment policy
(Gharaibeh 1997, p.67).

3.2 Methodology for Assessing Lending Policy

The method of evaluating the lending policy of public banks in the Algerian banking
system is summarized in knowing the contribution of their financing to the total
financing directed to the national economy and then knowing the direction of the
macroeconomic activity in order to evaluate the lending policy according to the
systemic risk perspective to know the type of policy and judge it.

3.2.1 Method of Data Enumeration and Sample Selection

We used the sampling method by selecting a sample from a statistical population,
represented in the non-probability control sample by taking data from specific
units capable of providing the required information (Taherdoost 2016, p. 23). The
statistical community in our research of 20 banks operating in the Algerian banking
market during the period 2010–2016. For the purpose of studying the assumptions
given and answering the main question of the research, we used the controlling
sample represented in all six public banks, given that they represent the largest
market share in financing the national economy, estimated at 86.96% during the
studied period, as the sample banks dominate financing the national economy
according to the maturity period, whether short, medium- and long-term loans,
as well as seniority in practicing banking activity in the Algerian banking market
that extends for more than 54 years, enabling us to generalize the evaluation of its
lending policy and to circulate the results of the research to the statistical community
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Table 1 Study sample

Bank Date of establishment Seniority

Foreign Bank of Algeria (BEA) October, 1967 53 years
National Bank of Algeria (BNA) June 13, 1966 54 years
Popular loan Algeria (CPA) May 14, 1967 53 years
Local development Bank (BDL) April 30, 1985 35 years
Bank of Agriculture and Rural Development (BADR) March 13, 1982 38 years
National Savings and reserve fund (CNEP) August 10, 1964 56 years

Source: Shaker Al-Qazwini, Lectures on Banking Economics, University Press Office

as a whole. Most of the private banks represent branches of foreign banks whose
lending policy is focused on financing with mostly short-term loans during the
studied period.

3.2.2 Presentation of Algerian Public Banks

The study sample consists of the following banks (Table 1).

3.2.3 Method of Data Collection

Special data were collected to assess the lending policies of public banks from
the reports of the Bank of Algeria on the economic and monetary development of
Algeria from 2010 to 2016 published on the website www.bank-of-algeria.dz.

3.2.4 The Statistical Tools Used

The statistical and standard tools used are summarized as follows:

– The arithmetic mean is used to determine the level of data during the search
period and is measured by the following formula:

R = 1
n

∑n

i=1
Ri

– Jarque-Bera test: to check that the residuals of the estimation follow the normal
distribution:

– Coefficient of covariance COV(Ri, Rj): it measures the sensitivity of the change
in returns of an asset i as a result of changing returns of an asset j, given by the
following formula:

COV
(
Ri, Rj

) =
∑n

t=1

(
R(i,t) − Ri

) (
R(j,t) − RJ

)

http://www.bank-of-algeria.dz
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– Variance: it measures the overall risk score, calculated with the following
relationship:

σi
2 = 1

n

∑n

I=1

(
Ri − R

)2

– Beta: it measures the systematic risk of the asset, according to the following:

βi = COV (Ri, RM)

σM
2

whereas σM
2 It represents the variance of market returns (RM).

– General trend vehicle detection test: the least squares method is used in the
estimation.

– Risk-free rate of return Rf: it represents the rate of return on Algerian public
treasury bonds with maturities of only 1 year.

3.2.5 Evaluating the Contribution of Public Bank Financing
to the Overall Financing of the Algerian Economy

Table 2 includes the volume of financing for public banks and the total loans directed
to the national economy.

It is evident from Table 2 and the figure on the next page that the Algerian
public banks dominate financing the national economy at an average rate of 86.96%
during the period 2010–2016. The period, bearing in mind that medium and long
loans constitute an important percentage in the total loans granted by it to the
national economy, therefore, is evident that in the absence of a developed financial
market, the public banking sector remains the main source of financing economic
development in Algeria, while private banks remain overly restrictive of financing
the national economy, whose financing is concentrated in some profitable activities
only with the dominance of short-term financing. Competition between it and the
public banking sector is considered the most important item for reforming the
Algerian banking system within the Monetary and Loan Law.

Table 2 The volume of financing in the banking sector in Algeria for the period 2010–2017

Year
Bank 2010 2011 2012 2013 2014 2015 2016

Public banks 2.84 3.19 3.72 4.46 5.71 6.37 6.93
Private banks 4.30 5.31 5.7 6.98 7.91 9.1 9.83
Share of public banks (%) 86 85 86 86 87 88 88
Share of private banks (%) 13 14 13 14 12 13 12

Source: Prepared by researchers, based on the reports of the Bank of Algeria
Unit: 1012DZD
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3.2.6 Defining the Capital Asset Pricing Model for the Lending Policy
of Algerian Public Banks

In this regard, we rely on the capital asset pricing model to calculate the total
required rate of return for the lending policy of each public bank and then compare
it with the average actual returns of the bank’s lending policy during the studied
period, where if it is the average, the actual returns are greater than the total required
rate of return, so the lending policy is good, but in the case of the opposite, it is
unacceptable, and if they are equal, it is acceptable, and to achieve this we will be
exposed to the following.

3.2.6.1 Calculating the Effective Rate of Return on Total Assets (ROA)

This ratio is included in the profitability indicators, and it expresses the efficiency of
the bank’s management in generating profits from its assets, i.e., the share of each
unit of assets from the net profit (Karoumi 2016;p: 138), measured by dividing the
net annual result on the total assets of the bank, and Table 3 shows this rate for the
public banks during the studied period.

3.2.6.2 Calculate the Beta Coefficient (βi)

The returns of the lending policy of banks are affected by the systemic or regular
risk measured by the beta coefficient, which means that the sensitivity of the returns
of the lending policy to the change in the systemic risk, and given that the credit
analysis models in the lending policy focus on economic conditions in the analysis
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Table 3 The effective rate of return on total assets for the period 2010–2016

Bank
Year 2010 2011 2012 2013 2014 2015 2016

BEA 0.008 0.0115 0.015 0.01 0.012 0.013 0.013
BNA 0.023 0.022 0.013 0.014 0.011 0.011 0.011
CPA 0.016 0.013 0.013 0.012 0.013 0.017 0.015
BDL 0.002 0.004 0.005 0.004 0.003 0.007 0.019
BADR 0.013 0.011 0.006 0.005 0.004 0.004 0.008
CNEP 0.001 0.001 0.001 0.0002 0.002 0.004 0.005

Source: Prepared by researchers based on the reports of the Bank of Algeria and the balance sheets
of the banks for the period 2010–2016

and granting of loans, which are based on studying the impact of the most important
variables Macroeconomic Return on Lending Policy.

Perhaps among the most prominent is the real economic growth, which represents
an important factor in describing systemic risk. Macroeconomic instability (insta-
bility of real economic growth) resulting from imbalances resulting from successive
changes in the structure of the national economy, such as fluctuations in terms of
trade exchange and fluctuations in the rate of inflation, is considered an element.
Decisive in the ability of the banking system to play the role of mediation, especially
granting credit and providing liquidity and other fluctuations at the macroeconomic
level (marginalization of Elevy’s doctoral thesis), accordingly we will use the real
economic growth rate as a variable to calculate the beta coefficient of the returns of
the lending policy of Algerian public banks. We will calculate both the variance of
the real economic growth rate (σM

2). And coefficient of covariance (COV(Ri, RM))
shows the actual returns on total assets of each public bank and the real economic
growth rate (RTCR). It represents market returns (RM) as follows:

– Calculating the variance of the real economic growth rate (σM
2): we calculate the

average real economic growth rate in Algeria(RTCR):

RTCR= ((0.036 + 0.028 + 0.033 + 0.028 + 0.038 + 0.037 + 0.033)) /7

= 0.03329

Based on that, we calculate (σM
2) as follows:

σM
2 =

(
(0.036 − 0.03329)2 + (0.028 − 0.03329)2 + (0.033 − 0.03329)2

+ (0.028 − 0.03329)2 + (0.038 − 0.03329)2 + (0.037 − 0.03329)2

+ (0.033 − 0.03329)2
)

/7

= 1, 42 × 10−5
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– Coefficient of covariance (COV(Ri,RM)) among the actual returns on the
total assets of the public banks: we denote the actual returns on the total assets
of the public bank by (Ri), while we denote the average actual returns on the
total assets of the public bank b–Ri . And it computesRi for each public bank the
following:

RBEA = (0.0081 + 0.01148 + 0.01541 + 0.00991 + 0.011556 + 0.01284

+ 0.01343) /7 = 0.01182

RBNA = (0.02293 + 0.02148 + 0.01319 + 0.01384 + 0.01137 + 0.01086

+ 0.01105) /7 = 0.01496

RCPA = (0.01582 + 0.01339 + 0.0134 + 0.01226 + 0.0129 + 0.01718

+ 0.01541) /7 = 0.01434

RBDL = (0.00192 + 0.00437 + 0.00458 + 0.00387 + 0.00252 + 0.00865

+ 0.01978) /7 = 0.00653

RBADR = (0.01338 + 0.01099 + 0.00573 + 0.0046 + 0.00445 + 0.00435

+ 0.00767) /7 = 0.00731

RCNEP = 0.00116 + 0.00131 + 0.00126 + 0.00022 + 0.00193

+ 0.00422 + 0.00508)/7 = 0.00217

Hence, the covariance factor of the actual returns on the total assets of the
public banks is calculated according to the following:

COV (RBEA,RT CR) = ((0.0081 − 0.01182) (0.036 − 0.03329)

+ (0.01148 − 0.01182) (0.028 − 0.03329) + (0.01541 − 0.01182)

(0.033 − 0.03329) + (0.00991 − 0.01182) (0.028 − 0.03329))

+ (0.01155 − 0.01182) (0.038 − 0.03329) + (0.01284 − 0.01182)

(0.037 − 0.03329) + (0.01343 − 0.01182) (0.033 − 0.03329) = 4 × 10−7

COV (RBNA,RT CR) = (0.02293 − 0, 01496) (0.036 − 0.03329)
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+ (0.02148 − 0, 01496) (0.028 − 0.03329) + (0.01319 − 0, 01496)

(0.033 − 0.03329) + (0.01384 − 0, 01496) (0.028 − 0.03329)

+ (0.01137 − 0, 01496) (0.038 − 0.03329) + (0.01086 − 0, 01496)

(0.037 − 0.03329) + (0.01105 − 0, 01496) (0.033 − 0.03329)

= −5, 35 × 10−6

COV (RCPA,RT CR) = (0.01582 − 0.01434) (0.036 − 0.03329)

+ (0.01339 − 0.01434) (0.028 − 0.03329) + (0.01340 − 0.01434)

(0.033 − 0.03329) + (0.01226 − 0.01434) (0.028 − 0.03329)

+ (0.01226 − 0.01434) (0.038 − 0.03329) + (0.01718 − 0.01434)

(0.037 − 0.03329) + (0.01541 − 0.01434) (0.033 − 0.03329) = 3, 39 × 10−6

COV (RBDL,RT CR) = (0.00192 − 0.00653) (0.036 − 0.03329)

+ (0.00437 − 0.00653) (0.028 − 0.03329) + (0.00458 − 0.00653)

(0.0333 − 0.03329) + (0.00387 − 0.00653) (0.028 − 0.03329)

+ (0.00252 − 0.00653) (0.038 − 0.03329) + (0.00865 − 0.00653)

(0.037 − 0.03329) + (0.01978 − 0.00653) (0.033 − 0.03329)

= −1, 86 × 10−7

COV (RBADR,RT CR) = (0.01338 − 0.00731) (0.0167 − 0.03329)

+ (0.01099 − 0.00731) (0.0193 − 0.03329) + (0.00573 − 0.00731)

(0.021 − 0.03329) + (0.0046 − 0.00731) (0.0167 − 0.03329)

+ (0.00445 − 0.00731) (0.0198 − 0.03329) + (0.00435 − 0.00731)

(0.0183 − 0.03329) + (0.00767 − 0.00731) (0.0186 − 0.03329)

= −1, 82 × 10−6

COV (RCNEP ,RT CR) = ((0.00116 − 0.00217) (0.036 − 0.03329)

+ (0.00131 − 0.00217) (0.028 − 0.03329) + (0.00126 − 0.00217)

(0.033 − 0.03329) + (0.00022 − 0.00217) (0.028 − 0.03329)
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Table 4 The value of the beta parameter (βi)

Beta

Bank βi = COV (Ri, RT CR)

σM
2

BEA βBEA = 4 × 10−7/
1, 42 × 10−5 = 0.02816

BNA βBNA = −5, 35 × 10−6/
1, 42 × 10−5 = −0.37714

CPA βCPA = 3, 39 × 10−6/
1, 42 × 10−5 = 0.23902

BDL βBDL = −1, 86 × 10−7/
1, 42 × 10−5 = −0.01312

BADR βBADR = −1, 82 × 10−6/
1, 42 × 10−5 = −0.12821

CNEP βCNEP = 2, 57 × 10−6/
1, 42 × 10−5 = 0.18095

Source: Prepared by researchers

+ (0.00193 − 0.00217) (0.038 − 0.03329) + (0.00422 − 0.00217)

(0.037 − 0.03329) + (0.00508 − 0.00217) (0.033 − 0.03329)

= 2, 57 × 10−6

Based on the results obtained above, the value of the beta parameter (βi). For
each public bank, it is given as in Table 4.

– Interpretation of the beta coefficient of (βi) public banks: It is noted that the
beta coefficient of all public banks is less than the correct one, so it can be said
that Algerian public banks follow a defensive (investment) lending policy, which
means that banks during the studied period give in this policy – also known as a
conservative policy – to the security element priority over the return component
because it is the portfolios of loans formed according to this policy which are
called defensive or cautious portfolios that seek to reduce losses associated
with invested capital, as they are mostly composed of loans whose returns
are insensitive to market changes (beta coefficient Small(βi)) (Kapoor 2014, p.
1368), that is, the lending policy consists mostly of high collateral loans (as the
Algerian state guarantees through the public treasury, the loan guarantee fund
for small and medium enterprises and the investment loan guarantee fund) and
resorted to in times characterized by the presence of indicators that clearly reflect
the cases of economic downturn and also notes that the beta coefficient (βi).
The Algerian National Bank, the Local Development Bank, and the Agriculture
and Rural Development Bank are negative, which is attributed to government
interference in directing loans to the sectors financed by the aforementioned
banks.
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Table 5 The general trend
detection test for the series of
real GDP growth rate

Dependent variable: TCVA
Method: Least squares
Date: 01/07/20 time: 16:58
Sample: 2000Q1 2018Q4
Included observations: 76
Variable Coefficient Std. error t-statistic Prob.
C 0.047843 0.003848 12.43270 0.0000
@trend −0.000360 8.86E-05 −4.064666 0.0001

Source: Prepared by researchers based on Eviews 09 program
output

3.2.6.3 Building a Capital Asset Pricing Model

After determining the value of the beta parameter (βi), for the lending policy of
public banks, and calculating the average real economic growth rate

(
RT CR

)
which

represents average market returns RM , the risk-free rate of return has to be
determined Rf which expresses the average yield of 1-year public treasury bonds
of 0.0284 in 2016, and therefore the capital assets pricing model for public banks
according to Relationship No. (01) is:

RRRi = 0.0284 + (0, 0192 − 0.0284) βi = 0, 0284 − 0, 0092βi (2)

Note that the relationship between systemic risk measured by (βi) in the Algerian
banking market and the rate of return on demand on the lending policy of public
banks in Algeria is a reverse policy, given, as we mentioned earlier, the large
government interference in directing these banks’ loans in Algeria.

To apply the model within Eq. (2), it is necessary to verify the actual returns on
total assets during the studied period following the normal distribution, and by using
the Jarque-Bera test within the Eviews 9 program on the data of Table 3, it is evident
from Appendix Fig. 1. Each of the public banks follows the normal distribution,
because the probability value of the test is greater than 05%, so we accept the null
hypothesis, i.e., the hypothesis of the normal distribution of the remainder of the
estimate. On the other hand, we should know the direction of economic activity in
Algeria for the period studied, by studying the trend of both real GDP growth and
the rate of inflation, and by using the detection test of the year trend using the least
squares method in Eviews 9 for the series of real GDP growth rate, we find Table 5.

It is evident from Table 4) that the value of the general trend component is
statistically significant at the level of significance 5%, meaning that there is an effect
of time on the studied series, and therefore we say that a series contains the general
direction component, and the general direction complex sign is negative, and this
is what it indicates that the series GDP is decreasing over time, as confirmed by
Appendix Fig. 2. By using the same test on the series of inflation rate in Algeria, we
get Table 6.
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Table 6 The general trend
detection vehicle test for the
series of real GDP growth
rate

Dependent variable: TINF
Sample: 2007 M01 2018 M12
Included observations: 144
Variable Coefficient Std. Error t-Statistic Prob.
C 4.299933 0.251648 17.08712 0.0000
@trend 0.007569 0.003043 2.487567 0.0140

Source: Prepared by researchers based on Eviews 09 pro-
gram output

Table 7 Features approximately 2010–2016

Bank Ri RRR βi Evaluation

BEA 0.01182 0.0284 + 0.02816(0.03329 − 0.0284) = 0.02853 0.02816 Not good
BNA 0.01496 0.0284 − 0.37714(0.03329 − 0.0284) = 0.02656 −0.37714 Not good
CPA 0.01434 0.0284 + 0.23902(0.03329 − 0.0284) = 0.02957 0.23902 Not good
BDL 0.00653 0.0284 − 0.01312(0.03329 − 0.0284) = 0.02834 −0.01312 Not good
BADR 0.00731 0.0284 − 0.12821(0.03329 − 0.0284) = 0.02777 −0.12821 Not good
CNEP 0.00217 0.0284 + 0.18095(0.03329 − 0.0284) = 0.02928 0.18095 Not good

Source: Prepared by researchers

It is evident that the value of the general trend component is statistically
significant at a level of 5% significance, meaning that there is an effect of time on the
series of inflation rate in the Algerian economy, and therefore we say that a series
contains the general trend component, and a complex sign of the general direction
is a wave, and this is what it indicates that the inflationary chain is increasing over
time (see Appendix Fig. 3). Therefore, it can be concluded that during the studied
period the Algerian economy suffers from the phenomenon of stagflation.

3.2.6.4 Comparison of Actual and Requested Returns

As mentioned above, to evaluate the lending policy of public banks, the actual return
should be compared to the required return calculated on the basis of the capital asset
pricing model included in Eq. (3) and the values of the coefficient (βi) as shown in
Table 7.

We note by the output of the Table 7 that the defensive lending policy of public
banks is not good because the required rate of return is greater than the actual
or achieved the rate of return, but it is consistent with the case of stagflation in
Algeria during the studied period of the External Bank of Algeria (BEA) and the
Algerian Popular Loan (CPA), the National Savings and Reserve Fund (CNEP), and
the National Fund for Savings and Reserve (CNEP), but it is more precautionary
than necessary because the banks greatly overcome the element of safety over the
element of profitability; in other words, their lending policy focuses on financing
in projects guaranteed, especially by the guarantee funds approved in this regard
by the state, and the lending policy of each of the National Bank of Algeria
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(BNA), the Local Development Bank (BDL), and the Bank for Agriculture and
Rural Development (BADR) is in contrast to the stagflation that accompanied the
Algerian economy for the period studied, and this is due, as we mentioned above,
to government intervention in directing loans toward sectors that the government
attaches importance to in raising from the level of real economic growth. Therefore,
despite the decline in real economic growth, the required rate of return increases for
the lending policy of these banks as a result of the state’s guarantee of these loans.
The reasons for the ineffectiveness of the lending policy of public banks according
to the capital assets pricing model can be referred to as follows:

– A high share of the average volume of its activities with a low return.
– The increase in the volume of nonperforming loans, especially the loans granted

under the (ANGEM, CNAC, and ANSEJ) program, whose maturities are too
long.

– -Weak management in the banking field, as we find that the Bank of Algeria, in
its annual report for the year 2010, stated that the reason for the weak return on
the assets of public banks is due to the decrease in the margin of mediation and
the margin outside the mediation.

– Significant government interference in the work of public banks, as they use the
banks they own to finance projects of dubious return and profitability, and view
them as the main financier of the public treasury by lending the public sector at
large rates from its own and non-self-resources, which leads to the emergence
of Major difficulties and problems resulting from the poor performance of the
financing companies, which will affect the future of these banks.

– The weakness of the performance of the Algerian economy under the weight of
what is known as the resource curse, which in its narrowest form lies the inverse
proportion between the increase in dependence on natural resources on the one
hand and the rates of economic growth on the other hand, that is, it shows the
decrease between the increase in nonrenewable natural resources that leads to
diminishing growth, the economic development, and the emergence of negative
results for economic development (Salman 2015, page 04). It is evident to us in
the case of Algeria that the dependence of its overall economy on oil revenues
has a negative impact on the rate of economic growth and the heavy dependence
on oil collection and its revenues contributed to the spread of corruption in
public banks, especially by granting loans and concentrating them in limited and
unproductive investment categories.

4 Conclusion

Through the study we conducted on public banks in Algeria, which focused on
evaluating their lending policy, we can come up with the following results:

– Algerian public banks dominate the volume of loans distributed to the national
economy, as they guarantee full financing for the public sector while largely
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financing the private sector, and medium- and long-term loans constitute a
significant share, and therefore we find that these banks remain the only way
to finance the national economy in light of the reluctance of private banks stock
market stalemate.

– The Algerian economy is undergoing during the studied period the phenomenon
of stagflation, which was reflected in the performance of the lending policies of
the public banks in Algeria.

– The lending policy of public banks is characterized as a defensive policy
aimed primarily at achieving a basic goal, which is banking security, despite
being consistent with the situation of the Algerian economy during the period
studied, but this policy during the mentioned period was not acceptable from the
perspective of the capital asset pricing model, given that the rate and the actual
yield were less than the required rate of return.

– The performance of the lending policy of public banks within the capital asset
pricing model summarizes the lack of independence of these banks in banking
management and their inefficiency, especially in terms of granting loans that
are known as government interference in granting and directing loans, which
contributed to the high volume of corruption in these banks and thus the high
volume of bad debts and so on, accompanied by a decrease in its returns.

Given the results presented above, we can present recommendations that will
help us increase the effectiveness of the lending policy of public banks, which
remain the dominant source of financing the national economy, as follows:

– Increasing the volume of competition in the Algerian banking market through
measures that stimulate private banks to increase their contribution to financing
the national economy, in order to distribute risks to all units of the Algerian
banking system.

– Activating the Algerian stock market to relieve pressure on public banks in
financing the national economy.

– Work to diversify the national economy outside the hydrocarbon sector.
– Reducing government intervention in directing and granting loans to expand the

degree of independence of public banks in this field.
– Activating the practice of banking operations related to participatory banking

in all Algerian public banks, with the possibility of issuing banking laws that
facilitate the transformation of some traditional public commercial banks into
Islamic banks.

– The Bank of Algeria should address the phenomenon of inflation by following
the deflationary monetary policy, as the main reason for this phenomenon is due
to the expansion or excess of the money supply.
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Appendices

Appendix 1

0

1

2

3

4

5

6

7

8

9

0.000 0.005 0.010 0.015 0.020 0.025

Series: ROA
Sample 2010 2016
Observations 42

Mean       0.009519
Median   0.010925
Maximum  0.022931
Minimum  0.000218
Std. Dev.   0.005886
Skewness   0.236396
Kurtosis   2.278096

Jarque-Bera  1.303185
Probability  0.521215

Fig. A.1 Results of the Jarque-Bera test on the residual estimation of the series of actual returns on
the total assets of the Algerian banking system. (Source: Prepared by researchers based on Eviews
9)
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(Source: Prepared by researchers based on Eviews 9)
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A Privacy Guard Mechanism for
Cloud-Based Home Assistants

Khaoula Mahdjar, Radja Boukharrou, and Ahmed-Chawki Chaouche

Abstract Using smart personal assistants (SPA) for smart homes provides valuable
service and an easy control of connected devices, despite allowing the emergence of
privacy threats and disclosing sensitive data about users. In this paper, the proposed
idea is to associate with any SPA a privacy guard gateway system (PGG for short)
in order to mitigate privacy issues related to cloud-based devices, like profiling and
linkage. In an original way, the PGG system is based on a noise addition mechanism
that interrogates smart speakers within some dummy requests. The PGG system
is adapted to any SPA and has the advantage of strengthening privacy protection
without the user’s activities being stored during the operation.

1 Introduction

The emergence of the Internet of Things (IoT) provides an opportunity to connect
isolated devices in order to assist the user in a better way. IoT facilitates the
automation of many tasks and contributes to the emergence of new innovations and
services with new features. With the growth of intelligent and connected devices
like smartphones and smart wearables, the interaction of humans with computers has
changed due to the intelligence embedded in these devices that act proactively using
the knowledge gathered about the user (Alshohoumi et al. 2019). Moreover, other
devices have emerged, offering voice interaction with the user by means of natural
languages, such as Smart Home Personal Assistants (SPA) (Abdi et al. 2019).

Nowadays, security and privacy are considered the topmost challenges of
IoT (Alshohoumi et al. 2019; Ziegeldorf et al. 2014), especially in home, because
user activities are captured all the time, often without asking the permission of the
user. Thereby, the data collected on a user can harm his privacy, especially sensitive
data.
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Privacy of users may be exposed as a result of serious breaches of users’
sensitive information, which may occur in several levels: devices, storage, during
communication, and at processing too. According to Abdi et al. (2019), most of
the smart device owners are oblivious to their collected data being stored in device
manufacturers’ clouds. With the larger adoption of the cloud-based home assistants,
several threats are accrued; mobile applications and clouds collect both wanted
and unwanted data about the users including their locations, names, addresses,
purchases, vocation, etc. These hubs can collect user’s habits that can be used
and learned by some data analytics engines that analyze user routines by means
of machine learning techniques (Ahmed et al. 2020; Edu et al. 2019). They can go
much further and analyze the recorded voices by smart speakers to get profiles about
the user concluding much data about his health, whether he is suffering from chronic
disease, and so on. In addition, their data analysis is able to understand the context
of interactions between users (Edu et al. 2019).

In any home assistant, data analytics is an essential concept, allowing the system
to conclude fine-grained decisions and to offer appropriate services, although it
compromises users’ privacy. The huge amount of data gathered by the home as-
sistant can be stored locally or remotely in cloud servers. Untrusted cloud providers
can perform privacy attacks against their clients, by exploiting the collected data
for profiling or by selling them to third parties to gain profit. Therefore, it is hard
to construct software solutions for such devices that look like a black box and
use encrypted data (Gao et al. 2018). Indeed, common security threats and privacy
concerns need to be studied and addressed in depth.

For this end, different solutions have been proposed. A countermeasure is
proposed in Acar et al. (2018) based on generating spoofed network traffic to hide
real activities of devices. The authors show how machine learning can be exploited
by passive attackers, emphasizing that if we use encryption techniques for transmis-
sions, much information can be inferred without using advanced techniques. Works
as (Chandrasekaran et al. 2018; Gao et al. 2018) propose obfuscation techniques
that prevent the voice assistant from listening and recording private conversations,
by using ultrasound signals. These signals jam the assistant’s microphone with
inaudible obfuscation sound sent from the obfuscator, when listening to the user’s
hot-word lift the jamming. However, analyzing the user utterances for inferring the
hot-word increases the time of responding to the user request.

A solution based on remote-controlled plugs or built-in mute buttons has been
proposed (Abdi et al. 2019) allowing to safely control the functioning of voice
assistants. Nevertheless, the participants in the survey proposed in this work find the
latter solutions inconvenient because they degrade the usability of SPAs. The authors
of (Chandrasekaran et al. 2018) suggest hardware solutions for application layers of
IoT architectures using signals in an environment containing a SPA. In fact, our
approach is gone in that way since we propose noise based techniques allowing the
obfuscation by performing dummy requests and speeches that introduce uncertainty
about the true data.

In this paper, we aim at strengthening the privacy of SPA within IoT devices
use cases. In fact, we propose a novel system based on a user-centered approach,
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called Privacy Guard Gateway (PGG). This system is physically associated with
any SPA, in order to mitigate privacy concerns which can be violated by it. Our
proposed solution consists to collect the user speech the same as the assistants do
and to perform thereafter a noise addition based mechanism. The main role of this
mechanism is to fix the profiling concerns and thus ensure data scrambling, as said
“too much information is equal to no information.”

The present paper is organized as follows: Sect. 2, enumerate the privacy issues
that SPAs can cause. In Sect. 3, we present the architecture of our privacy guard
system, which strengthens the privacy of IoT devices and SPA users. In Sect. 4, we
experiment the functioning of our system. The proposed scrambling mechanism is
well-developed. The last section concludes and brings out our next perspectives.

2 Smart Personal Assistants and Privacy Issues

The smart assistants are increasingly used in homes making them smart, often
based on cloud platforms, such as Google Home and Amazon Echo. They interact
with the user through mobile apps, or hardware Smart Personal Assistants (SPA),
knowing that SPAs are considered more simple and user-friendly (Abdi et al. 2019).
A SPA generally uses voice recognition skills to perform user’s commands (Edu
et al. 2019). Through connected devices, SPAs provide easy and remote control of
the smart home. In fact, they can support different manufacturers IoT devices and
connect to their cloud services to trigger pertinent services. Standard protocols are
defined to ensure compatibility of SPAs with different IoT devices. Actually, there
are two types of SPAs:

SPA without interfaces: allows the user to perform commands by using voice only,
usually involving smart speakers, such as Google Home and Amazon Echo,
and cloud-based voice personal assistants such as Amazon Alexa and Google
Assistant. Thus, speech recognition and analysis are based on cloud services. By
taking Google Home as an example, this one can respond to all the commands of
home users that start their command with the expression “Ok, Google.” Google
Home allows us to manage emails, ask questions, and control different IoT
devices of the home.

SPA with interfaces: allows users to perform commands from touchable interfaces,
like Samsung SmartThing and Hubitat Home Hub. Completely managed using
screens, they connect different devices in a smart home for easy automation.
Thanks to additional dongles, Hubitat can find and control all the Z-wave and
Zigbee devices in the smart home. Some SPAs without interfaces can operate
offline, thus not compromising user privacy.
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2.1 Privacy Concerns in SPA

In Alshohoumi et al. (2019), different smart-environment architectures proposed in
the literature are discussed in terms of security and privacy, and as it is expected
privacy was the last interest.

Whereas security is concerned about the way that the data appears and transmit-
ted, privacy concerns about the data itself, by answering to many questions: What
kind of data is collected? How is it managed? Who is allowed to store thereby use
it? And what is the purpose it is used for? In the context of smart environments, it is
also important to know the used IoT devices and their impact and scope.

In this paper, we focus on Cloud-based SPA which raises many privacy issues
and threats, as speech is a rich source of sensitive acoustic and textual information
about the users and their environment. According to Atlam and Wills (2020); Edu
et al. (2019); Ziegeldorf et al. (2014), the main privacy threats to which SPA suffer
are:

• Weak authentication. The authentication is done just with wake-up words, so
the SPA accepts any command preceding the wake-up keyword from anyone;

• Weak authorization. The absence of a pertinent method in SPA for permissions
and access control which defines to the users their role in smart home, allows to
any user to control any device, and/or modify the SPA set-up;

• Identification. IoT devices in home can be related with private data about the
owners such as (name, addresses, location, . . . );

• Profiling. Being attentive to the wake-up keyword, SPA is always on and always
listening. This would allow us to process data about users’ activities and actions
during a long period of time, to classify users according to some features.
Usually, the results are sent to cloud and exploited as advertisements;

• Inventory and linkage. Data can be illegitimately gathered about the existence
and characteristics of IoT devices in specific places, opening the opportunity to
other types of attacks such as profiling and tracking. In addition, separate data
sources can be linked and combined to conclude new facts that are not perceived;

To preserve user privacy, any device should be designed to interrogate users about
any sensitive data dissemination and even for software updates and also allow him
to reset and review the permissions and data policies. However, viewed as a black
box for final users, cloud-based platforms do not ensure the user’s privacy because
they always depend on the manufacturer cloud which can gain access to the user’s
data without his knowledge. Indeed, users never have the ability to filter their voice
commands, even if the manufacturers promise that they clear all the recorded voices.

Actually, the data collection process from IoT devices is more passive, pervasive,
and less intrusive (Abdi et al. 2019). To better protect the SPA users, collected
data should be untraceable and unlinkable, making it difficult to identify hiding
information about the relationship between any device (AL-mawee et al. 2012).
Moreover, the anonymity of users is very important, by hiding information about
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the user who performed a given action and by using pseudonyms instead of using
real identifiers.

The more important threat faced by the SPA user is profiling. The collected
user data includes his personal information, his location, and his habits that can
be learned by some data analytics engines that analyze user routines. The analytics
engines are generally deployed in the cloud. Thereby, the cloud services already
support a number of speech processing functions like speaker identification, vocal
recognition and text analysis such as topic modeling, document categorization,
sentiment and relations analysis and identity detection that can extract sensitive
information. Applying these functions can significantly undermine the user’s pri-
vacy. Most of the time, data is exploited as advertisements, but this might be a great
problem for users with sensitive positions (like governments, commercial parties,
etc.), or could be used for account settlement between enemies. Moreover, another
problem that disturbs smart home owners is related to home control, which could be
used by thieves.

3 Privacy Guard Architecture

In this paper, we propose a privacy guard system, dedicated to SPA operating in
smart environments. It is physically associated with any SPA, in order to mitigate
privacy concerns caused by the use of IoT devices. The privacy guard system
collects the user speech the same as the SPA does and thereafter performs a noise
addition based mechanism. The main role of this mechanism is to fix the profiling
concerns and thus ensure data scrambling.

Figure 1 depicts the main physical entities composing the proposed architecture
and the interactions between them.

SPA and cloud-based platform. The majority of SPAs use voice recognition skills
to perform user requests. Viewed as a black box for the final users, SPAs are
cloud-based assistants always depending on the manufacturer cloud which can
gain access to the user’s data without his knowledge.

User  Speech SPA Hardware 

 (Google Home, ...) Cloud-based Platform

(Google, ...)

 Over-IP Devices

IP

Privacy Guard Gateway

Fig. 1 Privacy guard architecture
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Usually, SPAs are based on over-IP protocols to communicate with IoT
devices, therefore, they do not allow to control non-IP devices, requiring an
interoperability gateway. Moreover, communication between the SPA and cloud
platform is over-IP encrypted, i.e., no request can be interpreted or analyzed.
Although this ensures the confidentiality of the communication, Thereby it does
not allow any intermediary privacy guard system to filter the interaction between
the SPA and the cloud platform.

Privacy Guard Gateway (PGG). In order to provide a privacy guard, a physical
gateway called PGG is placed beside the SPA and embeds a microphone and
a speaker, as for SPA. Its role is to collect the same speech forwarded to the SPA
in order to apply a scrambling mechanism after processing the user requests.
First, through the microphone, PGG retrieves the speech and proceeds to the
extraction of the request features. Then, an analysis of the request is performed
allowing the scrambling mechanism which consists of producing some dummy
requests by using the speaker.

4 Privacy Guard Process

As stated by Fig. 2, the PGG system operates in three processing phases:

Phase 1: Features Extraction

Firstly, PGG captures the speech of the user request and translates it into text by
using any Speech to Text technique, like in SpeechRecognition 3.8.1 (2020). Then,
it proceeds to the extraction of the so-called request features. These features are
keywords and synonyms generated from the user request that are sorted according
to several types of context features, like devices or actions.

Definition 1 (Request Feature) Let N be the set of all possible feature names,
and T be the set of possible types of request features, such as: Device, Action,
Space, and Time. A request feature is a pair 〈name, type〉, where name ∈ N is
the name of the feature and type ∈ T is the corresponding type. The mapping

Scrambling SPAAnalysis
Features

Extration

PGG

Fig. 2 Process of the privacy guard system
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Device Action

Turn on

Space

Living room

Time

8h07Bulb1

Fig. 3 An example of user request

λ : T → 2N yields the set of feature names corresponding to a given type, whereas
λ−1 : N → T gives the type of a feature name.

In Fig. 3, the request features are represented by rectangles, and the arrows
connecting them constitute the request patterns. For example, the request pattern
“Bulb1 → T urn on → Living room → 8h07” means that this is a request to turn
on the primary bulb in the living room at 8h07.

Let I be the set of possible interpreted sentences of the user, and F be
the set of all possible request features. The function extract : I → 2F
allows us to extract a set of request features from an interpreted sentence given
by the speech to text technique. In this phase, the words of a sentence that
cannot correspond to any type are ignored and do not be considered in the
next phases. In addition, some features can be implicitly extracted without ap-
pearing in the sentence of the request, such as the temporal context of it (i.e.,
Time features). For instance, extract ("T urn on the living room bulb") =
{〈T urn on,Action〉, 〈Living room, Space〉, 〈Bulb,Device〉}. The time feature
is deduced from the current time at which the request is launched.

Phase 2: Feature Analysis

In this phase, the features previously extracted are classified and matched to some
predefined request pattern. The request patterns represent the possible and expected
requests that the user can launch.

Definition 2 (Request Pattern) A request pattern P (P ∈ 2F ) is a set of request
features, such that ∀f1, f2 ∈ P, f1 = 〈name1, type1〉 and f2 = 〈name2, type2〉,
then name1 �= name2 ∧ type1 �= type2.

All possible requests constitute the so-called Request Feature Tree, where nodes
correspond to request features and paths to request behaviors. The matching of
extracted features with some request pattern yields a user request. It is based on
a matching threshold, allowing to determine if the extracted features are eligible or
are to be discarded.

Definition 3 (User Request) Let D ∈ [0, 1] be the matching threshold used
to determine the eligibility of the extracted features. A user request is a triplet
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〈EF,P, d〉, where EF ∈ 2F is the set of the extracted request features, P is the
matched request pattern and d ∈ [0, 1] is the matching degree, such that d ≥ D.

Let UR be the set of all possible user requests. We define the function analyze :
2F ×[0, 1] → UR, to yield a user request from a set of extracted features and some
matching threshold.

Phase 3: Scrambling Mechanism

Now that the user request has been analyzed and approved, PGG can apply the
scrambling mechanism. Based on a speaker and on some Text to speech technique,
the proposed scrambling mechanism consists of forwarding dummy requests in
order to frustrate the profiling and linkage problems of SPAs. This technique
enables the interference of the information that the cloud can extract from the
orders forwarded to the over-IP devices, adopting an engineering saying “too much
information is equal to no information.”

Thereby, two types of request features are considered, real and dummy features.
A dummy feature can be introduced at any type by implementing it in PGG and
this one can be configured with SPA to respond to it. For instance, dummy features
can be dummy devices, actions, spaces, or times. These dummy features are added
when configuring real features. In Fig. 5, the real features are represented by solid
line rectangles, whereas dummy ones are depicted by dotted line rectangles.

Definition 4 (Scrambling Request) A scrambling request R (R ∈ 2F ) is a request
whose features can be real or dummy. Let SR be the set of all possible scrambling
requests. We define a mapping scramble−1 : SR → UR, which yields the user
request from which a given scrambling request originated.

As the scrambling mechanism is dedicated to IoT device controls, if the device
feature of a scrambling request is real, then all other features must be real. Indeed, it
is not possible to perform a dummy action in a real device, because this one provides
only predefined (real) actions.

As shown in Fig. 4, two kinds of scrambling requests are possible: (a) A
scrambling request based on a real device, with its own actions and deployed in
a well-defined space. Therefore, the scrambling can only be done on a dummy time;
(b) A scrambling request based on a dummy device offers more possibilities for
scrambling, because other features (actions, spaces, and times) can also be dummy.

Let S be the set of scrambling strategies. The function scramble : UR × S →
2SR is used to give a set of scrambling requests from the pattern of a given user
request based on a scrambling strategy. A simple strategy would be to generate
n ∈ N

∗ scrambling requests for each user request. The choice of dummy and real
(device) features in scrambling requests would be based on some probabilistic law.

The Algorithm 1 synthetically highlights the PGG process for reinforcing the
privacy guard of SPAs. PGG starts by extracting features (EF ) from the interpreted
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Real Device Dummy Device

Action1 Action2

Space Space1

Real feature

Dummy feature

Time1 Time2 Time3

Action1 Action2 Action3

Space2

Time1 Time2 Time3

(a) (b)

Fig. 4 Scrambling request structures (a) Scrambling requests based on a real device (b) Scram-
bling requests based on a dummy device

Algorithm 1 PGG process
1: Require:
2: D := 0.5 ∈ [0, 1] /* Matching threshold */
3: S ∈ S /* Scrambling strategy */

4: while speechin := listen() do
5: Iin := speechT oT ext (speechin)

6: EF := extract (Iin)

7: ur := analyze(EF,D)

8: if ur �= Null then
9: SR := scramble(ur, S)

10: for sr ∈ SR do
11: Iout := sentence(sr)

12: speechout := textT oSpeech(Iout )

13: emit (speechout )

14: end for
15: end if
16: end while

sentences (Iin) of the user request. Then, the features are analyzed to determine if
the user request (ur) is eligible or not. In the third phase, PGG produces a set of
scrambling requests (SR), where for each of them a sentence is made (Iout ) and
emitted using the PGG speaker.

An Illustrative Scenario

Now, we experiment our approach within the most widely used SPA on the market,
Google Home.

In this paper, we take the most widely used SPA on the market, Google Home
as a case study for our proposed approach. Indeed, Google Home is a cloud-based
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platform, which is able to collect IoT device data and send it to the cloud. Although
this allows to enhance the quality of service of Google Home, it can cause profiling
and linkage problems for the user.

Google Home responds to all speech commands forwarded from the users which
start by the wake-up word “Ok, Google” (or “Hey Google”). So, it is always on,
always listening to be able to react instantly to the user. Mainly, five types of
commands can be accepted by Google Home:

• Useful information: like “What’s the latest with the coronavirus?”
• Phone and calls: like “Call the nearest hospital.”
• Broadcasting: like “Broadcast, Dinner is ready!”
• Time, timers, and alarms: like “Set alarm for 7:30 AM.”
• Smart home control: like “Turn off the living room primary bulb.”

Here, we focus on smart home control commands, which allow the user to control
several types of IoT devices, like turn on/off lights or open doors. As mentioned in
this section, the extracted features in smart home control requests concern mainly
the requested device and the performed action on it.

We experiment our approach by developing a hardware project embedding the
proposed PGG system. The hardware used is: Google Home Mini, Raspberry Pi 3
Model B, Logitech USB Mic, Rokit Boost Orbit Speaker, and Horsky WiFi Outlet.
In this project, we opted for Raspberry Pi 3 Model B (RPi3) as a nano-computer,
due to its interesting hardware features, such as the performance of CPU, RAM, and
peripherals.

For efficiency reasons of the PGG system, the RPi3 with its microphone and
speaker should be beside Google Home with a distance between 10 cm and 50 cm.
Moreover, the closer PGG is to the Google Home, the greater the noise nuisance
caused by the volume of the speaker.

In our approach, some scrambling requests include dummy device (and action)
features, therefore, it is necessary to virtually implement them, like on real device
firmware. As for real devices, dummy devices must be accessible from Google
Home, and configured with it. Although each one of them can be implemented in
a separate connected hardware, they all can be integrated in one same hardware.
Moreover, to avoid using additional hardware, the RPi3 can embed all dummy
devices, in addition to containing the PGG system. The communication between
Google Home and dummy devices in RPi3 is done over-IP, like for real devices.

The PGG process is triggered when the user requests are listened to by the
microphone of PGG. After the achievement of the three phases Extraction-Analysis-
Scrambling, this one starts the emission of the generated scrambling requests
through the speaker plugged into the RPi3.

In order to test the functioning of PGG, we launch a voice request consisting
of turning on the primary bulb in the living room at 8h07. This request is
simultaneously listened to by both Google Home and PGG and this later generates
a set of scrambling requests according to some strategy (giving four scrambling
requests in this example). Figure 5 depicts the features of both user request ur and
generated scrambling requests sr1, sr2, sr3, and sr4. In this example, the Device
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Device Bulb1 Door1

Action Turn on

Space Living room Bedroom

Time 8h07

Real feature Dummy feature User request Scrambling request

ur

Bulb2

Turn off

Garden

0h51

sr1

Door1

Bedroom

Fan3

Medium

Kitchen

8h14

sr2

Door1

Bedroom

Window2

Open

Hall

20h03

sr3

Door1

Bedroom

Bulb1

Turn on

Kitchen

12h23

sr4

Fig. 5 Examples of user and scrambling requests

layer contains many IoT devices, such as Bulb1, Fan3, and window2, whereas
Space one contains room names of a given smart home.

5 Conclusion

Smart home Personal Assistants (SPAs) are interesting connected devices for home
users, however, they suffer from profiling and linkage issues, mainly in the case of
IoT device remote controlling. In this paper, we have proposed an efficient privacy
guard system, called PGG, that is adapted to any SPA, as long as the PGG and SPA
are next to each other. In order to guard the user activities, PGG is based on a noise
addition based mechanism that injects dummy requests according to some strategy.

The main advantage of PGG is that it protects the user’s privacy while being
transparent. Indeed, no user request is rejected or lost by PGG, because all requests
reach the SPA and the PGG in real time. Moreover, it does not store any activity of
the user during its operation.

In order to enhance the proposed approach, different scrambling strategies can
be explored. Furthermore, in addition to handling smart home control, the PGG
system can be expanded to other types of SPA commands (like useful information
and broadcasting commands).
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A Lightweight Phishing Detection System
Based on Machine Learning and URL
Features

Alaa Eddine Belfedhal and Mohammed Amine Belfedhal

Abstract Over the last few years, the number of phishing attacks has been
increasing rapidly on the Web. Those attacks are used by cybercriminals to steal
sensitive information, which threats users and enterprises’ confidentiality and costs
a lot of money. Therefore, detecting phishing webpages automatically in real time
is becoming more crucial than ever. In this paper, we propose a machine learning
(ML)-based lightweight system to detect phishing webpages from URL features.
To choose the best ML models and features, we experiment with eight different
models on two sets of features. We evaluate the performance of each combination
of model/features by using a benchmark dataset of 73,575 phishing/legitimate web
URLs. Experimental results show that the multilayer perceptron (MLP) model can
achieve very high accuracy of 98.76% with a false negative rate of only 1.35%.

Keywords Web security · Phishing detection · Machine learning · URL features

1 Introduction

Nowadays, many useful electronic services are available on the web, ranging from e-
banking, e-commerce, e-health, and e-learning to social media and email platforms.
To access this type of services, the user must generally provide some authentication
credentials like a username/password via a webpage form, so the system can verify
his identity and give him the adequate access rights. Phishing is a social engineering
technique that tries to trick the user by providing a fake webpage that looks similar to
a legitimate one of a given service (a bank or a social media website for instance).
The URL of the malicious webpage is necessarily different from the URL of the
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original webpage, but the attackers try to generate and register a URL that also
looks similar to the legitimate one to fool the user. If the user is not prudent, he can
reveal his confidential information by attempting to use the service. This malicious
technique is used by cybercriminals and hackers to steal sensitive and private
information of a victim web user. Examples of such information include user’s
credentials (login/password), credit card number, bank account, social security
number, etc. (Feng et al. 2018). After stealing the information, the malicious website
can even redirect the victim to the original legitimate website, so the user will not
even be aware of the phishing. The URL of the fake site is usually sent to the victim
using emails (SPAMs), popups, ads, social media, SMS, or blogs.

The problem with fishing is not only about confidentiality and privacy issues
caused by information leakage but also about phishing costing companies and
individuals a lot of money. According to (Retruster 2021), the total amount of money
lost due to phishing can reach billions of dollars in 1 year.

Attackers are also known for seizing the opportunities presented by events and
trends like New Year, discounts period, and even disasters and pandemics like
the coronavirus, for the sake of cyberattacks. According to the US Department of
Homeland Security (DHS (Department of Homeland Security) 2020), cybercrim-
inals have taken advantage of the COVID-19 crisis to lunch increasingly more
complex phishing and malicious attacks. Starting in March 2020, cybercriminals
have launched various phishing and malware attacks – with COVID-19 as “phishing
theme” – against remote workers, healthcare institutions, and those who have
recently lost their jobs (APWG (Anti-Phishing Working Group) 2020). An example
of such attacks is sending phishing emails of fake Zoom video-conferencing meeting
notifications. The URLs in those emails redirect users to webpages designed by the
phishers to steal Zoom accounts credentials. The attackers targeted Zoom because
of the increasing number of users, including businesses (because of the pandemic
businesses sent their staff to work from home).

As a result of what we mentioned above, creating robust and accurate real-time
phishing detection systems is becoming more important than ever before. In this
paper, we present a machine learning (ML)-based system for real-time phishing
detection. The proposed system uses a multilayer perceptron (MLP) model and a
set of features extracted from URL. We used two categories of features: the first
category represents lexical features extracted from the URL string. The second one
represents tokens frequency using the TF-IDF (term frequency-inverse document
frequency) algorithm. Unlike many other works that use webpages content or
third-party information as features, we used URL-based detection to speed up
the detection time. We performed many experiments, using eight different ML
algorithms on a large dataset of phishing and legitimate URLs from (Ebbu2017
n.d.). The experimental results showed that our system achieved very good results
with an accuracy of 98.76%, a true positive rate of 98.64%, and a very small false
negative rate of 1.35%.

The rest of this paper is organized as follows: in Sect. 2, we present a literature
review of phishing detection techniques and systems. In Sect. 3, we detail our
proposed system, and we show the principal components of our solution. Tests and
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results are presented in Sect. 4. The last section of this paper is a conclusion in
which we present perspectives and future work.

2 Related Work

In this section, we present an overview of various phishing detection systems
proposed in the literature. The presented systems can be categorized according to
the type of used features or the algorithmic approach used for phishing detection.

2.1 Type of Features Used for Phishing Detection

According to the type of used features, phishing detection approaches can be mainly
divided into three categories: content-based detection, third-party information-based
detection, and URL-based detection.

2.1.1 Content-Based Detection

In this detection category, features are extracted from the code source and other
downloadable resources of the webpage associated with a particular URL. Those
features include webpage text, icon, images, hyperlinks, HTML code, CSS style
sheet, JavaScript code, and so on (Mao et al. 2019). The major issue with content-
based detection is its slowness. Before determining whether or not a webpage is
phishing, the detection system must download the webpage code and files and then
extract necessary features.

2.1.2 Third-Party Information-Based Detection

Some research works, which are based on third-party information, use search
engines (like Google or Bing) to get ranking information. This information is useful
to websites classification under the assumption that phishing websites have very low
probability of being well ranked (Huh and Kim 2011). Other works use WHOIS
services to get information on the domain, like the domain owner, the hosting
server, the IP address, etc. Reference (Sahoo et al. 2019) showed that this domain
information can be used to detect phishing websites. The problem with this kind of
detection is that it is very consuming in terms of time and resources and depends on
the availability of the third-party services.
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Fig. 1 Syntax of a URL

2.1.3 URL-Based Detection

URL-based detection systems use information extracted from the URL to classify
webpages. A URL (Uniform Resource Locator) is a string of characters that
represents a global address to locate resources (like a webpage) on the Internet.

A webpage URL is composed of up to five components, delimited by special
characters (IBM Knowledge Center 2018) (an example is given in Fig. 1):

1. A Protocol. It identifies the application layer protocol used to access the webpage
content.

2. A Hostname. Also called the domain name; the host name identifies the server
that accommodates the webpage, for example, “www.website.com.” A port num-
ber can be specified after the host name, for example: “www. website.com:80.”

3. A Path. It identifies the specific file in the server that the browser wants to access,
for example, “/folder/exemple.html.”

4. A Query script. It provides a number of name and value pairs that are used
by the server to respond to a certain query (e.g., to perform a search or
process some data). The query string begin after the character “?,” for example,?
name1 = value1&name2 = value2.

5. A Page fragment

URL-based features can be directly extracted from the URL string (length of
URL, the number of special characters, etc.) or by using a text vectorization
technique like n-grams (Joshi et al. 2019) or word2vec (Yuan et al. 2018). The main
advantage of URL-based detection is that it is lightweight (very fast in terms of both
training and detection) in comparison to content or third-party-based detection. URL
features are discussed further in Sect. 3.3.

2.2 Algorithmic Approach Used for Phishing Detection

For the three categories of features mentioned, detecting malicious webpages can
be done either by lists, heuristics, or machine learning techniques. In the following
paragraphs, we discuss these approaches and provide examples of state-of-the-art
works using them.

http://www.website.com.\T1\textquotedblright 
http://website.com
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2.2.1 List-Based Approaches

In this situation, a list is a database of URLs or other content-based features (like
hyperlinks or images). List-based techniques mainly use one of two types of lists:
lists that contain phishing features (“blacklists”) or legitimate features (“white
lists”). Blacklist-based detection is very efficient for detecting known phishing web
sites, but it cannot detect previously unseen, new ones. Thus, the false negative rate
can be very high. On the other hand, white list-based detection allows only known
legitimate websites and blocks all others. In this case, all new websites are to be
blocked even if they are legitimate. Therefore, the false positive rate can be very
high when it comes to white list detection.

Lists can be created manually – by experts or based on user rating (crowd
sourcing) – or automatically by other approaches like heuristics. Examples of
approaches that use list-based detection include using database of (legitimate or
phishing) URLs, images, DOMs, and hyperlinks (Rao and Ali 2015). Presented
below are some list-based systems.

PhishNet is a blacklist-based system proposed by (Prakash et al. 2010). It uses
two components to detect phishing websites. The first component is based on
heuristics that generate combinations of known phishing URLs to detect new ones.
The second is a matching method used to calculate URLs similarities against entries
in the blacklist. Experimental results on PhishNet gave 3% of false positives and 5%
of false negatives.

Y. Zhou et al. (2014) used snapshot images extracted from webpage to detect
phishing. Their approach was based on “visual similarity” between a known
legitimate website and a new suspected one. The experimental results showed that
the proposed system achieved 90% true positive rate and 97% true negative rate.
Jain and Gupta (2016) proposed a system using white list of legitimate hyperlinks
(extracted from the webpage content) and a “domain IP address” matching model.
When a browser tries to access a website which is not present in the white list, the
system block this potentially phishing website. The experimental results showed
that the proposed system achieved 86.02% of true positive rate and 1.48% of false
negative rate.

Using DOM (Document Object Model) to detect phishing was proposed by many
researchers (Rosiello et al. 2007; Cui et al. 2017), for instance (Cui et al. 2017),
presented a system called DOMAntiPhish that uses layout similar information to
distinguish between malicious and benign webpages. The similarity is calculated
using DOM-Tree representation of the website. If the website is similar to a
legitimate one – that uses the same credentials – but with different domain, it is
considered as phishing website.

2.2.2 Heuristics-Based Approaches

Heuristics are approximate algorithms “that do not guarantee a correct solution, but
typically yield a reasonable one” (Todd 2001). In the context of phishing detection,
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heuristics are generally rules based on the researcher’s expertise of what constitutes
a phishing webpage; and how it should look like in comparison with a legitimate
one. Examples of heuristic features include (Zhang et al. 2007) age of domain,
known images and logos, suspicious URL, number of dots in URL, etc.

For instance, CANTINA (Zhang et al. 2007) detects phishing pages, using “term
frequency-inverse document frequency” (Wu et al. 2008) (TF-IDF) algorithm, and
combines it with other heuristics to reduce false positives. It is a content-based
system that uses text and hyperlinks from webpages to classify them as phishing
or legitimate. CANTINA is capable of correctly labeling approximately 95% of
phishing sites. Another example is “Lightweight Phish Detector” (LPD) proposed
by (Varshney et al. 2016). LDP uses Google search engine to search for strings
extracted from the webpage URL and title. If the domain name of the specified
URL is present in the top-K search results, the webpage is labeled as legitimate. If
there is no match, it is regarded otherwise.

The major problem with heuristics-based approaches is that a cybercriminal can
circumvent the heuristic once he finds out the method used in the detection system
(Rao and Ali 2015).

2.2.3 Machine Learning-Based Approaches

To overcome the weaknesses of lists and heuristics-based approaches, researchers
have proposed the use of machine learning (ML) techniques. The advantage of
ML methods is their ability to detect new (previously unseen) phishing webpages
(Orunsolu et al. 2019). In the following sections, we present some of the ML-based
phishing detection research works.

Authors of (Chiew et al. 2015) proposed a machine learning technique to search
and extract the logo from all downloadable images of a webpage. The extracted logo
is then used as a search image with “Google image search service” to find the real
domain name associated with the logo (considered as the real identity). The founded
domain name is subsequently compared with the domain name of the webpage to
decide whether it is phishing or legitimate.

Opara et al. (2020) presented a system called HTMLPhish, which is based
on HTML analysis and deep learning. The authors used word and character
embeddings with Convolutional Neural Networks (CNNs) to extract the semantic
relations in the text content of the webpage. They reported results of over 93%
accuracy.

Sahingoza et al. (2019) experimented with seven different machine-learning
algorithms and natural language processing-based features to create an anti-phishing
system. To measure the performance of their system, they constructed a dataset of
73,575 URLs, which contained 36,400 legitimate URLs and 37,175 phishing URLs.
The authors reported that random forest algorithm with only NLP-based features
gave the best performance, at an accuracy rate of 97.98%.

Another interesting ML-based detection method is the one proposed by (Chatter-
jee and Namin 2019) which uses deep reinforcement learning for URLs classifica-
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tion. The “Q-learning” (Sutton and Barto 2018) algorithm was applied to Ebbu2017
(n.d.) dataset and gave a 90.10% of classification accuracy. Ghalati et al. (2020)
used URL N-grams as features and experimented with three different ML models.
The best result of 96.78% accuracy was obtained by the random forest classifier.

3 Proposed System

In this section, we present our phishing detection system. We first detail the system
architecture, the used dataset, the features extraction, and the used models. Then,
we show experimental some results and we discuss them.

3.1 System Architecture

Figure 2 shows the architecture of the proposed system. Our system takes as input a
URL string and then extracts two types of features from it. The first type of features
is lexical, extracted directly from the URL (like the size of the URL). The second
type represents token features, extracted from the URL and a previously constructed
token matrix obtained through the training dataset. After predicting, the used MLP
(multilayer perceptron) model outputs one of two possible labels: either “phishing”
or “legitimate.”

Before choosing the MPL model, we trained eight different machine-learning
algorithms, using the same dataset. The used models are logistic regression, decision
tree, random forest, k-nearest neighbors (KNN), support vector machine (SVM),
MLP, AdaBoost, and XGBoost. We experimented with two sets of features; the
first set is composed of lexical features only; however, the second set is composed
of lexical features associated with token frequency features. Experimental results
(showed in Sect. IV) suggest that using the second set of features gives much better
performances.

Fig. 2 Architecture of our system
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3.2 Dataset

To train and evaluate the models and compare the obtained results with other
literature works, we used the Ebbu2017 Phishing Dataset (Ebbu2017 n.d.). This
dataset was generated and published by Sahingoza et al. (2019) in 2018. It is
composed of 73,575 different URLs, among which 37,175 are phishing, and 36,400
are legitimate. To collect the dataset, Sahingoza et al., developed a script to query the
Yandex Search API1 to get the highest-ranking webpages, which would be labeled
as “legitimate.” They also used PhishTank2 service to obtain a list of “phishing”
URLs.

3.3 Features Extraction

In our work, we use URL features, extracted from URLs without downloading
any further content or code, nor using a third-party service (like WHOIS service
or search engine), which makes our system very fast. We extracted two types of
features, namely, lexical features and token-based features:

3.3.1 Lexical Features

Lexical features are features directly extracted from the URL string. Examples
of such features include URL length, parts of URL lengths, number of special
characters in different parts of the URL, etc. We extract a total of 40 different lexical
features based on our literature review (IBM Knowledge Center 2018; Yuan et al.
2018). In Table 1, 15 examples of the lexical features used in this work are presented
with their min, max, and mean values in both legitimate “legit” and phishing “phish”
parts of the used dataset.

Principal component analysis (PCA) was then used to eliminate highly correlated
features and to extract the 15 most relevant ones. The features’ values are then
normalized, using the min-max scaling method.

To see whether lexical features are sufficient to distinguish between phishing
and benign URLs, we experimented with different machine learning classifiers. The
results are showed in Sect. 4.2.

1https://yandex.com/
2https://www.phishtank.com/
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Table 1 15 Lexical features extracted from URLs

Min phish Min legit Max phish Max legit Mean phish Mean legit

URL length 45 53 88 88 84.07 83.82
Host part length 9 10 77 11 10.21 10.36
Path part length 0 0 71 71 64.76 65.37
Query part
length

0 0 58 56 2.02 1.04

Parameters part
length

0 0 41 37 0.007 0.001

Host to URL
ratio

0.11 0.11 0.91 0.20 0.12 0.12

Path to URL
ratio

0 0 0.80 0.80 0.76 0.77

Query to URL
ration

0 0 0.66 0.64 0.023 0.01

Number of dots
in host part

0 0 9 0 0.006 0

Number of
digits in URL

0 0 34 27 6.68 6.89

Number of
digits host part

0 0 10 1 1.01 1

Number of “-”
in URL

0 0 25 7 0.40 0.74

Number of “?”
in URL

0 0 15 1 0.05 0.02

Number of “*”
in URL

0 0 7 0 0.0004 0

Number of “@” 0 0 2 1 0.002 0.0001

3.3.2 Token Frequency Features

In order to extract token frequency features, we used the TF-IDF (term frequency
inverse document frequency) algorithm. TF-IDF has been originally used by
research engines and information retrieval systems to index documents based on
important keywords. The main idea behind this algorithm is to give a term a certain
weight based on its frequency in a corpus of documents. The weight indicates the
importance of a term in a corpus of documents and is calculated using the formula
(1) below (Wu et al. 2008):

tfidf (t, d,D) = tf (t, d) × idf (t,D) . (1)

Where t is a term, d is a document and D is a corpus of documents. To calculate
(1), we have to calculate tf(t,d) and idf(t,D).

tf(t,d): It represents the term frequency; it’s calculated as follows:
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tf (t, d) = log (1 + freq (t, d)) . (2)

where freq(t,d) is the frequency of the term t in the document d.
idf(t,D): inverse document frequency. It represents the importance of a term t in

a corpus D:

idf (t,D) = log (N/ (count (d ∈ D : t ∈ d))) (3)

where N is the number of documents d in the corpus D.
Instead of using natural language “terms” and documents corpus, we used

“tokens” and a dataset of phishing/benign URLs. In our case, a token is a substring
of the URL string. Tokens are separated by special characters (like: “/,” “.” and “-”).
The number of tokens depends on the size of the dataset and its diversity. In our
case, the total number of tokens was 106,173. Unlike CANTINA (Wu et al. 2008),
we applied TF-IDF method on the URL string (not the webpage content).

4 Tests and Results

This section describes the experimental tests that we performed in order to select
the best model and set of features to be used in our final system. This section also
presents the results of comparison between our system and three other research
works that used the same dataset.

4.1 Test Environment and Metrics

Experiments were executed on a laptop with 2.6 GHz Core-i7 processor and 16 GB
of DDR4 RAM with Windows 10 as operating system. To perform tests, we used
python with Scikit-Learn (version 0.23.1) and Pandas (version 1.0.4).

To evaluate the eight used machine-learning algorithms on the two sets of
features, we used the “confusion matrix (true positive “TP,” true negative “TN,”
false positive “FP,” and false negative “FN”)” (Orunsolu et al. 2019) to calculate
five traditional machine-learning metrics, namely, accuracy, precision, recall, F-
measure, MCC (Matthews Correlation Coefficient), and FNR (Ghalati et al. 2020).

4.2 Results and Discussion

For the first series of tests, we used only the lexical features for training and
prediction. We experimented with different hyper-parameters to tune the models.
The best results from training the different ML algorithms are given in Table 2.
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Table 2 Evaluation of machine learning algorithms on lexical features

Model Accuracy (%) Precision (%) Recall (%) F-measure (%) MCC

Logistic regression 75.95 76.51 75.95 75.74 0.5231
Decision tree 82.07 82.12 82.07 82.04 0.6413
KNN (K = 3) 79.42 79.42 79.42 79.42 0.5881
Random forest 82.73 82.85 82.73 82.69 0.6551
SVM 70.68 76.55 70.68 68.63 0.4633
MLP 82.12 82.31 82.12 82.07 0.6436
AdaBoost 73.89 75.65 73.89 73.27 0.4924
XGBoost 82.84 82.95 82.84 82.81 0.6573

Table 3 Evaluation of machine learning algorithms on lexical features combined with token
features

Model Accuracy (%) Precision (%) Recall (%) F-measure (%) FNR(%)

Logistic regression 97.39 97.40 97.39 97.38 03.26
Decision tree 95.80 95.81 95.80 95.80 05.06
KNN (K = 3) 96.86 96.90 96.86 96.86 04.61
Random forest 96.79 96.83 96.79 96.79 04.58
SVM 71.09 74.14 71.16 69.45 25.84
MLP 98.76 98.77 98.76 98.76 01.35
AdaBoost 78.43 78.44 78.43 78.43 22.50
XGBoost 93.63 93.64 93.63 93.64 07.07

From Table 2, we can see that the XGBoost algorithm gives the best results.
XGBoost is an ensemble machine-learning algorithm that combines the results of
many simple classifiers. An accuracy rate of 82.84% is acceptable, but not sufficient
for cyber security applications. As a conclusion of our experiment, we consider
that lexical features “only” applied to the used dataset are not sufficient for good
phishing detection system.

In the second series of tests, we combined the lexical features with token
frequency features, and we retrain the eight algorithms using the new set of features.
Results are showed in Table 3.

From Table 3, we can see that the MLP algorithm achieved a very high accuracy
and F-measure on the new set of features. We can also see that the false negative rate
is very low, which indicates that the MLP model can be used for real-life phishing
detection systems. We notice also that all models gave better results when applied
to the new set of features. This indicates that this set of features characterizes more
effectively the difference between phishing and benign URLs.

After choosing the best set of features and the best classification model, we
implemented our final system using MLP. We then compared our system with three
other research works that use the same dataset. The results are showed below in
Table 4. From the comparison table, we can see that our system showed better results
compared with the three recent phishing detection works, namely, (Sahingoza et al.
2019; Chatterjee and Namin 2019; Ghalati et al. 2020).
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Table 4 Comparison between our system and three other research works

Approaches Accuracy (%) Precision (%) Recall (%) F-measure (%)

Sahingoza et al. (2019) 97.98 97.00 99.00 98.00
Chatterjee and Namin (2019) 90.10 86.70 88.00 87.30
Ghalati et al. (2020) 96.78 90.10 95.8 94.45
Our system (MLP) 98.76 98.77 98.76 98.76

5 Conclusion

In this paper, we have presented a lightweight system for phishing detection based
on MLP model applied on URL features. To choose the best set of features and the
best training model, we experimented with eight different ML algorithms applied on
two sets of features. Experimental results showed that our system achieved very high
accuracy compared to other literature works. The false negative rate was also very
low, which is suitable for real-life phishing detection systems. Another advantage
of our system is its lightness, which gives it the possibility to detect phishing URLs
in real time without downloading any webpage content, nor using any third-party
service. As a future endeavor, we intend to experiment with deep learning techniques
on a larger dataset and implement our system as a browser plug-in for fishing
detection.
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Advances in Search Engine Optimization
Through Web Analytics Development:
GuinRank’s Web Analytics Case Study

Keltoum Bentameur and Isma Belmihoub

Abstract The amelioration of website’s relationship with search engines is one of
the most advanced Internet marketing strategies in today’s businesses, through the
improvement of the sites content. Search engine optimization (SEO) interests in
how search engines work and computer-programmed algorithms, which determine
the behavior of the search engine, and what people are searching. As soon as the
site appears in higher ranking on the search results page, the increasing number of
visitors coming to the site via the search engine may be converted into customers.
For business web analytics, GuinRank is one of new and innovative websites
designed to help marketers managing content. This paper aims to clarify how to
work with sites analysis tools and to demonstrate their importance in improving
the sites relationship with search engines. Therefore, by adopting the descriptive
approach and the interview method in collecting data, the study attempts to explain
the functioning mechanism of the site “GuinRank” and analyze its main tools.
The website data analysis produces keywords that better present the organizations
website and makes them clear for the search engines to give accurate results.
It is a professional tool for search engine optimization, which makes the site
getting a better ranking on Google, by using better keywords. Through the artificial
intelligence of the site (GuinRank), it is possible to coordinate better content that
Google prefers. It also searches for gaps in the text in a record time and analyzes the
level of competition comparing to the biggest competitors on the virtual space.

Keywords Digital marketing · SEM · SEO · Content marketing · Web
analytics · GuinRank
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JEL Classification M21, M31, M39

1 Introduction

Over the last decades, the world of digital marketing is becoming more and more
complex and exciting, where small businesses are using simple digital marketing
strategies to expand their online presence and acquire new customers; they become
successful companies at a large scale by harnessing the power of enterprise digital
marketing. In our modern era, every online entity must have digital tools for strategic
analysis, in order to improve its competitiveness on Internet market. Modern tools
of online data analysis are now more powerful and more structured, where artificial
intelligence (AI) and machine learning algorithms can make analysis faster and
more accurate by speeding up data processing. Artificial intelligence can standardize
an organization’s data sources, which may help in getting more value than it really
is. Today’s digital marketing provides many great ways where marketers can start
using AI for analysis like Google Analytics.

Google as the most used search engine in the world translates the contents to
other platforms as well. The optimization for Google is still being the best bet for
today’s organizations, when talking about SEO; we refer to search optimization
“first from Google.” It is about the ongoing optimization of the website content in
order to appear among the top of search results, without the need to pay. In this
context, a specialized team worked on the creation and the designing of the website
GuinRank, which stands on artificial intelligence, an understanding of SEO rules,
accurate research, and analysis. It also works according to scientific foundations and
algorithms to improve digital content and develop user content online. This study
tries to find out to what extent the artificial intelligence of GuinRank can contribute
to the progress of SEO.

The study is related to different literature review, including a range of research
papers and many interesting theoretical insights into SEO (Terrance 2018; Zilincan
2015; Spais 2010; Baye and De los Santos 2016). This research focuses on studying
the relevance of search engine marketing and search engine optimization, as well
as the impact of keyword analysis, among other SEO-friendly technologies that
positively influence digital marketing, while, there are few empirical searches on
advances in SEO by developing artificial intelligence. The focus is on the mean of
web analytics by GuinRank, as one of the latest innovations and recent applications
in the field of web analytics, which started in August 2020. However, there are many
studies and theoretical literature and demos about search engines and web analytics.
They focus on the sponsored links that appear alongside the organic results. The
originality of the research stems from an attempt to combine three basic variables:
SEO through continuous content improvement, using GuinRank’s web analytics
results to gain insight into the likelihood of a website appearing in first search results
through content optimization, in order to make marketers having access to valuable
data that helps them to achieve their organization’s marketing goals.
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2 Digital Marketing Through Search Engine Marketing

Digital Marketing digital marketing is best considered as how digital marketing
tools such as web sites, CRM system, and database can be used to get closer
to customers, to be able to identify, anticipate, and satisfy their needs efficiently
and effectively (Dave Chaffey 2017, p. 21). It is a term used to describe the
integrated marketing services used to attract, engage, and convert customers online.
According to the Digital Marketing Institute (DMI), the digital marketing refers to
“The use of digital technologies to create an integrated, targeted and measurable
communication, which helps to acquire and retain customers while building deeper
relationships with them” (Reshmi 2019, p. 429). It is also known as “how to harness
the power of digital media and use it to achieve the utmost success in business,
now and in the future” (Jones 2009, p. 2). Digital marketing uses multiple channels
such as content marketing, influencer marketing, SEO, social media, and online
advertising to help brands connect with customers.

Search Engine Marketing The SEM are practical marketing measures aiming to
get more visibility in search engines either by getting more free traffic or paid traffic,
whereas, the SEM incorporates search engine optimization (SEO), which adjusts
or rewrites the website content and site structure in order to achieve higher page
ranking in search engine result pages, and enhance pay-per-click (PPC) listings. To
generate best results, both organic SEO and paid SEO practices must have shared
goals and combined metrics, evaluate the data to determine future strategy, or find
out right tools to get traffic for selected keywords in national and local search results
(Terrance 2018). The SEO tools can help search engine marketing (SEM) through
the overall improvement of landing pages by technical auditing the website pages
(Terrance 2018). This helps to remove poor-quality links in order to improve content
and increase performance and gain more traffic and conversions towards the site.

3 The Correlation Between SEO and Content Marketing

SEO Search engine optimization (SEO) is a series of tweaks and technologies that
make it easier for search engines to crawl, index, and understand website content
(Zilincan 2015, p. 506). It is also considered as one of the most dynamic newest
channels for marketing online promotion, as they are a prime source for getting
more and more online customers (Spais 2010, p. 9). SEO can be divided into
two different groups (Zilincan 2015, p. 506): on-page (modifying the structure of
a website) and off-page (techniques independent of website’s structure). A good
combination between both of them can give a higher position in search engine result
pages (SERPs) and then a significant increase in traffic.

Marketing research is necessary to know the customer, the market, and the
institution’s special capabilities, before thinking about the site optimization itself,
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and it is impossible to make a search engine optimization for every word on a
page (Zilincan 2015, p. 506); therefore, it is important to select keywords, which
most accurately represent the content. In addition, optimization is always performed
according to a user-defined search method. SEO includes – on-page – the elements
that are in direct control of a publisher, such as contents, titles, domain name, URL
structure, headings, internal links, meta tags, page speed, structured data, and site
map (Zilincan 2015, p. 507).

Content Marketing Since the term is relatively new, many definitions were
introduced to Content Marketing (CM) that are similar in meaning. It is defined by
Puilizzi as “the marketing and business treatment to create and distribute valuable,
compelling and relevant content, to attract, acquire and engage a clearly defined and
understood target audience, with the aim of driving profitable business for clients”
(Puilizzi 2014, p. 5).

The Content Marketing Institute (CMI) defines the content marketing as: “Con-
tent marketing is the marketing technique for creating and distributing content
relevant and value to attract, acquire, and engage a specific goal, and clearly
understood by an audience, with the aim of driving profitable clients’ business”
(group.com 2018, p. 5). In more detail, it is the creation and distribution of articles,
art, blogs, videos, graphics, etc., from pieces to reach and communicate with
existing and new clients, while there are those who assume the content marketing to
be a creation of relevant content, with attractive and entertaining value. This content
must be provided continuously, to maintain or change customer behavior. Content
marketing is very important to retain existing customers and getting new ones. It also
helps companies to build a strong brand (Duc 2013, p. 3). The purpose of content
marketing is to provide valuable information to consumers, and then good content
would create brand loyalty, to be better purchased in the future.

From that, we conclude that content marketing is the developing, implementing,
and providing relevant content, which is very necessary to create the company’s
customer base. This can be realized by creating text, videos, images, graphics, e-
books, white papers, and other content, also by sponsoring, developing, and sharing
them with new content formats, in order to attract a clearly defined audience. Both
search engine optimization and content marketing have altered the digital marketing
world. However, SEO as a technical process raising traffic quality and attracting
a huge number of visitors to a website, on the other hand, content marketing
pays a particular attention to the use of a valuable and relevant content to drive
more lucrative client business. Therefore, SEO strategy is inserted around content
marketing since every website needs keywords, content, graphics, images, etc. They
both have to go together to achieve marketing purposes. SEO’s key component is
to search for, find, and leverage relevant keywords in website content in order to
rank higher on search engine result pages (SERPs). It is significant to use keywords
in a suitable manner and take a strategic approach. Thus, SEO works with content
optimization in a balanced way.
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Web Analytics Web analytics in general can be known as a collection, analysis,
measurement, and reporting of web data in the purpose of understanding and
optimizing web use. In addition to being a process to measure web traffic but also
are used to study business and market and to improve the efficiency of a website.
Web Analytics permit the measuring data related to the website, including visitor
behavior, traffic volume, conversion rate, web server performance (Cao Truong
2017, p. 14). In other terms, web analytics interest in user experience, and other
information to understand and demonstrate the results, and continuously improve
the efficiency of a website by the mean of collecting and analyzing web data, in order
to maximize the web use of the site. It measures things that the webmaster takes into
consideration, and this includes the time it takes to load the page, number of views,
time spent by the visitor on the site, and other factors that help in improving website
performance (Jennifer 2020). Web analytics help to measure the effectiveness of
advertisement campaigns. They are both reporting and analyzing, as they provide
the business with targeted insights into its endeavors and can be a powerful tool to
raise the institution’s digital marketing efforts.

To the highest level, with this insight, it can continue to improve the site’s
effectiveness, by using web analytics. Furthermore, the organization can track the
number of visitors to its home page and the number who reaches its page. The most
important goal that companies should achieve in general is to increase conversions.
However, Web analytics can also quickly tell us the percentage of total daily, weekly,
or monthly visitors, with in-depth marketing analytics, we can review all business’s
marketing efforts and identify the places that bring the highest return on investment.
Whether analyzing payments per click, SEO strategy, or inbound marketing efforts,
marketing analytics provides us with the next step that the organization should take
next.

Building a content marketing strategy requires specific expertise that goes
beyond the editorial dimension. Because if readers are the privileged target of
content posted on the web, the mistake would be to neglect Google. Improving the
organization’s strategy by combining content marketing with SEO is an essential
step for a content strategy successful, in producing its own content and measuring its
performance and then rating this special SEO report in a content marketing service.
Web analytics are important for a number of reasons; they help to understand the
behavior of a website’s visitors and use such data to optimize it more effectively.
They also allow to find out things that are broken on website of organization, It helps
to track the source of traffic like blogs, links, and others and to plan our marketing
strategy, SEO campaigns, and design of the website.

In the world of artificial intelligence supporting technologies, web analytics
would enhance the business analytics capabilities to improve the business intel-
ligence. The increasing volume and complexity of business data is driving the
commercial adoption of artificial intelligence for business analytics tools. Machine
learning in business intelligence (or BI) and the mainstream use of artificial
intelligence are helping businesses to pull out actionable insights from large
and complex datasets; it also helps make business recommendations that can be
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understood by any business user. That is why the tools used to analyze results are so
important – to get a better picture of customers and how they interact with content.
Web analytics has changed the way companies and executives design their website.
Artificial intelligence takes it to a higher level, where smart algorithms can tell us
exactly what visitors are looking for on a website and what products to display and
which products they do not want.

4 The Web Analytics GuinRank

GuinRank is a content optimization tool that can help content creators boost their
site’s ranking in Google search results, by recommending relevant phrases and
keywords (klml, What is GuinRank 2020). GuinRank helps improve content results
Based on search guidelines from Google. This tool identifies underutilized content
in content strategies (klml, What is GuinRank 2020). In order to make Google relies
on artificial intelligence in reading and understanding content, GuinRank website
was designed to be an excellent toolkit for content owners. It enable novice SEO
professionals to analyze their competitors’ keyword content and offer ideas for
writing articles that easily lead to search results. In addition to being the best in
terms of analysis, thinking, and essay writing, it supports multiple languages. The
site is not completely free like Google Analytics, but it has three kinds of subscribing
plans. It is either for free with some tools for the first choice or payable with
additional tools for the two other choices, but as a beginner organization, the free
plan can be used as a starter to content optimization and analyzing competitors’
results (Fig. 1).

GuinRank is a professional SEO toolkit that improves the ranking of the business
content in Google. Based on Google’s guidelines and LSI, GuinRank helps to
improve the business content score (klml, medium.com 2020), enabling the user
to generate more traffic and influence the right people into buying decisions.

Fig. 1 Site analysis indicators. (Source: www.Guinrank.com)

http://medium.com
http://www.guinrank.com
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Fig. 2 The number of subscribers to the site until October 2020. (Source: Webmaster GuinRank)

GuinRank provides users with access to a rich collection of resources (including
but not limited to keyword research tool, content optimization tool, content rewriting
tool, and content translation); it is related to SEO content marketing, SEO copywrit-
ing, search engine optimization, and Google Ranking algorithm (GuinRank.com
2020). GuinRank also helps to delve into the competitors’ content; this gives users
an outline of what to write to be competitive. It has a built-in editor, which shows
how in-depth our topic is and what are the areas of improvement. This tool not only
shows us the best keywords that describe our website content but also ensures search
engines understand them better (klml, What is GuinRank 2020); it is thus an SEO
content optimization tool and a professional suite of tools for content creators.

An Egyptian Engineer called Ahmed Hashem, designed the site in 2017, and then
several copies of the web were developed, but the upgraded version was launched
early August 2020. However, in few months, the website achieved great popularity
and subscriptions by site owners and bloggers, as the number of subscribers
approached To 13,000 subscribers from all over the world (webmaster 2020); it
also offers discounts for early subscribers by 70%, as a site promotion policy, which
is a valuable opportunity for emerging institutions.

Figure 2 shows that the number of subscribers on the site has reached 12,410 (the
date of preparing this paper). Within 4 months of the subscription’s launching to
the tool, searches for keywords have reached 72,911 keywords, as most subscribers
work on blogging and take advantage of the free website analytics (500 words)
scheme as a first stage. The following figure shows the geographical distribution of
the subscribers (Fig. 3).

According to Alexa rank,1 the site subscribers GuinRank are from different
countries, and their number varies from country to another. The largest number of
subscribers was 51% from Egypt, followed by Algeria with 10% of subscribers,

1A site’s Alexa rank is based on estimates of traffic and visitor engagement over a period spanning
the last 3 months and serves as a useful metric for judging a website’s overall popularity in relation
to all other currently live websites.

https://medium.com/@aakarman?source=post_page%2D%2D%2D%2D-2a8921bd14c3%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D%2D
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Fig. 3 Geographical distribution of the subscribers on the site. (Source: Webmaster GuinRank)

Fig. 4 GuinRank features. (Source: www.GuinRank.com)

where it beats the number of subscribers from Tunisia and Morocco. The reason is
that the site supports the Arabic language along with other languages.

GuinRank Features (SEO) The SEO content optimization is a professional toolkit
used by “content kings” to boost the business website ranking in Google, by only
including recommended keywords and phrases. Content score is constantly being
improved based on Google’s guidelines (klml, medium.com 2020). The features of
this tool are (Fig. 4).

http://www.guinrank.com
http://medium.com
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Key Features of Ultimate SEO Content Optimization AI Tool GuinRank The
main features of GuinRank’s ultimate SEO optimization tool are the following
(appsread.com 2020):

• It creates content that Google wants to rank and boost our ranking in Google by
just including the recommended keywords and phrases.

• Helps identify underutilized content on the content strategy and improve the
content score based on Google’s guidelines and LSI.

• Its optimizer tool offers blueprint of what needs to be written to be competitive.
• Real-time text editor increases the keyword relevance score.
• Increasing content relevancy score would locate different topic difficulty, on-page

SEO checker.
• Keyword analyzer (KA).

Competitor Analyzer: Here the basic tools for previously used keywords are
developed. Now, the marketers need to consider the competitive environment to
get an idea of the fierce competition by classifying a single keyword. It measures
and evaluates top ranks management when it comes to critical SEO scores,
including keywords (appsread.com 2020). The goal is to have a panoramic
view of what they encounter and their opportunities; this is GuinRank’s area
of expertise.

Content Management: Certainly, content management is one of the most important
and effective parts of this tool, allowing the website to be ranked at the top of the
page and thus obtaining better results; this is how GuinRank does the analysis of
the best sites on the page and compares them (appsread.com 2020).

Keyword Tracking: The growth of the company depends on the strategy. However,
tracking keywords are the essential aspect in the world of SEO. It allows the
website to gain value and improve its ranking and brings the website of business
closer to the best results. This also allows us to advance content, release data, and
prepare a flawless website. It is the human tendency to be the first. However, this
trend needs to be closely monitored. It allows us to understand the ups and downs
of our website’s ranking. If necessary, we can make changes (appsread.com
2020).

User Management: The user management system has entrusted the administrator
with the responsibility of authorizing or prohibiting access to IT resources to
internal and external users. This system gives us the rights in terms of users’
access to different IT resources such as storage systems (appsread.com 2020),
networks, services, devices, applications, systems, etc.

5 Key Factors to Achieve Success for Using the Site

The main factors to achieve success in using the site are (Hachem 2020):

• The first factor: Notice the first ten words: the tool placed an asterisk in front of
it and achieve a score for each word above 80.
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Fig. 5 Ranking predictor. (Source: www.GuinRaink.com)

• The second factor: An essay score is generally from 55 to 75, preferably from 70
to 74.

• The last factor: Ranking predictor is a website’s AI analysis of the article; its
goal here is that the article – after adhering to the first and second factors – can
succeed in a large percentage in achieving a correct ranking predictor.

The success here is that the keyword is the first word in the chance of appearing
(to Rank) with a number closer to 100%, meaning 60 is better than 50 and 70 is
better than 60 (webmaster 2020). The presence of the number 1 keyword in the
ranking predictor is in itself a success for an article; here we need to raise its
percentage. By raising its value, we guarantee the best success of the article; if the
ranking predictor reads a keyword more than the words that were targeted, this is an
indication that the article has errors and must be re-reviewed (Fig. 5).

Before publishing the enhanced article, it must be ensured that the ranking
predictor reader indicates the keyword correctly. Furthermore, the tool provides the
most important successful factor, which is the content, but it is not the only one.
Through this tool, articles are written in way to be more understandable to search
engines and compatible with SEO factors. However, the site’s building must be
without problems. As a result of the use of website tools, some sites are leading the
results soon, whereas, the other takes some time; as a practical example (webmaster
2020), we put the following figure (Fig. 6).

6 Conclusion

Measuring the effectiveness of digital marketing is one of the greatest challenges
facing organizations today. Content marketing consists of creating and publishing

http://www.guinraink.com
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Fig. 6 Sample of work results with the tool without the need for links. (Source: webmaster
GuinRank)

content that opens up opportunities in order to attract a specific audience. That
content can take different forms: blog posts, which provide a useful and relevant
response to the needs of Internet user to generate traffic in a sustainable way. It is
necessary to inject good SEO practices into each key stage of the content marketing
cycle, while SEO is more technically oriented (Google expertise, keywords, on-
page optimization, technical SEO, etc.). Content marketing is developing relevant
editorial mechanisms to attract readership, and content and SEO go hand in hand.
Without one of them, for example, keyword research would not be of much use
unless we used those keywords in our content. In addition, creating content without
knowing what the organization’s audience is looking for would make it without any
significant traffic. Moreover, high-quality content is what earns us backlinks and is
what search engines crawl when they land on the organization’s site.

Keyword strategies are essential for effective search engine marketing (SEM). So
searching for the best website analytics and competitive keywords that are closely
related to the specific business or industry you work with is Jane Rank site; it
uses Google keyword planner, a keyword analysis tool, to analyze the size of the
most popular and competitive keywords (high or medium or low). Working with
GuinRank site analytics tools will inevitably take strategic content marketing to
a higher level, which would inevitably lead to the development of SEO. As the
site knows continuous developments and updates, for example, a new tool will
be added, called “question map” which is a tool for great ideas; it will also be
supported with five new languages: (Finnish (fi), Dutch (nl), Danish (da), Czech
(cs), and Polish (pl)). The challenge is to use the GuinRank site in the analysis
of the global scientific journals’ site and to influence the journal impact factor by
analyzing scientific articles.
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The Impact of the Absence of E-payment
on E-marketing: Case of Tourism Sector
in Algeria

Mohamed Bendehiba and Nesrine Zerrouki

Abstract Although Algeria knows a noticeable development in the use of informa-
tion and communication technologies (ICT) in all sectors, foremost the financial and
the bank one, it is witnessing a significant delay in the application of e-payment in
various fields, particularly the tourism sector. Hence, this study highlights the impact
of the absence of e-payment on e-tourism in Algeria. It concluded that this absence
affects directly the tourism industry in Algeria as it affects consumer satisfaction on
the traditional payment method on the one hand and gives consumer the freedom to
cancel his reservation on the other prompting the national tourism establishments to
resort to foreign e-payment systems and affecting the national economy. Thus, this
study recommends the need to accelerate the application of e-payment at the local
level.

Keywords E-payment · E-marketing · Foreign tourism · Algeria

1 Introduction

With the advanced development in the information and communication technologies
(ICT), new methods have emerged, among these e-tourism that highly affected the
way the tourism business is executed, the decision-making process both within the
tourism institution and the tourist destinations, and the way tourists interact with
each other. These technological developments have a continuous impact through
the introduction of continuous changes in the tourism sector which is characterized
by its global nature that makes the use of ICT necessary.

In the current era, e-tourism is the main channel that most world’s countries de-
pend on to achieve tourism development due to the second generation of the Internet
2.0 through which dialogue and interaction between the various tourism dealers
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and tourists has become easier. Thus, tourism marketing using ICT, especially the
Internet, has become one of the main activities that tourist destinations depend on
in promoting their tourism services and competing within the international tourism
markets.

The e-payment system is considered as a result or part of the great development
in ICT, especially the Internet, as it replaced the traditional means of payment by
saving time and effort devoted to the exchange process. Hence, it encouraged the
establishment of e-banking services and broadened the horizons for e-tourism and
opened the way for it to access international tourism markets.

In view of the previous elements, we will try to answer, in this paper, the
following question:

“To what extent does the absence of e-payment affect e-tourism?”

To answer the main question of the study, we present the following hypothesis:

“The absence of e-payment have placed a considerable financial losses that
were incurred on the national economy in the context of foreign tourism due
to the high rates of canceling e-reservations by tourists, and the orientation of
national tourism institutions towards foreign e-payment systems”.

2 Theoretical Framework for the Research

2.1 E-tourism as a Natural Partnership Between Tourism
and ICT

The term e-tourism refers to the use of ICT, especially the Internet, in the travel and
tourism industry by bringing about drastic changes in the behavior of tourist dealers
and tourist consumers alike activating the role of tourism dealers by creating a direct
interaction that allows them to identify and meet the ever-changing needs of tourist
consumers (Bendehiba and Mebirouk 2015, p. 299).

E-tourism is the process of integrating ICT into tourism business by providing
tourism services to e-tourists in high quality and at the lowest cost (Alipour 2011,
p. 270).
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2.2 Improving the Competitive Priority of Tourism Services
Through E-tourism

E-tourism is defined as every form of commercial exchange in tourism services
that takes place between tourism operators and tourist consumers via electronic
media on the Internet that would enhance the e-tourists’ service. This has an
increasing impact on tourism promotion, marketing, and sales and has enabled the
delivery of information in both directions between the tourism industry and tourists
(Pourfakhimi 2014, p. 104).

Moreover, e-tourism marketing has several characteristics that make it a new
tourist marketing method. The following are among the most important ones:

The ease of using the Internet to search for desirable tourism destinations and
obtaining information about its tourism services and its various prices, as well as
the ease of comparison between these tourist destinations.

The possibility of direct purchase of the tourism service via the Internet, so that
the tourists do not incur the move to the place that provides the service and avoid the
continuous attempt by tourist dealers to persuade them to buy the service in question
and not the other.

Helping tourism operators so that their tourism services reach a large number of
tourists in various global markets (Bruyère 2010, p. 40).

The ability of home shopping with continuous availability of information 24/24
that provides ease and speed of transactions and faster access for tourist consumers.

E-tourism allows the exit of tourism services from local to international markets.
E-tourism marketing allows reducing the number of tourist brokers and the direct

dealing between the tourism service providers and tourists “B to C”.

In this type of marketing, it is not possible to distinguish between small and large
tourist institutions. This gives the opportunity for young tourist dealers to compete
in international tourism markets via the Internet and enter the world of e-tourism
marketing.

Reducing the costs of contacting the tourist consumer with the possibility and
ease of modifying the offers and tourist publications that are included in the tourist
sites on the Internet.

2.3 Using the Internet to Increase Clarity, Attract New
Tourists, and Increase Profit. This Is Done Through
the Following

2.3.1 Promoting the Website

Once the site is completed and started operating, it must be promoted. There are
multiple means used in this field as there are companies specialized in promoting
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the website of the tourism establishment in a thoughtful and targeted way to its target
tourism market and potential tourists which achieves the best positive impact with
the least effort and time possible. The process of attracting e-tourists, enhancing
their confidence, and increasing their satisfaction is a factor that helps in converting
them into buyers of the tourism service.

2.3.2 Attractive Website

The use of electronic promotion is considered as one of the tools and methods that
attract tourists and expand the customer base of the tourism establishment. To attract
tourist to browse the tourism services provided by the website, the following must
be done:

Integrated electronic content: this is through identifying the contents of the website
in an integrated manner at the top and bottom of the page that enables and
facilitates the e-tourist to browse it. The website must be attractive as well to
push this tourist to browse it (Wen 2012, p. 19).

Indexing of electronic content: which means that there is a complete animated
index that often appears next to the page of the website identifying the different
contents of the website and making it easy for e-tourist to choose (Jill 2009, p.
754).

Correct technical performance of the website: by changing and updating the
attractive tools used by this website so that thee-tourist does not feel bored,
especially the e-tourist consumer whose loyalty has been gained by the tourism
establishment (Bernardo et al. 2012, p. 343).

2.3.3 A Dynamic Website

The strategy of online marketing lies in how to convert e-tourists browsing the
tourism institution’s website to buyers of tourism services because one of the ways
to measure the effectiveness of the website is the extent of its conversion of online
tourists who brows it to tourists who buy services presented in it. This is done
through the following:

Presenting a valuable and attractive offer on the main page of the website that is
considered one of the steps that can drive the e-tourist to go deeper in browsing the
website, hence, increasing the chance that this tourist browser will turn to buyer of
the service.

Keeping up with competitors in terms of tourism services’ price while providing
means of comparison between the tourism services offered on the institution’s
website and the various competitive price offers. Unquestionably, other competitive
aspects must be available. Reliability, responsiveness, and assurance are among the
most important factors that gain the confidence and satisfaction of the e-tourist and
drive him to make the purchase decision.
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The ease of dealing with the website. The ease and speed of dealing and access
to tourist information in the website are one of the encouraging and helpful factors
that can transform the visiting e-tourist in the website into a buyer of the offered
tourism services.

Providing the means of e-payment through the e-payment system, especially via
credit card. This reflects the advanced stage reached by website. It is considered one
of the basic elements that guarantee the gain of thee-tourist’s loyalty.

Providing gifts and rewards to e-tourists browsing the website is considered one
of the main factors that enhance their loyalty and contribute to pushing them to
purchase the tourism services offered by the tourism establishment.

3 Methodology of the Research

The target study community is the tourism dealers in Algeria including travel agents
and tour operators in Algeria.

In this study, we relied on the database obtained from the Ministry of Tourism
and Traditional Industries, in addition to conducting several interviews with sector
officials at the level of the ministry on the one hand and conducting a field study
represented in distributing a questionnaire to Algerian tourist dealers (tourism
agencies, travel and tour operators) on the other hand.

4 Analyzing and Discussing of the Results

4.1 E-Tourism and E-payment System in the Sector of Tourism
in Algeria

E-payment is considered one of the necessary elements that must be provided in
e-tourism work. This is done by linking e-payment systems to reservation and
distribution systems through which credit cards and electronic checks can be used
in the electronic process between tourist dealers and tourists via the Internet without
the need for the tourism institutions and tourists to move to the financial and banking
institutions in order to complete the tourism process. The availability of protection
factors, privacy, security, brand, or commercial reputation during the online payment
is among the most important factors that drive e-tourists to purchase online.
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4.2 The Impact of Absence of E-payment on Performance
of Tourist Destination of Algeria

The absence of e-payment has a major impact on the e-behavior and performance
of e-tourists and tourism institutions, as follows:

4.2.1 The Absence of E-payment and the Postponement of the E-purchase
Process for the E-tourist

The process of postponing e-purchase is the decision taken by the e-tourist consumer
to delay the online purchase process of the tourist service offered on the tourist
website of the tourism establishment. This is for several reasons that differ from a
tourist consumer to another and from a tourist website to another, but the absence of
e-payment is among the most important basic factors that drive a tourist to postpone
the online purchase process. The absence of this technology forces the tourist to
postpone the e-purchase of the tourist service and does not give him any other
choice. This postponement has a direct negative impact on the tourism establishment
as there is no guarantee for it that this tourist consumer who booked his tourism
service electronically would not change his behavior.

4.2.2 The Absence of E-payment and the Process of Changing
the Tourism Destination of the E-tourist

The process of changing the tourism destination by the e-tourist is a dynamic
process through which interactive adjustments are made in order to adapt to the
surrounding environment for different tourist destinations. Most of e-tourists often
change their original travel plans in order to adapt to the tourist destinations to
maximize their benefits and achieve their desires and commensurate with their
capabilities during the preflight planning stage. The characteristics of the e-tourist
affect primarily the process of changing the original tourist destination. Every tourist
has the possibilities of change in order to deal with new and unexpected situations.
Thus, the process of changing the tourist destination is the process by which the
Internet user tourist changes his mind and cancels the process of reserving the tourist
service that he performed previously for reasons that differ from one e-tourist to
another. The absence of e-payment is among the main reasons and factors that push
or allowed tourist to change his tourist destination. All the stages that an e-tourist
performs during his online purchase of the tourist service can be controlled by the
establishment except the stage between e-reservation and taking the tourist tour. The
tourist establishment cannot control the behavior of the e-tourist consumer with the
absence of e-payment that is the only way that enables the tourism establishment
to earn the loyalty of thee-tourist consumer and ensure that it does not change his
tourist destination.
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5 Conclusion

The use of information and communication technology in Algeria has contributed
in an efficient manner in the maximization of the potential tourism market. Thanks
to this technology, a great number of tourists using the Internet may be incited to
book tourism services supplied by the tourism companies, which can promote their
tourism offers using this technology. This has enabled the said companies to expand
their customer base, to improve the organization of their tourism industry, and to
encourage the spread of e-commerce practices in the national economy. However,
this efficiency remains relative because of the absence of an inter-sectoral approach
between the sectors of tourism and banking in matters of e-payment in the context
of a hard competition between the world states to attract new tourists. This state of
things has had a negative impact on the satisfaction of the tourists using the Internet,
mainly the foreign one. It has also particularly negatively affected the confirmed
tourism market of the Algerian tourist destination and the national economy as a
whole. This is due to the big financial losses (in hard currency) undergone by the
national economy in the context of foreign tourism.
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Google Trends Analysis Using R:
Application on Algerian Tourism

Houssame Eddine Balouli and Lazhar Chine

Abstract In this work, we analyzed Google users’ trends about tourism in Algeria
using the programming language R. The main goal is to predict the number of
tourists from outside Algeria depending on their activity using Google Search. This
work is based on many packages: we started with “gtrendsR” package used in the
selection of keyword (or keywords), which is in our case “Timimoun,” search area,
and the horizon. Then, “Tidyverse” package is used in the data cleaning phase.
Finally, “prophet” package used to make predictions. The results shows us that the
number of search operations about Timimoun using Google from outside Algeria
will still very weak.

Keywords Google Trends · gtrendsR · Programming language R · Tourism ·
Algeria

1 Introduction

Algeria is distinguished by a set of natural, historical, and cultural characteristics
that make it a regional and international tourist pole that attracts tourists from all
countries of the world. The natural potential is a coastline of over 1200 km mountain
ranges stretching from east to west and vast desert in addition to climate diversity. As
for the historical possibilities, Algeria is considered the cradle of many civilizations:
Phoenician, Byzantine, Romanian, and Islamic (Zaarour and Sabti 2018).

Despite all this potential, Algeria could not make the best use of it and thus the
inability to meet the increase in internal and external demand. This is due to the
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country’s inability to develop tourist attractions such as tourist sites, transportation,
accommodation, and infrastructure (Zayed 2018).

In an attempt to advance tourism in Algeria, the government has passed bills
that encourage tourism investment through tax exemptions of up to 10 years. Also,
it established several investment funds to accompany and finance tourism projects,
including the National Agency for the Support and Employment of Young People
(Beloudj 2006).

As a type of tourism, Algeria promoted desert tourism as an important source
of winter tourism, as the desert in Algeria is characterized by moderate heat
throughout the year, but the deterioration of the security conditions in the Sahel
region contributed to the weakness of the tourism product (Bourbaba and Maachou
2018).

We try through this work to predict the future of desert tourism in Algeria by
analyzing Google Trends about a popular tourist destination in Algeria (Timimoun)
in the last 3 years.

2 Literature Review

With the heavy use of the Internet today, search engines have become an important
source of information by analyzing trends. The Google search engine is among
them. In this section, we present many similar recent studies. It is not necessary
that these studies used the package “gtrendsR,” but we explain how Google Trends
are analyzed in the topic of tourism or any other topics.

Regarding the topic of tourism, Bokelmann and Lessmann (2019) presented
a study in which they explained how we can use Google Trends data in the
tourism demand forecasting. The researchers collected the data from two websites:
GNTB and Tripadvisor using many keywords as an indicator (Deutschland Flüsse,
Deutschland Seen, and Deutschland Berge). As a result, the study confirmed that
Google Trends analysis is a good tool to elaborate significant forecasts about
tourism in Germany in the short term (Bokelmann and Lessmann 2019).

In the same context, Ballatore et al. (2019) demonstrate how Google Trends data
are useful in the tourism management by analyzing spatial and temporal variation
in interest in places at multiple scales between 2007 and 2017 in Amsterdam
metropolitan area. The comparison between the hotel visits to Amsterdam and
search interest for Amsterdam shows to the researchers that there is a similarity
between the trend lines (Ballatore et al. 2019).

Similarly, Irem Önder (2017) realized a comparison between Google Trends
for two cities (Vienna and Barcelona) in one hand and two countries (Austria and
Belgium) in the other hand. The main objective is the elaboration of tourism demand
model (Önder 2017).

In the context of ecology and environment, Nghiem et al. (2016) studied the
impact of media reports of news networks and scientific publications on the volume
of research, by studying time series on Google Search data from 2004 to 2013.
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Seven keywords in environmental topics were selected starting from January 2004
until December 2013: climate change, ecosystem service (or ecosystem services),
deforestation, orangutan (or orangutan), invasive species, endangered species, and
habitat loss. All the necessary tests was realized to detect trends. The next step
is the elaboration of SARIMA model that showed a pattern of positive and
contemporaneous correlation between the number of news articles and search
volumes for climate change (Nghiem et al. 2016).

As a summary to this section, we can say that the literature review shows us how
we can benefit from Google Trends as a source of information in one hand and a
good tool in decision-making in the other hand.

Our added value is that we will analyze Google Trends data about desert tourism
in Algeria using open-source programming language R to make forecasts about this
sector in Algeria.

3 Method and Results and Discussion

The first step in our work is the installation and the loading of the necessary
packages: gtrendsR (Philippe et al. 2016), Tidyverse (Wickham et al. 2019),
lubridate (Garrett and Wickham 2011), prophet (Taylor and Letham 2020), and
maps (Brownrigg 2018) (Fig. 1).

The second step is the selection of the keyword, the geographic region, and limits
the search on specific time, using gtrends function (Fig. 2):

Fig. 1 Loaded packages library (tidyverse)
library (lubridate)
library (gtrendsR)
library (prophet)
library (maps)

Timimoun gtrends(keyword = “Timimoun”,
qeo = C(“US”, “FR”, “DE”, “RU”, “GB” ), 
time = “today+5 − y” 
)

Fig. 2 Execution code (extraction of trends about Timimoun)
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Fig. 3 The organization of the extracted data

Fig. 4 Google Trends by regions (execution code)

Fig. 5 Interest by geographic location (Rstudio output)

The script code is as follow:

• Keyword: Timimoun
• Geographic location: Five countries: the USA, France, Germany, Russia , and

Britain
• Time: last 5 years

Using “names” function we get a look on how our data is organized (Fig. 3).
The most important components are interest over time, interest by country, and

interest by region.
Using filter and arrange functions, we select only top Google searches by region

(Fig. 4).
Top interest by region is dominated by France region, with more than 600 search

operation using Google. Regarding US, GB, and DE regions, we have only 100
operation search for each in last 5 years. Meanwhile, we note Russia’s absence
from the list (Fig. 5).

Using “ggplot2” package we realized the bar plot in below to confirm the
previous analysis. The most important interest (HITS) in the last 5 years about
Timimoun is from FR region (Figs. 6 and 7).

We transform our data using “as.tibble” function. This transformation is neces-
sary for the next steps (visualization, forecast) (Fig. 8).

The result is as follow (Fig. 9):
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Fig. 6 Bar plot of interest by region (execution code)
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Fig. 7 Bar plot of interest by region

Fig. 8 Necessary cleaning (execution code)

Fig. 9 Interest by region for Timimoun (Rstudio output)

We have 1295 observations (1295 search operation in the last 5 years from the 5
regions). Rstudio shows us only the first ten rows. For better visualization, we plot
out time series using always “ggplot2” package (Figs. 10 and 11).
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Fig. 10 Plot of interest by region (execution code)

Fig. 11 Plot of interest by region time series (Rstudio output)

Fig. 12 Necessary cleaning data (execution code)

From the previous graph, we note that the most important searches for Timimoun
using Google were from French regions, which peaked in the year 2020.

We concentrate in the next steps on FR region. Therefore, we subset our time
series using “Tidyverse” package, and we will analyze only FR data (Figs. 12
and 13).

We have 261 observations (261 search operation using Google in FR region in
the last 5 years. The next chart shows us the plot of our data (Figs. 14 and 15).

Through the graph, we note the stability of searches for the city of Timimoun
using Google during the past 5 years. The biggest jump in search numbers was the
year 2020.

Using “prophet” package we build our model (forecast model). The first step is
to use “prophet” function to make automatic statistical tests to our data and choose
the best model (Fig. 16).

Taking into consideration the new model, we use “make_future_dataframe”
function to create the new time series including the 365 days of predictions (Fig. 17).
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Fig. 13 Necessary cleaning output

Fig. 14 Plot of interest in FR region (execution code)
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Fig. 15 Plot of interest in FR region (Rstudio output)
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Fig. 16 Automatic statistical tests (execution code)

Fig. 17 Creation of the new time series including the 365 days of predictions

timimoun_fr_predict timimoun_fr_predict(timimoun_fr_model,timimoun_fr_present_future) 

Fig. 18 Make predictions (execution code)

Fig. 19 Plot of original data and model and forecast (Rstudio output)

The next step is to make predictions based on the chosen model and the new time
series using “predict” function (Fig. 18).

The last step is to plot the results using “plot” function (Fig. 19).
Black dots represent the original time series, light blue represents the model

proposed by the Prophet package (including confidence intervals), and the dark blue
represents the forecast of the next 365 days.

Forecasts show us that the interest will be stable in the next 365 days; this
confirms the lack of interest of tourists from outside Algeria to visit the country
in general and the desert regions in particular.
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prophet_plot_components (timimoun_fr_model, timimoun_fr_predict) 

Fig. 20 The presentation of all the components: trend, weekly seasonality, and yearly seasonality
(execution code)
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Fig. 21 The presentation of all the components: trend, weekly seasonality, and yearly seasonality

For more details about the model, we can present all its components: trend,
weekly seasonality, and yearly seasonality using prophet_plot_components function
(Fig. 20).

Through the general trend curve, we notice a decrease in interest in searching for
Timimoun (Fig. 21).

4 Conclusion

Google Trend analysis allows researchers to study interest of millions of people
around the world which the case in our study by analyzing interest of people from
five regions about a famous Algerian tourist city of Timimoun. The most important
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interest about Timimoun is from France region, but it is still very weak in the next
year, which confirms the weakness and lack of marketing and advertising of tourism
in Algeria for tourists from outside the country.

In the other hand, we can say that the open-source programming language R and
“gtrendsR” package is a good tool to extract information about people interest from
different regions in order to analyze them to improve decision-making, which is the
case in the Algerian tourism.
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Deep Learning-Based Automated
Learning Environment Using Smart Data
to Improve Corporate Marketing,
Business Strategies, Fraud Detection
in Financial Services, and Financial Time
Series Forecasting

Zair Bouzidi, Mourad Amad, and Abdelmalek Boudries

Abstract The automated learning environment is based on recurrent neural net-
work trained with long short-term memory, used because of its ability to learn, in
taking the concatenated function and time series data as input, while integrating
encapsulations of several search results, using Smart Data (data streaming of
objects connected and all the Web). We’ve used some of its ideas to improve
corporate marketing, business strategy, and financial time series forecasting. This
model is shown to be capable of learning to understand and localize different
aspects of corporate marketing and business strategies. We put it through its paces
on the challenging tasks of detecting fraud and forecasting financial time series,
demonstrating that it is more reliable and uses less parameters and computation
than other approaches.
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Keywords Business · Fraud detection · Long short-term memory · Marketing ·
Recurrent neural network · Smart data · Times series forecasting

1 Introduction

We propose a new real-time deep learning-based automated learning environment. It
is based on a recurrent neural network trained with long short-term memory (LSTM)
that integrates encapsulations, using smart data (connected objects and all the Web).
Thus, we provide, not only a solution to this challenge, but, also, we propose better
performances.

In this paper, we’re looking for information about financial time series that is
relevant. As soon as this data is retrieved (distinguished from abusive information),
it is used to improve marketing, business, fraud detection, and forecasting of
financial time series. Mentioned below are our main contributions.

1. We develop a RNN-based model that uses low-level content learning capabilities
to automatically separate relevant information from redundant or abusive.

2. We develop a RNN-based model that uses content learning capabilities of smart
data (all the Web and connected objects) to automatically and efficiently capture
real-time dynamics of financial data. Using a set of knowledge related to financial
market, this model collects, using smart data, as per their lexical similarity,
accurate prediction of volatility from financial time series.

3. We adapted some algorithms to streaming (smart data).
4. An event-independent model for filtering content on multiple sources at once

is developed, taking into account the limitations of the previous work’s model.
Experiments on multiple financial market-related flows of contents with di-
verse characteristics demonstrate that our suggested model outperforms other
approaches. While our approach filters content issued from all online channels
from social media (all the Web) to connected objects.

5. Once this real-time RNN-based model implemented and manually annotated
the first information deduced, with multisource content learning capabilities to
capture automatically and efficiently accurate real-time prediction of volatility
from financial time series, we use a collection of financial market expertise
and a set of tagged contents to obtain reliable future volatility predictions that
are essential for investment planning, hedging fiscal risks, and determining
government policy, etc.

The remainder of the paper is structured as follows: in Sect. 2, the background
and related works are presented. We outline, in Sect. 3, our proposed model as well
as details on forecasting financial time series volatility successfully. Preliminary
results are followed by an examination of the findings. Finally, we conclude and
make some suggestions for future researches.
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2 Background and Related Works

2.1 Marketing, Business, Fraud Detection, and Financial Time
Series Forecasting

The most important tool in retail is the organization of shelves on which items
are displayed, notably with a wide variety items and shopping practices. Retailers
will not only increase sales but also reduce costs, by properly managing shelf
allocation and product display (Aloysius and Binu 2013). From learning models in
the organization of supermarket shelves by grouping of products, generally bought
together, we can extract the following relation: “the customers who buy product X
at the end of the week, during the summer, in general also buy product Y.”

Also, the credit institution making it possible to decide whether or not to grant
credit according to the profile of the credit applicant, his request, and his past loan
experiences is used in data mining. There is also overbooking (optimization of
the number of seats on planes, hotels, etc.), the targeting of offers (organization
of advertising campaigns, promotions), and the analysis of commercial practices,
strategies, and their impact on sales in data mining. This awareness, initially
unknown, may be associations, patterns, or general trends in this information. To
verify the correctness of the system or the estimation of some parameters difficult
for mathematical modeling, experimental data is needed. Data mining is a field that
has emerged with the explosion in the amount of information stored, with major
advances, particularly in processing speeds and storage media. The purpose of
data mining is to uncover valuable information in large amounts of data that can
help understand the data or predict the behavior of future data. Since its inception,
data mining has used several statistical and artificial intelligence tools to achieve
its goals. It is an essential component of big data technologies, big data analysis
techniques, and recently intelligent data streaming. It is also defined as the process
of discovering new knowledge.

Element set extraction is the model where certain sequence exploration problems
lend themselves to the discovery of frequent sets of elements and their order. For
example, we look for rules of the type “if a customer buys a car, he is likely to take
out insurance within a week,” or, in the context of stock prices, “If A and B are up,
it is possible that C and D will be up within a week,” according to market analysis.
Traditionally, the extraction of a set of elements is used in marketing applications
to detect patterns among competing elements, in large transactions, for example, by
analyzing the shopping cart transactions of customers in a supermarket (Bouzidi et
al. 2021a, c).

Sequential model extraction has many real-world applications because data in
many fields such as bioinformatics like genomics and proteomics are encoded as
sequences (Bouzidi et al. 2021a). We also see the development of the analysis of the
consumption basket which consists in studying sales (Analysis of receipts) (Boghey
& Singh 2013).
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Table 1 Comparative table of all economic tasks used

Economic Tasks References Our new approach (ONA)

Detect novel frauds Pumsirirat and Yan (2018),
Schreyer et al. (2017), Dong
et al. (2018), Gomez et al.
(2018) and Fiore et al. (2019)

Our New Approach

Trading performance Sermpinis et al. (2019)
Exchange rate prediction Kodogiannis and Lolis (2002)
Stock prediction Fischer and Krauss (2018)
Trade on the stock market Calvez and Cliff (2018)
Company stock prices dos Pinheiro and Dras (2017)
Forecasting of financial time series Bodyanskiy and Popov

(2006), Lai (2006), Ghazali
(2009), Pradeepkumar and
Ravi (2017), Tk and Verner
(2016), Lasfer (2013),
Gudelek et al. (2017), Bao
(2017) and Mohammad
(2018)

Web mining is the model where the World Wide Web is fertile ground for mining
data research, due to the large amount of knowledge available online. Web mining
research is at the crossroads of research carried out by many research communities,
such as databases, data recovery, and artificial intelligence (AI), especially the sub-
domains of learning and natural language processing (Kosala and Blockeel 2000).

Text mining is a data mining branch that specializes in enterprise word processing
to analyze content and extract information. The most important tasks are to
recognize and interpret the information in the document. These are language
technologies that make it possible to switch from text to a digital vector (full text)
(presence-absence or frequency).

String mining is the pattern for which channel mining usually deals with a limited
alphabet of elements appearing in a sequence, usually very long. Those of the ASCII
character set used in natural language text, nucleotide bases, may be examples
of the alphabets “A,” “G,” “C,” and “T” in DNA sequences or amino acids for
protein sequences and examining sequenced genes and proteins to determine their
properties (Bouzidi et al. 2021a).

The latest sequential pattern mining pattern is all about discovering unexpected
and useful patterns in datasets. Subsequences can be interesting based on a variety of
factors, including how often they appear, how long they last, and how much money
they make, among others (Table 1).

Detection of fraud is a significant subject in that it can be formulated in
supervised and/or unsupervised category. While in the unsupervised learning group,
class labels are either unknown or assumed to be unknown and clustering techniques
are used to find out distinct clusters containing bogus samples or far away bogus
samples not belonging to any cluster, it is treated as an outlier detection problem
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when all clusters contain genuine samples. Class labels are recognized in the
group of supervised learning, and a binary classifier is designed in order to
identify fraudulent samples. Detection of fraud (involving cyber fraud) is becoming
increasingly threatening, and fraudsters often tend to be a few notches ahead of
organizations in terms of discovering and easily circumventing new loopholes in
the system. On the other hand, in order to anticipate fraud in near real time, if not
real-time, organizations make immense investments in capital, time, and resources
and try to minimize the effects of fraud. Financial fraud exists in numerous sectors,
including finance, insurance, and investment (stock markets). It can be both offline
and online as well. Online fraud involves credit/debit card fraud, purchase fraud,
and security-related cyber fraud, while offline fraud involves accounting fraud,
falsification, etc.

There has been an increase in intelligent automated trading and decision-support
systems in financial markets, particularly stock markets, due to technological
advancements and breakthroughs in deep learning models.

However, time series issues are difficult to predict, especially financial time
series (Cavalcante et al. 2016). Despite the contrary study of the efficient market
hypothesis, neural and deep learning models have shown great success in forecasting
financial time series. The stock market follows a random walk (RW), and any
profit made is the result of chance (Fama 1995). This is due to the ability of
neural networks to adapt to any nonlinear dataset without making static assumptions
or without prior knowledge of the dataset (Lu et al. 2009). Deep learning uses
both basic and technical analytical data, the two most widely used techniques for
forecasting financial time series, to train and develop models (Cavalcante et al.
2016).

Fundamental analysis is the process of forecasting market movements by using
or exploiting textual information such as financial news, company financial results,
and other economic factors such as government policies.

2.2 Automated Learning

It’s a set of processes that lead to the acquisition of knowledge and skills. Although
machine learning is a branch of artificial intelligence (AI), it deals with creating
algorithms to perform complex tasks without programming it, making extensive
use of AI tools and principles, mathematics, other cognitive sciences, etc. It can
be based on statistical approaches to give the possibility of “learning” from data in
two phases. The first, namely, model design phase (training) consists in estimating a
model from observations (data). Knowledge and skills are acquired through a series
of actions. For example, in handwriting recognition, two comparable characters
are never exactly the same. In order to learn to identify characters by observing
“examples,” i.e., identified characters, a machine learning model can be created
(Table 2).
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Table 2 Comparative table of all AI concepts used including our approach

AI concepts References Our new approach (ONA)

Elman ANN (EANN) Adhikari and Agrawal (2014) and
Bouzidi et al. (2019)

ONA

Multilayer feedforward Adhikari and Agrawal (2014) and
Bouzidi et al. (2020)

ConvNets/Autoencoder Lai (2006), Lasfer (2013), dos Pinheiro
and Dras (2017), Bao (2017) and Gudelek
et al. (2017)

RNN Adhikari and Agrawal (2014),
Mohammad (2018) and Sermpinis et al.
(2019)

LSTM Adhikari and Agrawal (2014), Bouzidi et
al. (2021b, e), Cavalcante (2016), Tk and
Verner (2016), Pradeepkumar and Ravi
(2017) and Gudelek et al. (2017)

Memory Networks Adhikari and Agrawal (2014), Cavalcante
(2016), Tk and Verner (2016),
Pradeepkumar and Ravi (2017) and
Gudelek et al. (2017)

Social Media Adhikari and Agrawal (2014), Bouzidi et
al. (2019, 2020, 2021b, e), Cavalcante
(2016), Tk and Verner (2016),
Pradeepkumar and Ravi (2017) and
Gudelek et al. (2017)

Analysis dos Pinheiro and Dras (2017), Bao
(2017), Fischer and Krauss (2018) and
Mohammad (2018)

Automated learning is used for a variety of purposes, such as aiding diagnosis
(Bouzidi et al. 2021a), to identifying outliers, detecting missing data, and extracting
relevant knowledge from various sources (social media) (Bouzidi et al. 2019, 2020),
fraud detection and financial market analysis (Boghey & Singh 2013; Bouzidi et al.
2021b, e) etc. In order to avoid overusing networks of neurons and hidden layers,
it’s important to use an adequate number of layers (Bouzidi et al. 2021a, b, c, d, e),
to detect and so avoid overfitting. Data are divided into two subsets (Bouzidi et al.
2021a, c, d): the learning set making it possible to change the weight of the neural
network. The validation set makes it possible to check the relevance of the network,
avoiding overfitting.

2.3 Social Networks and Smart Data

Networking is a substantial component of website users’ online activities. Recent
developments in using of networking reflect the fact that networking has not only
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Table 3 Comparative table of all techniques and methods

References Identification methods Used OSN and smart data

Zaini et al. (2020) Flood disaster game-based learning Twitter
Vivakaran and
Neelamalar (2018)

Educational purposes among the
faculty of higher education with
special reference

He et al. (2016) Summarization with social-temporal
context

Dussart et al. (2020) Capitalizing on a TREC track to build
a tweet summarization dataset

Lamsal and Kumar
(2020)

Semiautomated artificial
intelligence-based classifier for
disaster response

Rudra et al. (2019) Summarizing situational tweets in
crisis scenarios: An
extractive-abstractive approach

Bouzidi et al. (2019) Based on artificial neural network
(ANN)

Twitter and Facebook

Bouzidi et al. (2020) Based on feedforward neural network
(FFNN)

All the Web

Bouzidi et al. (2021b, e) Based on long short-term memory
(LSTM)

All the Web & Smart Data

Our New approach Marketing and business can benefit
greatly from deep learning from social
media and big data. Fraud detection
and financial time series forecasting

a growing number of users but also a substantial rise in the number of those
applications (Table 3).

In a short time, social media have invaded the daily lives of users of Internet
and Web professionals. The giants Twitter and Facebook were seen establishing,
growing, and evolving. They have been followed by a number of other networks
more specific: LinkedIn, Instagram, etc. The list is long. Among the existing studies,
a group of studies identifies useful networking information, using neural learning,
to successfully extract structured information from unstructured textual networking
contents. People use networking to post situational updates in various forms such as
text messages, images, and videos.

While the predominant function of networking remains social interaction, net-
working sites are also considered the fourth most popular source of information. The
sharing of data can be facilitated by networking before, during and after an eventual
event. With the proliferation of social media, knowledge is transformed from expert
knowledge to everyday knowledge co-produced by various stakeholders thanks to
Web 2.0. Studies on the use of social networking data to gain insight into human
activity, including disease epidemic detection and stock market forecasting, have
been increasing in recent years. However, understanding these voluminous and high
velocity data is a difficult task.
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Information retrieval models in general, and those from multiple sources, are the
focus of this subsection.

Contents were collected from all online channels tracked automatically by the
online listening tool, namely, Radian6 (Imran et al. 2020) or any its competi-
tor, such as Awario, Brand24.com, Brandwatch, Mention, Keyhole, Socialert.net,
SocialPilot.co, Simplify360, etc., from websites to social media, such as Twitter,
Facebook, LinkedIn, Instagram, Google+, YouTube, and so on. According to the
API (application programming interface) of many networking platforms, you can
access their data (Imran et al. 2020). Using online listening tools, you can get a
reasonable representation of the fundamentals, such as the gathering of information
(such as that found in conversations on social media, the news, or anywhere else
on the Internet), and removing information that has been dubbed, such as a retweet,
and any information that is harmful or redundant from the data; thanks to neural
learning and the tagged messages, relevant information can be obtained from the
learning corpus. Volunteers create the tagged messages, which are then analyzed to
make sure the data is accurate.

Our listening and monitoring strategy for online methodology reflection consists
of the following components: cleaning up the data to remove duplicates and
replications, enabling relevance through neural learning, and utilizing the learning
corpus generated by tagging of messages in social media and elsewhere on the Web.
For disaster managers, the emergency management model verifies and analyzes
information in order to ensure that it is accurate.

Some of the advantages include finding out what the final discussion will be
about, as well as foretelling and stopping an impending disaster from occurring.
There is no commercial value in making decisions that could save lives, but there is
a moral value in doing so.

Our proposed model’s functional architecture can be seen in Fig. 5. When a
message is properly cleaned, the artificial neural network-based automated learning
environment extracts it from social media, based on predefined keywords, so that
it is not redundant and does not re-record (insult). The message must be checked
against the content manually annotated by volunteers in our laboratory to ensure it
is free of duplicates and replications. These checks have found the message to be
relevant. It will be sent to disaster managers as soon as possible, so that they can
make quick and efficient decisions that could save or relieve lives.

Smart data, a different concept from big data, is based primarily on real-time
data analysis. This term refers to a method of data analysis that analyzes data at the
source directly, without the need to send it to a centralized system. Video streaming,
however, requires connection to an Internet server.

2.4 Related Works

Much research exists for financial time series forecasts (Adhikari and Agrawal 2014;
Bao et al. 2017; Bodyanskiy and Popov 2006; Bouzidi et al. 2021b, e; Fischer

http://brand24.com
http://socialert.net
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and Krauss 2018; Ghazali et al. 2009; Gudelek et al. 2017; Kodogiannis and Lolis
2002; Lai et al. 2006; Lasfer et al. 2013; Lu et al. 2009; Mohammad et al. 2018;
dos Pinheiro and Dras 2017; Pradeepkumar and Ravi 2017). Research for fraud
detection is common (Bouzidi et al. 2021b; Dong et al. 2018; Fiore et al. 2019;
Gomez et al. 2018; Pumsirirat and Yan 2018; Schreyer et al. 2017; Wu et al. 2018).
On the other hand, there are only two studies for the market price (Fama 1995;
Calvez and Cliff 2018) and only one for placing products in a supermarket (Aloysius
and Binu 2013).

3 Automated Learning Environment for Fraud Detection
and Financial Time Series Prediction

3.1 Automated Learning Environment

Artificial intelligence confirms the combination of reinforcing of learning and deep
learning (Abiodun et al. 2019), mathematically represented, as:

AI = RL + DL (1)

where

AI represents artificial intelligence, RL represents reinforcement of learning, and.
DL represents deep learning.

A feedforward NN (FFNN) is an automated learning classification algorithm
which is made up of organized in layers, similarly to human neuron processing units.
Unlike FFNN, the feed-backward NN (FBNN) can use internal state “memory” to
process sequence of data inputs, such as RNN.

3.2 Recurrent Neural Network (RNN)

As a class of feedforward NNs, recurrent neural networks (RNNs) are augmented
by the inclusion of recurrent edges connecting adjacent time steps. Figure 1 shows
the well-known RNN (Wu et al. 2018).

Definition
To describe this form of RNN, we can use two equations; all calculations required
for computation at each phase of the moment on the forward pass are:

ht = α (σhx.xt + σhh.ht−1 + bh) (2)
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Fig. 1 Artificial NN classification with their application areas

yt = β
(
	yh.ht + by

)
(3)

where
the σ terms denote weight matrices (e.g., σ hx is the weight matrix between input

and hidden layers).

The terms b denote vectors of bias (e.g., bh is hidden bias vector) which allow
each node to learn an offset. α denotes the hidden layer function at level t.

As a general rule, the output layer function is an element-wise application of
the sigmoid function. Recurrent neural networks (RNNs) are neural networks that
can be extended over time and have edges that feed into the next time step rather
than the next layer of neurons. For example, an RNN can be used to identify text
or speech sequences. It has periods during which the presence of short memory in
the net indicates. RNN is like a hierarchical network where the input in the form of
a tree needs to be hierarchically processed since there is no time to input sequence.
RNNs are powerful sequence learning tools that can be adapted. To date, RNNs
have proven to be excellent pattern recognition and prediction engines, especially in
tasks involving machine learning of sequences, such as text or speech recognition.
The recurring layer of RNNs contains feedback loops. This enables them to retain
information for a longer period of time in their “memory” (Fig. 2).
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Fig. 2 Recurrent Neural Network (RNN) classification. (Abiodun et al. 2019)

Since each hidden state depends on the previous hidden states, RNN is in-
trinsically deep in time even though it is not deep in space (Wu et al. 2018).
When propagating errors over several time stages, the problems of disappearing
and bursting gradients can occur. A standard RNN, on the other hand, may not be
able to solve problems that require long-term learning. To put it another way, this is
because the loss function gradient degrades exponentially over time (this is called
the gradient vanishing problem). During this time, they only have hidden states
and the hidden states work like RNN memory. An RNN structure can be shown in
Fig. 3. The arrows in Fig. 2 illustrate the relationships between FFNN components.
RNN has achieved remarkable success in sequential learning problems. The success
achieved in terms of application to public relations includes the accuracy of speech
recognition and timing.

3.3 Long Short-Term Memory (LSTM)

Long short-term memory, one of the most promising RNN architectures for
sequence learning, was suggested to address the lack of RNN. It introduces the
memory cell, a computing unit replacing traditional artificial neurons in the secret
layer, compared to the RNN. It is a kind of RNN that uses specific units with
standard units. A memory cell is a part of LSTM units capable of keeping data
in memory for a long time. It is often referred to as sophisticated RNN.
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Fig. 3 RNN-based automated learning environment to retrieve relevant information

Definition
Mathematically, it is possible to formulate the LSTM model computation as
follows:

it = 
 (	ix.xt + 	ih.ht−1 + bi) (4)

ft = 

(
	f x.xt + 	f h.ht−1 + bf

)
(5)

ct = ft ʘ  ct-1 + it ʘ tanh(Φcx . xt + Φch . ht-1 + bc ) (6)

βt = 

(
	βx.xt + 	βh.ht−1 + bβ (7)
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ht = βt ʘ tanh(ct ) (8)

where

ʘ denotes element-wise multiplication.
Φ is the logistic sigmoid function.
i, f, β, and c are, respectively, the input gate, forget gate, output gate, and cell

activation vectors, all of which are in the same size as the hidden vector h at
level t.

3.4 RNN-Based Automated Learning Environment

Artificial NNs (ANN) are inspired by the human brain and biological neural
networks. These systems learn to perform tasks by considering examples of task-
specific rules, usually without programming. Neural network is based on collection
of connected units/nodes called neurons, which model biological brain neurons.
Each connection, like the synapses of a biological brain, can transmit a signal from
artificial neuron to another.

In order to get the best possible outcome, it’s not just about a set of algorithms
but also the following steps:

– Where the success of a project is based on collecting relevant and sufficient data,
the term “data acquisition” is used to describe the process.

– The data preparation and cleaning.
– Model creation.
– Model evaluation: it is composed of evaluating trained model on the other

(second) set of data.
– Validation/deployment: For example, if new input data is available, it could be

used to further refine and improve the model in the field.
To avoid overlearning, it is important to use a sufficient number of neurons

and hidden layers. Consequently, there are two subsets of the data:
– Learning set: allows changing the weight of the NN and.
– Validation set: to verify the relevance of the network.

We can reinitiate learning by shrinking the network. A method of regularization
is used to prevent overlearning. To prevent a neural network from overlearning,
regularization techniques like the weight decay method are employed.

Researchers have developed neural networks to model the behavior of the human
brain. But if you really think about it, normal neural networks don’t quite do
their original intention justice. The reason for this claim is that feedforward neural
networks cannot remember the things they learn. Every iteration you train the
network it starts over; it doesn’t remember what it saw in the previous iteration when
you process the current dataset. This is a big drawback when identifying correlations
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and data patterns. To solve this problem, we turned to recurrent neural networks
(RNNs). Since they can store data in short-term units of memory (called “hidden
state”), RNNs are uniquely equipped to model short-term dependencies. For this
reason, RNNs are widely used in time series forecasts to identify correlations and
data patterns.

3.4.1 RNN: Modeling

An investigation of the entire ANN modeling process, including the collection of
learning data, pre- and post-processing of data, activation functions, initialization
of weights, algorithms of learning, and error functions, has been undertaken to
implement systematic methods that often lead to efficient ANN models. While all
of these factors influence the efficiency of ANN, greater attention has been paid to
finding the best architecture. There is no theoretical basis for how this architecture
will be discovered or how it will appear. A repeated trial and error procedure is the
most common approach adopted, in which a large number of different architectures
are tested and compared to each other. This method is also time-consuming and
relies primarily on the human expert’s expertise and intuition, which implies a high
degree of uncertainty. As a matter of fact, we list a number of different approaches,
including empirical or statistical methods, hybrid methods such as fuzzy inference,
constructive and/or pruning algorithms, and evolutionary strategies, which all have
their own advantages and disadvantages. The training data comes from the Algiers
Floods of November 10, 2001, and the Boumerdes earthquake of May 21, 2003.
Volunteers manually annotate this data, which can be gleaned from neural networks.

We use a neural network with a hidden layer, taking as input and gives as output.
The input to the network is a content e, as:

(9)

containing words ⱳ each coming from a finite vocabulary; Ɣ is the set of contents
issued from the social media.

Let

(10)

containing words each coming from the set of words Ŵ where each word comes

from a finite vocabulary Ɣ, the incorporation of a content of the source message i
relevant for, at least, a keyword or a hashtag such as:

∃ j ϵ [1, M] /     hj ϵ  Ƕ

(11)
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We want the learning of a generic space with the neural network, as:

Ẽ = max { ek } (12)

k ε [1,K]

normalizing the differences:

Ẽ = [E − RDF] where RDF = [R + D + F ] (13)

Thanks to the RNN-based model, the transformation of {ei} into {ek} can be
explained by:

∃j , l ε [1,M] /Hj ε H ,wj ε W

max
{
ei → ek = {

ei/ei is relevant for hj and wi

}
with i ε [1, N ]

}
(14)

k ε [1,K]

with

ei /∈ [R + D + F ]

where
D, R, and F denote the number of retweets, tweets, and alerts that were sent out

more than once.
The goal is to maximize the size K of the set EK. Figure 4 shows the RNN-

based emergency management architecture. Table 4 presents the set of features for
the content extraction task. Using keywords, Algorithm 1 identifies information
that must be manually annotated to enhance neural network learning. Following
passages, Algorithm 2 demonstrates how this emergency management model can
learn the relevant information to inform public opinion and in particular disaster
managers so that they can make quick and effective decisions which could save
lives.

Functioning of recurrent neural learning: Fig. 4 shows the functioning the RNN-
based automated learning environment to retrieve relevant information.
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Fig. 4 Example of content occurrences number in the automated learning environment

Table 4 Comparative table of all techniques and methods with big data used in models including
ours

Models Identification usage of big data

Ofli et al. (2016) Human and machine intelligence to understand
big data

Horita et al. (2017) Decision-making and emerging big data
Immomen et al. (2015) Quality of big data’s social media data
Smith et al. (2012) In public social media, big data privacy is at risk
Our Previous approaches Bouzidi et al.
(2021b, e)

Smart data privacy in public social media

Our new approach Automation and big data can help in many
areas, including marketing, business strategy,
fraud detection, and financial time series
forecasting, to name a few

3.4.2 Sequential Pattern Mining: Implementation of Algorithms

The medium tests the frequency of a pattern: the higher it is, the more regular
the pattern. Frequent patterns from infrequent patterns can be distinguished using
a threshold (Boghey & Singh 2013). Streaming is a method of playing content
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commonly used on the Internet. It is opposed to file downloading which requires
retrieving all data from a file. Video streaming, however, requires connection to an
Internet server.

3.4.3 Dynamic Counting Algorithm

The DIC algorithm (Bouzidi et al. 2020), to reduce the number of database
executions, is suitable for streaming. In order to process the content blocks, the
DIC is therefore suitable for partitioning the database into transaction blocks.

As the number of scans in the database decreases, a single pass of material
occurs, while DIC simultaneously considers candidate item sets of different sizes.
This poses the problem of storing candidate item sets processed simultaneously and
the cost of measuring candidate media which is higher than for the Apriori algorithm
(Agrawal et al. 1996).

The Apriori algorithm, requiring N passages on the database, is a possible opti-
mization consists in generating in memory, during the first passage, the identifiers
(TID) of the transactions. For streaming, this algorithm is also suitable. The TID lists
corresponding to the K content of each k-item package are kept. After determining
the frequent 1-item sets, we generate a list of TIDs, which is more efficient in
streaming. This removes infrequent items when playing the first material and thus
reduces the TID lists in memory. Generate TID lists in parallel memory as soon as
the first content becomes more efficient.

3.4.4 The AprioriTlD Algorithm

The streaming-friendly AprioriTID algorithm (Agrawal et al. 1996) is shown in
Algorithm 1. One of the goals of optimizations in this algorithm is to facilitate
streaming with many calculations and storage in a single read. The threshold is
set by the analyst. This can be accompanied by an iterative method by setting a
threshold at the start and adjusting the value of the threshold according to the result.
The algorithm proposed by Savasere (Bouzidi et al. 2020) solves the memory space
problem of the previous algorithm. As an advantage of the algorithm, it only requires
one reading at most (Fig. 5).

3.5 Discussion About Sequential Pattern Mining and Dynamic
Counting Algorithm

Figures 6 and Algorithm 1 show examples of content occurrences number in the
automated learning environment. Algorithm 2 shows an example of content size in
the automated learning environment (Algorithm 3).
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Fig. 5 Example of content occurrences number in the automated learning environment

3.6 Experimental Process

In this study, we chose a pool of 6900 messages from thousands of pieces of data.
The 6900 messages were chosen on the basis of consumption. Some consumers
were used to frequenting this place already, while others had only limited data
available. We selected data from June (January 01, 2020) until the end of June (June
30, 2020), when all data was available. We excluded the seasonal impact from our
analysis. We divided the data into three categories: training, validation, and testing,
with each category receiving 60% of the total.

The developed model was tested with different configurations of various analysis
time steps. In addition, the model was evaluated for different look ahead/forward
time steps.

3.7 Experimental Results

In this study, two different models, including this model were established and
compared based on the input sample. The details of input sample and models are
shown in Table 5. The input sample is captured by RNN-based automated learning
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Fig. 6 Example of content size in the automated learning environment

Algorithm 1 Determining relevant information with annotated information
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Algorithm 2 Pseudo codes for one-step performance prediction

Algorithm 3 Pseudo codes for present-to-the-end performance prediction

environment. The results are evaluated with the RMSE, MSE, and R2 calculated
with the formulas (15, 16, and 17). Final results are shown in Table 5.

This section presents the experiments carried out to compare the performance of
models, including our proposed LSTM model, tested with the dataset, introduced in
the following subsection, which have been preprocessed. The mean squared error
(RMSE), the mean absolute error (MAE), and the (R-Square) were the measures
used to assess model performance across all experiments.



Deep Learning-Based Automated Learning Environment Using Smart Data. . . 373

Table 5 Examples of relevant content for a hashtags and keywords set from social media and
smart data

Model RMSE MAE R2

Neural Network (Bouzidi et al. 2019) 17,088.3797 18,471 0.3284
Feedforward NN (Bouzidi et al. 2020) 16,100.9272 19,461.5 0.4645
Our new approach 13,359.4722 19,962.5 0.4805

RMSE = 1
N

∗
N∑
i=1

√(
yi − y∗

i

)2 (15)

MSE = 1
N

∗
N∑
i=1

| yi − y∗
i | (16)

R2 = 1
N

∗
∑N

i=1
(
yi − y∗

i

)2
∑N

i=1

(
yi − yˆ

i

)2 (17)

where
N represents the number of content flow, yi is the real content in flow i, and yi

* is
the relevant content flow. yi

ˆ is the mean value of the relevant content number.

3.7.1 Data Description

We partitioned the data (6900 messages) into training, validation, and test data at
60%, 20%, and 20%, respectively. We have divided the datasets into a training set
and a verification set. The learning set is applied to train different deep learning
models, while updating the weights and bias of the neural cell. The validation set is
applied to validate the models. The verification set checks the skill of these models.

3.7.2 Results

RNN is an important part our framework and provides vector characteristics based
on historical information. The final experimental results are presented in Table 5.

In this section, we have checked the effectiveness of the proposed RNN model
against the benchmarks: the feedforward prediction method is the widely used deep
learning model. In the experiment, the deep learning model must learn (finding best
hyper-parameters), including find the number of neurons, the number of layers of
neural networks, and the activation function of the neural network. After a complete
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experiment, we obtained the final configuration results of this model through the
evaluation of the verification set.

To be fair, the number of relevant contents is taken as the historical information
for NN, FFNN, and our new approach. Further, from the RMSE and MAE, it
is obviously that our new approach is more accurate than other models since
combining the advantages of both. This result indicates that our model is more
suitable to retrieve relevant content than the Neural network and the feedforward
neural network models.

4 Conclusion and Perspectives

A new ad hoc real-time deep learning-based automated learning environment with
accurate forecasting of volatility from financial time series is presented here. As
a result of using smart data, it utilizes a brand new multi-view recovery model.
Financial decision-making can be greatly aided by using this type of strategy, as
well as strategic decision-making. The following are some of the limitations of this
work:

1. Social media content has been described as informal, nonsensical, and chaotic,
with possible spelling mistakes, abbreviations, and other errors.

2. As a result, domain-specific biases may exist in the dataset.
3. Side by side, data of connected objects may contain different types of reasons in

relation to social media content.
4. When analyzing specific content, the features of the automated learning environ-

ment have been developed.

There are a slew of ways this research could be used in the future. In order
to complete the model, additional research questions and viewpoints should be
considered. The following are good places to start when making pure improvements:

1. Before releasing this new information, the information should be better validated
to prevent errors in accurate volatility forecasting from financial time series,
which can be caused by information that is being abused.

2. Using multiple sources (connected objects and social media) can have other
improvement ideas.
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The Role of Web Analytics in Supporting
the Effectiveness of Electronic Customer
Relationship Management at the Jumia
Store in Algeria

Miloud Ferhoul, Youssouf Boukedroune, and Nawel Chicha

Abstract Many researchers have been interested in talking about the importance
of big data analytics and how it can help companies improve their customer
relationship management, especially in light of recent changes to the business
environment, the opening up of markets to one another, and the rapid advancements
in information and communications technology, because the customer is one of
the most profitable assets for institutions that are good and valuable in managing
their relationship with him, especially its ability to reach the largest possible
number of his preferences and consumer needs, and thus techniques have evolved to
manage the relationship with the customer, especially with the use of web analytics,
which facilitates this task. E-CRM (electronic customer relationship management) is
required for the company’s customer relationship management. We tried to include
a very important case study in this study, embodied in the “Jumia” store in Algeria.
Web analytics have a direct and positive impact on E-CRM, according to the findings
of the study. When it comes to keeping its current customers happy, “Jumia” store
in Algeria is relying solely on word-of-mouth advertising.

Keywords Web analytics · CRM · E-CRM

1 Introduction

There has been an increase in business environment complexity, regardless of size
or type of business activity, as a result of the technological developments that
have occurred at the end or beginning of this century, including wiki economics,
e-marketing, and e-government, among others. This means that any organization
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must be flexible in order to keep up with the rapid changes in the technological
field, especially as it relates to web analytics and other data processing and research
tools, which could provide a wealth of new opportunities for the organization to
both better serve its customers and achieve its strategic goals.

However, traditional institutions are more concerned with hearing from machines
and employees than customers, making it impossible for them to deliver competitive
performance at the level of effectiveness. In contrast, modern institutions that
adhere to a marketing philosophy and strategic management outlook are more
concerned with raising the level of customer satisfaction. Internet technologies
have revolutionized customer relationship management and given rise to E-CRM,
a modern form of the practice that requires a high degree of technical expertise.
Web analytics, for example, is among the most important tools that contribute to
improving customer relations electronically, as it opens avenues for the institution
and its customers to communicate more effectively.

The “Jumia” e-commerce store in Algeria is one of the most important institu-
tions interested in e-commerce, particularly at the international level. In the past, this
online store has stated its desire to improve its electronic relationship with customers
through the use of web analytics, one of the most important of these tools. Because
it wants to keep its current customers and attract as many new ones as possible, it
offers a wide range of products.

Using the previous statement, it is possible to ask the following key question:

In the Algerian “Jumia” store, how does web analytics support the efficiency
of electronic relationship management with customers?

As a follow-up to this main question, here are a few sub-questions:

What exactly is web analytics, and how does it work?
What do organizations hope to achieve by automating the management of customer

relationships?
When it comes to customer relationship management, how does web analytics play

a role for organizations?

The study’s significance can be summed up as follows:

If an institution is serious about sustaining its long-term viability in today’s
competitive marketplace, it must be aware of the importance of web analytics.

The challenge of managing customer relationships electronically is also a complex
one, illustrating the importance of utilizing digital applications and web analytic
tools to keep in touch with current and prospective customers.
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2 Theoretical Background of Web Analytics

When it comes to business management and administration, web analytics is a
critical component, especially with today’s widespread manifestations of tech-
nological globalization necessitating businesses to rely on the Internet and its
accompanying applications. Web analytics is well understood in the company, as
are its significance, role, and most critical processes.

2.1 What Is Web Analytics?

Despite numerous attempts, researchers were unable to come up with a single
consensus definition of web analytics. Rather, the definitions of this application
tool differed depending on the media and communication technology used in the
various fields of use. Web analytics can be described as a technology and method
for the collection, measurement, analysis, and reporting of data from websites and
web applications (Zheng and Peltsverger 2015, p. 13). Since the advent of the World
Wide Web, the field of web analytics has grown tremendously. It has evolved from
a simple HTTP (Hypertext Transfer Protocol) traffic logging function to a more
comprehensive set of usage data tracking, analysis, and reporting. In addition, the
web analytics market and industry are booming, thanks to the proliferation of tools,
platforms, positions, and businesses in the field.

2.2 The Historical Background of Web Analytics

Even though web analytics has its origins in recent decades of technological
advancement and application in various fields, most studies on the subject confirm
that the introduction of the World Wide Web’s first browser in 1989 had a direct
impact on its narrow concept of web analytics’ emergence.

Website analytics pioneered by Webtrends, a Portland, Oregon-based company,
was based on data gathered from web server logs. During the same year, Webtrends
developed the first commercial website analytics application. Analog, the first free
log file analysis program, was developed by Dr. Stephen Turner in 1995. This service
was offered in 1996 by WebSideStory for websites that displayed banners. The
types of data that can be recorded in web server logs are restricted. When it comes
to things like screen sizes, user interactions, and mouse events like clicking and
hovering, they were unable to provide this information. Page tagging, a relatively
new method for circumventing this restriction, has been gaining traction recently.

Because of this, web analyses are still the focus of current research, especially in
light of what the International Internet Society ISOC publishes, which has generated
a lot of interest in keeping up with technological advancements.
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2.3 The Importance of Web Analytics

It is the collection and analysis of user data that forms the foundation of web
analytics. There are a wide range of uses for web analytics in various industries,
including traffic monitoring, e-commerce optimization, marketing/advertising, and
more. Web analytics can also be used to improve a website’s performance. Some
common purposes for web analytics data collection are as follows:

An E-CRM is a strategy that focuses on enhancing customer orientation,
acquisition, and retention (Cresss and Veytsel 2000, p. 374). In order to better
understand their customers’ needs, more and more companies are analyzing website
usage data.

Diagnose and improve the performance of web applications for enterprise
organizations. Users are more likely to convert when a page takes longer to load,
according to a study by Tag Man (2012).

It is possible to track and measure the success of commercial campaigns using
web analytics. It is essential that web analytics distinguish between different types
of traffic, marketing channels, and visitors if they are to be of any use.

2.4 Uses of Enterprise Web Analytics

Using web analytics, you can track the number of people who come to your site via
various search engines.

You can find out what search terms people use to find your business using web
analytics (Google Analytics).

Web analytics can demonstrate the effectiveness and impact of your content. It
will also let you know if the keywords you’ve chosen are bringing in more people
to your site.

With the help of web analytics, you can learn which keywords to bid on, how to
tailor your ads for better results, and how to calculate the bid amounts for the topics
that are the most cost-effective for you.

This is a good thing because it means that you will be able to see whether or not
your fixes and modifications have raised your conversion rate from, say, 1% to, say,
5%.

You can use web analytics to figure out how much money you should spend on
advertising to ensure that you get a good return on your investment.

Your investment will pay off more than it would have without analytics, as it will
show which areas of your business are performing the best.
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2.5 Web Analytics Process

There are many reasons why an organization might use web analytics, including
improving their ability to communicate with the outside world as well as enhancing
the user experience on their website. Here, we’ll take a look at some of the most
critical aspects of web analytics.

As a result of the business issue being raised, it is necessary to identify the
analysis’s goals.

Prioritize the analysis of web-based data by establishing KPIs that measure your
progress toward your goals (Waisberg and Kaushik 2009, p. 02).

Continuously and accurately collect data from the surrounding environment,
taking into account time, effort, and cost.

Enabling decision-makers to make better decisions by providing them with data
analysis, data sorting, and data storage in information management systems.

We try to define the reading and its precise meaning in order to test the
alternatives after obtaining the exact information (Bekavac and Praničević 2015,
p. 376).

Insights gleaned from either data analysis or website testing should be acted upon
(Fig. 1).

For organizations that want to stay on top of their ever-changing environment,
web analytics is a must-have in order to avoid threats and take advantage of
opportunities, especially in the area of website management and customer loyalty.
We can see this through this figure, which shows that the web analytics process is
periodic and continuous.

2.6 Web Analytics Tools

Finding just one tool to answer all of your organization’s questions, according to
“Avinash Kaushik,” author of Web Analytics 2.0 and Web Analytics: An Hour a Day,
will land your company in a trench. This means that you need to look for multiple
web analytics tools to keep up with changing customer behavior and preferences.

2.6.1 Google Analytics

Free service that generates detailed statistics about visitors to an enterprise’s website
is the most powerful web analytics tool. According to the site’s usage statistics, more
than half of the world’s top 20,000 websites are currently using it. By doing this,
the organization can learn about the origins of its visitors, what they do while on the
site under surveillance, and how often they return.

Because Google Analytics collects so much information from the site, it is able
to provide the organization with a greater level of detail in its reports.
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Web 
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Implement

Fig. 1 Web analytics process. (Source: Based on the following reference: Zheng and Peltsverger
(2015), Web Analytics Overview, Southern Polytechnic State University USA)

2.6.2 Yahoo Web Analytics

An enterprise environment survey can be better understood with the help of a similar
Yahoo view. Better access control options and a simpler approach to multi-site
analyses, timely data collection, and the availability of all visitor behavior data,
demographic reports, and custom options are also provided. In terms of profiling,
filtering, and customizing, Google Analytics is a great and free option for those who
want to dig a little deeper.

2.6.3 Crazy Egg

You can build heat maps and track your visitors’ every click using Crazy Egg,
which is a long way of saying that you’re looking into how your website is used
by your customers. You can also see and click on the parts of the Foundation’s
website that website visitors find more interesting using the Crazy Egg service.
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Improved website design and conversion rates are two additional benefits. However,
this service is typically paid for by the institution.

The effectiveness of your organization’s activity depends largely on your ability
to facilitate and monitor the organization’s website, and among the most important
of these, we find Adobe Analytics, Web Site Optimizer, Optimizely.com, Qualaroo,
and Facebook Insights all fall under the category of web analytics tools. Most of
them don’t come for free.

3 The Theoretical Background of Electronic Customer
Relationship Management E-CRM

There can be no success in an organization’s strategic vision without a clear
understanding of its surrounding environment, especially in relation to customers,
who are the foundation of its activity and its continuation. Customers are clearly the
main driver of success in any organization.

It doesn’t matter what industry you work in or how big or small your company
is; you always want to build strong relationships with your current and potential
customers. The success or failure of an organization and the people who work
for it depends on the quality of their relationships. Organizations strive to meet
the needs and expectations of their customers in order to maximize profits and
gain a competitive advantage through positive customer relations. Companies that
provide the best value to their customers retain them, attract more customers, and
consolidate their relationships with them are the most successful. Direct mail, public
relations, exhibition spaces, press releases, the spoken word, personal selling, and
other traditional methods of interaction and communication have been used by
organizations in the past, as well as progress. When it comes to customer service
in the knowledge society, organizations have shifted to the Internet in an effort to
save money while still delivering high-quality service at a rapid pace.

Customers’ behavior has changed significantly as a result of the introduction of
the Internet and its applications, and the widespread use of smart phones among
consumer circles has contributed to altering consumer tendencies. As a result,
organizations have been forced to keep up with technological advancements in order
to facilitate communication and build relationships with their current and potential
customers, and it has provided opportunities for organizations to shift from customer
relationship management to enterprise resource planning.

3.1 Conceptual Foundation of CRM and E-CRM

To put it another way, CRM helps companies to tailor their offerings around
the needs of customers. In their 2003 article, Croteau and Li explain that CRM
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(customer relationship management) refers to a business strategy focused on
improving customer satisfaction and loyalty by providing more responsive and
customized service to each individual customer (Croteau and Li 2003, p. 23). CRM
has improved an organization’s ability to connect with customers and suppliers via
the internet since the advent of the Internet. E-CRM stands for electronic customer
relationship management. E-CRM is being improved by the Internet, which has
features that are appealing to both customers and businesses. It is the underlying
technology and how it interacts with users and other systems that distinguish CRM
from E-CRM. Customers using a self-service browser-based window in E-CRM can
perform a slew of tasks, including placing orders, checking order status, viewing
purchase history, requesting more details about products, sending emails, and more.
In terms of location and time, these capabilities give customers a lot of flexibility.

3.2 E-customer Relationship Management (E-CRM)
Implementation Stages

Modern business weapons and strategic tools, such as E-CRM, give organizations a
clear picture of their progress in customer management, how their efforts compare
to those of their competitors, and how they can make improvements. It is easier
for customers to use and more cost-effective for businesses to use web-based CRM
or E-CRM. The implementation of an enterprise-wide E-CRM strategy is fraught
with complications. In order to implement an enterprise-wide E-CRM strategy, the
following are the most important steps: (1) understanding customers, (2) developing
infrastructure in information and technology, (3) understanding people and organi-
zation, (4) management commitment, and (5) process management (Kennedy 2006,
p. 61). As a result, organizations will perform better and retain customers in the long
run if this is implemented (Fig. 2).

3.3 The Significance of Implementing an Electronic System
for Managing Customer Relationships

As a result of the incorporation of new technology, such as web analytics, into the
company’s marketing strategy, the level of marketing within the organization has
been elevated (Usman et al. 2012, p. 501). Most businesses that have implemented
E-CRM properly see more benefits than drawbacks, and they also maintain a high
level of competition in the strategic business environment.

Effective use of web analytics enables the company to communicate with its
customers in a more flexible manner, which in turn fosters greater customer loyalty.
You can learn more about what customers expect in terms of quality, price, and
delivery time (the mainstays of competition).
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E-CRM

Understanding
customers

Developing
infrastructure in
information and

technology by web
analytics

Understanding
people and

organization

Management
commitment

Process
management

Understanding
competitors

Enforcing customer
management activity

Measuring
customer activity

Fig. 2 Stages of establishing E-CRM. (Source: based on the following reference: Dawn and
Chowdhury (2011), Electronic Customer Relationship Management (E-CRM): Conceptual Frame-
work and Developing a Model, Center for Management Studies, JIS College of Engineering (Under
West Bengal University of Technology))

Organizations must understand and realize the technological level of their cus-
tomers, suppliers, and competitors in order to identify strengths and exploit available
opportunities and diagnose weaknesses to avoid threats, in light of the current
business environment’s rapid transformations. A company’s ability to effectively
activate the elements of its marketing mix is perhaps its most important point of
strength, which it can achieve through the careful application of web analytics
(Fig. 3).

3.4 Customer Relationship Management (CRM) Through
the Use of Web Analytics

Using web analytics for electronic customer relationship management is a goal
for many companies, and we’ve attempted to summarize the most significant
advantages here.
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When using E-CRM

Reduction in operating expenses Increase Sales

Improve performance efficiency

Gain customer satisfaction and loyalty

Fig. 3 The importance of E-CRM. (Source: Prepared by researchers with access to Aileen
Kennedy 2006)

3.4.1 Web Analytics, E-CRM, and Profitability

Using web analytics, companies can activate their electronic customer relationship
management system, giving their internal managers better control over customer
segments and the ability to increase profits while reducing costs. A McKinsey
consultant office study found that a 10% increase in repeat customers can increase
profits by 10%. But a 10% reduction in total marketing expenditures required to
bring in new customers only adds 0.7% to the company’s profit margins. Even if
a company is able to reduce the cost of attracting new customers, keeping current
customers happy is more profitable than chasing new customers. Delivering value
on their own terms is the best way to keep these customers happy.

It was discovered by Anderson Consulting that a typical $1 investment in
equipping management with web analytics systems can earn up to $13 in profit
by improving their ability to manage customer relationships (Scullin et al. 2010, p.
04). E-CRM performance, according to Anderson Consulting, accounts for as much
as 64% of the difference in return on sales between average and high-performing
companies. Customers and businesses alike stand to benefit from a well-executed E-
CRM implementation, as shown by this data. Increased customer satisfaction leads
to increased profitability because customers are happier when the overall customer
experience is improved.
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3.4.2 Web Analytics and E-CRM the Basis for Increasing Customer
Loyalty

It is possible for a company to speak to its customers in a single, consistent voice
with an effective E-CRM system. Everyone in an organization has access to the same
transaction history and customer information when using web analytics software.
Individual customer acquisition and retention costs can be quantified using an E-
CRM system’s data. Because of this information, the company can better allocate
its time and resources to serving its most valuable clients and prospects (Jukić et al.
2003, p. 22). An organization can better manage its “best” customers by classifying
them as a premium group and recognizing that treating every customer the same
way is neither necessary nor advisable.

Personalization is one strategy a business can use to win over new customers
and keep them coming back (Waltner 2001). Data from various sources, including
customer databases, click stream data, and transaction systems, is used to create
real-time profiles for each customer. Using what it “knows” about a customer’s
shopping habits, the tool picks out the best deal each time that customer visits
the company’s website. Whenever a customer accepts or rejects an offer, the
personalization engine builds this information into the customer’s profile, making it
available for more informed future offers (Greenberg and Paul 2001, p. 68).

Personalization works just as well on B2B sites as it does on B2C ones. In sites
with a wide variety of products, services, and information, many people see it as
a helpful tool for locating things quickly and easily. It is a time saving mechanism
that drives the advertising and content displayed on a website based on the interests
of the customers.

3.4.3 Customer Service Can Benefit from the Use of Web Analytics

Customers’ data is centrally stored in the web analytics system. To avoid the
customer’s frustrating and time-consuming “hunt” for assistance, a company can
serve customer needs at all possible contact points (epiphany.com 2001a). Among
the features of web analytics are search engines, live assistance, email management,
news feeds/content management, and multi-language support. Electronic customer
relationship management is built on the foundation of all of these tools.

http://epiphany.com
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4 How the “Jumia” Store in Algeria Used Web Analytics
to Activate Its E-CRM System

4.1 Who Is the Jumia Store?

Jeremy Hodara and Sasha, two former McKinsey consultants, founded an African
e-commerce company for electronic goods in 2012 in Lagos, Nigeria. The company
now serves more than five million customers annually and has rapidly expanded
to 5 African countries, including Egypt, Morocco, the Ivory Coast, Kenya, and
South Africa. It was announced in 2014 that Jumia would open offices in 14 African
countries by 2018, beginning with the establishment of its first offices in Uganda,
Tanzania, Ghana, Cameroon, and Algeria.

Among Jumia’s many services are Jumia Travel, an online hotel reservation
platform, and the Jumia Food app, which allows users to order and have food
delivered, both of which were launched in June 2013 and the Jumia Deals app,
which was launched in April 2015, both of which were launched by Jumia before
the end of 2017, and in the same year, Jumia launched the Jumia One app, which
allows users to pay bills and other payments like airtime. Additionally, Jumia and
Amadeus collaborated on a platform for purchasing airline tickets.

In 2015, Jumia is expected to grow by up to 265% over 2014, bringing in
revenues of up to $234 million. With a market capitalization of over $1 billion,
Jumia became Africa’s first unicorn company in 2016, and in late November
2018, it partnered with the crypto currency company Telco to facilitate payment
services across operating regions. That same month, Jumia and Carrefour signed an
agreement to sell their products electronically at the African level in partnership.

4.2 The Jumia Store in Algeria

As a pioneer in online shopping, it has been operating for more than 6 years,
and it employs more than 290 people at 3 organizational levels. For domestic and
international orders, they are able to fulfill customer requests through their network
of national branches, which includes all of the United States. Quality and after-
sales services are closely monitored at all of its locations throughout Canada, which
are viewed as both delivery and promotion points in implementing total quality
management.

Those in charge of Jumia’s strategic planning state that this online retailer is
always looking for ways to better manage its relationships with current and potential
customers in order to gain their satisfaction and loyalty, as it attempts to arrive at an
analysis of the preferences and tastes of the consumers targeted by it, especially on
the level of digital media.
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4.3 Benefits of Web Analytics on E-CRM at Jumia Algeria

According to an annual report from Algeria’s Ministry of Post, Media Technology,
and Communication, Internet use in Algeria will reach 15 million users by the end
of 2019, and the ideal spread of smart phone use that relies on web applications
has led the Jumia store to conclude that the Algerian market is a popular one. With
a growth rate of 32.4% in 2017 and a projected increase to 49.2% in 2019, the
electronic market in Algeria, which has over 17 million devices and over 15 million
users, is now ranked 37th globally by the “Mobile Market Report” and “Newzoo
Global.” In Algeria, 61% of Jumia’s customers use their phones to access the basic
system for shopping, and the rest may be distributed on laptops or even orders placed
via simple phones via direct wireless communication.

4.3.1 Uses of Web Analytics for Market Research by Jumia Algeria

Jumia Algeria uses web analytics, particularly Google Analytics and Thermal
Analysis, to help customers research the market and gain a better understanding
of their customers. Jumia receives over 1.7 million monthly visits, with 34% of
those visitors being young adults (18–24 years old). Sixteen percent of those aged
35–44 years old, 13% of those aged 45–54 years old, and 9% of those aged over
54 years old were found to be in this age group. If we were talking about Jumia
Travel or Jumia Food, the items most in demand through the Jumia website would
be furniture and electrical household items (such as smart phones), toys, games,
luxury products, home maintenance, clothes, and other services (Table 1).

To summarize, we see that, over time, the Jumia store has shifted its focus away
from training employees in web analytics in favor of sales and communication
skills, as shown in the table. However, Jumia’s market share did not exceed
43.11% in 2014. Jumia has a 5.61% share of its annual expenditures preparing
and using web analytics, while the rate of spending for training employees in
sales and communication techniques increased by 4.81% to record 10.42% in

Table 1 The relationship of web analytics to an E-CRM

The year
Web analytics
rate spending

The amount of money spent on
sales and communication training
for employees

Algeria’s market share
growth rate

2014 5.61% 10.42% 43.11%
2015 7.02% 9.96% 49.32%
2016 10.21% 9.30% 51.34%
2017 13.83% 8.77% 51.21%
2018 15.78% 8.24% 49.27%
2019 18.21% 7.03% 57.91%

Source: based on the annual report between 2014 and 2019 of Jumia
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2014. Faced with fierce competition from other Algerian online marketplaces
like Amazon, OuedKniss, Batolis.com foorshop.dz., Dzshop, Dzboom, and others,
using web analytics allowed the company to reduce its annual costs for customer
communication and employee training in this area, so in 2019, the company reduced
the volume of its spending on employee training.

4.3.2 Web Analytics and Shopping Carts

For example, the Jumia store used web analytics to increase sales, develop e-
marketing, find new ways to accept electronic payments, and make use of mobile
applications and technologies such as shopping carts. The organizers are excited
to continue using web analytics to accomplish these goals. Customer relationship
management is an important part of this website’s design, and it aims to identify the
best motivating factors to take full advantage of these sites and present them in a
unique way to customers. To keep them coming back to the site and keeping them
loyal, the company uses web analytics to keep track of what he adds to his shopping
carts, so they can send him offers based on the quality, price, or even the method by
which he acquired the product. This helps to keep them coming back to the site and
keeping them active.

4.3.3 “Tag Icon” and “Crazy Egg” Services Contribute a Lot to Studying
Purchasing Decisions

In this context, some web analytics tools work to ensure the improvement of
electronic marketing channels and assist customers in completing the purchase
process without any difficulties. As a result of web analytics, electronic shopping
carts can now include a tag icon to track a customer’s purchase journey, from the
time he selects the items for purchase to when he receives the goods. Verifying
customer performance and purchase progress is an important factor in the success
of a site and increasing user loyalty, for example, for customers. For example,
customers who were unable to complete their purchases as a result of site technical
difficulties should be noted. As well as highlighting the site’s products page, search
engines and social networks can also be used to make it easier for visitors to find
it. Product names are listed on each page, as well as relevant keyword titles. There
are a number of things to keep in mind when it comes to optimizing a website, such
as working to discover the preferences and desires of site visitors in general, all of
which can be done by using services like Crazy Eggs or even AdSense to measure
the temperature distribution of the site’s visitors. Some services available on some
devices, such as location based services, allow you to track mobile device visits to
the site in order to provide specific offers based on the geographic location of the
device being used. As an example, separate ads can be placed directly on the main
product page so that customers can complete the purchase with one click and avoid
early exits from the site.

http://batolis.com
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5 Conclusion

Analysis software for e-commerce sites can be used to gain insights into the habits
and patterns of customers, the way they move around on the site, and what motivates
them to buy. Web analytics and electronic customer relationship management, in
our opinion, offer businesses a great opportunity to expand their customer base, as
well as a necessity that must be taken care of to remain and compete in the world
of online shopping. Customers and consumers are not just numbers in this web
analytics; they are people who need to be protected and cared for. It is possible for
smaller e-commerce businesses to compete with the likes of Jumia and Amazon,
which are known for their emphasis on data security and electronic transactions, by
implementing E-CRM.

According to the findings, the following are the most significant:
Customers’ satisfaction and costs can be improved and reduced through the

use of current technology and websites, which are key components of electronic
customer relationship management.

Personalization and speedy response from web analytics allow any organization
to provide personalized and long-term services and offers to its customers, which
increases customer satisfaction and makes him or her an evangelist for your
company to the rest of your potential customers.

Because of this freedom to use data exchange capabilities and build and maintain
relationships with customers, web analytics gives businesses a great opportunity to
benefit from personalization and tailor their products and services to each individual
customer’s personality and temperament.

5.1 Suggestions

To maximize customer value of maximizing value and benefit for customers, and
gaining their loyalty within the company’s strategic vision, web analytics should be
used to support the use of electronic customer relationship management systems,
creating a separate department to handle customer electronic relationships in light
of the rapid growth in the number of people around the world using technology and
its applications.

Teach employees how to effectively manage electronic customer relationships by
utilizing web analytics.
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Sentiment Analysis on COVID-19 Tweets

Soraya Sedkaoui, Mounia Khelfaoui, and Ouakli Keltoum

Abstract This study aims to identify Twitter users’ feelings and beliefs regarding
the measures promulgated during the global health crisis related to COVID-19.
It presents an opinion analysis regarding tweets generated during COVID-19.
The purpose is to discover patterns in tweets using natural language processing
techniques sentiment analysis and obtain results that allow an analysis of what
people think. The data analyzed were unstructured (text) carried out during COVID-
19 measures between March and August 2020. The study found a link between
tweets about the new coronavirus and its spread around the world.

Keywords COVID-19 · Tweets · Sentiment analysis · Machine learning · NLP

1 Introduction

COVID-19 disease marked a turning point in a global society (Crokidakis 2020).
Contagion spreads, and infection rates are a source of concern for people. As a
result, governments worldwide have enacted stringent public health measures to
halt the virus’s spread and avoid the oversaturation of healthcare systems (Steffen et
al. 2020). The mandatory use of masks, border blocking, the closure of educational
institutions, and social isolation are among the decisions to contain the pandemic
(Weible et al. 2020).

In addition, in light of the current pandemic, quarantine periods have been
established in several countries. During this time, many people around the world
have stayed at home. Consequently, there has been an increase in communication
channels via social networks and digital services. People use social media to express
how they are dealing with the pandemic’s effects and how the rhythms of their lives
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and daily activities have changed. In such a situation, where information generates
a large amount of data on a global scale, it is critical to store the said information.

Nowadays, social networks present an essential data source, and managing this
type of information generates valuable insights. People share their experiences and
opinions, creating a rich source of textual data (Sedkaoui and Khelfaoui 2020).
The data transmitted provide descriptions and opinions that can be useful for
decision-making. This abundance of information, primarily obtained through social
Networks, can explain individuals’ perceptions.

Currently, businesses are using social networks extensively to promote their
products and services. These unstructured textual data sets can be used to generate
insights into mass behavior, thoughts, and emotions on a wide range of topics,
including product reviews, opinions, political trends, and market sentiment values.

Twitter, founded by Jack Dorsey, is a social networking service continuously
fed by millions of people’s opinions from different parts of the world. The social
network Twitter has many users, and during the COVID-19 pandemic, many tweets
were generated. There is a need for Twitter opinion mining because it allows
quantifying user interest and opinion on a specific topic or case study.

Many studies applied sentiment analysis to analyze comments on Twitter. Several
studies emphasized the need to analyze the material available in these social media
to know people’s personalities, interpersonal relationships, and social situations.
Therefore, analyzing the emotions that people worldwide profess about quarantine
generates valuable sentiment analysis contributions.

This study carries out an analysis of feelings and networks social media to
Twitter comments. As a part of natural language processing (NLP), this technique
can extract information from websites automatically and identify the feelings or
emotions that texts contain. In this context, the purpose of this study is to identify
the underlying feelings of the comments on social networks related to COVID-19
effects and to analyze the most frequent words or topics that users have noticed.

It presents a case study on the relationship of topic modeling with sentiment
analysis in the context of the COVID-19 pandemic. For this, a Twitter message
dataset was used to train sentiment modeling. Machine learning (ML) techniques
are applied using Python software packages.

This study is organized as follows. Section 2 presents a literature review related
to this topic. Section 3 details the applied methodology. Section 3 discusses the
results of the study. The most relevant conclusions, limitations, and opportunities
for future research are presented in Sect. 4.

2 Literature Review

2020 has brought a whole new disease that has hit all the world’s countries: COVID-
19. Reported in 2019 in Wuhan, China, COVID-19 has spread rapidly worldwide.
As a result, it was declared a pandemic in March 2020 due to its high transmission
rate.
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In addition, the contagion rates were so high that they had plunged health orga-
nizations around the world into tremendous concern. For this reason, governments
have decreed stringent measures to contain the virus, which seek to mitigate its
transmission and keep health systems running (Steffen et al. 2020).

Of all the measures put in place, social isolation, known as quarantine, has
sparked the most debate, owing to the benefits and drawbacks it entails (Meier et
al. 2020). The popular opinion reflects the debate over the benefits and drawbacks
of quarantine. Several voices have emerged in countries where the government’s
position has been focused on complying with the recommendations of health
agencies that ask to maintain mandatory isolation.

Of course, the debate around the relevance of different measures has reached
the social networks scene, which offers great opportunities for qualitative and
quantitative research in social sciences (Reyes-Menendez et al. 2020). Faced with
the quarantine, millions of publications have been disseminated on social networks
such as Facebook, Twitter, Instagram, etc.

It indicates that social networks have become an essential thermometer for
measuring Internet users’ perceptions of applying these measures. However, this
situation has resulted in the appearance of comments with questionable content
information, which elicits a range of emotions. Particularly, tweets about COVID-
19 spark debate among users, and the opinions expressed elicit various responses on
the social media platform.

Currently, one of the methods used to determine perception based on people’s
opinions is the use of sentiment analysis techniques. This technique has been
disseminated in social networks to determine trends in user opinions or study
their behavior over time. It corresponds to a branch of NLP that aims to identify
and evaluate the emotional value through its structure so that the text’s polarity
classification is obtained in three possible categories: positive, neutral, and negative.

Sentiment analysis is defined as the set of computational techniques for the
extraction, classification, understanding, and evaluation of opinions expressed in
sources published on the Internet, comments on web portals, and in other content
generated by users (Pang and Lee 2008; Cambria et al. 2012; Saura et al. 2019). This
type of technique has been widely used in research to understand the perceptions and
feelings of social network users about various issues.

Numerous studies have been developed to help formulate public health policies,
especially during epidemiological outbreaks. Table 1 presents a list of studies
developed that used data from social media, especially Twitter, to monitor trends,
feelings, content, and information accessed and shared by users.

In addition, during 2020, many studies have been published on the same topic
but concerning the new coronavirus using sentiment analysis technique.

Concerning COVID-19, Baker et al. (2020) used sentiment analysis techniques to
detect influenza using machine learning techniques in tweets from Arab countries.
The classification models used were decision trees, support vectors machine (SVM),
Naive Bayes, and k-nearest neighbors (K-NN).

To determine the emotions Indonesians expressed regarding the 2019 presiden-
tial campaign, Wongkar and Angdresey (2019) applied this technique. For their
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Table 1 Social networks data, sentiment analysis, and infectious diseases in the literature

Disease Author(s) Year Data source Aim/results

H1N1 Scanfeld et al. 2010 Twitter Examining the content of tweets
containing the “antibiotic(s)” terms
to identify categories and
investigate evidence of antibiotic
misunderstandings or misuse

Signorini et al. 2011 Twitter Analyzing the content of tweets to
track population information and
feelings about the rapid evolution of
H1N1 and track and measure
disease activity

Ebola Odlum and Yoon 2015 Twitter Examining twitter content to
provide an instant picture of
virus-related tweets by monitoring
trends in information dissemination,
studying the possibility of early
detection of epidemics, and
understanding knowledge and
attitudes of the population

Towers et al. 2015 Twitter and
search tools

From the analysis of daily
Ebola-related internet and twitter
research data in the United States,
the study adjusted a mathematical
model of contagion to see if news
coverage was a significant factor in
the temporal patterns of
Ebola-related internet and twitter
data

Househ 2016 Twitter and
Google
news trend

The study indicated a relationship
between publications in electronic
media and twitter activity around
significant events, such as Ebola

Wong et al. 2017 Twitter Examining the characteristics of
tweets posted by representatives of
local health departments about
Ebola. Through a temporal analysis
of Ebola tweets, the authors found
the presence of five distinct waves,
each corresponding to the main
Ebola news events

MERS-CoV Shin et al. 2016 Twitter and
Google

Evaluating the possibility of using a
digital surveillance system based on
Google and twitter to monitor an
outbreak of MERS-CoV (Middle
East respiratory syndrome
coronavirus) in Korea

(continued)
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Table 1 (continued)

Disease Author(s) Year Data source Aim/results

Flu Chorianopoulos
and Talvis

2016 Twitter Built and made available an
open-source database that can
detect flu-related symptoms and
share the data in real time with the
population

Zika Stefanidis et al. 2017 Twitter Analyzing the content of tweets
about Zika from the perspective of
three aspects: Location, actors, and
concepts, to understand how a
public health emergency of
international interest occurs in
social media

Daughton and
Paul

2019 Twitter From twitter posts about the
2015–2016 Zika virus outbreaks,
the study identified and described a
relevant change in user behavior,
specifically from the spread of
travel cancellations in South
America

Source: Authors’ elaboration

classification, they used the Naive Bayes algorithm. Roy et al. (2020) analyzed the
attributions of responsibility for the disease’s spread to specific social actors, such as
the government, migrants, the media, residents of territory with infected people, or
global health authorities. The study identified guidelines that shape network users’
interpretive frameworks in the face of the epidemic.

G7 political leaders’ use of Twitter during the pandemic is examined by Rufai
and Bunce (2020). The content revealed three types of use: the informative, the
predominant one, the moral reinforcement of the population, and the political
discussion that seeks to raise points of debate, which occurs mainly in the case
of the president of the United States.

For Kullar et al. (2020), Twitter has a primary value in disseminating health
messages for medical professionals, both in the current situation and past pandemics
of avian flu in 2009 and Ebola in 2014.

However, Han et al. (2020) performed a content and sentiment classification of
the messages produced on the Sina Weibo microblogging network during the first
stage of the pandemic. The study classified the most frequently referred topics and
subtopics by social network users, such as recommendations for social isolation,
blessings and prayers, objective comments about the disease, and protection mea-
sures.

All these studies recognized the role of Twitter in the dissemination of relevant
public information in times of health crisis. The previous studies demonstrated the
importance of sentiment analysis in analyzing users’ opinions of various services in
various application contexts.
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In this sense, the sentiment analysis technique can analyze COVID-19 data.
The current study aims to contribute in that direction, understanding the platform
primarily as a space for the dissemination of public messages but also as a space
where ordinary users can build meanings around the coronavirus pandemic.

3 Data and Methodology

Sentiment analysis, better known as opinion mining, determines the emotional
tone behind a series of words. This type of analysis is commonly performed with
the information generated from social networks because of the vast information
collected, which corresponds to opinions.

It creates a significant challenge that involves storing and processing the large
volume of information generated from Twitter in the case of this study. This social
network deserves special mention, as it is the data source for this study.

The knowledge discovery in database (KDD) steps were used as a reference
to carry out the opinion analysis work, which proposes the following stages:
data selection, data preprocessing, data transformation, data mining, and data
interpretation. The phases illustrated in Fig. 1 were considered for the development
of this study.

Python libraries were chosen as programming languages to complete the data
mining and interpretation.

Data Collection The selection criteria were established to obtain data in this stage.
A free Twitter API was used through Python from March to August 2020.

For many countries around the world, the quarantine began in March 2020, and it
is convenient to analyze the data that is as close as possible to the months where the
highest volume was evidenced. On the other hand, according to Fig. 2, the dataset
created shows the volume of tweets created, especially between March and May
2021.

On average, more than 1500 tweets related to COVID-19 were observed daily,
with a minimum of 1200 and a 5100 maximum by day, indicating considerable
variance.

The words and hashtags, such as “COVID-19,” “coronavirus,” “social isolation,”
“confinement,” “quarantine,” “curfew,” etc., were chosen because they returned
publications related to the research target. People’s feelings due to social isolation
are mainly tiredness, fear, sadness, being hungry, and more.

Data 
collection

Data 
preprocessing

Modeling & 

Analyzing

Evaluation & 

Validation

Fig. 1 Methodology phases. (Source: Authors’ elaboration)
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Fig. 2 Worldwide Tweets frequency by hour. (Source: Python outputs)

The chosen time and amount of data allowed an important analysis of the
opinions and feelings regarding the global health crisis caused by COVID-19.

In data preprocessing, publications are subjected to a series of techniques that
allow cleaning and reducing the characteristics of the texts, facilitating sentiment
analysis using machine learning. In this stage, a data transformation was applied to
eliminate symbols, numbers, and patterns that are not significant.

It is important to mention that after cleaning the dataset, the work was divided
into several columns to use the function that allows grouping words according to
their frequency.

Modeling To build a model for classifying comments based on feelings, there are
two ways documented in the literature.

• Predefined dictionaries, or lexicons: classify the words of the texts according to
the sentiment they represent (Sauter et al. 2010).

Build a machine learning algorithm that learns, from training and test data sets,
to recognize feelings and emotions in the texts.

Evaluation The sentiment analysis model was built with training and test data
corpus. Additionally, various machine learning algorithms were tested to classify
texts according to emotions. Three algorithms software were tested: Naive Bayes,
Naive Bayes Kernel, and Deep Learning (Kotu and Deshpande 2014), as follows:

1. Naive Bayes: This algorithm is widely used in sentiment analysis models. It is
a supervised classification method based on Bayes’ theorem that specifies the
independence of attributes in learning. First, each word’s probability is defined,
and then the classifier is built to classify the comments based on the category of
sentiment:
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P (Y/X) = P (X/Y ) (Y )

(X)
(1)

where Y presents the attributes of the document, X the class, and P (X | Y) the
probability of occurrence of the attribute in the given class. The class selected by
the classifier will be the one that maximizes P (X | Y) (Baker et al. 2020; Han et
al. 2011).

2. Naıve Bayes Kernel: It retains the benefits of Naive Bayes and can be used
in situations where the data does not have a normal distribution (Sedkaoui et
al. 2021). In nonparametric estimation techniques, a kernel is a weight function.
Because they use parametric techniques when the data’s behavior does not follow
a normal distribution, kernel-type estimators were designed to overcome the
difficulties. They are the most commonly used in nonparametric estimation, and
their most important feature is that they are unaffected by the kernel function
used:

f (X/Y ) = 1
n

n∑
i=1

Kn

(
X − Xi

)
(2)

K is assumed to be a d-dimensional density function. Some commonly used
kernels are uniform, triangular, and Gaussian (Pérez et al. 2009).

3. Deep Learning is a machine learning algorithm that uses neural network
architectures (Sedkaoui and Khelfaoui 2020). The complexity and extraction
power of deep learning algorithms increase with the depth of the layer beneath
them. Nonlinear transformation is applied to each algorithm’s input and used to
generate a statistical model as the output. Iterations are repeated until the output
reaches an acceptable level of precision.

Validation A critical component is determining which algorithm is the best and
determining its performance. It necessitates the development of methods that
provide useful information about the efficiency of the algorithms. Different methods
could be used to evaluate the results obtained in the sentiment analysis. The
most common is the confusion matrix, which is a technique for summarizing
the performance of a classification algorithm. It divides the test results into the
following categories:

• True positive (TP): Values predicted correctly as belonging to class A.
• False positive (FP): Values incorrectly predicted as belonging to class A.
• True negative (TN): Values rejected correctly as not belonging to class A.
• False negative (FN): Values incorrectly rejected as not belonging to class A.

From this information, a series of measurements can be made to classify the
efficiency of the algorithms:
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– Precision is defined as the ratio of positive predictions to the number of
actually positive observations. Its value increases as the number of false positives
decreases:

Precision = TP

(TP + FP)
(3)

– Recall: it is the relationship between the documents correctly classified as class
A and the sum of all documents of class A. It can also be viewed as the model’s
ability to construct classes correctly. The closer to 1, the better the various
existing classes because their value increases as false negatives decrease:

Recall = TP

(TP + FN)
(4)

– F-Score: to measure the efficiency of a classification model, the coverage
and exhaustiveness values are used. For this, the F-value is presented as the
harmonic mean between both measurements and is often used to compare the
performance between various models. The F-value formula combines the two
previous measures in a weighted way through a parameter β, which allows giving
greater importance:

Fβ =
(
1 + β2

)
.

Precision.Recall(
β2.Precision

) + Recall
(5)

– Accuracy: is the simplest and most intuitive performance measure and represents
the ratio of the correct predictions. It is the number of elements classified
correctly among the total number of classifications carried out:

Accuracy = (TP + TN)

(TP + TN + FP + FN)
(6)

Once the machine learning algorithms were established, the appearance of terms
related to the emotions of interest was identified (Teso et al. 2018). This weighing
gives greater relevance to the terms with greater frequency, evaluating the number
of times as indicated by:

Pi (ti) = Fik (7)

Fik: is the frequency of term k in documents i.

Then a sentiment analysis was performed to determine the most frequent terms
in the dataset. This analysis identified the topics with the highest frequency, which
is presented as nodes in the graphs, and the connections between them were
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determined through modularity, which is reflected in the graph by different colors
(Bastian et al. 2009). This is to say that terms in the same color are closely related.

As a final step, the algorithm was validated by comparing similar tools and
validated by confusion matrix.

4 Results and Discussion

Prior to March 2020, data shows a small percentage of messages related to COVID-
19. However, tweets increased as the disease progressed and gained more media
proportions in the following months. The data presented in Fig. 2 demonstrate
similar upward behavior.

To assess the proposed models, an experiment was performed to attest to
the quality of the sorting model of feelings and selection of the topic modeling
algorithm. Table 2 illustrates the performance of the three used algorithms.

The results in Table 1 show that the deep learning algorithm remains the best
among the three applied methods, with an almost 92% accuracy score. The Naive
Bayes model has reached 43.81% of accuracy. Therefore, this algorithm is a suitable
algorithm to analyze, classify, and extract the feelings and sentiments of people
during the COVID-19 health crisis from Twitter comments.

As shown in Table 3, the precision obtained in all categories was greater than
60%, indicating that the model correctly classifies the elements that belong to the
corresponding category. Similarly, values greater than 55% were obtained in the
recall test, indicating that the model provides an adequate adjustment.

Table 3 shows the result of the best model in the test set. The result produced
was similar to that obtained in the validation set. To analyze the feelings of tweets
related to the COVID-19 pandemic, Fig. 3 (left side) shows the proportions between
messages classified as positive, negative, and neutral for the period analyzed.

Table 2 Algorithms’
performance

Algorithm Accuracy (%)

Naive Bayes 43.81
Naive Bayes kernel 82.56
Deep learning 91.78

Source: Authors’ elaboration based on Python
outputs

Table 3 Precision and recall
results by class

Tests
Sentiments Precision Recall F1-score

Positive 81% 61% 70%
Negative 71% 58% 58%
Neutral 62% 82% 57%

Source: Authors’ elaboration based on Python
outputs
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Fig. 3 Distribution of feelings classified in tweets. (Source: Python outputs)

The analysis conducted with the deep learning model shows that the predominant
part of the tweets is positive cases, with 42.23% of the overall distribution. Negative
tweets present approximately 41.89%, followed by neutral tweets with just 15.88%.

It is possible to observe that most users sent messages with both positive and
negative feelings (right side) about the pandemic. With the growing volume of
tweets in the period (Fig. 2), such data demonstrate the users’ concern with the
experienced context.

This is consistent with recent studies such as Pastor (2020), Xue et al. (2020).
These studies also emphasized that these findings make it critical to implement
public policies and strategies to address and maintain mental and psychological
health.

It should be noticed that the specificities of the countries under consideration
must be taken into account in comparative analyses because some studies discovered
a population predominance of positive feelings (Delizo et al. 2020; Alhajji et al.
2020).

However, words such as “death,” “cases,” “hospital,” and “quarantine,” among
others, can be identified as negative sentiments. Such findings denote the concern
of Twitter users regarding the current situation and reflect the consequences that
the spread of the virus has brought to the population. In addition, the hashtag
“vaccination” is also present in messages with positive feelings about the pandemic.

This type of observation confirms that the corpus deals with the theme of
quarantine and social isolation and the concerns of people here, represented by
words in their isolated meanings.

Words vary across the problem, including economics, medicine, prevention, and
other high-demand issues, especially during the first and second waves. In addition,
there is a relationship between the occurrence of the words and the discussion of
the COVID-19 pandemic. It demonstrates the modeling significance when applied
to words that are discussed all over the world.
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Table 4 Relationships
between words found by
sentiment in tweets

Words Positive Negative Neutral

Quarantine X X X
Stay at home X X
Lockdown X
Vaccination X X
Work X X
Prices X X
Hospital (bed) X
Curfew X X X
Food X X
Travel X
Health X X
Measures X X X
Purchase X X

Source: Authors’ elaboration based on Python
outputs

Table 4 shows the relationship between the three classes of feelings and the words
found applying the sentiment analysis technique. Table 4 shows ten distinct negative
tweets. Among them, some tweets had exclusively negative repercussions.

The word “price” indicates the perturbation in some goods and services prices,
consequently influencing consumption. The number of online purchases increased
significantly with the quarantine “stay at home” and the fear of traveling or going
outside. This increased the panic caused in some people and generated the need for
some to stock up on food, causing shortages in supermarkets.

In addition, the number of beds in hospitals with the decreasing number of beds
and the government’s health measures were of great concern.

Regarding the positive topics, some words like “measures” and “vaccination”
help decrease the spread of the virus and how different important measures are to
raise people’s awareness of the disease’s retention. For “quarantine” and “stay at
home,” they refer to the awareness of parts of the population about social isolation;
and with “food,” people were commenting on price changes in various sectors.

It is important to indicate the words modeled with both negative and positive
feelings, such as quarantine, food, measures, and health. For quarantine, negative
comments are related to changes in their lifestyle, and staying at home was difficult
for some people. However, other people reacted positively since they can purchase
online. Because of this, a separate analysis was carried out.

For “health,” the negative comments were primarily about the danger that
health professionals face daily fighting the virus, while the positive comments were
explicitly about their efforts and protection against COVID-19.

Globally, people were more positive when expressing themselves when the topic
was quarantine or social isolation. So, despite the difficulties we faced during the
first and second waves, there is a sense that things will improve.
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5 Conclusion

First, with the appearance of the Internet and later with the development of
social networks, the possibilities of interpersonal communication have multiplied
exponentially. Currently, our social environment is not limited to family members
with whom we live, colleagues with whom we work, and friends with whom we
share our leisure time. Especially among young people, communicative activity can
no longer be understood without social networks.

New digital technologies allow access to a new and valuable source of infor-
mation. New technologies make it possible to identify crucial data to understand
people; companies could understand their clients’ behavior in all its dimensions.
Recently, there has been an increase in the interest of academic professionals and
researchers in the use of social media data for the most diverse purposes.

In situations such as that caused by the COVID-19 pandemic, monitoring aspects
related to people’s feelings and sentiments becomes important. In this sense, Twitter
is a valuable tool to understand people’s feelings in real time, as users widely use it
to communicate their views, concerns, and perspectives. This study investigates and
understands which topics are discussed and Twitter users’ feelings concerning the
COVID-19 pandemic. This study used the content posted by Twitter users regarding
the COVID-19 pandemic to analyze individuals’ feelings.

Applying sentiment analysis to people’s opinions presents two important contri-
butions to the academic literature: (i) although this type of sentiment analysis, aimed
at extracting predominant emotions from social media comments, can be found in
various studies; (ii) understanding the emotions that people around the world profess
in the face of compulsory isolation measures can help to understand potentially tran-
scendental psychological and social aspects for future implementation of practical
actions in similar contexts.

After applying the deep learning model, it was noticed that the feelings of the
positive and negative classes were in similar amounts. However, the positive feeling
was slightly higher. The deep learning model allows understanding the valuable
opinions and issues that are part of the context of the COVID-19 pandemic, bringing
a tool that can serve to understand the events discussed in daily life.

The analysis of topics will be carried out over various times to understand
how the feelings and topics addressed by users changed over time. Using other
techniques in future studies can be if great interest for categorizing feelings to
achieve better results. It is also intended to broaden the base of tweets about the
COVID-19 for different periods.
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The Role of Web Analytics in Online
Marketing

Cherifi Mahfoudh and Berki Othmane

Abstract The study discusses the problematic impact of web analytics in the
process of on line marketing; the purpose of this article is to identify the web
analytics that is accumulating due to storage techniques and new technologies
for computers and mobile phones, to devices connected to the internet and social
media, in addition to the concept of electronic marketing and strategies and showing
the impact of analyzing the web analytics on e-marketing by presenting the most
important models for the leading international companies in this field. The study
concluded with a set of results, the most important of which is the need for
companies to use the web analytics to contribute to the providing services and
products that fit the needs of customers more accurately and to build marketing
strategies to ensure continuity.

Keywords Web analytics · Online marketing · Web analytics tools · Leaders of
on line marketing companies

1 Introduction

Not long ago, there were very few website visitors, as the analytics capabilities
were limited to large companies that could afford to spend a lot of money a month
on software to track and report web activity.

A wide variety of web metrics measuring and tracking applications are now
available, making analytics a hot topic both online and offline. For the most part,
these tools are still expensive, but free alternatives exist that perform just as well.

Analytics tools have become more accessible and affordable than ever before,
leading to an increase in web-based applications. Thus, web analytics has become
the talk of the hour by most national, regional, and international bodies and
institutions and a wide field for researching database management, methodologies,
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and procedures that can be adopted in the exploitation of big data in all fields, and
perhaps the most important of which is online marketing, whose modern guidance
depends on the use of interactions between companies and communication with
customers by achieving speed, shortening effort, time and rounding distances.

Based on the above, we can raise the following key issue:

What is the impact of web analytics in online marketing?

Research Structure
In order to answer the previous question, we divided this paper into three main
sections:

• Conceptual Framework for Web Analytics
• Online Marketing Concept
• The Role of Web Analytics in online Marketing

2 Conceptual Framework for Web Analytics

We live now in the information age, and most of what we do is greatly influenced
by our ability to analyze and exploit this information, whether it is via the Internet,
our computers, or our mobile phones, and the expressive word that describes this
analysis is “web analytics.”

2.1 Web Analytics Definitions

To better understand and optimize the use of the Internet, web analytics measures,
collects, analyzes, and reports web data. Aside from counting visitors, web analytics
can be used to learn about a company’s business and market, as well as boost
a website’s productivity (Web Analytics 2020a). This is done by measuring data
related to the Internet site, including visitor behavior, traffic volume, conversion
rate, web server performance, user experience, and other information to understand
and demonstrate the results and continuously improve the efficiency of a website
(Web Analytics Terms 2020).Web analytics applications can also help companies
gauge the results of campaigns by estimating traffic to a website that changes after
launching an advertising campaign. In addition, web analytics provides information
on the number of visitors to the site and page views. It helps assess popular access
trends that are very useful for market research.
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2.2 Types of Web Analytics

After we have addressed the general concepts related to social networking, we will
briefly address the analysis of social networks, their concept, and importance.

2.2.1 Off-site Analytics

Are analytics that refer to measurement and analysis regardless of whether you own
or invest in a website. The measure includes the potential audience for accessing the
site (opportunity), the potential share of voice (exposure), and the degree to which
the chatter is prevalent in relation to what is happening on the Internet as a whole.

2.2.2 Website Analytics

That measure a visitor’s journey on your website. This includes on-site drivers
and conversion programs. For example, these programs analyze the properties of
pages that convince the browser to make a purchase. It also performs analytics that
measure your site’s commercial performance. Usually, comparisons of aggregated
data are made with key performance indicators. The results are used to improve a
website or define the marketing campaigns required to attract the audience.

2.3 Web Analytics Features and Capabilities

The web analytics features and capabilities listed in Table 1 (TrustRadius 2020).

Table 1 Web analytics features and capabilities

Individual-level tracking On-the-fly segmentation

In-page analytics (session recording,
click tracking, mouse tracking, heat
maps)

Real-time analytics E-commerce tracking Goal conversion tracking
A/B testing Funnel analysis Event tracking
Mobile analytics Cohort analysis Privacy compliance
Attribution modeling Cross-device tracking On-premise option
Benchmarking

Source: Web analytics tools overview | TrustRadius
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2.4 Web Analytics Data Sources

Web analytics is primarily concerned with gathering and analyzing information
about how people use a website. Most of our information is derived from four
sources: (Web Analytics 2020b)

– It is possible to obtain direct HTTP request data: (HTTP request headers).
– IP addresses of users, for example, are required for successful transmission of

HTTP requests, but they are not part of an actual HTTP request itself.
– Session and referral data generated and processed by application level programs

(such as JavaScript, PHP, and ASP.Net) are transmitted with HTTP requests.
Internal logs, rather than public web analytics services, are more commonly used
to track these metrics.

– External data can be used in conjunction with on-site data to help augment and
interpret the website behavior data described above. As an example, geographic
regions and Internet service providers, e-mail open and click through rates, direct
mail campaign data, sales and lead history, or other data types may be linked to
IP addresses.

2.5 Best Web Analytics Tools

Web analytics is a major event produced by the continuous developments in the
world of technology, and it is a solution to the questions raised, as relying on it
has become the task of technology companies due to their specialization and great
potential to drive innovation and advancement.

Online businesses and market researchers use web analytics to collect and
measure the amount of data needed to understand and improve a web site’s
performance. The most commonly used metrics in web analytics reports are unique
visitors, visits, time on-site, bounce rate, geographic location of visitors, bounce
rate, and conversion rate (Popular web analytics tools for online businesses 2020),
and we will address in the following the most important of these tools.

2.5.1 Google Analytics

Google Analytics is the simplest and most comprehensive web analytics service
available, and it’s completely free to use. Over half of the world’s top 10,000 most
popular websites, according to the site’s statistics, use Google Analytics to find
out where their visitors come from, what they do on your site, and how often they
return. While more detailed reports are available as you get more involved in site
analytics, the ease of use is what makes it one of the most popular services out there
(LouDuboi 2020).
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“There’s really only one tool for small businesses need and that’s Google
Analytics,” notes Penn. “It’s so incredibly robust in terms of what it offers and
if someone tells you that Google Analytics isn’t enough for a small business, then
frankly they have no idea how to use it properly.”.

The web analytics experts we spoke to all agreed that Google Analytics was the
best option (suggested by every expert).

2.5.2 Woopra Analytics

When it comes to taking automated processes to the next level, Woopra is hands
down the best new online integration tool. With Google Analytics, you’d know
that they prohibit the sending of PII (personal identifiable information), which has
always been the most important issue in identifying individual customer activity.

This often makes it difficult for many businesses without login systems to “join”
data together if you want to gain a deeper understanding of how your individual
customers are behaving on your site (e.g., lead generation sites before converting or
contacting). This is where Woopra can help!

Where Woopra really excels is in its integration with other SaaS and PaaS
systems which can be further extended into triggers (IF/THEN do some action)
based on individual or group visitors activity.

Woopra works very much like Google Analytics – a tracking code is placed on
your website which gathers information on every visitor which is then reported back
to your Woopra Dashboard. For more advanced users, events can be created and
triggered to identify users when they either login to your website or submit a contact
form. That information you can then segment, group, report, and merge into an array
of triggers (e-mail, SMS, live chat, and the list goes on!).

2.5.3 Yahoo Analytics

Google Analytics is a great place to start, but Yahoo’s similar service provides
a little more depth in your surveys. You can import cost of goods data (unlike
Google) and get reports on visitor demographics and behavior, as well as a
more straightforward approach to multi-site analytics. Customization options
are also available. In terms of profiling, filtering, and customization, Yahoo
Analytics is a great alternative to Google for those who want to delve a little
deeper (https://policies.yahoo.com/ie/en/yahoo/privacy/topics/webanalytics/index.
htm 2020).

2.5.4 Compete Analytics

Clickstream analytics tools like Compete can be used in conjunction with them.
When you use Compete, you have access to creative intelligence about what your
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rivals are doing and how users first found you (what their clicks were both before
and after). Free data on traffic volume is included as part of the service. Compete,
on the other hand, has a paid search analytics service that allows you to see
which keywords are driving traffic to both your site and your competitors’ sites
(https://en.wikipedia.org/wiki/Compete.com 2020).

“The deeper digital insights you have, the better understanding you have of your
customer,” says Aaron Smolick, senior director of marketing at Compete. “By using
Compete products, you will have all of the information that you need to make
educated decisions to optimize your online campaign, increase market share and
dominate the competition.”

3 Online Marketing Concept

One of the most important outcomes of globalization is the rapid decline of the
industrial economy in favor of the digital economy, as the latter has made many
leaps as a result of the rapid and successive development of information and
communication technology, and a reflection of this strategic shift has emerged
electronic marketing, which is a true application of globalization and has become
an effective tool to achieve growth from on the one hand and the continuous
improvement of efficient and effective customer service on the other hand.

3.1 Definition of Online Marketing

Marketing researcher Coviello from the University of Oakland knows that online
marketing “is the use of the Internet and other technological and interactive means
to create and create a dialogue between the organization and specific consumers
(Musa 2007)”.

Some also define online marketing as “the use of electronic means in conducting
reciprocal commercial operations between the designated parties instead of direct
contact.”

From the above, we conclude that the distinctive feature in the application of
e-marketing is the unification of the changing needs of customers and modern
renewable technologies, which leads to a revolution in the way in which business is
built, and this is why e-marketing is considered a technology of change.

3.2 Online Marketing Strategies

Companies adopt different marketing strategies to achieve their goals, by adapting
them to multiple electronic means on the one hand and targeting parts of the market
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by relying on relationships with exchange parties on the other hand, and among
the most popular electronic marketing strategies currently adopted, we mention the
following:

3.2.1 Content Marketing

It is an effective way to increase sales without the need for direct sales. Content
containing information about the product is published on various website platforms
to target potential customers. Social media platforms are the most common usage of
them to build brand awareness and increase sales.

3.2.2 Digital Marketing

It is marketing products using digital channels to reach customers; it includes
marketing using social networking sites and search engines and improving content
accessibility and many digital media. Digital marketing helps promote the brand and
products.

3.2.3 Experiential Marketing

It mainly relies on social media to build a relationship between customers and the
brand in a fun and memorable way. Customers express their opinions about the
products they buy and evaluate the method used by companies to market their
products, as consumers’ experiences with various products determine the success
or failure of each product during marketing campaigns and within experimental
marketing the features of the product are promoted by testing it within a trial period,
while representing the brand associated with the product through look and feel. All
this leads to a personal memory for each customer about understanding brand value
as well as understanding the product associated with it.

3.2.4 Social Media Marketing

It is an important way to increase communication with customers through various
sites such as (Face book, Twitter, YouTube). Correct marketing strategies through
social media may have an effective impact and great success, whether with the aim
of promoting the brand and products or to increase sales.
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3.3 Advantages of Online Marketing

Online marketing has created a sophisticated marketing environment that brings
customers more luxury and pleasure in searching for their needs and desires and
satisfying them in a way that makes this customer feel completely satisfied with
these products.

At present, most organizations direct their marketing activities toward online
marketing in order to benefit from the advantages and high potential of online
marketing, which we mention the following:

3.3.1 Access to Global Markets

Several studies confirmed that electronic marketing leads to expanding markets and
increasing the market share of organizations due to the global spread (globaliza-
tion), and that electronic marketing enables customers, with different geographical
locations, to obtain their needs and make comparisons between the products of
different and multiple organizations, as online marketing does not recognize the
limits geography.

3.3.2 Providing Products According to the Needs of Customers

Online marketing provides marketers with opportunities to adapt their products
in a way that meets customers’ needs electronically (e-customization), as the
communication and interactive energies of electronic marketing have made a
quantum leap in the means and methods of satisfying the needs and desires of
customers and gaining their satisfaction with these products provided to them.

3.3.3 Feedback

There are great opportunities provided by electronic marketing for organizations to
respond to the changes that occur in the markets as well as the changes that occur
in the technical environment, which achieves the integration of customers’ needs
with technological developments through the so-called flexible process of product
development, and this process depends on a study and a sensing of the market
(sensing the market) through the interactive mechanisms of online marketing.

3.3.4 Reducing Costs and Using Flexible Pricing

Under online marketing, pricing strategies are not only a quick response to the
market situation but rather take into account internal and external factors and
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variables, as the concept of flexible pricing is its applications through electronic
marketing mechanisms, as it provides techniques that enable the buyer to search
and find the best available prices.

3.3.5 Create New Forms and Channels of Distribution

Online marketing introduces a new philosophy for an electronic market in which
interaction is between the parties to the exchange process without the need for inter-
mediaries, which led to the emergence of the term “disintermediation.” E-marketing
also offers intermediaries in a new form and quality called “cybermediares,” which
are organizations whose aim is to facilitate exchanges between producers and
customers, and their work is the work of commercial service providers.

3.3.6 Use Interactive Promotions with Customers

One of the most effective means of electronic promotion is electronic advertising,
and electronic advertising is more attractive and widespread in light of the trend
toward electronic marketing, as direct ads via the Internet are increasing at a rate
of 12% annually, and their value is more than $9 billion, and electronic marketing
provides a new form and concept for advertising, as companies provide marketing
messages of their own and their products to targeted environments through specific
websites they expect their audiences to be able to distinguish and perceive.

3.3.7 Support and Activate Customer Relations Management

The process of competition in electronic markets is going through a transitional
phase due to the shift from traditional competition to competition that depends
on the capabilities and capabilities of organizations, and there is no doubt that the
great developments in information technology related to electronic marketing have
created qualitative opportunities in supporting distinctive strategies and improving
the competitive position of organizations (Sabra 2010).

4 The Role of Web Analytics in Online Marketing

4.1 The Uses of Web Analytics in Online Marketing

The uses of web analytics are multiple as it has proven its effectiveness in all
fields, especially in the field of online marketing, as it helps in analyzing consumer
behavior, allowing companies to serve their customers and gain a competitive
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advantage, by making use of the services of technical companies that help in
employing big data that led to the emergence of global leading companies in the
field of online marketing.

Today, companies and institutions of all kinds are able to analyze customers’
movements from buying, selling, and the like more precisely so that they can
accordingly know the most demanded or stagnant goods and suggest to their
customers specific goods according to the purchases that are made and they have
the ability to understand customers’ behavior more accurately, and identify the
distinguished among them and those in need of assistance or to determine their
orientations or monitor their performance. This is not only for traditional sales
centers but now also includes electronic stores on the Internet and on a larger scale.

The user of social networks or e-mail is often surprised by the emergence
of commercial advertisements for goods that he previously searched for in other
applications, but more than that there are some algorithms that use location data on
the phone to suggest advertisements. Hence, we find that this occurs as a result
of web analyzes resulting from these sites and their use in marketing by using
every small part of the available data about users to find out their preferences and
preferences in order to display the goods in the best possible way that brings e-
marketing companies the greatest possible profit and does not analyze the data that
gets. It should not only allow the user to browse the Internet but may also track his
visit to real markets through the GPS device installed in his device. Some people
may think that this is a breach of privacy, but in fact the companies that do so
have immunized themselves through the terms agreement that the user signs when
logging into social media applications Facebook and Twitter.

In recent years, the electronic marketing process has entered a new level of
competition. In light of the vast amount of user data provided by social networks
and the use of the Internet, the first concern of the e-marketing giants has become
how to stay in competition at various levels; on the one hand, companies need to
promote their goods, and this requires knowledge of customers ‘needs, and on the
other hand, they need to offer their goods at competitive prices. At the same time, it
guarantees a large profit margin.

4.2 Leading Companies in Using Web Analytics in Online
Marketing

4.2.1 Amazon Corporation

Amazon Corporation is an American multinational company specializing in online
marketing and cloud computing, founded in 1994 by Jeff Bezos.

Amazon provides retail marketing services on the Internet to four groups: con-
sumers, sellers, institutions, and content creators; the company provides marketing
and promotion services such as advertisements on the Internet, and the company
focuses on good choice of price and convenience, and websites are designed on
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this basis in order to achieve convenience for users so that they are the best choice
(Amazon 2020).

Amazon.com handles millions of background processes every day, as well as
inquiries from more than half a million sellers.

The Linux system is mainly used to be able to handle this huge amount of
data, and Amazon has the three largest Linux databases in the world, which have
a capacity of 24.7 terabytes.

4.2.2 eBay Corporation

eBay is an online marketing website based in California, USA, founded in 1995 by
Pierre Omidyar; the company’s mission is to provide a global platform for trading,
and eBay is considered a leading online auction site; the company is considered one
of the largest online markets in the world, as the number of website users exceeded
100 million worldwide in 2011 (Ebay 2020).

eBay has managed to achieve a tremendous impact on e-marketing, as the total
value of goods sold in eBay in 2011 was $ 68.6 billion, or more than $2100 per
second.

4.2.3 Walmart Corporation

Walmart is an American company specialized in retail trade, founded in 1962 by
Walmart, that improves product coordination management with a better customer
experience by taking advantage of predictive and descriptive analytics results by
following the product at the time of entry, and this activity improves customer
experience and helps retention. By classifying demand patterns in the local com-
munity, this means that the assortment varies from one store to another based
on customer needs and target classifications. It also uses warehouse data and
commercial operations to provide satisfactory delivery and payment options for
customers, and the customer can even buy (scan and go) and receive Invoices by
e-mail and payable using Walmart Pay card2011 (Walmart 2020).

Chain store (Walmart) processes more than a million commercial transactions
every hour, which are imported into databases estimated to contain more than 2.5
petabytes (2560 terabytes) of data – 167 times the data in all books in the Library of
Congress in United State.

4.2.4 Alibaba Corporation

Alibaba is a cloud computing and online marketing services company headquartered
in Hangzhou, China, founded in 1999 by Jack Ma, and Alibaba’s Tawpo site is
among the 20 most visited sites in the world, and the company is a global trading

http://amazon.com
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platform, such as eBay, and the number of products on the site is estimated at nearly
1 billion products from 7 million users (ALIBABA 2020).

The company’s sales, according to experts’ estimates, exceed the sales of
the social networking site “Facebook,” which is estimated at $15 billion, which
indicates the great potential available to “Alibaba,“and experts indicate that the
company is heading to become the first e-marketing company in history. Hundreds
of millions of Chinese citizens have not yet tried e-marketing, and these are a great
opportunity to attract them to this service, and analysts expect that the e-commerce
market in China will be greater than Current markets in the United States, Japan,
Germany and France combined by 2020.

In the year 2013, transactions worth $240 billion took place in two Alibaba
companies, and this number is twice the trading volume of Amazon and three times
the volume of eBay.

5 Conclusion

The digital convergence in communications and media has led to the employment of
its tools for analyzing and processing web data and using it in developing the online
marketing process by creating and standardizing many new products and services,
as well as creativity in methods of promotion and speed in implementation.

In this study we tried to stand on the concept of web analyzes and focus in
particular on highlighting the role of its uses in e-marketing. The most important
results reached by the study can be presented in the following points:

– Although the term web analytics has become a lot in circulation, making the most
of this data remains a challenge and an obstacle for many international companies
and organizations.

– The advancement of digital technology has had a great impact on marketing
practices, as technology has provided innovative opportunities to capture better
data for customers well and increase focus with them. As a result of these changes
and the huge amount of accumulated data, companies in general and marketing
in particular have to improve their working methods.

– The use of web analytics in the field of e-marketing has received increasing
interest over the past few years because of its importance in increasing sales
numbers and improving the corporate image of customers.

– The main goal of using web analytics by the leading companies in the field of
online marketing is to provide services and products that most accurately fit and
suit the needs of customers and to build marketing strategies that ensure their
continuity.

– The provision of data by the technology companies of the leading companies
in the field of web analytics is not without its drawbacks. It raises an important
issue, which is privacy and its implications for users of various websites.
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Improvement of Recommender Systems
with Item Link Prediction

Sahraoui Kharroubi, Youcef Dahmani, and Omar Nouali

Abstract Social networks and other web services (e.g., e-commerce) necessitate
the use of recommendation techniques in order to satisfy the needs of their
users. A new recommendation algorithm faces a major challenge when it comes
to providing high-quality recommendations with a minimal amount of common
feedback. A weighted bipartite network centered on the item entity is used in this
paper for more informative modeling. Item-user connectivity can be used to uncover
hidden information. Double projection forward and backward is needed to predict
links that don’t exist. When real datasets are used, the results look even better.

Keywords Collaborative filtering · Weighted bipartite network · Ranking ·
Sparsity

1 Introduction

It is common practice for companies to use recommendation systems to recommend
relevant products to customers using a similarity algorithm. Large companies and
websites like Netflix, Amazon, Facebook, YouTube, Twitter, and so on use recom-
mendation techniques in their servers. The three main approaches (Adomavicius and
Tuzhilinand 2005; Breese et al. 1998) to recommendation systems are the content-
based approach, the collaborative approach, and the hybrid approach.

Bipartite network modeling is currently the subject of a number of in-depth
studies (Musto et al. 2017; Yin et al. 2019). Bipartite networks are an excellent
theoretical and practical model for a wide range of real-world systems. When it
comes to online shopping or education, a bipartite network connects two distinct
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sets of users and items to model the recommendation process. A link prediction task
in a bipartite network is the recommendation task in the recommendation system.
In recommender systems, we’ve come up with an item share propagation method
(ISpLR). Using this method, the user can predict the weighting of a link in relation
to an item’s ranking value. Forward-backward projection is used to link items to
users in order to build up a database of collected data.

The process can be summarized as follows:

1. Item share propagation for link ranking in a weighted bipartite network (ISpLR).
2. Accumulation of shares linearly to preserve information propagated with a

double projection (forward-backward).
3. Implementation of the method without adjustment parameters and with different

dense datasets.

This paper is organized as follows: the background is given in Sect. 2, a detailed
description of the proposal is presented in Sect. 3, a description of the experimental
phase, and discussion of the results is given in Sect. 4 and 5 respectively. In the
conclusion, we make some suggestions for future work.

2 Background

When it comes to creating personalized recommendations, collaborative filtering
(CF) is the most popular and effective method (Chun-Yang et al. 2019). Through
the sharing of similar experiences and opinions, CF is able to create user and/or
product communities (neighborhoods). For items that have not yet been judged, the
community is used to predict their relevance. Algorithms (Nesreen et al. 2018; Kim
and Segev 2018; Shams and Haratizadeh 2016) have been proposed over the last
two decades and can be divided into three levels.

2.1 Traditional Approaches

They are based on the user’s “rating matrix” and use statistical methods to predict
what the user will do next. Assumedly, users who have similar ratings will continue
to have similar preferences in the future as well. There are two types of collaborative
filtering: memory-collaborative (memory CF) and model-collaborative (model CF)
(Kovkov and Lemtyuzhnikova 2018). The rating matrix scores is used to predict
the current user’s activity level. A portion of the “rating matrix” is used to estimate
or learn a model that generates the predictions in model CF, in order to reduce the
computational complexity.
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2.2 Context-Aware and Semantic Approaches

This extra information, which can be categorized into dimensions, helps us to
better understand the user or the item in question. Personal data (such as gender,
occupation, and age) and professional and social data (such as activities, interests,
interactions with other users, preferences, and so on) are included, as are environ-
mental factors (such as weather, noise, and so on), geographic coordinates (such as
latitude and longitude), and time (Kharroubi et al. 2018). The goal is to make use
of this data and find similar ones in order to make an accurate prediction. Tuzhilin
and Adomavicius (CARS context-aware recommender systems) (Adomavicius et
al. 2011), using the mobile phone and the Global Positioning System (GPS) can
recommend a restaurant or hotel to a tourist based on previous choices of its similar
neighbors by context (Kashevnik and Ponomarev 2017).

2.3 Graph-Based Approaches

A network has a specific topology because each node is connected to every other
node. Like social networks like Facebook and Twitter, the unipartite topology is
represented by a set of nodes and a set of edges. PageRank (Page et al. 1999)
and HITS (Giannoulakis and Tsapatsoulis 2019) algorithms use a random walk or
an iterative process to determine the importance score of each node in a network
of web pages. The EdgeRank algorithm takes care of everything (Birkbak and
Carlsen 2016): a user’s Facebook profile through the parameters of affinity, type,
and freshness. The objective is to take advantage of the network’s structure in order
to gather future links. Several studies (Chun-Yang et al. 2019; Kharroubi et al.
2018) are based on a bipartite structure to improve recommendation algorithms.
Nesreen K (Nesreen et al. 2018). implemented the SimAdapt algorithm to measure
the similarity between two nodes according to the number of common neighbors
in a bipartite graph. Jung-Hun Kim et al. (Kim and Segev 2018) used a bipartite
network of textual titles and keywords in a physics research article to conduct their
investigation.

In this paper, a weighted bipartite network recommendation method is presented.
Predicting new links and recommending relevant items to users are done based on
the item-rating history. In order to do this, both items and users are counted as having
a cumulative share of the total.
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3 Approach

3.1 Problem and Motivation

In many complex systems, a network model is used that consists of two parts:
nodes and links. On a single-party network, these systems tend to work best (social
networks, links between web pages, atoms and molecules, etc.). A single set of
nodes connected by links makes up a single-party network. Using network model
algorithms is a simple process. Bipartite networks are a type of network that is
commonly used in recommendation systems.

3.2 Modeling with a Weighted Bipartite Network

A network is bipartite if the set of nodes is divided into two distinct sets I and U.
Each link has one end in the first set and the other end in the second set (no links
in the same set), and k determines the weight of the link. Formally, let B ( N, L ) be
a bipartite network where N is the set of nodes and L is the set of links. B has the
following properties:

N = I ∪ U

L = {(i, u, k) , i ∈ I, u ∈ U, k ∈ N}

I ∩ U = ∅

3.3 Item Link Prediction

Consider a recommender system which is composed of a set of items
{I1, I2, . . . IN } and a set of users {U1, U2, . . . UM } linked by weighted links
{(i, u, k), i ∈ I, u ∈ U, k ∈ N}. From the previous interactions of users with the items
(the rating history), let’s try to deduce a nonexistent link weight. In another way,
can we recommend a relevant planned item to a user? This decision is equivalent to
valuing the link weight between the item and the user, like (I3, U1) (Fig. 1).

To make such a prediction, we need to know how many items each user owns
and how many of those items are shared. It is necessary to calculate the shares of
items among users in two steps, one forward and one backward. Since there are N
items and M users, as well as R(i, j), which represents the weight of the link (i, j),
these calculations can be broken down into two steps (rating value).
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Fig. 1 Weighted link prediction

First, a total of all of the items is tallied up.

ICi =
M∑

j=1
R (i, j) (1)

The share of user j:

qu(j) =
∑N

i=1

R (i, j)

ICi

(2)

The second step involves a user’s total rating, which is calculated as follows:

UCj =
N∑

i=1
R (i, j) (3)

The share of item i:

qi(i) =
∑M

j=1

R (i, j)

UCj

(4)
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Fig. 2 Item link prediction versus user link prediction

Table 1 Item link prediction U1 U1 U1 U1

I1 4 3 1 0.5304
I2 1 0.45 4 2
I3 0.7071 0.1875 5 3

As a result of this formula, the value of link prediction for item t to user s is:

P (t, s) =
M∑

j=1

R (t, j)∑N
i=1 R (i, j)

∗
(

N∑
i=1

R (i, j) ∗ R (i, s)∑M
j=1 R (i, j)

)
(5)

We can get the following result by swapping out item cumulate (1) and user
cumulate (3):

P (t, s) =
M∑

j=1

R (t, j)∑N
i=1 UCj

∗
(

N∑
i=1

R (i, j) ∗ R (i, s)∑M
j=1 ICi

)
(6)

Using a bipartite topology, the information shared between the nodes can be
preserved in a bidirectional manner. The degree to which users are satisfied can be
determined by taking into account the link weights. Rather than using a user-based
reasoning approach, this method employs an item-based approach (Fig. 2).

Item link prediction is shown in the following example, with the prediction
performance between them being described in detail. Table 1’s link values are based
on the data shown in this figure.

Either three items I1, I2, I3, with initial inputs x, y, z, respectively.

First step (forward): determining user’s share:

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

U1 : 4
8x + 1

7y

U2 : 3
8x

U3 : 1
8x + 4

7y + 5
8z

U4 : 2
7y + 3

8z
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Table 2 MAE of item-based
predictions

U1 U1 U1 U1 MAE Ii

I1 3.3214 2.3625 1.7857 0.5304 0.7006
I2 0.9714 0.4500 3.6357 1.9429 0.1500
I3 0.7071 0.1875 4.5786 2.5268 0.4473

MAE 0.4326

Second step (backward): determining item’s share:

⎧⎪⎪⎨
⎪⎪⎩

I1 : 4
5U1 + 3

3U2 + 1
10U3 + 0

5U4

I2 : 1
5U1 + 0

3U2 + 4
10U3 + 2

5U4

I3 : 0
5U1 + 0

3U2 + 5
10U3 + 3

5U4

which gives us:

⎧⎪⎪⎨
⎪⎪⎩

I1 : 63
80x + 6

35y + 1
16z

I2 : 3
20x + 13

35y + 2
5z

I3 : 1
16x + 16

35y + 43
80z

So, the prediction value of the link
(
I3,U1

) = 1/16 (4) + 16/35 (1) + 43/80 (0) =
0.7071.

Further, the prediction value of the link
(
I1,U4

) = 63/80 (0)+ 6/35 (2)+ 1/16 (3) =
0.5304.

It is necessary to extrapolate the results from previous votes (Table 2) in order to
derive the mean absolute error (MAE) (see Sect. 4.3).

It is possible to distinguish between the rating value provided by users and the
prediction value generated by formula using the MAE measure (6).

For item I2 and I3:

MAE (I2) = 1/3 (|1 − 0.9714| + |4 − 3.6357| + |2 − 1.9429|) = 0.1500

MAE (I3) = 1/2 (|5 − 4.5786| + |3 − 2.5268|) = 0.4473

3.4 Recommendation Task

A recommender system analyzes a large number of items and chooses the most
relevant to recommend to users. Based on the system’s predicted value, a particular
item may be recommended. As an input parameter, the algorithm compares this
value to a threshold. The formula for determining a user’s R(t, s) for an item t is as
follows:
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R (t, s) =
{

t recommended to s if p (t, s) ≥ δ

t not recomended to s otherwise

p (t, s) : prediction value of item t to user s.

The threshold δ is bound to the rating scale as a degree of user satisfaction,
for example, for MovieLens and Amazon, the rating scale is limited to 5. Below
Algorithm summarizes the main sequences of a recommendation task by item link
prediction.
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This item-based method ensures that shared information is propagated between
the two types of nodes (items and users). Weighted bipartite network topology is
used to model the recommendation task.

4 Experimentation

4.1 Datasets

To evaluate the effectiveness of the proposed approach, tests were performed on
four real-world datasets:

Amazon Books: a free download dataset http://jmcauley.ucsd.edu/data/amazon/for
research purposes.

MovieLens: a movie evaluation dataset https://grouplens.org/datasets/movielens/
provided by the GroupLens research group. The datasets are used for research
purposes, in particular, to test the performance of collaborative filtering algo-
rithms.

Yelp2018 dataset: a set of data provided by the Yelp recommendation platform
https://www.yelp.com/dataset. It includes statistics and user ratings for different
items such as restaurants, hotels, shopping centers, etc.

Yahoo! Song: is a database of user-rated music tracks and albums. The Yahoo
Research Alliance’s Webscope program has made this dataset available. http://
webscope.sandbox.yahoo.com/.

4.2 Comparison Methods

The ISpLR proposal has been tested using three different methods, including the
following:

• Joint ranking of neighbors in a signed bipartite network analysis (SibRank)
(Shams and Haratizadeh 2016): The method exploits the relationships of a
bipartite graph of positive or negative signs to infer a degree of similarity. The
signs reflect trust or mistrust between users.

• Neural Graph Collaborative Filtering (NGCF) (Wang et al. 2019): It uses a
hierarchical layered neural graph model. This work measures an aggregation of
connectivity based on user/item interactions.

• Spectral Collaborative Filtering (SpectralCF) (Zheng et al. 2018): Exploits
the proximities of the graph and extracts connectivity information hidden in a
bipartite graph. The contribution is made to reduce the cold start problem.


 16538 16810 a 16538 16810 a
 
http://jmcauley.ucsd.edu/data/amazon/

 16698
19476 a 16698 19476 a
 
https://grouplens.org/datasets/movielens/

 -687 26143 a -687 26143 a
 
https://www.yelp.com/dataset


32189 30143 a 32189 30143 a
 
http://webscope.sandbox.yahoo.com/
http://webscope.sandbox.yahoo.com/


434 S. Kharroubi et al.

4.3 Metrics

Several metrics, such as MAE (mean absolute error), NMAE (normalized MAE),
MSE (mean square error), and RMSE, are employed in the literature on recommen-
dation (root MSE). The MAE and the recall are the two most common:

MAE = 1
n

n∑
i=1

∣∣rij − pij
∣∣ (7)

rij : rating of item i by user j
pij : prediction of item i by user j
n : rating number.

Recall: the ratio of relevant items returned to all relevant items in a search:

R = Npr
/

NP
(8)

MAE and recall metrics have a significant impact on user satisfaction, which is
measured by these metrics.

5 Results and Discussion

We split the datasets in half, using 85% of them for training and only 15% for test-
ing. Predictions for the test set are generated using the algorithm, which is trained
on the training data. The number of recommendations is used by MAE to calculate
the discrepancy between the generated predictions and the actual votes from the
training set. On a scale of (Adomavicius and Tuzhilinand 2005; Breese et al. 1998;
Musto et al. 2017; Yin et al. 2019; Chun-Yang et al. 2019), the recommendation
parameter () is set to 3. According to the number of recommendations, the error rate
is depicted in Fig. 3.

When compared to SpectralCF, SibRank, and NGCF, the MAE result (Fig. 3)
shows that the proposed method (ISpLR) performs better. For example, MovieLens
and Yahoo! Song are better datasets for the MAE, while Yelp2018 and Amazon-
Book are worse. The following are the reasons for this:

1. Using ISpLR, information shared between items and users can be preserved.
Information is transmitted between nodes in the network in a lossless manner,
resulting in a low error rate. An algorithm called SpectralCF combines the hidden
connectivity of the proximity nodes, which reduces the error slightly.

2. According to the sparsity rate (Formula 9; Table 3) of each dataset, the MAE is
affected by the different datasets used:
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Fig. 3 Error rate depending on the length of the recommendation list.

Table 3 Sparsity rate

sparsity rate = 1 − |E|
|U | ∗ |I | (9)

|E| : number of edges

|U | : number of users

|I | : number of items

Error rates are directly proportional to sparsity rates (no ratings), and the quality
of the recommendation system is strongly correlated to the number of judgments
(ratings) of the users.

Figure 4 depicts the recall metric for Amazon Books (which has a higher sparsity)
and MovieLens, two different datasets (lower sparsity). For the proposed method
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Fig. 4 Recovery rate depending on the length of the recommendation list

(ISpLR), the recall rate reached 30%, which represents the percentage of relevant
items that were recommended from a few recommendations (20). (true positive
rate).

NGCF has used several hierarchical layers to aggregate an order of connectivity
that reduces the degree of similarity between users and the closest items, which
negatively affects recall and accuracy.

It is reasonable to infer from these encouraging results that even with sparse
datasets, ISpLR can produce high-quality predictions that are responsive to online
suggestions. Using only a subset of the items on an e-commerce site, one can make
predictions about the other items.

6 Conclusion and Future Work

For interpretation and implementation purposes, a recommendation system needs
to be modeled in a network structure. The link prediction problem in a weighted
bipartite network was addressed in this paper. For example, a user’s perception of
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an item’s predictive value can be calculated using the weightings of existing links.
It’s a linear and bidirectional approach to accumulating the shares of each user and
each item. The term “share” refers to a portion of the item being shared with the user
and the other way around. First, the information propagated between the items/users
nodes is preserved when shares are accumulated; second, the link prediction
calculation does not necessitate the use of additional adjustment parameters. It takes
a lot of steps to get to the prediction phase in classic collaborative recommendation
methods based on Pearson correlation or cosine similarity (Adomavicius and
Tuzhilinand 2005; Breese et al. 1998). In the near future, we plan to investigate
the method’s scalability (combinatorial complexity) in comparison to currently used
methods, as well as the accuracy of our predictions for online users.
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Algerian university, 174–176
Algeria tourism

encouraging tourism investment, 343
Alibaba Corporation, 421–422
Amazon, 247–248
Amazon Corporation, 420–421
Amazon Marketplace
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consumer offers, 81
consumer price sensitivity, 82
consumer’s geolocation data, 81
data collection, 81, 82
e-commerce sales, 82
online platform, 81

Amazon’s market valuation, 87
Analytical tools

sentiment analysis, 185–186
text mining, 184–185
visual analytics, 186

Android Studio, 266
The App Constellation Model, 88
Apple, 248
Application programming interface (API), 360
Applications-based similarity, 210–211
Appraisal and motivation, 174
AprioriTID algorithm, 369
Arabic language, 102
Arithmetic mean, 281–282
Artificial intelligence (AI), 260, 322, 325, 326,

357, 361
supporting technologies, 325

Artificial NNs (ANN), 365–369
ASCII character, 356
“as.tibble” function, 346
AT&T, 248
Attackers, 308
Authentication, 218

and data integrity, 190
protocols, 224–228

Auto-ARIMA model, 38
Automated learning, 357–358

environment, 361
content size, 371
experimental results, 370
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B
B2C e-commerce companies, 83
Baidu processes data, 231–232
Bank for Agriculture and Rural Development

(BADR), 290
Bank of Algeria, 290, 291
Bayesian algorithms, 183
BDA concepts, 78
Behavior similarity, 209–210
Beta coefficient, 287
Big data, 76, 234, 359

analytics tools, 89
characteristics, 271–272
definition, 271
open government data, 273–274
types, 272

Big data KAOS (BKAOS), 237–241
Big Data projects

BKAOS, 237–241
illustrative scenario, 235–236
KAOS method, 232, 235
RE, 233–234

Bitrix24, 124–128
Bitrix24 Company Structure/Organizational

Chart tool, 126–127
Bitrix24 Corporate Portal, 127
Blockchain technology, 88
Browser technology, 74
Business processes, 127
Buyer surplus, 86

C
CAMPAS traffic management system, 256
CANTINA, 312
Capital asset pricing model (CAPM), 270

ability, 280
basic assumptions, 278–279
genesis of, 278
return and risk, 277
rules, 279

Car control systems, 255
Categorical privacy, 6
Centralization of budgets, 276
Centralization of payment incidentals, 276
Chinese online platform companies, 88
Cisco, 248
Classroom 2.0, 117
Clustering-based methods, 45
Coefficient of covariance (COV), 281, 284–287
Collaborative commerce, 80
Collaborative filtering (CF), 426, 433
Collective outliers, 44
Comcast, 248

Communication privacy, 190
Competitor analyzer, 329
Confidentiality, 218
Confinement, 400
Confusion matrix, 107–108, 402
Constrained Application Protocol (CoAP), 221
Consumer data, 4
Content management, 329
Content marketing (CM), 324, 331, 417

strategy, 325
Content Marketing Institute (CMI), 324
Contextual outlier, 44
Conversion Rate Optimization (CRO), 15
Corporate portal, 125–128
Corporate risk centrality, 275
Corporate social responsibility (CSR), 173
Cosine similarity, 205
Cost-Effective Lazy Forward (CELF)

algorithm, 158
Counter-rumors, 198, 199
COVID-19 pandemic, 196, 197, 199, 200
Crazy Egg, 384–385, 392
Creative destruction process, 86
Credit/debit card fraud, 357
Customer loyalty and recurring revenue, 9
Customer relationship management (CRM),

126
Cybercriminals, 308

D
Data acquisition, 365
Data analytics, 21–22
Data-based similarity

applications-based similarity, 210–211
behavior similarity, 209–210
network similarity, 210
profile similarity, 209

Data cleaning, 43–44
Data collection, 281
Data Distribution Service (DDS), 220
Data mining, 3, 355
Deep learning approach, 162
Denial-of-service attack, 223
Density-based methods, 45
Desktop application, 127
Diabetes

factors, 261–262
monitoring agent, 264
patient model, 264
therapeutic model, 263

Dictionary attack, 223
Digital marketing, 323, 417
Directed acyclic graphs (DAGs), 159
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Distance-based methods, 45
Distance education, 175–177
Distance learning/distance education,

169
Distance learning network, 170
Domain-specific modelling language (DSML),

232
Donation information, 198
Driverless Metro, 255
Driverless Transport in Dubai, 255
Dynamic counting algorithm, 369

E
Eavesdropping attack, 222
eBay Corporation, 421
Ebbu2017 Phishing Dataset, 314
Ebola, 398, 399
E-commerce, 12, 58–70

activities, 74
advantages, 74
definition, 74
GA (see Google Analytics (GA))
landscape, 78
market trends, 74
online platform, 82–83
online transactions, 74
sales, 83, 85
technologies, 80
tracking, 74
websites, 3, 79, 80

Economic competitiveness, 171
Education, 167–168
Educational platforms, 169
Educational reform, 172–173
E-learning

distance learning network, 170
effective investment, 178
global economic progress, 168
human competencies, 168
human development and economic

integration, 170–174
importance, 168
manual selection of knowledge, 169
regulations concerning conducting classes,

169
role, 168
UNITWIN, 169–170
University of Continuing Education,

175–176
University of Oran1 Ahmed Ben Bella,

178
Electronic content, 342

Electronic customer relationship (E-CRM),
380, 382

conceptual foundation of, 385–386
customer loyalty, 389
customer service benefit, 389
implementation stages, 386
importance of, 388
Jumia store, Algeria

Crazy Eggs, 392
for market research, 391
tag icon, 392

Electronic tax collection services, 254
Element set extraction, 355
Emotional literacy, 172
End user data access, 26
Enhanced Ecommerce, 77
Enhanced vocational education and training,

170
Ensemble-based methods, 45
E-payment

e-tourism, 336
system, 336

Epidemic model, 149–150
E-tourism, 336

attractive website, 338
characteristics, 337
defined, 337
and e-payment technique, 339, 340
website promoting, 337–338

Evaluation metrics, 108
Experiential marketing, 417
External links, 94

F
Facebook, 116, 203, 232, 385, 397
Facebook Insights, 188
Facebook Pixel, 18
Falsification, 357
Feed-backward NN (FBNN), 361
Feedforward NN (FFNN), 361
Financial fraud, 357
Financial market, 282
Financial Stability Committee, 277
Financial time series, 354, 356, 357
Firms’ human resource management policies,

174
Fitbit, 248
Flickr, 116
Fraud detection, 354, 356, 358, 359
Freshness, 218
Fundamental business models, 80
Fuzzy logic techniques, 261
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G
Gains from trade, 74
Gantt charts, 125
Gateway node bypassing attack, 223
The General Data Protection Regulation, 88
Genetic algorithm (GA), 159, 183
ggplot2 package, 346, 347
Globalization, 183
Global outlier, 44
Global Positioning System (GPS), 427
GNTB, 344
Goal-oriented requirements engineering

(GORE) method, 232
Google, 248, 322
Google Analytics (GA), 17, 59–60, 322, 383

advantages, 77–78
customer’s journey tracking, 77
data, 76, 77, 86, 89
data collection and analysis, 77
decision-making, 78
de-facto standard web analytics tool, 89
digital giant Google, 77
e-commerce sales, 75, 76
essential metrics tracking, 74
feedback providing, 77
free online service, 76
objectives, 77
robust solution, 89
sales and marketing activities, 78
utilisation, 78
website performance tracking, 74

Google Insights, 187–188
Google Play, 83, 267
Google processes data, 231
Google products, 78
Google Search, 83–86

access to information, 83
annual commission/licensing revenue, 83,

84
data collection, 83
data targeting advertising revenue, 83
online platforms, 83–86
ROI, 83

Google Tag Manager, 17
Google Trends, 187–188, 344

Algeria tourism
automatic statistical tests, 348, 350
bar plot of interest by region, 346, 347
creation of the new time series including

the 365 days of predictions, 348,
350

execution code, 345
interest by geographic location, 346
interest by region for Timimoun, 347

loaded packages, 345
making predictions, 350
necessary cleaning data, 347, 348
organization of the extracted data, 346
plot of interest by region time series,

347
plot of interest in FR region, 348
plot of original data and model and

forecast, 350
by regions, 346
trend, weekly seasonality, and yearly

seasonality, 351
GPRS Shelter System in Munich, 257
Graph-based methods, 45
Gross merchandise value (GMV), 83
Group profiles, 6
gtrendsR, 344, 345, 352
GuinRank, 322, 326–329

H
HAC-Rank algorithm, 159
Hemophilia, 189
Histogram-Based Outlier Score (HBOS), 46
Hotjar, 67–68
Household, 86
Household risk centrality, 275
HR system and SNA, 123–124
HTMLPhish, 312
Human capital, 167
Human Development Reports, 173
Human resources management, 173–174
Hybrid approaches, 79
Hybrid online platforms, 88
Hypertext Transfer Protocol (HTTP), 381

I
IBM, 248
IBM’s Globalization Team, 171
Impersonation attack, 223
Implementation phase, 266
Improved Hybrid Rank algorithm, 151
Independent cascade model (ICM), 148, 149
Individualism, 5
Individuality, 6
Inductive approach, 244
Infectious diseases, 398–399
Influence diffusion, 148
Influence maximization, 158–161
Influential spreader models, 151–157
Information and communication technologies

(ICT), 179, 335
Information retrieval systems, 102
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Insider attack, 223
Instagram, 116, 203
Instructional period, 172
Integrated electronic content, 338
Integrative procedures, 24
Integrity, 218
Intel, 248
Intelligent movement (SMART MOBILITY),

249
Intelligent transport components, 251–253
Intelligent transport systems, 251, 252
Internal and external marketing efforts

tracking, 77
International tourism markets, 337
International Union of Catholic Universities

(IUCN), 170
Internet, 8

buyers, 86
and digital technology, 74

Internet of Things (IoTs), 295
Amazon, 247–248
Apple, 248
areas of use, 247
AT&T, 248
Cisco, 248
Comcast, 248
components, 245–246
definition, 245
Fitbit, 248
Google, 248
IBM, 248
importance of, 247
Intel, 248
Microsoft, 248
security of

authentication protocols, 224–228
battery life extension, 221
Denial-of-service attack, 223
dictionary attack, 223
eavesdropping attack, 222
gateway node bypassing attack,

223
heterogeneity, 222
impersonation attack, 223
insider attack, 223
IoT layer, 219–220
man-in-the-middle attack, 223
node compromise attack, 223
offline guessing attack, 223
parallel session attack, 223
password-change attack, 223
replay attack, 222
security services, 218
security technologies, 222

standards, 222
stolen smart device attack, 223

Smart Transport, 249–250
statistics, 249
T-Mobile, 248

Internet of transport, 250–255
Interventionist programs, 173
IoT protocols

AMQP, 220
DDS, 220
IoT-to-Fog, 220–221

IoT-to-Fog, 220–221
Isolation Forest (iForest), 46
Item share propagation method (ISpLR),

426

J
Jaccard similarity, 205–206
Jaro-Winkler similarity, 206
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