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Chapter 2
How and Why Our Mind Wanders?

Guillaume Pepin and Alex Lafont

 Introduction

What is “to think?” One book will not be enough to grasp what is thinking in its 
tremendous complexity. “To think” means considering, evaluating. For some, with-
out thinking the world would not really exist. Plato defined thinking as “the internal 
speech that soul silently has with itself.” Thinking might therefore be compared to 
an ability, proceeding outside human consciousness allowing him to consider situa-
tions to reach satisfactory decisions.

What is “wandering?” It is the action carried out by the wanderer which is unpre-
dictable and in a constant evolution. In its “metaphysical meditations,” the French 
philosopher René Descartes said: “My mind is a wanderer which enjoyed to lose 
itself and suffer from being stuck inside the limits of truth.” In its innocent defini-
tion, the wandering thought would therefore be pleasant and contrast to a limited, 
suffering maker reality. Descartes saw the mind as an entity with a full part exis-
tence and a proper willingness, able to disconnect from the outside reality.

Mind-wandering (MW) is therefore a state in which our thoughts are in a con-
stant and unpredictable motion. It is an ability of our mind to switch from external 
to internal focus allowing us to temporarily free from the boundaries of the outside 
world. However, during MW, reading comprehension is impaired (Schooler, 2004; 
Was et al., 2019), and performances tend to drop down during a whole set of tasks 
(Smallwood & Schooler, 2006; Smallwood & O’Connor, 2011). Therefore, what is 
the point of these moments? What does it cost us and why is this sometimes benefi-
cial to temporarily escape from the outside world? Additionally, why is this so dif-
ficult to prevent the wandering of our mind? To provide the beginnings of an answer 
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to these questions, it is important to understand the concept of attention. In the next 
part, we will introduce different definitions and models of what is human attention.

 Models of Attention

Attention is an ability of animals allowing them to prioritize or organize the research 
of information. Our attention guides us in a whole set of daily activities allowing us 
to dynamically interact with our environment. Because attention is not a simple 
concept, many studies have tried to explain how attention operates. Different theo-
retical models have therefore tried to conceptualize mechanisms underpinning the 
experimental results obtained in these studies and presented in the scientific litera-
ture over the years. In the 1960s, first researchers who studied this topic thought that 
attention might have a filtering function.

 Is Attention a Filter?

Historically, part of the earliest models of attention sought to explain this phenom-
enon by imagining attention as an early sensory filter of information processing 
(Broadbent, 1958). A stimulus (e.g., sound) that is not of primary interest would be 
filtered to allow better processing of the relevant information. The processing would 
therefore be dedicated to the expected information. But the “cocktail party” effect 
moderates this binary vision. Let’s imagine a mundane situation in which many 
people are in a room and chatting with each other. If we are focused on what a per-
son at the other end of the room is saying, it is likely that we will process the words 
and thus understand the content of the speech rather than those from another discus-
sion at the other end of the room. However, if one of the people in the crowd pro-
nounces our first or last name, this particular word should, according to the 
Broadbent’s model, be filtered, which will not be the case here. We were listening 
to our partner and focused on the discussion and not to our name that suddenly 
popped. Yet, we managed to hear precisely that element. This illustrates that the 
processed information are not always the expected ones, but those which are rele-
vant to the individual. The processing of relevant stimuli is therefore not compatible 
with the model of Broadbent (1958). Several updates to this model have been pro-
posed to respond to this problem by suggesting a later sensory filter. Treisman’s 
(1969) model postulates that unexpected information is not completely filtered, but 
rather attenuated.
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 Is Attention a Pool?

According to Kahneman’s model, the performance obtained following the success 
of a cognitive task depends on three factors: the amount of cognitive resources 
required to complete the task, the amount of available resources, and the way 
resources are distributed (Kahneman, 1973). The amount of resources required to 
complete a task generates a cognitive load which varies with the type and the diffi-
culty of the task. The amount of resources available does not only depend on the 
individual’s capacity for the task but also on the individual’s characteristics (age, 
fatigue, etc.). Finally, the resource distribution system ensures the selection of the 
relevant information. Cognitive load can therefore increase when resources have to 
be mobilized or redirected (de Waard, 1996). According to this model, it is impos-
sible to supplement additional tasks under penalty of seeing performance collapse 
or people disengage from the primary task.

However, it appears impossible, under certain conditions, to simultaneously pro-
cess several information when it is sometimes impossible to perform an additional 
task despite the availability of resources. It is, for example, difficult to hold a banal 
conversation while carrying out mental calculations, even very simple ones. These 
two tasks theoretically do not exceed the capacities limitation of the individual, but 
individuals rather finish the conversation before calculating instead of doing it 
simultaneously. How can we explain this? How can we reconcile the constraints 
emanating from experimental research with these theoretical models of attention?

With these contradictions in mind, an update of Kahneman’s (1973) model has 
been developed by Wickens (2002). In this revised model, attentional resources are 
not all the same but would have specific characteristics. These resources would be 
divided into a system made up of several pools. This multiple attentional resource 
model describes different types of resources that may be missing when two tasks 
requiring the same type of resource are performed in parallel. This model helps us 
to understand the mechanisms behind our difficulties in simultaneously writing or 
reading a text while having a discussion. Verbal attentional resources compete 
between these two tasks. To be efficient, we must prioritize them and perform these 
two tasks one after the other. Wickens’ model works very well for almost all our 
daily actions. Nevertheless, this model, in which attention is a pool and resources 
are limited, only describes situations of overload. Indeed, this model correctly pre-
dicts the performances obtained when the task is too difficult to handle. However, 
what about situations where individuals have to perform a very simple task? In the 
previous model, there is no mention of underload situations which are also respon-
sible for the drop in performance (Endsley & Kiris, 1995). In those cases, a large 
amount of attentional resources should be available, which would thus allow ade-
quate or even better performance for the tasks proposed. Surprisingly, this is not 
what happens most of the time. Once again, it appears necessary to update this 
model of multiple resources in order to include cognitive underload situations and 
better reflect reality.
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Manipulating attentional resources would have a cost (de Waard, 1996). Not hav-
ing to handle too many resources for a task that does not require them would help 
individuals to save resources. In this model, it is the size of the reservoir itself which 
varies according to the characteristics of the task (Young & Stanton, 2002). The 
pool might shrink to roughly adapt to the cost of a task. Best performance for tasks 
would be achieved when all of the operator’s resources are engaged (Lavie, 2010). 
This is why residual capacities can sometimes disrupt the fluidity in processing by 
directing resources to other operations, which interfere with the smooth running of 
the main task. The attentional pool adaptation to the demand of the current task will 
be done to a certain extent. Indeed, the attentional reservoir will not be able to fully 
compress or expand infinitely. If that were the case, we would have no trouble think-
ing about nothing for several minutes. It is very difficult for us to blank our mind 
even for 20 seconds. There is always a certain amount of available resources which, 
when the demand for the task is low enough, will be used by redirecting them 
toward personal thoughts or reflections. This is why the mind-wandering state fits 
within the framework of this model of malleable resources. Indeed, we often switch 
from external outputs to our internal world when cognitive demand is low in order 
to prevent underload and boredom.

 Is Attention a Set of Cerebral Networks?

More or less recent researches have revealed that attention is biologically under-
pinned by a set of brain structures and networks. Together, these networks make 
possible our ability to process and prioritize the relevant information and allow us 
to organize our daily life. Specific networks are involved in processing external 
information, whereas others are dedicated to escape the here and now and sustain 
the mind-wandering state. The activity of certain networks could therefore provide 
information on the location of the individual’s attentional focus and the degree of 
attention paid to the current task.

With aim of saving energy and being as efficient as possible, the brain does not 
have a lawless architecture. Besides being easily divided into several areas (e.g., 
frontal, parietal, temporal, or occipital lobes), each of brain regions has inner sub-
structures and underpins specific cognitive and/or sensory processes. Visual infor-
mation processing is located within the occipital lobe, whereas auditory processing 
mainly depends on the temporal lobe (see Fig.  2.1). Advances in neuroimaging 
recently provided a great avenue to deeply investigate the brain. At the same time, 
understanding how the brain regions communicate together has become increas-
ingly obvious as everything we are experiencing in our daily life is dynamic. This 
conceptually gave birth to the idea of brain networks. By following this rationale, 
researchers have clearly demonstrated that distinct networks exist. Those networks 
would be more or less complex and might share same brain structures. Once again, 
technical advances, especially in functional magnetic resonance imaging (fMRI), 
allowed emphasizing several tangled networks. However, each network has a 
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Fig. 2.1 Schematic sectional of the brain representing various areas responsible for sensorial 
processing

specific structure made up of substructures or brain areas. Those substructures are, 
most of the time, dedicated to the achievement of specific actions such as transmit-
ting, processing, computing, and integrating electrical information. Subsequently, 
we will briefly describe two networks which are in charge of attentional processing: 
the dorsal attentional network (DAN) and the ventral attentional network (VAN). 
Afterward, we will discuss about the default mode network (DMN) which has been 
discovered more recently.

According to Corbetta and colleagues, there would be two distinct networks 
underpinning different needs in terms of attentional capacity (Corbetta & Shulman, 
2002). First, the DAN is an attentional network mainly devoted to top-down pro-
cesses, namely, goal-oriented. Together, the structures that comprise the DAN have 
a top-down influence on visual attention. That network has close ties with the VAN 
which is responsible for bottom-up processes with attention. The VAN also allows 
computing and weighting some information which come from sensory organs. This 
network is weakly activated during the top-down processing from DAN in order to 
keep the attentional focus on goals and the short-term visual memory and not to be 
distracted with irrelevant stimuli. By contrast, when goal-relevant stimuli suddenly 
pop, the activity of the VAN would increase which, in turn, would allow integrating 
new information. Therefore, the VAN is mainly devoted to the control of the atten-
tional focus which is guided by sensory organs in order to orient the attention toward 
salient stimuli (Carretié et al., 2013). For an illustration of how these networks are 
distributed in the brain, see Fig. 2.2.

The DMN is not in charge of controlling or orienting attention. It is a particular 
network that has to be particularly considered when studying mind-wandering and 
more broadly inattention. This network underlies several aspects of cognition 
(Spreng, 2012) involved in semantic processing or information retrieval from 
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Fig. 2.2 Schematic sectional showing how attentional networks are disseminated in the brain

episodic memory (Rugg & Vilberg, 2013). This default network is more activated 
during resting states, when we think of ourselves (D’Argembeau et al., 2005; Kelley 
et al., 2002), when we plan personal events (Spreng et al., 2010), when we have 
emotional reflections (Engen, 2017), or when we imagine future or past events 
(Schacter et al., 2007). Neuroscience has provided tremendous proofs of the exis-
tence of such a network, and some authors have highlighted a high number of sub-
structures composing it (e.g., Greicius et al., 2003; Raichle et al., 2001).

Default mode network is not only activated during the vagrancy of thought 
(Stawarczyk et  al., 2011) or when we think of something that is of personal 
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importance (Gusnard et al., 2001), but its activation is found to be anticorrelated 
with that of the brain regions recruited during external sensory processing (e.g., 
primary visual and auditory cortex as emphasized by Smallwood et al., 2008). Thus, 
when we think about something else, the activity decreases in regions of the occipi-
tal cortex involved in perceptual processing (Gorgolewski et al., 2014). This means 
that we cannot process information from the outside world and stay focus on our 
thoughts at the same time. This may seem obvious to anyone who has experienced 
mind-wandering. However, this is a neurological proof of how our attention works 
and it sustains models of attention (Kahneman, 1973; Wickens, 2002). The activity 
of the DMN is thus roughly the opposite to that of the networks responsible for 
sensory processing, and this network turns out to be independent of the attention 
ones (Fox et  al., 2005). Strong activation of DMN when individuals report day-
dreaming makes this structure particularly relevant for studying mind-wandering 
(Christoff et al., 2009; Greicius et al., 2003; Stawarczyk et al., 2011). In addition, 
the thickness of the regions related to the medial prefrontal cortex and the anterior 
cingulate cortex, structures belonging to the DMN, would be correlated with the 
occurrence of MW in individuals (Bernhardt et al., 2014).

 What Is Attention?

In summary, these models show that attention is a complex function. Our attentional 
capacities are limited and attention can be depicted as a pool containing limited 
resources. These resources can be differently consumed depending on the character-
istics of the current task. This is why it is difficult to write a message while holding 
an oral conversation, these two actions mobilizing the same type of resources (e.g., 
verbal). In addition, it appears that we are not able to react similarly to a sudden 
event regardless of how much demanding the task we are doing is. Indeed, the 
capacity of the attentional pool roughly adapt to the demand of the task performed. 
Nevertheless, the way we adapt to large variations in the task demand might impact 
our level of alertness and commitment, which would also be costly in terms of 
resources and could generate fatigue. In the context of learning, these characteristics 
must therefore be taken into account. Learning must be moderate over time and not 
deplete the attentional resources of individuals too quickly. Its difficulty must also 
be adapted and not present too great variations at the risk of seeing individuals dis-
engage from the task.

Moreover, attention is underpinned by a set of brain structures that are activated 
preferentially according to what the individual is doing. These complex structures 
allow quickly processing expected and unexpected information permitting us to 
properly interact with our environment. Attention would act as filter by deleting 
information that is not relevant to the individual. In the case of learning, the environ-
ment is important. In a noisy setting, it is harder to stay focus because our attention 
would have trouble filtering all the irrelevant stimuli. This would also generate 
fatigue. We started to explain the mind-wandering state by showing that it is 
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underpinned by a set of different brain structures. In the next section, we will pay 
attention to what exactly is mind-wandering, what its daily characteristics are, and 
how to deal with it.

 Mind-Wandering

Mind-wandering (MW) is defined as a shift in the content of thoughts away from the 
ongoing task toward self-generated thoughts and feelings also known as task- 
unrelated thoughts (TUTs). This definition, close to the one formulated by 
Smallwood and Schooler (2015), addresses the problem of attentional shift as well 
as its persistence known as perceptual decoupling. Perceptual decoupling corre-
sponds to the capacity of the human mind to disconnect our attention from our 
perceptions, allowing thoughts and feelings to become the fundamental and central 
elements of conscious thought (Schooler et  al., 2011). Therefore, there are two 
phases in the MW state: a first shift of attention from the outside world to personal 
thoughts and the maintenance of attention on the train of thought to protect the 
internal experience also known as perceptual decoupling.

 In Everyday Life

Mind-wandering is a common phenomenon that everyone experiences on a daily 
basis. However, it is difficult to accurately estimate the probability of occurrence of 
this state. Firstly, individuals are not equal when facing MW; some experience it 
very often every day and others very little. MW tends to be more present in young 
people and children than in the elderly ones, but it seems that there is no difference 
between men and women (Burdett et  al., 2017; Giambra, 1989, 1993). Fatigue, 
alcohol consumption, and psychotropic substances are likely to promote the emer-
gence of this state (Kane et al., 2007; Sayette et al., 2009). In case we might doubt 
that MW arises in the cerebrum, it is also possible for a given time period to artifi-
cially increase or reduce the emergence of MW by stimulating areas in the brain 
(Axelrod et al., 2015; Kajimura & Nomura, 2015), and the thickness of areas are 
likely to predict the emergence of MW (Bernhardt et  al., 2014). Moreover, the 
working memory capacity is likely to modulate the sensitivity of individuals to this 
state by increasing or decreasing the occurrence of MW depending on the kind of 
task people are asked to do (Kane et al., 2007; Levinson et al., 2012; Rummel & 
Boywitt, 2014; Pepin, 2018). Moreover, the mindfulness trait of an individual could 
lead to different level of MW: mindful people tends to have fewer TUTs in both 
demanding and undemanding tasks (Ju & Lien, 2018). Thus, we might not be equal 
when facing MW. Considering learning, some students may be susceptible to be 
more often inattentive because of their cerebral and personal characteristics, while 
others may have no trouble being focused for hours.
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Characteristics of the current activity are also important to apprehend the occur-
rence of MW. A cognitively inexpensive task, whether it is straightforwardly easy, 
a repetitive task, or a familiar one, will generate more inattention than a more com-
plex one which will require engagement and concentration (He et al., 2011; Kam 
et al., 2014; Dehais et al., 2020). For example, when driving a car, the emergence of 
MW increases with the practice of the activity (Yanko & Spalek, 2013) and more 
generally with the level of expertise (Cunningham et al., 2000; Smallwood et al., 
2004). This could explain why a known journey (e.g., home-to-work travel) is likely 
to be more dangerous for the driver than a new one (Burdett et al., 2017; Yanko & 
Spalek, 2013).

It is difficult to be precise when quantifying the percentage of time we spend 
thinking about something else than our main activity. The occurrence of MW has 
been probed with different daily tasks such as a memory, reflection, reading, etc. 
Results obtained range from 25% (Kane et  al., 2007; Spronken et  al., 2016; 
Stawarczyk et al., 2013) to 40% (Yanko & Spalek, 2014), 45% (Ottaviani et al., 
2013), and 47% (Killingsworth & Gilbert, 2010) up to more than 50% of the time 
(Kam & Handy, 2014). These differences can arise, as we have seen, from hetero-
geneous populations, heterogeneous experimental paradigms, different tasks, or 
even from different definitions given to MW. So, how can we properly estimate and 
limit the chances of mistaking the presence of MW? The only study that did not 
offer an ancillary task, but tried to measure the occurrence of MW in all of daily life 
tasks, is the one conducted by Killingsworth and Gilbert (2010). Several times a 
day, 2250 people from dozens of different countries (although 74% of the respon-
dents were American) were sporadically stopped during their daily life and asked to 
report what they were doing. In details, they were instructed to assess the orienta-
tion of their thoughts (i.e., focused on the outside vs. internal world) and their time- 
related and emotional content (i.e., past vs. present vs. future-oriented and neutral 
vs. negative vs. positive). People reported that their attention was focused on some-
thing else than what they were currently doing for 46.9% of the time. Surprisingly, 
this result varies little with the type of activity performed, and each activity is per-
formed with TUTs at least 30% of the time except making love (Killingsworth & 
Gilbert, 2010). This means that about half the time, individuals are not focused on 
their activity. By interrupting someone in his daily life, we have almost 50-50 
chance to find him thinking about something else than whatever he is currently 
doing. Although people are not equally affected by MW, results obtained in this 
study reflect how much this state is regular in our daily life and that it should not be 
left behind when studying learning processes. For example, people tend to have 
more TUTs over the duration of a lecture when viewed in video format, while those 
who viewed it live did not (Wammes & Smilek, 2017).

MW might make us break a glass or miss a step on the stairs and, at worst, make 
us have a serious car accident. So, why does our mind escape from reality so often 
while we know the dangerousness of inattention? This takeover of our attention, 
without permission, may therefore seem astonishing. However, MW is very present 
in everyday life. The evolutionary approach leads us to think that, if a characteristic 
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has endured up till now and has not disappeared yet, it is because of its benefits for 
the individual. MW might not be an exception.

 Benefits

Mind-wandering has many advantages. It helps us planning our lives by reminding 
us the appointment we had forgotten later in the day, resolving our daily problems, 
or building a shopping list during housework. Einstein even said: “Why is it I always 
have my best ideas while shaving?”. How many scientific, artistic, or political ideas 
emerged when people were cooking, driving, or even in the shower or to the toilet? 
Indeed, these activities tend to be the most automatically performed (Killingsworth 
& Gilbert, 2010). Without constraint on our cognition, our mind tends to freely stray 
(Andrews-Hanna et al., 2017). So, to the question “why does not the mind stay per-
fectly focused on the tasks being performed, even on the most routine?” The answer 
could simply be that our minds can indulge in it and that our complex brains are not 
programmed to leave free resources in the attentional pool. Indeed, each time that 
we do nothing or we are performing an easy task, our minds drift away to self- 
generated thoughts, even if we are not aware of it. Reversely, when our mind is busy 
but our body has nothing to do, we tend to perform automatic and physical task such 
as playing with a pen or pacing in the living room during a phone call.

During MW, our thoughts become both the direct focus of our attention and the 
center of our conscious experience (Schooler et al., 2011). This might allow us to be 
more creative after performing a short period of automatic task (Baird et al., 2012) 
or to be more efficient in solving a complex problem (Abadie et al., 2013). MW 
appears to act in the background of the mind while the individual performs a sec-
ondary task. MW status would also allow us to organize our lives without having to 
actively think about it by planning future events or trying to solve our personal 
problems (Mooneyham & Schooler, 2013; Smallwood & Schooler, 2015). The MW 
state would also underlie important functions without which our lives would be very 
different: the possibility of extracting ourselves from the here and now, imagining 
other places and moments (Nyberg et al., 2010), and even the ability to infer what 
others think or feel (Frith & Frith, 2005). Others postulate that MW is essential for 
all creative thinking, which is the basis of language and any form of complex cogni-
tion. MW is also an easy and fun way to get rid of stress and boredom (Corballis, 2015).

The mind-wandering state would therefore be useful for individuals by allowing 
them to be more creative, escaping from their immediate environment, imagining 
other places and moments, or solving personal problems. However, by directing our 
attention toward our thoughts or our personal problems, we disconnect from the 
external environment. In turn, it would impact the performance of the primary task 
and therefore, the harmful effects of MW would emerge.
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 Drawbacks

By drawing in attentional resources, MW leads to poor performance in a multitude 
of everyday tasks (Smallwood & Schooler, 2006). It turns out that MW impairs 
comprehension during silent or aloud reading tasks (McVay & Kane, 2012; Schooler, 
2004; Unsworth & McMillan, 2013). Driving a car requires collecting, processing, 
and encoding information. Obviously, given the risks of body injury, the risks of 
attentional dropout during MW are therefore even more damaging for drivers 
(Galera et al., 2012) as compared to silent reading.

MW would particularly degrade performance of tasks requiring supervision and 
immediate encoding of information (Ruby et al., 2013) which could be problemati-
cal in a learning context. This is also a reason why MW should be taken into account 
when studying learning processes so as to frame its effect as much as possible.

 A Halftone State

As previously described, our attention tends to drift away from the task we are cur-
rently doing to our personal thoughts leading to a higher risk of error. Unfortunately, 
the reasons that keep our attention away from the task at hand are quite mysterious. 
As we have said, MW has an evolving role in planning, organizing, and solving our 
personal problems (Buckner & Vincent, 2007; Smallwood et al., 2009; Smallwood 
& Schooler, 2006); attention would therefore be devoted to what is the most relevant 
to the individual at any given time (Randall et al., 2014). Consequently, attention 
may shift to personal thoughts only when we need it and when the situation allows 
it (e.g., when the task is simple and can be performed automatically/easily).

Considering the aforementioned models of attention and given the characteris-
tics of MW, it is likely that this state soaks individuals’ attentional resources to feed 
internal trains of thoughts. During a learning exercise, the individual experiencing 
MW would therefore be less able to focus on the task or the speaker; his resources 
are no longer allocated to the main task but used to fuel his thoughts (Baird et al., 
2011). He might think of what to do after class, how to relax, etc. The presence of 
MW might therefore cause learning difficulties because of the disconnection 
between attention and environment, what we previously described as perceptual 
decoupling.

 Perceptual Decoupling

MW is a two-step state. A first drift of attention far from the task we are doing fol-
lowed by the maintenance of attention protecting the new internal experience, called 
perceptual decoupling. Perceptual decoupling is a fundamental and essential 
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characteristic of MW. During this state, our attention is focused on our thoughts 
and/or our personal feelings. It corresponds to a disconnection of attention away 
from sensory inputs and perceptions (Schooler et al., 2011; Smallwood & Schooler, 
2015). As we saw in the previous section, perceptual decoupling is maintained by 
the activity of different brain structures and more specifically by the default mode 
network. Other evidence of perceptual decoupling can be found by examining corti-
cal activations of various areas in the brain. During MW, the brain activity in the 
cortical areas is reduced (Chaparro, 2015), meaning that information processing is 
more superficial when we direct our attention toward our thoughts as compared to 
the external world.

Perceptual decoupling reflects the dissociation between the individual and its 
immediate environment. In Treisman’s (1969) attentional model, attention is seen as 
a filter attenuating irrelevant information. Perceptual decoupling could perfectly 
match the features of this filter: when individual focuses its attention on their inter-
nal world, its thoughts become the most relevant element. Information from outside 
is therefore attenuated so as not to disturb the flow of thoughts. During this phenom-
enon, people’s visual exploration is reduced (He et al., 2011) and certain stimuli are 
ignored (Yanko & Spalek, 2014). This might be due to the deflection of resources to 
maintain the train of thoughts and the switch of activation between networks respon-
sible for active attention (DAN and VAN) and the default mode network. Perceptual 
decoupling is a first explanation for the performance decrease associated with MW 
(Smallwood & Schooler, 2006; Unsworth & McMillan, 2013). But this state is not 
a simple reorientation of attention; the thoughts that are simultaneously generated 
must be fed to exist and persist. This is also why we don’t have a lot of wandering 
thoughts while performing a difficult task; all the resources are allocated to succeed 
in the task. Otherwise, the lack of resources to perform the two tasks would generate 
errors and would get us out of MW by realizing that we are experiencing TUTs.

It turns out that characteristics of thoughts could be an essential factor in estimat-
ing their degree of disturbance, and part of the current research aims to explain these 
disparities. The content of our own thoughts refers to the message they generate. 
When we are in a certain state, in a negative mood, for instance, we will tend to 
think to different things compared with when we are in a more positive state. Our 
thoughts are as spontaneous as they can include a wide spectrum of features and 
content. The content regulation hypothesis carries the idea that the content of the 
thoughts and the experience lived by the individual will define the impact of this 
state on the performance of the task in progress (Andrews-Hanna et  al., 2013; 
Smallwood & Andrews-Hanna, 2013). When considering MW, it should be noted 
that not all types of thinking are the same. There is a multitude of different types of 
thinking, which could be classified according to many characteristics based on the 
content of thoughts (temporality, intentionality, emotional valence, consciousness, 
purpose of thoughts, etc.). The next section will focus on some factors used to clas-
sify thoughts.
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 To Classify Thoughts

 Temporality and Emotion

First of all, emotional content and temporal orientation of wandering thoughts are 
not random. Several researches made clear the existence of prospective and retro-
spective bias. These biases represent strong links between the temporality of 
thoughts and their emotional content (Smallwood & O’Connor, 2011). The prospec-
tive bias emphasizes that a majority of wandering thoughts are future-oriented 
(Berthié et al., 2015; Smallwood et al., 2009). This is explained by the fact that MW 
has a relevant function in planning and solving personal problems (Buckner & 
Vincent, 2007; Smallwood & Schooler, 2006). The proportion of future-oriented 
thoughts varies across studies, but seems to be around 50% of all TUTs (Baird et al., 
2011; Berthié et al., 2015). This means that, on average, one in two thoughts unre-
lated to what the individual is doing is directed to future events. We saw that people 
tend to think to something else than what they are currently doing for around half 
the time. This would mean that you have one chance out of four to interrupt some-
one during his task while he is thinking of something that has not happened yet.

The proportion of past-oriented thoughts is around 12%, while present-oriented 
thoughts represent around 30% (Baird et al., 2011). Thoughts without temporal ori-
entation would represent around 11% of thoughts (Smallwood & Schooler, 2015) 
and would be different from present-oriented thoughts (see Fig. 2.3). These might 
be philosophical thoughts or thinking about the spelling of a word, for example. 
Present-oriented thoughts are often amalgamated with the thoughts without 

Fig. 2.3 Diagram showing proportion of temporally oriented thoughts
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temporal focus which generates inaccuracies in the quantification of temporally ori-
ented thoughts. Generally, thoughts unrelated to the individual’s activity tend to be 
future-oriented and these thoughts tend to be positive (Ruby et al., 2013; Spronken 
et al., 2016).

 Intentionality and Consciousness

Among all thoughts unrelated to the task at hand are “spontaneous thoughts,” which 
supplant task-directed attention for unconscious and unintentional thoughts 
(Christoff, 2012). The group of “spontaneous thoughts” is not uniform and brings 
together, within it, the vagrancy of thought, daydreams, or even episodes of invol-
untary autobiographical recall. These thoughts are neither conscious (until the indi-
vidual realizes it) nor intentional. In contrast to these thoughts that spontaneously 
burst into the mind of the individual, intentional thoughts unrelated to the main 
activity have been described.

Immersing ourselves intentionally in task-unrelated thoughts assumes that we 
feel able of performing two tasks in parallel. We feel confident enough to allow us 
to disconnect from the environment. Intentionality seems to be an important factor 
for wandering thoughts categorization. Indeed, intentional TUTs would not be 
underpinned by the same cerebral substructures as thoughts arising spontaneously. 
Indeed, coupling the frontoparietal control network with the default network 
(Golchert et al., 2017) would generate separate states (Smith et al., 2006). These 
two states appear to result from a particular brain function, underlying separate 
cognitive processes that could be the source of different degrees of interference with 
learning. In the same way, conscious and unconscious task-unrelated thoughts 
would involve different brain regions (Smith et al., 2006) and might have different 
impact on people, drivers, for example (Pepin et al., 2018).

 Conclusion

At first glance, we might be tempted to put into perspective the harmful impact of 
mind-wandering during learning: it cannot be very dangerous to think of something 
else for a few moments. Actually, most of the time, MW has no negative impact. 
However, it can be problematic during certain activity such as driving or learning 
with various levels of negative effect and potential risk according to the task we are 
doing. We now know that MW impairs comprehension reading. Moreover, a more 
difficult task, as it is often observed during some learning stages, is associated with 
more MW (Soemer et al., 2019). By drawing into working memory resources, MW 
prevents the ability to refresh information from the outside world (Kam et al., 2014), 
and investigating the presence of MW during learning processes appears to be a 
significant issue.
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Investigating the characteristics of MW and its functioning appears as something 
exciting and primary to better understand performance in a large set of tasks. In the 
previous sections, we have seen that MW is a particular state since it is experienced 
by everyone on a daily basis. It has been shown that the degree of interference from 
MW would be different depending on the content of thoughts and the context in 
which it occurs. It turns out that not all thoughts seem to have the same degree of 
interference with the individual’s main activity. Thoughts related to the organization 
of our daily life could thus be more or less disturbing according to their emotional 
content (positive or negative) or their temporality. Mentally building a shopping list 
or thinking of not forgetting to pick up the kids from school might not have the same 
impact. In the same vein, for kids who tried engaging in learning processes, thinking 
about the yesterday test or the football game in the evening may not prevent learning 
in the same way. Moreover, we know that kids tend to experience more MW than 
the older one, raising even more the question of the role of this state for them.

A section of contemporary research seeks to dissect these characteristics to study 
the impact of these thoughts on humans, using tools such as electroencephalogra-
phy, eye tracking, heart rate analysis, etc. In the future, perhaps we will be able to 
facilitate learning by orienting its content so as to limit its presence or even prevent 
MW during learning phases so that kids and more broadly people will not suffer its 
harmful effects.
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