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Preface

This volume is dedicated to Vadim Yankov (Jankov'), the Russian logician, historian
and philosopher of mathematics and political activist who was prosecuted in the
former USSR.

In 1964, he defended his dissertation Finite implicative structures and realizability
of formulas of propositional logic under the supervision of A. A. Markov. In the
1960s, Yankov published nine papers dedicated to non-classical propositional logics,
predominantly to intermediate logics. Even today, these publications—more than
fifty years later—still hold their place among the most quotable papers in logic.
The reason for this is very simple: not only Yankov obtained significant results in
propositional logic, but he also developed a machinery that has been successfully
used to obtain new results up until our days.

Yankov studied the class of all intermediate logics, as well as some particular
intermediate logic. He proved that the class of all intermediate logic ExtInt is not
denumerable, and that there are intermediate logics lacking the finite model property,
and he had exhibited such a logic. In addition, he proved that ExtInt contains infinite
strongly ascending, strongly descending and independent (relative to set inclusion)
subclasses of logics, each of which is defined by a formula on just two variables.
Thus, it became apparent that ExtInt as a lattice has a quite a complex structure.

In 1953, G. Rose gave a negative answer to a hypothesis that the logic of realiz-
ability, introduced by S. Kleene in an attempt to give precise intuitionistic semantics
to Int, does not coincide with Int. In 1963, Yankov constructed the infinite series of
realizable formulas not belonging to Int.

In his 1968 paper, Yankov studied the logic of the weak law of excluded middle,
and the logic defined relative to Int by a single axiom —p Vv ——p. Nowadays, this
logic is often referred to as a Yankov (or Jankov) logic. In particular, Yankov has
discovered that this logic has a very special place in ExtInt: it is the largest logic,

! In Russian, the last name is fuxos. In the translations of papers of the 1960s by the American
Mathematical Society, the last name was transliterated as “Jankov,” while in the later translations,
the last name is transliterated as “Yankov,” which perhaps is more correct. In this volume, the reader
will see both spellings.
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a positive fragment of which coincides with the positive fragment of Int, while all
extensions of the Yankov logic have distinct positive fragments.

In his seminal 1969 paper, Yankov described in detail the machinery mentioned
above. The reader can find more on Yankov’s achievements in intermediate logics in
the exposition included in this volume.

However, not only Yankov’s results in studying intermediate logics are important.
His papers instigate the transition from matrix to algebraic semantics. Already in his
1963 papers, he started to use what is now known as Heyting or pseudo-Boolean
algebras. At the same time, H. Rasiowa and R. Sikorski’s book, The Mathematics
of Methamatematics, was published, in which the pseudo-Boolean algebras were
studied. Yankov made the Russian translation of this book (published in 1972), and
it greatly influenced the researchers in the former Soviet Union. Besides, Yankov
was one of the pioneers who studied not only intermediate logics—extensions of Int,
but also extensions of positive and minimal logics and their fragments. It would not
be an overstatement to say that Yankov is one of the most influential logicians of his
time.

At the end of the 1960s and in the 1970s, Yankov got more involved in the political
activities. In 1968, he joined other prominent mathematicians and co-signed the
famous letter of the 99 Soviet mathematicians addressed to the Ministry of Health
and the General Procurator of Moscow asking for the release of imprisoned Esenin-
Vol’pin. As a consequence, Yankov lost his job at the Moscow Institute of Physics
and Technology (MIPT), and most of the mathematicians who signed this letter faced
severe troubles.

Since 1972, he started to publish abroad, for instance, in the dissident journal
Kontinent, founded in 1974 by writer Vladimir Maximov that was printed in Paris
and focused on the politics of the Soviet Union. In issue 18, he published the article
“On the possible meaning of the Russian democratic movement.” In 1981-1982 he
wrote a “Letter to Russian workers on the Polish events,” on the history and goals
of the “Solidarity” trade union. Following these events, he was arrested in August
1982, and on January 21, 1983, the Moscow City Court sentenced him to four years in
prison and three years in exile for anti-Soviet agitation and propaganda. He served his
term in the Gulag labor camp, called “Dubravny Camp” in Mordovia, near Moscow,
and exile in Buryatia in south-central Siberia. He was released in January 1987 and
rehabilitated in 1991.

Despite his hard life in the Camp and the exile, Yankov started to study philosophy
and the classic Greek language. The second editor was impressed when he visited
him at home in Dolgoprudnyj, near Moscow, in 1990, and Yankov started to analyze
the syntax of a passage from Plato’s Parmenides in classic Greek. When he asked
him where he studied classical Greek so competently, he was stunned Yankov’s
unexpected answer: “In prison”!

Thus, Yankov’s philosophical concerns were shaped while he was imprisoned.
His first, possibly philosophical publication was printed abroad in issue 43 (1985)
of the journal Kontinent, entitled “Ethical-philosophical treatise,” where he outlines
his philosophical conception of existential history. A publication on the same theme
in Russia was made possible only ten years later, in the journal Voprosy Filosofii
(1998, 6).
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After Yankov’s acquaintance with the second editor’s Ph.D. Thesis, he agreed to
become a member of the Committee of Reviewers and then started to examine the
history of Greek mathematics systematically but from a specific logical point of view.
He was primarily concerned about the ontological aspects of Greek mathematical
theories and the relevant ontological theories in pre-Socratic philosophy. He stated
a hypothesis on the rise of mathematical proof in ancient Greece, which integrated
into the broader context of his inquiry of the pre-Socratic philosophy.

This volume is a minimal appreciation to a mathematician and scholar who
deserves our respect and admiration.

New York, USA Alex Citkin
Hagen, Germany Ioannis M. Vandoulakis
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Chapter 1 ®)
Short Autobiography oo

Vadim A. Yankov

My full name is Vadim Anatol’evich Yankov. I was born on February 1st 1935, in
Taganrog, Russia. During the Second World War, I was evacuated to Sverdlovsk.
In 1952, I enrolled in the Department of Philosophy of Moscow State University.
Faced with the “troubles” related to the ideologization in the humanities fields in
the Soviet time, in 1953 I decided to transfer to the Department of Mechanics and
Mathematics. In 1956, I was expelled from the University. The reasons given were my
sharp criticism of the Komsomol, participation in a complaint against the conditions
at the University students’ cafeteria, and publication of an independent students’
newspaper. Later, [ was accepted into the University’s distance remote program and
obtained my diploma in 1959.

Since 1958, I have been employed in the Programming Department at the Steklov
Institute of Mathematics (later, the Programming Department of the Institute of
Mathematics of the Siberian Branch of the USSR Academy of Sciences). I worked in
the research group developing one of the first programming languages, the ALPHA,
an extension of ALGOL. After my graduation in 1959, I became a post-graduate
student at the Department of Mathematics of the Moscow State University. Under
the supervision of Andrey Markov, I prepared my thesis “Finite implicative structures

Editors’ Note. In the book series “Outstanding Contributions to Logic” it is customary to include a
scientific autobiography of the person the volume is dedicated to. Unfortunately, V. A. Yankov is not
in a position to write his scientific autobiography, so we included a translation of his very brief and
formal autobiography written a long time ago for the human resources department, and translated
from Russian by Fiona Citkin. His scientific biography can be found in the overview papers by
Citkin, Indrzejczak, Denisova, and Vandoulakis, which have been included in this volume.

V. A. Yankov (X)
Volokolamskoe shosse 7a, apt.37, Moscow, Russia
e-mail: kirill_yankov@mail.ru

© Springer Nature Switzerland AG 2022 1
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2 V. A. Yankov

and realizability of formulas of propositional logic,”' for which I was awarded my
PhD Degree in 1964. Since 1963, I have been an Assistant Lecturer at the Moscow
Institute of Physics and Technology. In 1968, I was dismissed after co-signing the
letter of my colleagues addressed to the Ministry of Health and the General Procurator
of Moscow asking for the release of Aleksandr Esenin-Volpin.?

From 1968 to 1974, I worked as a Senior Lecturer at the Moscow Aviation Insti-
tute. Due to teaching overload during this period, my scientific achievement was
substantially reduced.’> Moreover, I was fired by the Institute’s administration for
my dissent views and discussions concerning the Soviet intervention in Czechoslo-
vakia in 1968. During 1974-1982 I worked at the Enterprise Resource Planning
Department of the Moscow Institute for Urban Economics.

From 1982 to 1987, I was imprisoned and exiled; the official reason for my arrest
was anti-Soviet propaganda found in my publications on Soviet politics in foreign
political journals.* During my confinement, I started studying Classic Greek by
comparing Thucydides’ works in the original and its Russian translation.

After my release in 1987, I worked in the Institute of Thermal Metallurgical Units
and Technologies “STALPROEKT” until 1991.

Since 1991, I have been an Associate Professor at the Department of Mathe-
matics, Logic and Intellectual Systems, Faculty of Theoretical and Applied and the
Department of Logical and Mathematical Foundations of Humanitarian Knowledge,
Institute of Linguistics of the Russian State University for the Humanities in Moscow.
During this period, my research interests shifted to philosophy, history of philosophy
and history of mathematics. I started lecturing regular courses on philosophy and the
history of philosophy at the Russian State University of the Humanities, delivered
a series of lectures in the Seminar of Philosophy of Mathematics of the Moscow

! Editors’ Note. In Plisko’s paper in this volume, the reader can find more information on Yankov’s
results in realizability.

2 Editors’ Note. The letter was signed by 99 prominent mathematicians. As a consequence, many of
them had been compelled to leave their positions in academia. For more details, see Fuchs D.B. “On
Soviet Mathematics of the 1950th and 1960th” in Golden Years of Soviet Mathematics, American
Mathematical Society, 2007, p. 221.

3 Editors’ Note. In the early 1960s, Yankov published a series of papers dedicated to propositional
logic, especially, intermediate propositional logics. In these papers he announced the results which
were further developed and published with proofs in 1968—1969 (cf. the complete list of papers at
the end of this volume). At this time, Yankov mentioned (in a letter to A. Citkin) that “the focus of my
research interests has been shifted.” More about Yankov’s contribution to the theory of intermediate
logics can be found in Citkin’s expository paper in this volume.

4 Editors’ Note. During this period, Yankov published abroad some papers in which he criticized
the Soviet regime. In November 1981 — January 1982 he published a “Letter to Russian workers
about the Polish events” in which he expressed his support to the Polish workers that struggled for
freedom. On the 9th of August 1982, when Yankov left his apartment to go to the office, he was
arrested. In January 1983, he was sentenced to four years in prison and three years of exile. During
the Perestroika, in January 1987, he was released, and then rehabilitated on the 30th of October
1991 from all charges against him.
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State University and published papers in the history of mathematics. This activity
culminated in the publication of my book Interpretation of Early Greek Philosophy
in2011.5
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Chapter 2 )
V. Yankov’s Contributions oo
to Propositional Logic

Alex Citkin

Abstract I give an exposition of the papers by Yankov published in the 1960s in
which he studied positive and some intermediate propositional logics, and where he
developed a technique that has successfully been used ever since.

Keywords Yankov’s formula + Characteristic formula - Intermediate logic -
Implicative lattice - Weak law of excluded middle + Yankov’s logic * Positive
logic - Logic of realizability + Heyting algebra

2020 Mathematics Subject Classification: Primary 03B55 - Secondary 06D20 -
06D75

2.1 Introduction

V. Yankov started his scientific career in early 1960s while writing his Ph.D. thesis
under A. A. Markov’s supervision. Yankov defended thesis “Finite implicative lat-
tices and realizability of the formulas of propositional logic” in 1964. In 1963, he
published three short papers Jankov (1963a,b, c) and later, in Jankov (1968a,b,c,d,
1969), he provided detailed proofs together with new results. All these papers are
primarily concerned with studying super-intuitionistic (or super-constructive, as he
called them) propositional logics, that is, logics extending the intuitionistic proposi-
tional logic Int. Throughout the present paper, the formulas are propositional formu-
las in the signature —, A, V, f, and as usual, —p denotes p — fand p < ¢ denotes
(p — q) N (@ — p);thelogics are the sets of formulas closed under the rules Modus
Ponens and substitution.

A. Citkin ()
Metropolitan Telecommunications, New York, USA
e-mail: acitkin@gmail.com

© Springer Nature Switzerland AG 2022 7
A. Citkin and I. M. Vandoulakis (eds.), V. A. Yankov on Non-Classical Logics, History

and Philosophy of Mathematics, Outstanding Contributions to Logic 24,
https://doi.org/10.1007/978-3-031-06843-0_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06843-0_2&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06843-0_2&domain=pdf
mailto:acitkin@gmail.com
 854
55210 a 854 55210 a
 
mailto:acitkin@gmail.com
https://doi.org/10.1007/978-3-031-06843-0_2
 -2047 61833 a -2047
61833 a
 
https://doi.org/10.1007/978-3-031-06843-0_2

8 A. Citkin

To put Yankov’s achievements in a historical context, we need to recall that Int
was introduced by Heyting (cf. Heyting 1930!), who defined it by a calculus denoted
by IPC as an attempt to construct a propositional logic addressing Brouwer’s critique
of the law of excluded middle and complying with intuitionistic requirements. Soon
after, Godel (cf. Godel 1932) observed that Int cannot be defined by any finite set
of finite logical matrices and that there is a strongly descending (relative to set-
inclusion) set of super-intuitionistic logics (si-logics for short); thus, the set of si-
logics is infinite. Godel also noted that IPC possesses the following property: for
any formulas A, B, if IPC F (A v B), then IPC = A, or IPC = B—the disjunction
property, which was later proved by Gentzen.

Even though Int cannot be defined by any finite set of finite matrices, it turned
out that it can be defined by an infinite set of finite matrices (cf. Jaskowski 1936),
in other words, Int enjoys the finite model property (f.m.p. for short). This led to a
conjecture that every si-logic enjoys the f.m.p., which entails that every si-calculus
is decidable.

At the time when Yankov started his research, there were three objectives in the
area of si-logics: (a) to find a logic that has semantics suitable from the intuitionistic
point of view, (b) to study the class of si-logics in more details, and (c) to construct
a convenient algebraic semantics.

By the early 1960s the original conjecture that Int is the only si-logic enjoying
the disjunction property and that the realizability semantics introduced by Kleene is
adequate for Int were refuted: in Kreisel and Putnam (1957), it was shown that the
logic of IPC endowed with axiom (—=p — (g V1)) — ((mp = q) V (=p — 1))
is strictly larger than Int, and in Rose (1953), a formula that is realizable but not
derivable in IPC was given. Using the technique developed by Yankov, Wroriski
proved that in fact, there are continuum many si-logics enjoying the disjunction
property (cf. Wronski 1973).

In Heyting (1941), Heyting suggested an algebraic semantics, and in 1940s, McK-
insey and Tarski introduced an algebraic semantics based on topology. In his Ph.D.
(Rieger 1949), which is not widely known even nowadays, Rieger essentially intro-
duced what is called a “Heyting algebra,” and in Rieger (1957), he constructed an
infinite set of formulas on one variable that are mutually non-equivalent in IPC. It
turned out (cf. Nishimura 1960) that every formula on one variable is equivalent in
IPC to one of Rieger’s formulas. We need to keep in mind that the book (Rasiowa and
Sikorski 1963) was published only in 1963. In 1972, this book had been translated
into Russian by Yankov, and it greatly influenced the studies in the area of si-logics.

By the 1960s, it also became apparent that the structure of the lattice of the si-
logics is more complex than expected: in Umezawa (1959) it has was observed that
the class of si-logics contains subsets of the order type of w®; in addition, it contains
infinite subsets consisting of incomparable relative to set-inclusion logics.

Generally speaking, there are two ways of defining a logic: semantically by logical
matrices or algebras, and syntactically, by calculus. In any case, it is natural to ask
whether two given logical matrices, or two given calculi define the same logic. More

! The first part was translated in Heyting (1998).
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precisely, is there an algorithm that, given two finite logical matrices decides whether
their logics coincide, and is there an algorithm that given two formulas A and B
decides whether calculi IPC 4+ A and IPC + B define the same logic? The positive
answer to the first problem was given in Lo$ (1949). But in Kuznetsov (1963), it was
established that in a general case (in the case when one of the logics can be not s.i.),
the problem of equivalence of two calculi is unsolvable. Note that if every si-logic
enjoys the f.m.p., then every si-calculus would be decidable and consequently, the
problem of equivalence of two calculi would be decidable as well.
In Jankov (1963a), Yankov considers four calculi:

(a) CPC =IPC + (—=—p — p)—the classical propositional calculus;

(b) KC = IPC + (=p v ——=p)—the calculus of the weak law of excluded middle
(nowadays the logic of KC is referred to as Yankov’s logic);

() BD2=IPC+ ((==pA(p—q)A(lg— p)— p)— q);

(d SmC=IPC+ (=pVv—=p)+((—pA(p—q Ag— p)— p)— q—the
logic of SmC is referred to as Smetanich’s logic and it can be also defined
by IPC+((p = q)V(g— 1)V —5s)

and he gives a criterion for a given formula to define it relative to IPC (cf. Sect.2.7). In
Jankov (1968a), Yankov studied the logic of KC, and he proved that it is the largest
si-logic having the same positive fragment as Int. Moreover, in Jankov (1968d),
Yankov showed that the positive logic, which is closely related to the logic of KC,
contains infinite sets of mutually non-equivalent, strongly descending, and strongly
ascending chains of formulas (cf. Sect.2.6).

Independently, a criterion that determines by a given formula A whether Int + A
defines Cl was found in Troelstra (1965). In Jankov (1968c¢), Yankov gave a proof of
this criterion as well as a proof of a similar criterion for Johansson’s logic (cf. Sect. 2.5).

In Jankov (1963b), Yankov constructed infinite sets of realizable formulas that
are not derivable in IPC and that are not derivable from each other. Moreover, he
presented the seven-element Heyting algebra in which all realizable formulas are
valid (cf. Sect.2.8).

Jankov (1963c) is perhaps the best-known Yankov’s paper, and it is one of the
most quoted papers even today. In this paper, Yankov established a close relation
between syntax and algebraic semantics: with every finite subdirectly irreducible
Heyting algebra A he associates a formula X ,—a characteristic formula of A, such
that for every formula B, the refutability of B in A (i.e. A = B) is equivalent to
IPC 4+ B  X,. Jankov (1963c) is a short paper and does not contain proofs. The
proofs and further results in this direction are given in Jankov (1969), and we discuss
them in Sect.2.3. Let us point out that characteristic formulas in a slightly different
form were independently discovered in de Jongh (1968).

Applying the developed machinery of characteristic formulas, Yankov proved (cf.
Jankov 1968b) that there are continuum many distinct si-logics, and that among them
there are logics lacking the f.m.p. Because the logic without the f.m.p. presented by
Yankov was not finitely axiomatizable, it left a hope that perhaps all si-calculi enjoy
the f.m.p. (this conjecture was refuted in Kuznetsov and Ger¢iu 1970.)

Let us start with the basic definitions used in Yankov’s papers.
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2.2 Classes of Logics and Their Respective Algebraic
Semantics

2.2.1 Calculi and Their Logics

Propositional formulas are formulas built in a regular way from a denumerable set
of propositional variables Var and connectives.

Consider the following six propositional calculi with axioms from the following
formulas:

p—>@—>p); (p—>@—>r)—>Up—>q —>(p—>r); )
(prAg)—>p; (pAg) —q; p—>(g—>(pAg)); ©
p—~(@Vvqg; gq—PVvgqg; (p—>r)—>{(g—>r)—>(pVvg) —r); D)
f— p. N)

they have inference rules Modus Ponens and substitution:

Calculus Connectives Axioms Description Logic
IPC —,A,V,f LCD,N intuitionistic Int
MPC -, AV, f LCD minimal or Johansson’s Min
PPC -, A,V LC,D positive Pos
IPC™ —>, A, f IC,N {—, A, f} — fragment of IPC Int™
MPC™  —, A, f IC {—, A, f} — fragment of MPC Min™
PPC™ -, A IC {—, A, } — fragment of PPC Pos™

If X C{—,A,V,f}, by a E-formula we understand a formula containing con-
nectives only from X and in virtue of the Separation Theorem (cf., e.g., Kleene 1952,
Theorem 49): for every X € {{—, A, V}, {—, A, f}, {—, A}}, if A is a C-formula
{—, A}-formula, IPC F A if and only if PPC I A or IPC™ -+ A, or PPC™ I A.

By a C-calculus we understand one of the six calculi under consideration, and a
C-logic is a logic of the C-calculus. Accordingly, C-formulas are formulas in the

c
signature of the C-calculus. For C-formulas A and B, by A - B we denote that
formula B is derivable in the respective C-calculus extended by axiom B; that is,

C+AFB.

The relation between PPC and MPC (or between PPC™ and MPC™) is a bit
more complex: for any formula {—, A, Vv, f}-formula A (or any {—, A, f}-formula
A), MPC I A (or MPC™ I A) if and only if PPC - A’ (or PPC™ = A’), where A’
is a formula obtained from A by replacing all occurrences of { with a propositional
variable not occurring in A (cf., e.g., Odintsov 2008, Chap. 2). In virtue of the
Separation Theorem, in the previous statement, PPC or PPC™ can be replaced with
IPC or IPC™, respectively.

Figure 2.1 shows the relations between the introduced logics: a double edge depicts
an extension of the logic without any extension of the language (e.g., Min C Int),
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while a single edge depicts an extension of the language but not of the class of
theorems (e.g., if A is a {—, A, —}-formula, then A € Intif and only if A € Int™).

Let us observe that ((p — —¢q) — (¢ — —p)) € Min™ € Min. Indeed, formula
(p—> (@ —r))— (g — (p—r)) can be derived from the axioms (I). Hence,
formula (p — (g — )) — (@ — (p — {)) is derivable too, that is, (p — —gq) —
(g — —p) is derivable in MPC™.

We use ExtInt, ExtMin, ExtPos, Extint™, ExtMin™, ExtPos™ to denote classes
of logics extending, respectively, Int, Min, Pos, Int™, Min™, and Pos™. Thus, Extint
is a class of all si-logics.

2.2.2 Algebraic Semantics

As pointed out in the Introduction, the first Yankov papers were written before the
book by Rasiowa and Sikorski (1963) was published, and the terminology used by
Yankov in his early papers was, as he himself admitted in Jankov (1968b), mis-
leading. What he then called an “implicative lattice™ he later called a “Brouwerian
algebra,” and then he finally settled with the term “pseudo-Boolean algebra”. We use
a commonly accepted terminology, which we clarify below.

2.2.2.1 Correspondences Between Logics and Classes of Algebras.

In a meet-semilattice A = (A; A) an element C is a complement of element a relative
to element b if C is the greatest element of A such that a A ¢ < b (e.g. Rasiowa
1974a). If a semilattice A for any elements @ and b contains a complement of a
relative to b, we say that A is a semilattice with relative pseudocomplementation,
and we denote the relative pseudocomplementation by —.

2 In some translations of the Yankov paper, this term was translated as “implicative structure” (e.g.
Jankov 1963a).
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Proposition 2.1 Suppose that A is a meet-semilattice and a, b, ¢ € A. Ifa — b and
a — Care defined in A, then a — (b A C) is defined as well and

a— (barc)=(@—>Db)Aa(a— c).

Proof Suppose that A is a meet-semilattice in which @ — b and a — c are defined.
We need to show that (& — b) A (@ — ) is the greatest element of A’ := {d € A |
and<bac}l

First, we observe that (a — b) A (a — ¢) € A”:

@a—byAaA(a—c)ra=(@ar(a—b)ar(@ar(@a—rc) <bac,

because by the assumption,a A (2 — b) <banda A (a— c) <c.
Next, we show that (a — b) A (2 — ¢) is the greatest element of A’. Indeed,
suppose that d € A’. Then, a A d < b A ¢ and consequently,

and<bandanrdc=c.
Hence, by the definition of relative pseudocomplementation,
d<a—bandd<a—c,

which means thatd < (a — b) A (a — ©).

By an implicative semilattice we understand an algebra (A; —, A, 1), where
(A; A) is a meet-semilattice with the greatest element 1 and — is a relative pseu-
docomplementation and accordingly, an algebra (A; —, A, V, 1) is an implicative
lattice if (A; AV, 1) is a lattice and (A; —, A, 1) is an implicative semilattice (cf.
Rasiowa 1974a). In implicative lattices, 0 denotes a constant (0-ary operation) that
is the smallest element.

The logics described in the previous section have the following algebraic seman-
tics:

Logic Signature Algebraic semantic Denotation
Pos™ {—, A, 1} implicative semilattices BS
Pos {—,A,V,1} implicative lattices BA

Min™ {—, A, f, 1} implicative semilattices with constant JS
Min  {—, A, V,f, 1} implicative semilattices with constant JA
Int™ {—,A,0,1}  bounded implicative semilattices HS
Int  {—, A, V,0, 1} bounded implicative lattices HA

Asusual,inJS and JA, welet—a = a — f, whilein HSand HA, —a = a — 0. Also,
we use the following denotations: £ := {Pos™, Pos, Min~, Min, Int™, Int} and
A = {BS,BA, JS, JA, HS, HA}. For each L € £, Mod(L) denotes the respective
class of algebras. By a C-algebra we shell understand an algebra in the signature
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Y U {1}, and we assume that X is always a signature of one of the six classes of
logics under consideration.

Every class from (A forms a variety. Moreover, HS and HA are subvarieties of,
respectively, JS and JA defined by the identity f — x = 1.

Remark 2.1 Letusobserve that BS is a variety of all Brouwerian semilattices, and it
was studied in detail in (cf. Kohler 1981); BA is a variety of all Brouwerian algebras
(cf. Galatos et al. 2007); JA is a variety of all Johansson’s algebras (j-algebras; cf.
Odintsov 2008); and HA is a variety of all Heyting or pseudo-Boolean algebras (cf.
Rasiowa and Sikorski 1963).

Let us recall the following properties of C-algebras.
Proposition 2.2 The following holds:

(a) every Brouwerian algebra forms a distributive lattice;

(b) every finite distributive lattice forms a Brouwerian algebra, and because it
always contains the least element, it forms a Heyting algebra as well;

(c) every finite BS-algebra forms a Brouwerian algebra.

(a) and (b) were observed in Rasiowa and Sikorski (1963) and Birkhoff (1948). (c)
follows from the observation that in any finite BS-algebra A, for any two elements
a,b e A avbcanbedefinedasameetof {Ccc A|a<c,b<c}.

As usual, given a formula A and a C-algebra, a map v : Var — A is called
a valuation in A, and v allows us to calculate a value of A in A by treating the
connectives as operations of A. If v(A) = 1 for all valuations, we say that A is valid
in A, in symbols, A = A. If for some valuation v, v(A) # 1, we say that A is refuted
in A, in symbols, A = A, in which case v is called a refuting valuation. For a class
of algebras K, K = A means that A is valid in every member of K. Given a class of
C-algebras K, Ky;, is a subclass of all finite members of K.

For every logic L € L, arespective class from A is denoted by Mod(L). A class of
models M of logic L forms an adequate algebraic semantics of L if for each formula
A, A € Lif and only if A is valid in all algebras from M.

Proposition 2.3 ForeveryL € L class Mod (L) forms an adequate algebraic seman-
tics. Moreover, each logic L € L enjoys the fm.p.; that is, A € L if and only if
MOd(L)f,‘n |= A.

Proof The proofs of adequacy can be found in Rasiowa (1974a). The f.m.p. for Int
follows from Jaskowski (1936). The f.m.p. for Int™, Pos, Pos™ follows from the
f.m.p. for Int and the Separation Theorem.

As we mentioned earlier, for any formula A, A € Min (or A € Min™) if and only if
A/ e Int(or A € Int™), where A/ is a formula obtained from A by replacing every
occurrence of f with a new variable p. Because Int (and Int™) enjoys the f.m.p., if
A ¢ Min (or A ¢ Min™), there is a finite Heyting algebra A refuting A/ (finite HS-
algebra refuting A/). If v is a refuting valuation, we can convert A into a JA-algebra
(or into a JS-algebra) by regarding A as a Brouwerian algebra (or a Brouwerian
semilattice) with § being v(A). It is clear that A is refuted in such a JA-algebra
(JS-algebra).
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2.2.2.2 Meet-Irreducible Elements

Let A = (A; A) be a meet-semilattice and a € A. Element a is called meet-
irreducible, if for every pair of elements b, c,a = b A Centails thata = bora = c.
And a is called meet-prime if @ < b A C entails that a = b or a = ¢. For formu-
las where A is a conjunction, instead of meet-irreducible or meet-prime we say
conjunctively-irreducible or conjunctively-prime.

If A is a semilattice, then elements a, b of A are comparableifa <borb < a,
otherwise these elements are incomparable. A set of mutually incomparable elements
is called an antichain. It is not hard to see that a meet of any finite set of elements is
equal to a meet of a finite subset of mutually incomparable elements.

It is clear that every meet-prime element is meet-irreducible. In the distributive
lattices, the converse holds as well.

The meet-irreducible elements play a role similar to that of prime numbers: every
positive natural number is a product of primes. As usual, if a is an element of a
semilattice, the representation a =a; A --- A @, of a as a meet of finitely many
meet-prime elements a;,i € [1, n] is called a finite decomposition of a. This finite
decomposition is irredundant if no factor can be omitted.

It is not hard to see that because the factors in a finite decomposition are meet-
irreducible, the decomposition is irredundant if and only if the elements of its factors
are mutually incomparable.

Proposition 2.4 In any semilattice, if element a has a finite decomposition, a has
a unique (up to an order of factors) irredundant finite decomposition. Thus, in finite
semilattices, every element has a unique irredundant finite decomposition.

Proof Indeed, if element a has two finite irredundant decompositions a = a; A
---Aa,anda=ajA---Aa),,thena;A---Aa, =8} A---Aa), and

@n---nay)—> @ A---na,) =1
Hence, for each j € [1, m],

(al/\~-~/\a,,)—>a}=1; thatis,(al/\--~/\a,,)§a/j.

Because 33 is meet-prime, aj/ € {ay,...,an}tandthus,{a},...,a,} < {a;,...,a,}.
By the same reason, {a;, ..., a,} C {a], ..., a),} and therefore,
{ar,...,a,} ={a),....a,}.

Proposition 2.5 (Jankov 1969). If a meet-semilattice A has a top element and all
its elements have a finite irredundant decomposition, then A forms a Brouwerian
semilattice.

Proof We need to define on semilattice A a relative pseudocomplement —. Because
every element of A has a finite irredundant decomposition, for any two elements
a, b € A one can consider their finite irredundant decompositionsa = a; A --- A @,
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andb =b; A--- AD,.Now, we candefinea — ¢, where Cis a meet-prime element,
and then extend this definition by letting

a—> (biA---Aby)=@—=>Db)A---A(@a— b,). 2.1

Proposition?2.1 ensures the correctness of such an extension.
Suppose € € Aiismeet-primeanda = a; A - - - A 8, is afinite irredundant decom-
position of a. Then we let

1, ifa; <cforsomei €[1,n];
a—Cc= .
C, otherwise.

Let us show that a — ¢ is a pseudocomplement of a relative to C, that is, we need
to show that @ — C is the greatest element of A’ := {d € A|aAd <Db}.
Indeed, if a; < c for some i € [1, n], then

lha=a=a A ---Aa, <@ <C,

and obviously, 1 is the greatest of A’.
Suppose now that a; ﬁ cforalli € [1, n]. In this case,a — C = C, itis clear that
anc<cf(.e,aeA), and we only need to verify thatd < ¢ forevery d € A’.
Indeed, suppose that a Ad <c; that is, aj A---Aa, Ad <c. Then, d <cC
because C is meet prime and a; ﬁ cforalli €[1,n].

Immediately from Propositions 2.5 and 2.2(c), we obtain the following statement.

Corollary 2.1 Every finite meet-semilattice A with a top element in which every
element has an irredundant finite decomposition forms a Brouwerian algebra. And
because A is finite and has a bottom element, A is a Heyting algebra.

2.2.3 Lattices Ded¢ and Lindc i)

C
On the set of all C-formulas, relation I~ is a quasiorder and hence, the relation

c def ¢ ¢
Ax~B <= AFBandBF A

is an equivalence relation. Moreover, the set of all C-formulas forms a semilattice

C
relative to connecting formulas with A. It is not hard to see that equivalence = is a
congruence and therefore, we can consider a quotient semilattice which is denoted
by Dedc.
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For each k > 0, we consider the set of all formulas on variables py, ..., pi. This
set formulas a semilattice relative to connecting two given formulas with A. It is not

hard to see that relation

C
ASB & L AaoB

is a congruence, and by Lindc x) we denote a quotient semilattice.

Theorem 2.1 (Jankov 1969) For any C and k > 0, semilattices Lindc x) and Ded¢
are distributive lattices.

Proof For C € {PPC, MPC, IPC}, it was observed in Rasiowa and Sikorski (1963).
If C € {PPC™, MPC™, IPC™}, by the Diego theorem (cf., e.g., Kohler 1981), lattice
Lindc ) is a finite implicative semilattice and, hence, a distributive lattice.
To convert Dedc into a lattice we need to define a meet. Given two formulas A
and B, we let
AV'B = (A= p)A((B'— p)— p),

where formula B’ is obtained from B by replacing the variables in such a way that
formulas A and B have no variables in common, and p is a variable not occurring
in formulas A and B’. If C € {PPC, MPC, IPC}, one can take

AV'B = AVDB.

A proof that Ded( is indeed a distributive lattice can be found in Jankov (1969).

Meet-prime and meet-irreducible elements in Lind ¢ ) and Ded are called con-
Junctively prime and conjunctively irreducible, and because these lattices are dis-
tributive, every conjunctively irreducible formula is conjunctively prime and vice
versa.

2.2.3.1 Congruences, Filters, Homomorphisms

Let us observe that every C-algebra A has a {—, A, 1}-reduct that is a Brouwerian
semilattice, and therefore, any congruence on A is at the same time a congruence on
its {—, A, 1}-reduct. It is remarkable that the converse is true too: every congruence
on a {—, A, 1}-reduct can be lifted to the algebra.

Any congruence on a C-algebra A is uniquely defined by theset1/6 := {a € A |
(a, 1) € 0}: indeed, it is not hard to see that (b, ¢) € 6 if and only if (b <> ¢, 1) € 6
(cf. Rasiowa 1974a). A set 1/6 forms a filter of A: a subset F C Aisafilterif1 € F
and a,a — b € F yields b € F. The set of all filters of C-algebra A is denoted by
FIt(A). It is not hard to see that a meet of an arbitrary system of filters is a filter and
hence, FIt(A) forms a complete lattice. A set-join of two filters does not need to be
a filter, but a join of any ascending chain of filters is a filter.

As we saw, every congruence is defined by a filter. The converse is true too: any
filter F of a C-algebra A defines a congruence
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(a,b) e < (@< b)eF.

Moreover, the map F — 6F is an isomorphism between complete lattices of filters
and complete lattice of congruences (cf. Rasiowa 1974a). Itis clear that any nontrivial
C-algebra has at least two filters: {1} and the set of all elements of the algebra. The
filter {1} is called trivial, and the filters that do not contain all the elements of the
algebra are called proper. In what follows, by A/F and a/F we understand A /0
and C/0F.

If A is a C-algebra and B C A is a subset of elements, there is the least filter
[B) of A containing B: [B) = ({F € FIt(A) | B C F}, and we write [a) instead
of [{a}). The reader can easily verify that for any element a of a C-algebra A,
[a)={beA]ax<b}

Immediately from the definitions of a filter and a homomorphism, the following
holds.

Proposition 2.6 Suppose that A and B are C-algebras and ¢ : A —> B is a homo-
morphism of A onto B. Then

(a) IfF is a filter of A, then ¢(F) is a filter of B,
(b) IfF is a filter of B, then ¢~ (F) is a filter of A.

A nontrivial algebra A is called subdirectly irreducible (s.i. for short) if the meet
of all nontrivial filters is a nontrivial filter; or, in terms of congruences, the meet
of all congruences that are distinct from the identity is distinct from the identity
congruence.

Because every element a of a C-algebra A defines a filter [a), the meet of all
nontrivial filters of A coincides with (){[a),a € A | a # 1} and consequently, A
is s.i. if and only if the set {a € A | @ # 1} contains the greatest element which is
referred to as a pretop element or an opremum and is denoted by my.

Let us observe that immediately from the definition of a pretop element, if My, is
a pretop element of a C-algebra A and F is a filter of A, then, my € F if and only if
F is nontrivial. In terms of homomorphism, this can be stated in the following way.

Proposition 2.7 Suppose that A is ans.i. C-algebraand ¢ : A —> B is a homomor-
phism of A into C-algebra B. Then ¢ is an isomorphism if and only if (mMy) # 1p.

The following simple proposition was observed in Jankov (1969) and it is very
important in what follows.

Proposition 2.8 Let A be a nontrivial C-algebra, a,b € A and a f b. Then, there
is a maximal (relative to C) filter F of A such that a € F and b ¢ F. Furthermore,
A/F is an s.i. C-algebra with b/F being the pretop element.

Proof First, let us observe that the condition a f b is equivalent to b ¢ [a). Thus,
F = {FeFlt(A) |laeF,b¢F} #02.

Next, we recall that the joins of ascending chains of filters are filters and therefore,
¥ enjoys the ascending chain condition. Thus, by the Zorn Lemma, ¥ contains a
maximal element.
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Let F be a maximal element of . We need to show that b/F is a pretop element
of A/F.

Because b ¢ F (cf. the definition of 7), we know that b/F # 14 F.

Let ¢ : A —> A/F be a natural homomorphism. By Proposition 2.6, for every
filter F’ of A/F, the preimage ¢! (F') is a filter of A. Because 1,FreF,

F=¢ '(ar) Co ' (F).

Hence, if F' 2 1, /F, then b € ¢! (F’) (because F is a maximal filter not containing
b), and consequently, b/F € F'. Thus, b/F is in every nontrivial filter of A/F, which
means that A/F is s.i. and that b/F is a pretop element of A/F.

Corollary 2.2 Suppose that A — B is a C-formula refuted in a C-algebra A. Then
there is an s.i. homomorphic image B of algebra A and a valuation v in B such that

V(A) =1 and v(B) = mg.

Proof Suppose that £ is a refuting valuation in A; that is, £(A — B) # 1. Let
£(A) =aand £&(B) = b. Then, a £ b and by Proposition 2.8, there is a filter F of A
such that a € F, b ¢ F and A/F is subdirectly irreducible with b/F being a pretop
element of A/F. Thus, one can take a natural homomorphism n : A — A/F and
letv=noé.

It is not hard to see that v is a desired refuting valuation.

Suppose that L is an extension of one of the logics from £ and A is a formula in
the signature of L. We say that a C-algebra A in the signature of L separates A from
L if all formulas from L are valid in A (i.e., A € Mod(L)), while formula A is not
valid in A, that is, if A =L and A [~ A.

Corollary 2.3 Suppose that L is a C-logic and A is a C-formula. If a C-algebra A
separates formula A from L, then there is an s.i. homomorphic image B of A and a
valuation v in B such that v(A) = mg.

Proof 1f formula A is invalid in A, then there is a refuting valuation £ in A such
that £(A) = a < 1. By Proposition2.8, there is a maximal filter F of A such that
a¢F. Then, B := A/F is an s.i. algebra, and v = n o &, where v is a natural
homomorphism, is a desired refuting valuation.

Let us note that because B is a homomorphic image of A, the finiteness of A yields
the finiteness of B.
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Remark 2.2 In Jankov (1969), Corollary 2.3 (the Descent Theorem) is proved only
for finite algebras. Yankov, being a disciple of Markov and sharing the constructivist
view on mathematics, avoided using the Zorn Lemma which is necessary for proving
Proposition 2.8 for infinite algebras.

2.3 Yankov’s Characteristic Formulas

One of the biggest achievements of Yankov, apart from the particular results about
si-logics, is the machinery that he had developed and used to establish these results.
This machinery rests on the notion of a characteristic formula that he introduced in
Jankov (1963c¢) and studied in detail in Jankov (1969).

2.3.1 Formulas and Homomorphisms

With each finite C-algebra A in the signature ¥ we associate a formula Dy on
variables {pa, @ € A} in the following way: let ¥, C ¥ be a subset of all binary
operation and ¥y € X be a subset of nullary operations (constants); then

Da= /\ (paopo < pav) A [\ (€ < po).

o€, ceXy

Example 2.1 Let3 = ({a, b, 1}; —, A, 1) be a Brouwerian semilattice,a < b < 1,
and the operations are defined by the Cayley tables:

—~lab1l Alab1l
al|lll alaaa
blall blabb
1 |abl 1jabl

Then, in the Cayley tables, we replace the elements with the respective variables:

—|pa Po P1 A |Pa Po P1
Pa|P1 P1 P1 Pa|Pa Pa Pa
Po|Pa P1 P1  Pb|Pa Po Pb
P1|Pa Po P1 P1|Pa Pb P1

and we express the above tables in the form of a formula:
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D3 = (pa— pa) < p1 A(pa— po) <> p1 A(pa—> p1) < p1 A
(P —> pa) <> pa A (pp —> pp) <> p1 A (po = p1) < p1 A
(p1— Pa) < pa A (p1—> po) < pp A (p1—> p1) < p1 A
(PaApa) <> pa A (pPaApp) <> pa A (PaApl) < pa A
(PbApa) < pa A (PoAPE)<pp A(PobAPD) < pp A
(P1Apa)<>pa A(P1APY) <P A(P1LAPD) < Pp1 A
1<+ pr.

Let us note that formula Dj is equivalent in POS™ to a much simpler formula,
D' = ((po = pa) = Pv) A p1.

The importance of formula Dy rests on the following observation.

Proposition 2.9 Suppose that A and B are C-algebras. If for valuation v in B,
v(Dp) = 1g, then the map
n:ar v(pa)

is a homomorphism.

Proof Indeed, for any a, b € A and any operation o, formula py o pp <> pacp is @
conjunct of D and hence, v(pg o pp) = vV(Paob), because v(Da) = 1y,. Thus,

n(@ob) = v(pach) = v(pa o pp) = v(pa) o v(pp) = n(pa) o n(py).

It is not hard to see that n preserves the operations and therefore, n is a homomor-
phism.

Let us note that using any set of generators of a finite C-algebra A, one can con-
struct a formula having properties similar to D . Suppose that elements gy, . .., g,
generate algebra A. Then, each element @ € A can be expressed via generators, that
is, thereis aformula Ba(pg,, . . ., pg,) suchthata = Ba(Q1, ..., gn). If we substitute
in Dy each variable p, with formula B, we obtain a new formula D), ( Pgis -+ Pgy)
and this formula will posses the same property as formula Da. Because D/, depends
on the selection of formulas B, we use the notation Da[Bjy,, ..., Ba, ], provided
thatay, ..., a,, are all elements of A.

Proposition 2.10 Suppose that A and B are C-algebras. If v is a valuation in B and
V(DA[Ba,, ..., Ba,l) = 1p, then the map

n:ar v(By)

is a homomorphism.

Example 2.2 Let 3 be a three-element Heyting algebra with elements 0, a, 1. It is
clear that A is generated by element a:
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By(pa) = paA(pa—>0), Ba=pa, Bi=(pa— pa).

Formula D3[By(pa), Ba(pa), B1(pa)] is equivalent in Int to the formula (py —
0) — 0. It is not hard to verify that in any Heyting algebra B, if element b € B
satisfies condition ((b — 0) — 0) =1 (i.e., =—b = 1), then the map

03—>bAb—>08), a—b, 13—~ (b—>Db),

that is, the map
03!—)0};, ar—>b, 13|—> lB,

is a homomorphism.

2.3.2 Characteristic Formulas

Now, we are in a position to define the Yankov characteristic formulas. These for-
mulas are instrumental in studying different classes of logics. It also turned out that
characteristic formulas, and only these formulas, are conjunctively indecomposable.

Definition 2.1 Suppose that A is a finite s.i. C-algebra (finite s.i. algebra, for short).
Then the formula
XA = DA — Pma
is a Yankov (or characteristic) formula of A.
Letus observe that the valuation n : p, > arefutes X, because clearly, n(Dp) =

1, while 7(pm,) = My # 1. That is,

A}~ Xa. (2.2)

Proposition 2.11 Suppose that A is a finite s.i. C-algebra and v is a refuting valu-
ation of Xa in a C-algebra B such that v(Da) = 1g. Then, the map

¢ :ar> v(pa)

is an isomorphism.

Proof Because v(Da) = 1p, by Proposition2.9, ¢ ia a homomorphism. Because v
refutes X4, that is, v refutes Do — pm,, we know that v(pm,) # 1p and conse-
quently,

@(Ma) = v(pm,) # 1B.

Thus, by Proposition2.7, ¢ is an isomorphism.
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Corollary 2.4 If a characteristic formula of a finite s.i. C-algebra A is refuted in a
C-algebra B, then algebra A is embedded in a homomorphic image of algebra B.

The proof immediately follows from Corollary 2.2 and Proposition2.11.
One of the most important properties of characteristic formula of C-algebra A is
that X, is the weakest formula refutable in A. More precisely, the following holds.

Theorem 2.2 (Jankov 1969, Characteristic formula theorem) A C-formula A is
C
refutable in a finite s.i. C-algebra A if and only if A = X.

C
Proof Itis clear that if A - X4, then A is refuted in A, because X is refuted in A.
To prove the converse statement, we will do the following:

(a) using a refuting valuation of A in A, we will introduce a substitution o such that
formula A’ := o (A) has the same variables as X, ;

C
(b) we will prove that = A" — X, by showing that formula A" — X, cannot be
refuted in any C-algebra.

Indeed, because clearly A Ii A’, (b) entails that A Ii XA

(a) Assume that A is a k-element C-algebra, a;,i € [1, k] are all its elements,
and that gy, ..., g, are all variables occurring in A. Suppose that £ : g; > @, isa
refuting valuation of A in A; that is,

E(A(qr, .- qn) = AG(qD), ..., E(qn) = A(@},, ..., a;,) # 1a. (2.3)

Let us consider formula A’ obtained from A by a substitution o : ¢; — pa, and
a valuation & : Pa,;, > a;,i €[l,n],inA:

Da;,

N

a,

i

Let us note that A’ contains variables only from {pa,, i € [1, k]} but not necessarily
all of them. To simplify notation and without losing generality, we can assume that
A’ is a formula in variables {p,,, i € [1, k]} (if ps, does not occur in A’, one simply
can take A’ A (pa, = pa,) instead of A’ andlet &' : pg, > 14).

Now, if we apply &’ to A’ and take into consideration (2.3), we get

A'@j,....,a;,) = AE (p).....E (p) = A@;,,....a;) #1a. (24

C C
(b) For contradiction, assume that ¥ A’ — Xa. Thus, ¥ A" — (Da — pm,)

C
and therefore, ¥ (A’ A Dp) — pm, Then, there is a C-algebra in which formula
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(A" A Do) — pm, is refuted, and by Corollary 2.2, there is an s.i. C-algebra B and
a valuation v in B such that v((A" A D)) = 1p and v(pm,) = Mg # 1p; that is,

A/(bl,...,bk) =lB and D(bl,...,bk) =lB, (25)
where b; = v(pj),i € [1,k]. Letn : a; — b;:

Di

|

a; 417' bi
Then, because D(by, ..., b,) = 1g, n is a homomorphism and we can apply Propo-
sition2.9. Moreover, 7 is an isomorphism, because n(Ma) = v(pm,) = Mp # 1g,
and we can apply Proposition?2.7.
We have arrived at a contradiction: on the one hand, by (2.5), A’(by, ..., b,) =
1g, while on the other hand, by (2.4), A’(ay, ..., ax) # 14, and because 7 is an
isomorphism,

n(A'@i,...3,a)) = A'(n@n), ..., n@,)) = A'(by, ..., by # 1p.

Example 2.3 Consider three-element Heyting algebra 3 from Example2.2. Then,
X3 = D(A) — pm,. It is clear that m3 = a, and from Example2.2 we know that
D(3) is equivalent to (pg — 0) — 0. Therefore,

X3 is equivalent in Int to ((p, — 0) — 0) — p, orto =—py — pa.

2.3.3 Splitting

Suppose that A is a finite s.i. C-algebra and X, is its characteristic formula. We
already know from (2.2) that A = X 4. But X4 possesses a much stronger property.

Proposition 2.12 Suppose that A is a finite s.i. C-algebra and B is a C-algebra.
Then,
B £ Xao <= A is embedded in a homomorphic image of B.

Proof If A is embedded in a homomorphic image of B, then B = X4, because by
(2.2), A = Xa.

Conversely, suppose that B = X, ; thatis, B = (Dy — pm,). Then, we can use
the same argument as in the proof of Theorem 2.2(b) and conclude that A is embedded
in a homomorphic image of B.

Let A be a class of finite s.i. C-algebras. We take A to be a class of all finite s.i.
C-algebras not belonging to A. Denote by L(A) a logic of all formulas valid in each
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Fig. 2.2 Algebras

algebra from A, and denote by L(A) a logic defined by characteristic formulas of
algebras from A as additional axioms, thatis, the logic defined by C + {Xa | A € A}.
If A consists of a single algebra A, we omit the curly brackets and write L(A) and
L(A).

Let us observe that if a two-element algebra is not in A, logic L(A) is not trivial:
no algebra A having more than two elements can be a subalgebra of a two-element
algebra or its homomorphic image and hence, formula X4 is valid in a two-element
algebra.

Corollary 2.5 Suppose that A is a class of finite s.i. C-algebras. Then, logic L(A)
is the smallest extension of C such that algebras from A are not its models.

Proof We need to prove that for every C-logic L’ for which L 2 L’ is a proper
extension of L', there is an algebra A € A that is a model for L’; that is, A |= A for
every A e L.

For contradiction, assume that L D L’ and for each algebra A € A there is a for-

mula Ay € L' such that A &= A,. Then, by Theorem?2.2, Ay Ii Xa. Hence, because
A € L' and L’ is closed under Modus Ponens, X € L', and subsequently, L C L/,
because L is defined by C + {X4 | A € A}. Thus, we have arrived at a contradiction
with the assumption that L is a proper extension of L'.

Example 2.4 If A consists of two algebras Zs and Zj the Hasse diagrams of which
are depicted in Fig. 2.2, then L(A) is Dummett’s logic (cf. Idziak and Idziak 1988.)

If L is a C-logic, denote by L a class of all finite models of L, and by Lisj—a class
of all finite s.i. models of L. It should be clear that for any C-logics Land L', Ly = Ly if
and only if Lts = Li;. We say that two C-logics L and L' are finitely indistinguishable
if Ly = L{ (in symbols, L ~; L’). Obviously, ~; is an equivalence relation on the
lattice ExtC. Let us note that each ~-equivalence class [L]; contains the largest
element, namely a logic of all formulas valid in L¢. Moreover, by Corollary 2.5, [L] ¢
contains the smallest element, namely L(:A)—the logic defined relative to C by the
characteristic formulas of all algebras from A, where A = Ly Thus, if L is a C-logic
and A = Ly, then ~p-equivalence class [L]; forms a segment

[L]; = [L(A), L(A)].
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Let us point out that each ~y-equivalence class, contains a unique logic enjoying the
f.m.p., namely, its largest logic, which is a logic defined by all finite models. Thus,
if the cardinality of an ~;-equivalence class is distinct from one, this class contains
logics lacking the f.m.p. (cf. Sect. 2.4 for examples). In fact (cf. Tomaszewski 2003,
Theorem 4.8), there is an ~¢-equivalent class of si-logics having continuum many
members. Therefore, there are continuum many si-logics lacking the f.m.p.

The case in which class A consists of a single algebra plays a very special role.

Corollary 2.6 Suppose that A is a finite s.i. C-algebra and X 4 is its characteristic
formula. Then, the logic L defined by C + Xy is the smallest extension of C for which
A is not a model.

Corollary 2.6 yields that for any logic L € ExtC,
either L € L(A), or L D L(A).

Indeed, if A is a model of L, then L C L(A); otherwise, A is not a model of L and
by Corollary 2.5, L O L(A).

Let us recall (cf., e.g., Kracht 1999; Galatos et al. 2007) that if L is a logic, a pair
of its extension (L1, L,) is a splitting pair of ExtL if

Ly ¢ L,, and foreach L' € ExtL, either L; C L orL' C L,,

and A is a splitting algebra, while X is a splitting formula.

Example 2.5 Consider Heyting algebra 3 from Example2.3. Algebra 3 defines a
splitting: for each logic L € ExtInt,

either L € L(3) or L 2 L(3),

and L(3) is defined by IPC + X3. From Example 2.3, we know that formula X3 is
equivalent to formula —=—ps — p,; that is, L(3) is defined by IPC + —=—p, — p,
and therefore, Z(S) = Cl. Thus, for any formula A refuted in 3, Int + A defines a
logic extending Cl; that is, Int + A is Cl or a trivial logic.

Example 2.6 Letn denote a linearly ordered n-element Heyting algebra. Then, each
nontrivial algebra n is s.i. and defines a splitting pair: for logic L € ExtInt,

either L € L(n) or L D L(n),

and L(n) is defined by IPC + X,,. Logic L(n) is the smallest logic of the n — 2 slice
introduced in Hosoi (1967).
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2.3.4 Quasiorder

On the class of all finite s.i. C-algebras we introduce the following quasiorder: for
any C-algebras A and B,

C
A<B & X, F Xs.

The following theorem establishes the main properties of the introduced qua-
siorder.

Theorem 2.3 (Jankov 1963c, 1969) Let A and B be finite s.i. C-algebras. The
following conditions are equivalent:

(a) A<B;

(b) Xa is refutable in B;

(c) every formula refutable in A is refutable in B;
(d) A is embedded in a homomorphic image of B.

Proof (a) = (b), because by (2.2), B = Xp and by the definition of quasiorder,
C
Xa F Xg.
C
(b) = (c). If a formula A is refutable in A, then by Theorem?2.2, A - X4. By

(b), Xa is refutable in B and then, by Theorem 2.2, X Ii Xg. Hence, A Ii Xp and
consequently, A is refutable in B, because Xp is refutable in B.

(c) = (d). Characteristic formula X, is refutable in A and hence, by (c), formula
X is refutable in B. By Corollary 2.4, A is embedded in a homomorphic image of
algebra B.

(d) = (a). Characteristic formula X, is refutable in A. Hence, if A is embedded
in a homomorphic image B, formula X, is refutable in this homomorphic image and

C
consequently, it is refutable in B. Then, by Theorem 2.2, X + Xg, which means that
A <B.

Corollary 2.7 Let A and B be finite s.i. C-algebras such that A < B and B < A.
Then, algebras A and B are isomorphic.

Proof Indeed, by Theorem?2.3, A < B entails that A is a subalgebra of a homomor-
phic image of B and hence, card(A) < card(B). Likewise, card(B) < card(A).
Therefore, card(A) = card(B) and because A and B are homomorphic images of
each other, their finiteness ensures that they are isomorphic.

The following corollaries are the immediate consequences of Theorem 2.3(d).

Corollary 2.8 For any finite s.i. C-algebras A and B, if A < B and card(A) =
card(B), then A = B.
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Let us observe that Corollary 2.7 entails that < is a partial order and that by Corol-
lary 2.8, any class A of finite s.i. C-algebras enjoys the descending chain condition.
Hence, the following holds.

Corollary 2.9 Let A be a class of finite s.i. C-algebras. Then A contains a subclass
A C A of pairwise nonisomorphic algebras that are minimal relative to < such
that

for any algbera A € A, there is an algebra A' € A™ and A’ < A. (2.6)
Proposition 2.13 For any class of finite s.i. C-algebras A,
L(A) = L(A™). 2.7)

Proof Indeed, A™ C A entails {X5 | A €A™} C {Xy|AecA and subse-
quently, L(A™) C L(A).
On the other hand, suppose that A € A. Then, by (2.6), there is an algebra A’ €

C —
A™ such that A’ < A and by definition, X' - X4. Thus, X4 € L(A™) for all
A € A, that is, L(A) C L(A™).

2.4 Applications of Characteristic Formulas

In Jankov (1968b), the characteristic formulas were instrumental in proving that the
cardinality of ExtInt is continuum and that there is an si.-logic lacking the f.m.p.

2.4.1 Antichains

Suppose that A is a class of finite s.i. C-algebras. We say that class A forms an
antichain if for any A, B € A, algebras A and B are incomparable; that is, A ﬁ B
and B £ A.

Let us observe that for any nonempty class of algebras A, the subclass A™ forms
an antichain.

Let C be a C-calculus and C be a set of formulas in the signature of C. Then C is

C
said to be strongly independent relative to C if C \ {A} ¥ A for each formula A € C.
In other words, C is strongly independent relative to C if no formula from C can be
derived in C from the rest of the formulas of C.

Let us observe that if C is a strongly independent set of C-formulas, then for
any distinct subsets C;, C, € C, the logics defined by C; and C; as sets of axioms,
are distinct. Hence, if there is a countably infinite set C of strongly independent
C-formulas, then the set of all extensions of the C-calculus is uncountable. This
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property of strongly independent sets was used in Jankov (1968b) for proving that
the set of si-logics is not countable (cf. Sect. 2.5).
Antichains of finite s.i. C-algebras posses the following very important property.

Proposition 2.14 Suppose that A is an antichain of finite s.i. C-algebras. Then the
set {Xa | A € A} is strongly independent.

Proof For contradiction, suppose that for some A € A,
{XB | B e A\{A}} Fc Xa.

Recall that by (2.2), A = A and hence, there is a B € A\ {A} such that A = Xp.
Then, by Theorem2.3, B < A, and we have arrived at a contradiction.

Corollary 2.10 If there is an infinite antichain of finite s.i. C-algebras which are
models of a given C-logic L, then

(a) the set of extensions of L is uncountable;

(b) there is an extension of L that cannot be defined by any C-calculus; that is,
it cannot be defined by a finite set of axioms and the rules of substitution and
Modus Ponens;

(c) there is a strongly ascending chain of C-logics.

In fact, if A = {A; | i > 0} is an infinite antichain of finite s.i. C-algebras, then
logics Ly defined by {X4, | i € [1, k]} form a strongly ascending chain, and conse-
quently, logic L(A) defined by {Xa | A € A} cannot be defined by any C-calculus.

2.5 Extensions of C-Logics

In Jankov (1968b), it was observed that ExtInt is uncountable. To prove this claim,
it is sufficient to present a countably infinite antichain of finite s.i. Heyting algebras.

Let A be a class of all finite s.i. Heyting algebras, generated by elements a, b, ¢
and satisfying the following conditions:

—-(a@aAnb)=—=(bAc)=—-(crha)=——a—>a=—-—-b—->b=—-—=(avbvec =1
(2.8)

—-aVv-bv(=—c—c)=d, (2.9)

where d is a pretop element. Class A is not empty; moreover, it contains infinitely
many members (cf. Fig. 2.3).

Conditions (2.8) and (2.9) yield that algebra is generated by three elements a, b,
and ¢ that are distinct from 0 such that elements a and b are regular, thatis, ——a = a
and ——b = b, while element C is neither regular nor dense; that is —C # 0.

The goal of this section is to prove the following theorem.
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A A Aj

Fig. 2.3 Yankov’s antichain

Theorem 2.4 Logic L(A) does not enjoy the finite model property.
To show that L(A) lacks the f.m.p., we will take the following formula:

A==(pADAN=GAT)AN=(PAT)AN(==p = P)AN(-=g > @) A—~(pVqVr)—>

=pV =gV (mor =),

and we will prove the following two lemmas.
Lemma 2.1 A ¢ L(A).
Lemma 2.2 A is valid in all finite models of L(A).

The proofs of Lemmas?2.1 and 2.2 can be found in Sect.2.5.2.2, but first, we need
to establish some properties of the algebras from A (cf. Sect. 2.5.1). In particular, we
will prove (cf. Sect.2.5.2.1) the following proposition, which has a very important
corollaries on its own.

Proposition 2.15 Algebras {A; |i = 1, 2, ...} are minimal (relative to <) elements
of A.

Corollary 2.11 The class {A; | i = 1,2, ...} forms an antichain.

Corollary 2.11 has three immediate corollaries, which at the time of the publication
of Jankov (1968b) changed the view on the structure of Extlnt.

Corollary 2.12 There are continuum many si-logics.
Corollary 2.13 There are si-logics that cannot be defined by an si-calculus.

Corollary 2.14 There exists a strictly ascending sequence L;,i > 0, of si-logics
defined by si-calculi.

Corollaries2.12 and 2.13 follow immediately from Proposition2.15 and Corol-
lary 2.10. To prove Corollary 2.14, consider logics L; defined by axioms X, ,, j €
(L, i].

The rest of this section is dedicated to a proof of Proposition 2.15 and Theorem 2.4.
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2.5.1 Properties of Algebras A;

In this section, A; are algebras the diagrams of which are depicted in Fig.2.3.

Proposition 2.16 Each algebra A;,i € [1, ], contains precisely one set of three
elements, namely {a, b, C}, satisfying the following conditions:

—(a@aAb) = =(bAac) = =-(crha) = ——a—>a=-—-b—->b =1 (2.10
—a#1, -b#1 —-—-c—>c#l (2.11)

Proof 1t is not hard to see that in each A;, elements {a, b, ¢} satisfy conditions
(2.10) and (2.11). Let us now show that there are no other elements satisfying these
conditions.

It is clear that (2.11) yields that all elements a, b, ¢ are distinct from 0, and
C # 1. Moreover, by (2.10), m(aAc) = (b ACc)=1. Hence,aAC=bAc=0
and therefore, C A (a V b) = 0. Hence, a v b < —c and consequently, —C # 0.

Let us observe that in each algebra A; there are precisely 8 elements for which
——x = x holds:

A" :={0,a,b,aVvb,—a,—b,~(avb),1}.

Let us show that only elements a and b can potentially satisfy (2.10) and (2.11).

Indeed, we already know that we cannot use 0 and 1. In addition, we cannot
use elements —a, —b, —(a Vv b), because for each @’ € {—a, —b, —(a v b)} and for
any C € A;,ifa’ Ac =0, then ¢ < —a/, that is, ¢ < a Vv b, while in algebra A; all
elements smaller then a Vv b satisfy condition ——C = cC .

This leaves us with elements a, b and a v b. But we cannot use element a v b,
because neither (a vV b) Aanor (avb)AbisO.

Next, we observe that in A;, there are just two elements ¢ and —a whose inter-
section with a and b gives 0, but we cannot select —a, because ———a — —a =1,
and this element would not satisfy (2.11). Thus, only elements a, b, and ¢ satisfy
conditions (2.10) and (2.11), and this observation completes the proof.

Next, we prove that in the homomorphic images of algebras A;, only images of
elements a, b, and ¢ may satisfy conditions (2.10) and (2.11).

Proposition 2.17 LetalgebraA;,i € [1, w], and ¢ : A; —> B be a homomorphism
onto algebra B. If for some elements a',b’,c’ € A;, their images @,b,C satisfy
conditions (2.10) and (2.11), then elements a = ——a’,b = —==b/, and c =c' A
—a’ A —b’ satisfy (2.10) and (2.11).

Proof First, let us observe that ¢~!(0) = {0}; that is, 0 is the only element of A;
which ¢ sends to 0.

Indeed, assume for contradiction that there is an element d’ € A; such that 0 <
d’ and ¢(d) = 0. Elements a, b, and ¢ are the only atoms of A; and therefore,
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a<d,b=<d,orc=<d.Hence, p@ =0, p(b) =0, or ¢(C) = 0 and therefore,
p(—a) =1, p(—b) =1, or p(—C) = 1. Recall that p(—a) = —~¢(a) = —a and by
(2.11), —a # 1. Likewise, =b = ¢(—b) # 1. And if ¢(—c) = 1, then —C = 1 and
consequently =—C — € = 1, which contradicts (2.11). Thus, ¢~'(0) = {0}.

Next, let us show that a A b = 0 and hence, —(a A b) = 1. Indeed,

p@nb) =g(=—a’ A—-=b) =-=¢@)A-=pb)=g¢p@)Aeb)=0.

Hence, a A b € ¢~!(0) and therefore, a A b = 0.
In addition, a A ¢ = —=—a’ A (C A =@’ A =b’) = 0. Likewise, b Ac = 0.

anc=——a AlcA—-a A=b)=0 bAarc=0,

——ga —> a= —|—|—|—|a/ — —|—|a/ = 17 —|—|b — b = 1.

Thus, elements a, b, and ¢ satisfy (2.10).
Next, we observe that by (2.11), —a # 1 and -b # 1, that is, @ > 0 and b>0.
Hence,
p(@ = ¢(——a) =—-—¢p@)=——a=a>0

and by the same reason, b # 0. Thus, —a # 1 and —b # 1.
Now, let us show that =—C — ¢ # 1. That is, we need to demonstrate that

—=(c'A—a A—=b) - (c' A—a' A=b) £1.
To that end, we will show that

o(—=—(’ A—a A=b) > (¢ A—a' A—=b) = -=CA—-aA-D) > (CA—-AA-D) £1

Indeed, recall that by (2.11), @ AT = 0 and hence, ¢ < —a. Likewise, ¢ < —b
and hence, _ _
C < —a A —b and consequently, C A =a A =b = C.

Hence,
——(@C€A—-8A—-b) > (CA—BA—b) =—-—C—T,
and by (2.11), =—C — C # 1. This observation completes the proof.

Corollary 2.15 Any homomorphic image of any algebra A;,i € [1, w], contains at
most one set of elements satisfying conditions (2.10) and (2.11).

Corollary 2.16 None of the proper homomorphic images of algebras A;,i € [1, w],
has elements satisfying conditions (2.8) and (2.9).
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Proof Suppose that A; is an algebra the diagram of which is depicted in Fig. 2.3 and
that a, b, ¢ € A; are elements satisfying conditions (2.8) and (2.9).

For contradiction, assume that ¢ : A; —> B is a proper homomorphism of A;
onto B and that elements @, b, € € B satisfy conditions (2.8) and (2.9). Then, these
elements satisfy the weaker conditions (2.10) and (2.11). By Proposition2.17, ele-
ments @, b, C are images of some elements a’, b’, ¢’ € A; also satisfying condition
(2.10) and (2.11). By Proposition 2.16, the set of elements of A; satisfying (2.10) and
(2.11) is unique; namely, it is {a, b, ¢}. By (2.9), ma v =b v (=—C — ¢) is a pretop
element of A and hence, because ¢ is a proper homomorphism,

@p(-av=bV(=-—c—>c)=-av-bv(——C—0C) =1,

and we have arrived at a contradiction: elements @, E, and C do not satisfy (2.9).

2.5.2 Proofs of Lemmas
2.5.2.1 Proof of Proposition 2.15

To prove Proposition2.15, we need to show that no algebra B € A can be embedded
in any homomorphic image of algebra A;,i = 1,2, ...,aslongas B 2 A;.

From Corollary2.16, we already know that none of the proper homomorphic
images of algebras A; contains elements satisfying conditions (2.8) and (2.9). Thus,
no algebra from A can be embedded in a proper homomorphic image of any algebra
A;.

Now, assume that B € A and ¢ : B — A, is an embedding. By the definition
of A, B is generated by some elements a, b, € satisfying conditions (2.8) and (2.9).
Hence, because ¢ is an isomorphism, elements ¢(a), ¢(b), ¢(C) satisfy (2.8) and
(2.9). By Proposition2.16, there is a unique set of three elements that satisfy (2.10)
and (2.11) and therefore, there is a unique set of three elements satisfying (2.8) and
(2.9). By the definition of A, this set generates algebra A;; that is, ¢ maps B onto A
and thus ¢ is an isomorphism between B and A.

2.5.2.2 Proof of Lemma2.1

Syntactic proof (cf. Jankov 1968b). For contradiction, assume that A € L(A).
Recall that by Proposition2.13, A € L(A™) and hence, for some minimal alge-
bras B;,i € [1,n],

XB,,..., Xp, F A.

On the other hand, by Proposition2.5.2.1, {A; | i = 1,2....} € L(A™).Class {A, |
i = 1,2....}isinfinite and thus, thereisan A, ¢ {B;,i € [1, n]}. Observe that A} =
A: it is not hard to see that valuation p — a, g +> b, r > C refutes A in every A;.
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Hence, by Theorem?2.2, A = X,, and therefore,
XB,, ..., XB, F Xa,.

This contradicts Proposition 2.14, which states that the characteristic formulas of any
antichain form a strongly independent set, and the subclass of all minimal algebras
always forms an antichain.

Semantic proof. Observe that formula A is invalid in algebra A ,, and let us prove
that A, is a model of L(A). To that end, we prove that neither an algebra from A or
its homomorphic image can be embedded into A, and therefore, by Proposition2.12,
all formulas X, A € A, are valid in A,,.

Indeed, by Proposition2.17, not any algebra from A can be embedded in a proper
homomorphic image of A,,. In addition, by Proposition2.16, A, contains a unique set
of three elements satisfying conditions (2.8) and (2.9), and these elements generate
algebra A,. Thus, if algebra A € A was embedded in A, its embedding would be
a map onto A, which is impossible, because A is finite, while A,, is infinite.

2.5.2.3 Proof of Lemma2.2

We need to show that formula A is valid in all finite models of logic L(A). To that
end, we will show that every finite Heyting algebra A refuting A is not a model of
L(A), because there is a homomorphic image B of A in which one of the algebras
from A is embedded. Because L(A) is defined by characteristic formulas of algebras
from A, none of the members of A is a model of i(ﬂ). Hence, if A’ € A and A’ is

embedded in B, algebra B and, consequently, algebra A are not models of L(A).
Suppose that finite algebra A refutes formula

A==(pAPDAN=@G@AI)ANPAF)A(=p—=>p)A(m=qg > g) A== (pVgVr)—

—pV =gV (——r —r).

Then, by Corollary 2.2, there is a homomorphic image B of algebra A and a valuation
v in B such that

v A AGAT)AT(PAT)A (=P = P)A(m—=g > g) A—==(pVgVr)) =1p
v(=pV gV (——r — 1)) =mg.

Leta = v(p),b = v(g),and ¢ = v(r). Then, elements a, b, and ¢ satisfy conditions
(2.8) and (2.9) and therefore, these elements generate a subalgebra of B belonging
to A, and this observation completes the proof.
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2.6 Calculus of the Weak Law of Excluded Middle

In Jankov (1968a), Yankov studied the logic of calculus KC := IPC + —p v =—p
which nowadays bears his name. Let us denote this logic by Yn.

A formula A is said to be positive if it contains only connectives A, V and —.
If L is an si-logic, L™ denotes a positive fragment of L—the subset of all positive
formulas from L. We say that an si-logic L is a p-conservative extension of Int when
LT =Int",

An s.i. calculus K admits the derivable elimination of negation if for any formula
A there is a positive formula A* such that A EHE A*. If L is a logic of K, we say
that L admits derivable elimination of negation. Given an si-logic L, its extension
L’ € ExtL is said to be positively axiomatizable relative to L just in case L' can be
axiomatized relative to L by positive axioms.

The following simple proposition provides some different perspectives on the
notion of derivable elimination of negation introduced in Jankov (1968a).

Proposition 2.18 Suppose that L is an si-logic. Then, the following are equivalent:

(a) L admits derivable elimination of negation;
(b) every extension of L is positively axiomatizable relative to to L;
(c) any two distinct extensions of L have distinct positive fragments.

Proof (a) = (b) = (c) is straightforward.
(b) = (a). Suppose that L is defined by an s.i. calculus K. Then, for every
formula A, consider logic L’ defined by K + A. If L’ = L, that is, A € L, we have

K K
A+ (p — p). If L C L', by assumption, there are positive formulas B;,i € I,
such that L’ is a logic of K + {B;, i € I}. Thus, on the one hand, for every i € I,

K K K
A F B;.Onthe other hand, B;, i € I -+ A, and consequently, there is a finite subset

K
of formulas from {B;,i € I}, say, By, ..., B,, such that By, ..., B, - A. It is not
hard to see that

n

A - /\Bi.

i=1

(¢) = (b).Indeed,if L; D L,then L, isalogic of K + Lf: the logics of K + LT
and L cannot be distinct, because they have the same positive fragments and by (c)
they must coincide.

Remark 2.3 Derivable elimination of negation is not the same as expressibility of
negation. For instance, in IPC, —=p -+ p — ¢, because - =p — (p — ¢) and a
formula equivalent to —p can be derived from p — ¢ by substituting p A —p for q.
At the same time, obviously, ¥ —=p < (p — ¢). Similarly, p vV —p 4= p Vv (p —
q), and Cl can be defined by IPC + p v (p — q).

The goal of this section is to prove the following theorem.
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Theorem 2.5 The following holds:

(a) Yn is the greatest p-conservative extension of Int;
(b) Yn is a minimal logic admitting derivable elimination of negation.

Corollary 2.17 Logic YN is a unique s.i. p-conservative extension of Int admitting
derivable elimination of negation.

Remark 2.4 Yn is a minimal logic admitting derivable elimination of negation, but
it is not the smallest such logic: it was observed in Hosoi and Ono (1970) that all
logics of the second slice are axiomatizable by implicative formulas. Hence, the
smallest logic of the second slice has derivable elimination of negation. It is not hard
to see that this logic is not an extension of Yn.

In Jankov (1968a), Yankov gave a syntactic proof of Theorem?2.5; we offer an
alternative, semantic proof, and we start with studying the algebraic semantics of

KC.

2.6.1 Semantics of KC

Let us start with a simple observation that any s.i. Heyting algebra A is a model for
KC (that is, A = (—p Vv ——p) if and only if each distinct from 0 element a € A is
dense; that is, =—a = 1 (or equivalently, —a = 0). Thus, a class of all such algebras
forms an adequate semantics for the Yankov logic, and we call these algebras the
Yankovean algebras.

Letus recall some properties of dense elements that we need in the sequel. Suppose
that A is a Heyting algebra and a, b € A. Then, it is clear that if a < b and a is a
dense element, then b is a dense element: & < b implies —=b < —a = 0. Moreover, if
aand b are dense, sois a A b: by Glivenko’s Theorem —=—(a A b) = =(—-a Vv —b) =
-0v0) =1

Theorem 2.6 (Jankov 1968a) The class of all finite Yankovean algebras forms an
adequate semantics for KC.

Remark 2.5 InJankov (1968a), Yankov offered a syntactic proof. We offer a seman-
tic proof based on an idea used in McKinsey (1941).

Proof 1tis clear that 0 & A = —p v ——p for all Heyting algebras A, and we need
to prove that for any formula A such that KC A, there is a finite Yankovean algebra
B in which A is refuted.
Suppose that KC ¥ A. Then, there is a Yankovean algebra A in which A is refuted.
Let v be a refuting valuation and Ay, ..., A,, 1 be all the subformulas of A.
Consider a distributive sublattice B of A generated (as sublattice) by elements
0,v(Ay),...,v(A,), 1. Every finitely generated distributive lattice is finite (cf., e.g.,
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Gritzer 2003), and any finite distributive lattice can be regarded as a Heyting algebra.
Let us prove that (a) B is a Yankovean algebra, and (b) v is a refuting valuation in B.

(a) First, let us note that the meets, the joins, and the partial orders in algebras A
and B are the same. Hence, B has a pretop element: the join of all elements from
B that are distinct from 1, and therefore, it is an s.i. algebra. In addition, because
algebra A is Yankovean, all its elements that are distinct from 0 are dense. Hence, as
B is finite, the meet of all elements from B that are distinct from 0 is again a dense
element and therefore, it is distinct from 0. Thus, this meet is the smallest distinct
from 0 element of B and therefore, all elements that are distinct from 0 are dense
and B is a Yankovean algebra.

(b) Let us observe that if elements a,b € B,thena Ab,a Vv b € B, and —a € B,
because —ma = 1if g = 0 and —a = 0 otherwise. In addition, if a — b € B and —'
is an implication defined in B, then a —’' b = a — b: by definition, a — b is the
greatest element in {C € A | a A € < b}, and because @ — b € B and A and B have
the same partial order, @ — b is the greatest element in {C € B | @ A ¢ < b}. Thus,
because all elements are 0, v(A;),...,v(A,), 1, all values of v(Ay),...,v(A,)
when v is regarded as a valuation in B remain the same and therefore, v refutes
AinB.

Given a Heyting algebra A, one can adjoin a new bottom element and, in such
a way, obtain a new Heyting algebra denoted by 0 & A. For instance (cf. Fig.2.2),
3 =0 2.1tis not hard to see that 0 & A is a Yankovean algebra. On the other hand,
any finite Yankovean algebra has the form 0 @ A, where A is a finite s.i. Heyting
algebra.

Corollary 2.18 The class of finite Yankovean algebras forms an adequate semantic

for KC.

Let us construct more adequate semantics for KC.

Observe that in any Heyting algebra A, the elements {0} U {a € A | ——a =1}
form a Heyting subalgebra of A denoted by A Tt is clear that if A is an s.i. algebra,
then A? is Yankovean. In the sequel, we use the following property of A,

Proposition 2.19 If ¢ : A — B is a homomorphism of Heyting algebra A onto
Heyting algebra B, then the restriction ¢ of ¢ to A9 is a homomorphism of A
onto B,

Proof 1tis clear that (A @) is a subalgebra of B. Moreover, because for any element
of A that is distinct from 0, ——a = 1, it is clear that g(——a) = ——@(a) = 1 and
hence, p(a) € B; that is, p(A@) € B Thus, we only need to show that % maps
A onto B@,

Indeed, let us show that forany b € B@, the preimage ¢! (b) contains an element
from A@.

Suppose that b € B@. If b = 0, then trivially, 0 € ¢~ '(b). If b # 0, then by
the definition of B, —=b = 1, that is, =b = 0, and consequently b v —=b = b.
Hence, for any element a € ! (b), a v —a € ¢! (b), and it is not hard to see that
av-aecA?,
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Theorem 2.7 Suppose that Heyting algebras {A;, i € I} form an adequate seman-
tics for \PC. Then algebras {AP i e I} form an adequate semantics for KC.

Proof ltis clear that algebras Agd)

for any formula A not derivable in KC, there is an algebra A;d) in which A is refuted.
We already know that all finite Yankovean algebras form an adequate semantics for
KC. Hence, it suffices to show that each Yankovean algebra can be embedded in a
homomorphic image of some algebra Afd), iel

Let B be a finite Yankovean algebra and Xy be its characteristic formula. Then,
by (2.2), B = Xp and consequently, IPC ¥ Xy, because algebras A i € I, form an
adequate semantics for IPC. For some i € I, A; ¥ Xp and by Proposition2.12, B is
embedded in a homomorphic image A; of algebra A;. Recall that B is Yankovean
and all its elements that are distinct from 0 are dense. Clearly, embedding preserves
density and hence, B is embedded in Al@. The observation that by Proposition2.19

are models for KC, and we only need to prove that

Al@ is a homomorphic image of Afd) completes the proof.

Each Heyting algebra A can be adjoined with a new top element to obtain a new
Heyting algebra that is denoted by A @ 1. For instance,3=2®1,4=3® 1, and
Zs =2> @ 1 (cf. Fig.2.2).

The following Heyting algebras are called Jaskowski matrices, and they form an
adequate semantics for IPC:

Jo=2 Ju=rVel

Corollary 2.19 Algebras J,(Cd), k > 0, form an adequate semantics for KC.

2.6.2 KC from the Splitting Standpoint

In what follows, algebra Zs, the Hasse diagram of which is depicted in Fig. 2.4, plays
a very important role.

Proposition 2.20 Suppose that A is a Heyting algebra. Then A = —p vV ——p if
and only if algebra Zs is a subalgebra of A.

Proof 1t should be clear that Zs [~ —p v —=—p (consider valuation v(p) = a) and
hence, any algebra A containing a subalgebra isomorphic to Zs refutes —p v ——p.

Conversely, suppose that A = —p vV ——p. Then, forsomea € A, -a v ——a #
1. It is not hard to verify that subset 0, —a, ——a, —a v ——a, 1 is closed under fun-
damental operations and, therefore, forms a subalgebra of A. In addition, because
—a Vv ——a # 1, all five elements of this subalgebra are distinct and thus, the subal-
gebra is isomorphic to Zs.

Proposition 2.20 entails that formula —p vV ——p is interderivable in IPC with
characteristic formula Xz,. Indeed, because Zs = —p Vv ——p, by Theorem?2.2,
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A I Xz,. On the other hand, for any algebra A, if A = —p Vv ——p, then by Propo-
sition2.20, A has a subalgebra that is isomorphic to Zs and by (2.2), A }~= Xz..

Corollary 2.20 Yn coincides with L(Zs).

Thus Yn is the greatest logic for which Zs is not a model.

2.6.3 Proof of Theorem2.5

Proof of (a). Because Yn coincides with L(Zs), for any si-logic L, either L € L(Zs),
or L(Zs) C L. Thus, to prove that Yn is the greatest p-conservative extension of Int,
it suffices to show (i) that L(Zs) is a p-conservative of extension of Int and (ii) that
L(Zs) (and hence all it extensions) is not a p-conservative extension of Int.

(1) It is clear that any formula A and hence, any positive formula derivable in Int
is derivable in KC. We need to show the converse: if a positive formula A is not
derivable in Int, it is not derivable in KC.

Suppose that positive formula A is not derivable in Int. Then, it is refutable in
a finite s.i. Heyting algebra A. Consider algebra 0 @& A. Observe that operations
A, V, and — on elements of algebra 0 @ A that are distinct from 0 coincide with the
respective operations on A. Hence, because A is a positive formula, the valuation
refuting A in A, refutes A in 0 @ A. Algebra 0 @ A is Yankovean and, thus, it is a
model for KC. Hence, formula A is not derivable in KC.

(i1) To prove lack of conservativity, let us observe that the following formula A,
((r=>pradAn(prg) =) =>)AN(p—=>q) > AN(g—>p)—>p)—> PV,
is valid in Zs but refuted in 0 + Zs (cf. Fig.2.4) by valuation v(p) = a,v(q) =
b,v(r) =c.

Remark 2.6 It is observed in Jankov (1968a) that formula A used in the proof of
(ii) and formula

((p—>q) > rn(g—>p)—>p)—>(pVqg)

a b
a a
C
Zs 06Zs v/

Fig. 2.4 Refuting algebras
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are not equivalent in KC, but they are interderivable in KC. That is, even though the
logic of KC is a p-conservative extension of Int, the relation of derivability in KC is
stronger than that in IPC even for positive formulas.

Proof of (b). To prove (b) we need to show that (i) Yn admits the derivable
elimination of negation and that (ii) if L C Yn, then L does not admit the deriv-
able elimination of negation. The latter follows immediately from Theorem2.5 and
Proposition2.18: L and Yn are p-conservative extensions of Int and thus, they have
the same positive fragments.

Let A and B be Heyting algebras. We say that B is a p-subalgebra of A when B
is an implicative sublattice of A. Let us note that if A is a model of some logic L and
B is a p-subalgebra of A, then B needs not to be a model of L. For instance, consider
algebras Zs and 0 @ Zs from Fig.2.4: Zs is a p-subalgebra of 0 @ Zs (take elements
a,b,aAb,avb,1), formula —p Vv ——p is valid in 0 & Zs, while it is not valid in
Zs, because —a v ——a < 1.

Let us demonstrate that every extension L of Yn is positively axiomatizable rela-
tive to Yn.

For contradiction, assume that Yn € L and that L is not positively axiomatizable
relative to KC. Then, the logic L’ defined relative to Yn by all positive formulas
from L is distinct from L; thatis, YN C L' C L.Let A € L \ L’. Then, there is an s.i.
Heyting algebra A € Mod(L’) \ Mod(L) in which A is refuted by some valuation v.
We will construct a positive formula X (A, A, v) similar to a characteristic formula,
and we will prove the following lemmas.

Lemma 2.3 Formula X (A, A, v) is refuted in A.
Lemma 2.4 Formula X (A, A, v) is valid in all algebras from Mod(L).

Indeed, if X(A, A, v) is refuted in A, and A € Mod(L"), then X (A, A,v) ¢ L'.

On the other hand, if formula X (A, A, v) is valid in all algebras from Mod(L),
then X (A) € L. Recall that by definition, L and L’ have the same positive formulas,
and formula X (A, A, v) is positive. Hence, X(A) € L' and we have arrived at a
contradiction and completed the proof.

Let us construct formula X (A, A, v).

Suppose A is a Heyting algebra, A is a formula, and valuation v refutes A in A.
Then, we take A" to denote a formula obtained from A by substituting every variable
g occurring in A with variable p, . It is clear that valuation V' : p, ;) — v(q)
refutes A. Let us also observe that because A” was obtained from A by substitution,
A is refuted in every algebra in which AV is refuted.

If A is a Heyting algebra, and B C A is a finite set of elements, by A*[B] we
denote an implicative sublattice of A generated by elements B. Because B is finite,
AT[B] contains the smallest element, namely /\ B and therefore, AT[B] forms a
Heyting algebra, which is denoted by A[B]. Note that A[B] does not need to be a
subalgebra of A, because the bottom element of A™[B] may not coincide with the
bottom element of A.
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Let A be a Heyting algebra and A be a formula refuted in A by valuation v.
Suppose that {A, ..., A,}is a set of all subformulas of A and suppose that A4 . :=
{0,1} U{v(A;) | i € [1, n]}. Let us observe that A, ,) contains all elements of A
needed to compute the value of v(A). It is not hard to see that A4,,) = Aav,v).
Clearly, A4, does not need to be closed under fundamental operations, but A[A4 )]
is a Heyting algebra, and the value of v(A), or the value of v'(A") for that matter, can
be computed in the very same way as in A. To simplify notation, we write A[A, v]
instead of A[A4,,)]. Thus, v refutes A in A[A, v] as long as it refutes A in A.

Ifoe{n,v,—}, by A(° Ay WE denote a set of all ordered pairs of elements of
A4,y for which o is defined:

A?A,v) ={(a,b)|a,b,aocbe A(A,u)}-

Consider formulas

DY (A, A,v) = ( AN/ (aop< Paob))

e{A,vV—} (a, b)eA(A »

and
XTA AV =D A AN >\ (pa ).
a,beA . ,a#b

Proof of Lemma?2.3.

Proof We will show that if A is an s.i. algebra, then X (A, A, v) is refuted in A by
valuation v’. Indeed,

V'(pa o pp) = V'(pa) o V' (pp) = @0 b = v'(pacb)

forall (a,b) € A, ) and all o € {AV, —} and therefore, V(DT(A, A, v)) =1.

On the other hand, v'(pa) = a # b = v/(pp); that is, v’ refutes every disjunct
on the right-hand side of X (A, A, v), and therefore, v’ refutes whole disjunction,
because A is s.i. and disjunction of two elements that are distinct of 1 is distinct from
1. Thus, V' refutes X (A, A, v).

To prove Lemma?2.4, we will need the following property of X (A, A, v).

Proposition 2.21 Let A be a Heyting algebra, and v be a valuation refuting formula
A in A. Suppose that B is a Heyting algebra and n is a valuation refuting formula
XT(A, A, v) in B such that

(DT (A, A, v)) = 1p.

Then, n refutes A” in B(X ™, n] and therefore, A is refuted in B[X™T, n).
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Proof Indeed, defineamap & : Acs,y —> Bx+ p by letting £(a) = n(p,). Leta =
n(pg) forevery a € Awa ).

U/

N,

First, let us observe that 7(p1) = 1g. Indeed, by definition, 1 € A4 ), and (1,1) €
A?AYV),becausel — 1=1¢€ A, .Hence, (p1 = p1) <> pi1isone of the conjuncts
in DT (A, A, v) and because n(D1 (A, A, v)) = 1g, wehave n((p; — p1) < p1) =
1p; that is, n(p1) — n(p1) = n(p1) and n(p1) = 1s. _

Next, we observe that if a,b € A4,y and @ # b, then @ # b. Indeed, because 1
refutes X (A, A,v) and n(DT (A, A,v)) = 13,

Pa

nC\/  (pa< pp) #1s,

a,beAu,.a#b

and in particular, n(ps <> pp) # 1. Thus, n(pa) # n(pp); thatis, a # b.

Lastly, we observe that if B, C and B o C are subformulas of A and v(B) =b
andv(C) = ¢, thenb, ¢c,boc € Aws,). Moreover, (b, ¢) € A‘(’A’U) and consequently,
(Pb © Pc) <> Pbocy 1s one of the conjuncts of D (A, A, v) and by assumption,

n((Po © pc) < Poocy) = 1.
Thus, n(pp) o n(pc) = N(Ppoc) and therefore, if v(A) = a, then,
n(A") = n(pa) =a.
Recall that ' refutes A”; that is v'(A") # 1 and hence, n(A") # n(1) = 1g.
Now, we can prove Lemma2.4 and complete the proof of the theorem.
Proof of Lemma?2.4

Proof For contradiction, assume that formula X (A, A, v) is refuted in Heyting alge-
bra B € Mod(L). By Corollary 2.2, we can assume that B is s.i. and that the refuting
valuation 7 is such that

n(DYA, A,v)=1and n(  \/  (pa< pp) # 1.
a,beA(A_\,),a;éb

Thus, the condition of Proposition2.21 is satisfied and hence, A is refuted in
B[X™, n]. If we show that B[X™, n] € Mod(L), we will arrive at a contradiction,
because A was selected from L \ L’ and thus, A is valid in all models of L.
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Indeed, because A € Mod(L) and KC C L, A is a Yankovean algebra. Hence,
for each element a € A that is distinct from 0, a — 0 = 0 and 0 — a = 1. There-
fore, for each a € A4, that is distinct from 0, a—0=0 and 0 > a=1.
Hence, (pa — po) < po and (py — pa) <> p1 are conjuncts of DT (A, A, v). By
assumption, n(D*(A, A, v)) =1 and subsequently, n(pa) — n(po) = n(po) and
n(po) = n(pa) = n(p1). The latter means that n(pg) is the smallest element of
B[X™, n]. Let ¢ = n(py). Then, for each distinct from ¢ element b € B[X ™, n],
barc=c,bvc=b,b—>c=candc—>b=1.

Recall that B is also a Yankovean algebra and therefore, for each element b € B
that is distinct from 0, b — 0g = 0g and 0g — b = 1. Hence, the set of all elements
of B[X ™, n] that are distinct from ¢ together with 0 is closed under all fundamental
operations and hence, it forms a subalgebra of B. It is not hard to see that this
subalgebra is isomorphic to BT [ X, 5], and this entails that BY[X T, 5] is isomorphic
to a subalgebra of a model of L and therefore, B*[X™, 1] is a model of Mod(L).

Remark 2.7 Formula X (A, A, v) is a characteristic formula of partial Heyting alge-
bra. The reader can find more details about characteristic formulas of partial algebras
in Tomaszewski (2003) and Citkin (2013).

2.7 Some Si-Calculi

Let us consider the following calculi.

(a) CPC =IPC + (—=—p — p)—the classical propositional calculus;
(b) KC = IPC + (—p v ——p)—the calculus of the weak law of excluded middle;
(©) BD2=IPC+ ((=—pA(p—>q)A(g— p)—p)—q);

(d SmC=IPC+ (—pVv——p)+((—=pA(p—=>qg) A({g— p)— p)— 9.

Let us consider the algebras, whose Hasse diagrams are depicted in Fig.2.2 and
the following series of C-algebras defined inductively:

By=2, By, =2aol
Jo=2 Jn=JteoL
Algebras J; are referred to as Jaskowski matrices. They were considered by

S. Jaskowski (cf. Jaskowski 1975) and they form an adequate algebraic semantics
for Int in the following sense:

IntHFA < J,=Aforallk > 0.

InJankov (1963a), it was observed that algebras J ,({d)

tics for KC:

, k > 1,form an adequate seman-
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KCHA — J,((d) = Aforall k > 0.

If C; and C, are two C-calculi, we write C; = C, to denote that C; and C, define
the same logic. For instance, Int + (——p — p) = Int 4+ (p v —p), because both
calculi define CI.

As usual, if A is a class of C-algebras and C is a class of C-formulas, A |= C
means that all formulas from C are valid in each algebra from A, and A = C denotes
that at least one formula from C is invalid in some algebra from A.

Theorem 2.8 (Jankov 1963a, Theorem 1) Suppose that C is a set of formulas in the
signature —, A, v, —. Then the following hold:

(a) IPC+ C =LQ2)ifandonlyif2 = C and 3 |~ C;

(b) IPC+C =L({J® k > 0)) ifand only if (3, k > 0} = C and Zs - C;
(¢) IPC + C = L({By, k > 0}) if and only if {By, k > 0} |= C and 4 ¥ C;
(d) IPC+C =L@3)ifandonly if3 = C and 4 [~ C and Zs = C.

Proof In terms of splitting, we need to prove the following:

@) L2 =L3);
) L{I" . k = 0}) = L(Zs):
(©) L({Bi.k >0} =L(4);
@) L@3) =L@, Zs)).

(a’) is trivial: the only s.i. Heyting algebra that does not contain 3 as a subalgebra
is 2.

(b”) was proven as Corollary2.19.

(c’) It is not hard to see that neither algebra By nor its homomorphic images or
subalgebras contain a four-element chain subalgebra. On the other hand, if B is a
finitely generated s.i. Heyting algebra such that 4 is not its subalgebra, then B =
B’ @& 1. Elements 0, 1, and the pretop element form a three-element chain algebra;
hence, B’ contains at most a two-element chain algebra and by (a’), B’ is a Boolean
algebra. Clearly, B’ is a homomorphic image of B and hence, B’ is finitely generated.
Every finitely generated Boolean algebra is finite and therefore, B is isomorphic to
one of the algebras By.

(d’) Let A be a finitely generated s.i. Heyting algebra that has no subalgebras
isomorphic to Zs and 4. Then by (b’), A is an s.i. Yankovean algebra and hence,
AZ00A ®1. By (c’), 0d A’ is a Boolean algebra and therefore, 0 d A" = 2.
Thus, A=2p1=3.

The above theorem can be rephrased as follows.
Theorem 2.9 (Jankov 1963a, Theorem 3) Suppose that C is a set of formulas in the

signature —, A\, V, —. Then the following hold:

(a) IPC+C =CPCifandonlyif2 = Cand3 } C;
(b) IPC+ C =KC ifand only if J\, k > 0} = C and Zs = C;
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1
-aVv--a
——a—3a —-a
b " c
—=C ’6< -b
0

Fig. 2.5 Algebra refuting A

(c) IPC+ C =BDy ifand only if {By, k > 0} = C and 4 | C;
(d) IPC+ C =Smifandonlyif3 = Cand4 = C and Zs = C.

Remark 2.8 It is noted in Jankov (1963a) that logic Sm can be defined by IPC +
(p—=>V(g—=>r)V(—s5).

2.8 Realizable Formulas

In 1945, S. Kleene introduced a notion of realizability of intuitionistic formulas (cf.
Kleene 1952). Formula A is said to be realizable when there is an algorithm that by
each substitution of logical-arithmetical formulas gives a realization of the result.
It was observed in Nelson (1947) that all formulas derivable in IPC are realizable;
moreover, all formulas derivable in IPC from realizable formulas are realizable,
while many classically valid formulas, =——p — p, for instance, are not realizable.
This observation gave the hope that the semantics of realizability is adequate for
IPC. It turned out that this is not the case: in Rose (1953), it was proven that formula

C=((—A— A) > (—AvV—-=A)) - (A vV —-—=A), where A = (—p V —q)

is realizable not derivable in IPC. Indeed, formula C is refutable in the Heyting
algebra whose Hasse diagram is depicted in Fig.2.5 by substitution v : p — b, v :
g — C, whichentailsv : A — a.

In Jankov (1963b), Yankov constructed the following sequences of formulas: for
eachn >3andi € [1,n], letnw) ;= =py A~ A=pi_y A=pit1 A+ A=p, and

n—1

Avi= N\ = Ap) A N\ = (Pi V pw) = (Pa ¥ =pa)

l<k<m=<n i=1



2 V. Yankov’s Contributions to Propositional Logic 45

and
n—1 n

B.:i= /\ —inp) A NG = iV )=\ pi

I<i<j<n i=1 i=1
In addition, let

p:=((==p—>@PV=pHOA(=q—>q)—> @V—g9)A=(pArqg)—> (pV—q).

Theorem 2.10 (Jankov 1963b, Theorem 1) The following hold:

(a) formulas Az and p are realizable and cannot be derived in |PC from each other;
thus, they are not derivable in IPC;

(b) inlPC, A3 - C and C ¥ Aj;

(c) for any n > 3, formulas A, and B, are not derivable in IPC; nevertheless,
A3z A, and A, & B, and hence, formulas A, and B, are realizable.

Theorem 2.11 (Jankov 1963b, Theorem 2) Every realizable formula is valid in
algebra 17 whose Hasse diagram is depicted in Fig. 2.4.

Let us observe that formula C' := ((—m—p — p) — (=pV —==p)) —> (=pV
——p) (the skeleton of the Rose formula) is refuted in algebra Z, by valuation
v : p — a. Hence, Theorem?2.11 entails that the skeleton C’ := ((——p — p) —
(—p VvV —=p)) - (—p Vv ——p) of the Rose formula is not realizable.

On the other hand, formula C’ is interderivable in Int with the characteristic
formula Xz, of algebra Z;. Hence, if C’ is not realizable, all realizable formulas are
valid in Z7. Indeed, assume for contradiction that A is a realizable formula and is
invalid in Z;. Then, by Theorem?2.2, in IPC, A F C’ and therefore, C’ should be
realizable.

More information on the realizability of propositional formulas can be found in
Plisko (2009).

2.9 Some Properties of Positive Logic

If A and B are positive formulas, let A < B <d:ef> A — B in PPC. A set of

formulas is independent if any two distinct formulas of this set are incomparable
relative to <. In Jankov (1968d), Yankov constructed three infinite sequences of
positive formulas on two variables: (a) independent, (b) strongly descending, and (c)
strongly ascending. For the duration of this section, - means derivability in PPC
(unless otherwise indicated).
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2.9.1 Infinite Sequence of Independent Formulas

Consider the following sequence of positive formulas (cf. Jankov 1968d):

Ay:=p, Bi:=¢q, Aip1:=BV (By— Ay, Bipi= AV (A — B).
2.12)
Let

Cr := ((Ax — By) = Bu) A ((Br — Ap) = Ap)) — (Ax Vv By). (2.13)

In the proofs, we use algebras A;, the Hasse diagrams of which are depicted in
Fig.2.6, and we use valuation

v:pr—a; v:qr— by (2.14)
Let us observe that forall 1 <k <1,

v(Ap) = a, v(By) =bg, and v(C;) =c;.

Proposition 2.22 Formulas Cy, k > 0, are independent in PPC; that is, for any
i 75], C,»Jr‘CjandeJz‘C,».

Proof First,letus observe that¥ C; — C; foranyi > j,because valuation v defined
by (2.14) refutes formula C; — C;.

Next, let us show that ¥ C; — C; for any i < j. To this end, we will show that
F (C; — C;) < C; and consequently, ¥ (C; — C;), because ¥ C;: it is refuted in
A; by valuation v.

Let us prove = (C; — C;) < C;. By definition,

Ci—>Ci=C; — (A > B;)) > B)A((Bi —> A) — A)) = (A; vV B))),

and hence,

F(Cj— Ci) <« ((Cj A((Aj = Bj) = Bi) A((Bi = Aj) — A))) = (A; V By)).

(2.15)
Thus, by showing that

~ (((Al — B,) — B,) AN ((B, —> Az) — A,)) —> Cj, (216)
we will prove that (2.15) yields
F(C; — C) < ((A; — B)) = B) A((Bi = A) — A)) = (A; V B))),

that is, that = (C; — C;) < C;.
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Fig. 2.6 Refuting algebra
To prove (2.16), we consider two cases: (a) j =i + 1 and (b) j > i + 2.
Case (a). Recall that B; = A; — B; and hence,
Bi, (A; - B)) > B;, (B —> A;)) > A; F (A; V(A = B)). 2.17)
In addition, B; — A;, (B; — A;) —> A; + A; and hence,
B; — A;, (A; > B;)) > B;, (Bi > A;)) > A; = (A; V(A4; = B))). (2.18)

From (2.17) and (2.18),
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B; v (Bi — Aj), (Ai — B;)) > B;, (Bi—> A) — A = (A; V(A — B)),
(2.19)
and by the Deduction Theorem,

(Ai > Bj)) > Bi, (B > A;)) > A; = (Bi V(B => A) = (A; vV (A = B)));
(2.20)

that is,
(Ai — Bz) g Bi, (Bl — Al) —> Ai = Ai+1 — Bi+1~ (221)

Immediately from (2.21),

(Ai > Bj) > Bi, (Bi > A;)) > Ai & ((Aiy1 = Bit1) > Biy1) = Biy
(2.22)
and consequently,

(Aj = B;j) > B, (Bi > Aj)) > Aj = ((Aj41 = Bit1) = Bit1) — (Ai41V Biyp).
(2.23)

Hence,

(((A; = B)) > B)AN((Bi — A) — A)) +
((((Ajx1 = Bix1) = Biy1) A((Biy1 = Aix1) = A1) = (A1 VvV Biyy));
(2.24)
that is,
(((Ai = B)) > B)AN((B; — A) — A)) FCiqr. (2.25)
Case (b). From (2.21),
(((A; = B)) > BH)A((B; > A) —> A)) F Aip1 vV (Aig1 = Bigr):

that is,
(((A; = Bi) = B;)) AN((Bi —> A;)) > A)) F Bijo. (2.26)

Using the definition of formulas A; and B;, by simple induction one can show that
forany j > i+ 2,

(((Ai = Bj) = B) A((Bi = Aj)) = Ai)) F B (2.27)
and subsequently,

(((A; = Bi)) > B) A ((Bi > A)) = A)
(((A] —> BJ) — BJ) /\((Bj —> Aj) — AJ)) —> (A] \/Bj).

Hence, by the definition of formula C;,
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(((A; = B)) = B)H) A (B — A) — A)) = C;.

2.9.2 Strongly Descending Infinite Sequence of Formulas

Consider the following sequence of formulas: for each k > 0,

Dy :=/\c[.

i<k

Let us prove that formulas D; form a strongly descending (relative to <) sequence;
thatis, forany 0 < j <i,+ D; — D;, while¥ D; — D;.

Proposition 2.23 Formulas Dy, k = 1,2, ... forma strongly descending sequence.

Proof Let0 < j < i.Thent D; — D; trivially follows from the definition of Dy,
and we only need to show that¥ D; — D;.
Indeed, by the definition of formula D,

F(D; — D) < \D; — Co,

k<i

and we will demonstrate that ¥ D; — C; by showing that formula D; — C; is
refuted in algebra A; whose diagram is depicted in Fig.2.6.

Let us consider valuation v : p — aand v : ¢ — b. Then, forall j <i,v(C;) =
1and hence, v(§;) = 1, while v(C;) = ¢; < 1and hence, valuation v refutes formula
Dj — Ci.

2.9.3 Strongly Ascending Infinite Sequence of Formulas

To construct a strongly ascending sequence of formulas of positive logic, one can
use an observation from Wajsberg (1931) that a formula A is derivable in IPC if
and only if a formula A obtained from A by replacing any subformula of the
form —B with formula B — (pi A -+ A py A put1), Where py, ..., p, is a list of
all variables occurring in A, is derivable in PPC. Thus, if one takes any sequence
Ay, Ay, As, ... that is strongly ascending in IPC , the sequence AT, AT, AT, ...
is strongly ascending in PPC. In particular, one can take sequence of formulas that
are a strongly ascending in IPC on one variable constructed in Nishimura (1960)
and obtain a desired sequence of formulas that is strongly ascending in PPC on two
variables.

A proof that Int - A if and only if PPC = A™ can be done by simple induction. It
appears that Yankov was not familiar with Wajsberg (1977) and his proof in Jankov
(1968d) uses the same argument as the proof from Wajsberg (1931).
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Let us also observe that the sequence A;, A, ... defined by (2.12) is strongly
ascending. Indeed, it is clear that - Ay — (B V (By — Ag)); thatis , - Ay —
Apy1. On the other hand, ¥ Ay,; — Ay: the valuation v refutes this formula.

By the Separation Theorem, all three sequences remain, respectively, independent,
strongly ascending and strongly descending in IPC. Moreover, because IPC and
KC have the same sets of derivable positive formulas, these three sequences retain
their properties. And, if we replace ¢ with —=(p — p), we obtain three sequences of
formulas that are independent, strongly descending, and strongly ascending in MPC.

2.10 Conclusions

In conclusion, let us point out that Yankov’s results in intermediate logics not only
changed the views on the lattice of intermediate logics but also instigated further
research in this area. In 1971, in Kuznetsov (1971), it was observed that for any
intermediate logic L distinct from Int, the segment [Int, L] contains a continuum of
logics. In the same year, using notion of a pre-true formula, which is a generalization
of the notion of characteristic formula, Kuznetsov and Gerc¢iu presented a finitely
axiomatizable intermediate logic without the f.m.p. (Kuznetsov and Ger¢iu 1970).
Using ideas from Jankov (1968b), Wroniski proved that there are continuum many
intermediate logics enjoying the disjunction property, among which are the logics
lacking the f.m.p. (cf. Wroriski 1973).

In Fine (1974), Fine introduced—for modal logics—formulas similar to Yankov’s
formulas, and he constructed a strongly ascending chain of logics extending S4.

In his Ph.D. Blok (1976), Blok linked the characteristic formulas with splitting,
and studied the lattice of varieties of interior algebras. This line of research was
continued by Routenberg in Rautenberg (1977, 1980), and his disciples (cf. Wolter
1993; Kracht 1999). Ever since, the splitting technique pioneered by Yankov is one
of the main tools in the research of different classes on logics.
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Chapter 3 ®
Dialogues and Proofs; Yankov’s e
Contribution to Proof Theory

Andrzej Indrzejczak

Abstract In the 1990s Yankov published two papers containing important contri-
butions to proof theory and based on the application of a dialogical interpretation of
proofs. In both cases the method is used for providing constructive proofs of impor-
tant metalogical results concerning classical logic and fundamental mathematical
theories. In the first paper it is shown that impredicative extensions of intuitionistic
versions of arithmetic, analysis and set theory, enriched with suitable bar induction
schemata, are sufficiently strong for proving the consistency of their classical coun-
terparts. In the second paper the same method is applied to provide a constructive
proof of the completeness theorem for classical logic. In both cases a version of a
one-sided sequent calculus in Schiitte-style is used and cut elimination is established
in the second case. Although the obtained results are important, and the applied
method is original and interesting, they have not received the attention they deserve
from the wider community of researchers in proof theory. In this paper we briefly
recall the content of both papers. We focus on essential features of Yankov’s approach
and provide comparisons with other results of similar character.

Keywords Proof theory - Dialogical interpretation of proofs - Consistency
proofs + Bar induction - Arithmetic *+ Analysis + Set theory

3.1 Introduction

In the early 1990s, shortly after returning from internal exile in Siberia, Yankov pub-
lished two papers containing important contributions to proof theory. More precisely
the first of them Yankov (1994) presents constructive consistency proofs of classical
arithmetic, analysis and set theory. The second one Yankov (1997) just shows the
application of the general method developed in the first paper to obtain a constructive
proof of the completeness of first order logic FOL. It is evident that both works were
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prepared in extremely difficult times of his political imprisonment where he had no
access to vast literature in ordinal proof theory. It explains why both papers have
limited references. Only Spector’s well known result on the consistency of analy-
sis (Spector (1962)) is mentioned in addition to Shoenfield’s textbook (Shoenfield
(1967)) and some of Kreisel’s papers on proof theory. Even Gentzen’s works are
not mentioned directly although it is evident that they are known to Yankov and
provide some general background to his approach. What is sad is the fact that the
reception of Yankov’s work was sparse. There are no references to it in the works of
leading experts in proof theory. In this paper we try to briefly characterise the results
he obtained and put them in the wider context of proof-theoretic work which was
conducted elsewhere.

In the next section we briefly recall the main trends and results obtained in proof
theory after Gentzen’s seminal works on the consistency of arithmetic. Then we char-
acterise the main features of Yankov’s approach as developed in these two papers.
In particular, in Sect.3.4 we present sequent calculi applied by Yankov and com-
pare them with other ways of formalising mathematical theories. In Sect.3.5 we
describe his dialogue theory of proofs and compare it with other dialogical/game
based approaches. Since Yankov’s proof of consistency is based neither on cut elim-
ination nor on any Gentzen-like reduction procedures but on direct justification of
cut applications, it requires Brouwer’s bar induction principle. In Sect. 3.6 bar induc-
tion will be generally explained and its specific forms introduced by Yankov briefly
characterised. We close the presentation of his approach in Sect.3.7 with a sketch
of his proofs. The last section provides a summary and evaluation of his result in
comparison to other approaches.

3.2 Consistency Proofs

One of the most important results in metamathematics which are known (at least by
name) even to laymen are Godel’s two incompleteness theorems. In common opinion
they have shown that an ambitious version of Hilbert’s program is not realizable,
at least in the original form. Godel himself believed that his results do not destroy
Hilbert’s program decisively but some other outstanding scholars, like von Neumann,
were convinced that the expectations for establishing a safe basis for arithmetic were
buried. The strong tradition of proof theoretic research which soon started with
Gentzen is a good evidence that Godel’s, more balanced, view was closer to truth. In
fact, the result on the embeddability of classical arithmetic in intuitionistic arithmetic
which was proved independently by Godel and Gentzen may be seen as a first kind
of consistency result for classical arithmetic in the sense that its consistency problem
was reduced to the problem of the consistency of intuitionistic theory.
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Gentzen recognized that the main problem with Hilbert’s program was with its
unclear explanation of the notion of finitist method' and started to investigate what
kind of principles are sufficiently strong to provide a consistency proof for arithmetic,
yet may be treated as sufficiently safe. He provided four proofs of consistency of
suitable formalizations of Peano arithmetic PA. In fact, the first of them (unpublished
after Bernays’ criticism.) was based on the application of intuitionistically acceptable
principles, namely the fan theorem which is a counterpart of Konig’s lemma and a
corollary of the bar induction theorem, which is the basis of Yankov’s approach.
Later Gentzen changed the strategy and based a proof of consistency on the principle
of transfinite induction up to €.

It is well known that Gentzen (1934) introduced special kinds of calculi enabling
better analysis of proofs—natural deduction and sequent calculi. Frege and Hilbert-
style axiomatic systems were formally correct and easy to describe but the con-
struction of proofs was heavy and artificial, giving no insight as to how to discover a
concrete proof and far from mathematical practice. Natural deduction was, as its name
suggests, constructed as a formal system which corresponds to the actual practice of
proof construction, in particular it enables an introduction of temporary assumptions
for conditional and indirect proofs’ instead of formalising the derivation of theses
from axioms. Moreover, Gentzen was convinced that natural deduction calculi allow
for better analysis of the structure of proofs, in particular by their transformation
into special normal form. Sequent calculi were at first treated as a kind of technical
device but soon started independent life in the realm of proof theory. The problem
for Gentzen was that he was able to obtain normalizability of proofs only for intu-
itionistic logic whereas in sequent calculus the corresponding result, called by him
Hauptsatz (cut elimination theorem), was established for classical and intuitionistic
logic in an uniform way. Normal form theorems for classical and other logics were
established in the 1960s by Prawitz (1965) (and independently by Raggio 1965)
whereas Gentzen’s original proof for intuitionism was rediscovered only recently by
von Plato (2008). In the meantime sequent calculus became more and more popular
due to the works of such logicians as Ketonen, Curry, Kleene, to mention just a few
names. The earliest two proofs of the consistency of PA constructed by Gentzen
(1936a) (and galley proofs added to the English translation of this paper in Szabo
1969) were established for a calculus which was a hybrid of natural deduction and
sequent calculus (sequent natural deduction?). The third Gentzen (1938) (and fourth
Gentzen 1943) one was provided for the sequent calculus version of PA.

Although it may be debatable whether Gentzen provided a properly finitist proof
of the consistency of PA it is evident that he provided an important result which
was also an improvement of Godel’s result. In fact, many mathematicians neglected
Godel’s result claiming that his kind of unprovable statement is artificial and not

! Nowadays the view of Tait is often accepted according to which finitism is identified with the
quantifier-free system of primitive recursive arithmetic PRA.

2 In fact, a similar system of this kind independently introduced by Jaskowski (1934) was called
‘suppositional calculus’.

3 More on the history and types of natural deduction and sequent calculi is in Indrzejczak (2010).
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a ‘real’ arithmetic true sentence. Gentzen’s principle of transfinite induction up to
€0 is an example of a ‘real’ true and nonprovable arithmetic sentence. Moreover,
he has shown in Gentzen (1943) that it is the best possible since his fourth proof
shows that weaker principles (for ordinals below €() are provable in his system. This
way he opened the way for the foundation of ordinal proof theory developed by
Takeuti, Schiitte and his followers. It should be understood that what he obtained
was not a trivial game where the ordinary induction principle is proved by means
of stronger transfinite induction up to €. His application of transfinite induction is
restricted to recursive predicates; only so it has a constructive character in contrast
to the nonrestricted induction principle which is a primitive rule of the system PA
which is shown to be consistent.

Yet Gentzen believed that this was only the beginning and tried to prove the
consistency of analysis.* His tragic death closed his research but other logicians
continued his investigation.

Gentzen had a clear picture of three levels of infinitary involvement connected
with arithmetic, analysis and set theory respectively. In his lecture (Gentzen (1936¢))
elementary number theory is characterised as dealing only with the infinity of nat-
ural numbers which may be interpreted constructively in terms of potential infinity.
Analysis introduces a higher level of commitments to infinity since we must deal
with infinite sets of numbers. In case of set theory an unlimited freedom is allowed
in dealing with infinity in the sense that it deals with infinite sets of infinite sets of
any further order.

Gentzen’s quest for a proof of the consistency of mathematics was continued
in many ways and with the application of several ingenious techniques. We briefly
point out only some chosen achievements, namely those which—in our opinion—
may serve as the most direct points of reference to Yankov’s results. More extensive
information may be found in several textbooks and surveys, in particular: Takeuti
(1987),> Pohlers (2009), Schwichtenberg (1977), Rathjen and Sieg (2018). One of
the important features of Gentzen’s original consistency proofs is the remarkable
fact that despite differences all are based on some reduction steps rather than on
full unrestricted cut elimination which yields consistency in a trivial way like in the
case of pure classical and intuitionistic logic. In particular, in the third proof (the
second one published in Gentzen 1938) no full cut elimination for a suitable sequent
calculus is obtained due to the additional induction rule. Instead we have a reduction
of proofs having some ordinal assigned, to proofs having lesser ordinals assigned.
It opens the way for searching cut-free systems where consistency will be obtained
as a simple corollary, similarly like in the case of pure logic, and even arithmetic
without induction.®

“In the meantime he proved in a purely finitist way the consistency of simple type theory (Gentzen
1936b) but without the axiom of infinity so it is a rather weak result.

5 The second edition is preferred since it contains also valuable appendices written by leading
researchers in the field.

6 Such a result was already present in Gentzen (1934).



3 Dialogues and Proofs; Yankov’s Contribution to Proof Theory 57

Soon it appeared that the problems may be solved by extending the notion of a
calculus in such a way that infinity is introduced in the realm of syntactic proofs.
Independently, Novikov (1943) and Schiitte (1977) showed how to avoid the diffi-
culty with cut elimination in infinitary systems although the former work was rather
unnoticed. In Schiitte’s approach a so called semiformal system with the w-rule is
introduced instead of a special rule of induction. It has the effect that cut elimination is
a trivial extension of the ordinary proof but the cost is that the calculus is infinitary,
i.e. proofs are well-founded trees with a denumerable number of branches. Addi-
tionally, Schiitte introduced a simplified version of sequent calculus—the one-sided
calculus which became very popular in proof theoretic investigations. Sequents are
just collections (usually finite lists) of formulae and the number of rules is reduced.
Such kind of calculus was also applied by Yankov and will be described below in
detail. In fact, the level of infinity introduced to syntactical calculi by Schiitte was
earlier signalled by Hilbert and in fact even more economical infinitary systems are
possible if we introduce also infinitary sequents. This was the solution proposed a
little earlier by Novikov (1943) but wider known later due to Tait (1968). In such
kind of calculi further simplifications follow since quantifiers are reduced to infinite
conjunctions/disjunctions.

Different ways (avoiding the introduction of infinity to the realm of syntactic
systems) of searching for cut elimination in enriched calculi were also investigated.
Takeuti formulated a conjecture that cut is eliminable in the sequent calculi for full
second-order logic Z2 (and logics of higher degrees) which, as is well known, is
sufficient for the formulation of analysis. The troubles with Takeuti’s conjecture was
that rules for introduction of second-order quantifiers (V into the antecedent or 3 into
the succedent) lack the subformula property since terms instantiated for second-order
variables may be of any complexity, which destroys standard ways of proving this
result. Proofs confirming Takeuti’s conjecture were offered independently by Tait,
Takahashi, Prawitz and Girard (see Rathjen 2018 for details). The problem with all
these proofs is that they are not purely syntactical and highly non-constructive. Cut
elimination is indirectly shown be means of applying the semantical resources due to
Schiitte. Problems with the lack of subformula property may be resolved by means
of some stratification of formulae in the spirit of the ramified hierarchy of sets. In
this way we enter into the field of predicative analysis.

In fact it is not necessary to be a conservative follower of Gentzen’s syntac-
tic approach to obtain similar results. In the meantime Spector (1962) proved the
consistency of analysis with no use of sequent calculi or natural deduction but on
the basis of Godel’s Dialectica interpretation and with the help of Brouwer’s bar
induction suitably generalised. It seems that his proof strongly influenced Yankov,
especially concerning the role played by bar induction. We will return to this question
in Sect. 3.6.

However, most of the outcomes concerning consistency results were developed
in the spirit of Schiitte’s approach by the Munich school (Buchholz, Jiger, Pohlers)
where several subsystems of analysis and set theory were investigated. In fact a
development of so called ordinal proof analysis is strongly based on Gentzen’s result
(Gentzen 1943) where it is shown that in his sequent calculus for PA all induction
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principles for ordinals < €, are provable. In contemporary proof theory this approach
was developed into a separate field of research which classifies systems by assigning
to them the least ordinals such that suitable induction principles are not provable
in them. The level of sophistication of these investigations is very high and was
summarised by Rathjen (1999) as “tending to be at the limit of human tolerance”.

This sort of analysis was also successfully applied to set theory, among others
by Jiger, Arai, Rathjen. It is remarkable that most of the works on the consistency
of set theory is concerned with different versions of Kripke-Platek theory KP not
with ZF as in Yankov’s paper. In KP the power set axiom is omitted and the axiom
of separation and collection are restricted. Nonetheless this weak axiomatization is
sufficient for the most of important applications of set theory and, moreover, it is
amenable to ordinal analysis which makes it a favourite system for proof theoretic
investigations. This branch of proof theory is sometimes called admissible proof
theory since Barwise’s admissible sets provide natural models for it.

Let me conclude this section with some remarks concerning the eliminability of
axioms and cut as the main technique for obtaining the consistency of mathematical
theories. It is known that cut is not fully eliminable in SC with axioms. Of course
if axioms are atomic this is not a serious problem. Many approaches to arithmetic
resolve the problem of axioms of PA in such a way but the principle of induction
is not amenable to such treatment. Gentzen provided different forms of rules cor-
responding to the induction axiom (see below Sect.3.4) but they did not allow for
extending his proof of cut elimination. Negri and von Plato (2001) developed tech-
niques for changing some types of axioms (like e.g. universal geometric formulae)
into one-sided rules which allows for extending standard cut elimination proofs. But
induction cannot be formalised in such a way. Of course any axiomatic sequent may
be transformed into rules representing several schemata (see e.g. Indrzejczak 2018)
but not necessarily fitting our purposes, in particular yielding rules which are suitable
for proving cut elimination. Omega rules allow for elimination of induction princi-
ples but at the cost of introducing semi-formal (infinitary) calculi. Yankov’s proof
shows a different route.

I’'m convinced that this short and very incomplete survey’ is necessary to put
Yankov’s proposal in the proper context, to show that his ambitious but not recognized
project belongs to a field of very active research developed before its publication and
still actively continued, unfortunately without noting his interesting contribution.

3.3 Yankov’s Approach

Both papers discussed below represent Yankov’s conception of the so called ‘dia-
logue’ approach to solving metalogical problems. In Yankov (1994) it is used to
prove the consistency of classical theories of Peano arithmetic, analysis and ZF set

7In particular research concerning bounded arithmetic (Parikh, Buss), reverse mathematics or pred-
icative analysis were not mentioned since they are not related to Yankov’s work.
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theory, whereas in Yankov (1997) the completeness of FOL is demonstrated. In both
cases proofs are carried out in a constructive way by means of the notion of the
defensibility of a formula (sequent). This notion is introduced in the context of a
dialogue (game) between two subjects called an opponent and a proponent. Each
formula (sequent) is an object of discussion in which an opponent is trying to refute
it and a proponent is trying to provide a defence. A formula (sequent) is defensible
if for every opponent’s attempt a proponent is able to find a true literal which is its
subformula.

In case of consistency proofs the general strategy is simple. It is shown that
the axioms of the theories under consideration are defensible and that every rule is
defensibility-preserving from premisses to conclusions. Since no false formula is
defensible it follows that the respective theories are consistent. The apparent sim-
plicity of these proofs rests on the remarkable complexity of their concrete steps
which involve the application of special versions of bar induction principles and
arithmetization of the opponent’s strategies, required for application of bar induc-
tion. Theories are formalised as one-sided sequent calculi with added axiomatic
sequents. Proving defensibility-preservation for all rules except cut is relatively sim-
ple. Although Yankov in (1994) is sometimes referring to part of his proof as cut
elimination it cannot be treated as such, at least in the standard sense of this word.
The result is shown not by cut elimination but directly by showing that cut is also
defensibility-preserving. It is this case which needs very complex argument and in
particular bar induction in a variety of special forms must be applied to cover the
cases of the quantifiers.

In the case of the completeness of FOL, soundness is just a corrolary of the
consistency of arithmetic. In order to prove that FOL is complete again the dialogue
interpretation is applied to a root-first proof search procedure. But since completeness
is proved by means of constructive resources the usual strategy is not applicable. Thus
instead of an indirect proof by construction of a model on the basis of an open infinite
branch a direct proof is provided.

There are three main components of Yankov’s method that are applied in both
papers: (a) a (one-sided) cut-free sequent calculus used for the formalization of
the respective theories; (b) the specific dialogical framework used for proving the
defensibility of provable sequents, and (c) the application of specific bar induction
principles required for the demonstration of the preservation of defensibility by cut.
In the following sections we will briefly comment on all of them and sketch the
proofs.

3.4 The Calculus

Yankov applies the one-sided sequent calculus invented by Novikov and Schiitte and
popularised by Tait and researchers from the Munich School (Buchholz, Pohlers)
although his formalization of arithmetic is different. As we already mentioned this
approach is usually based on the application of infinitary rules (so called semifor-
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mal systems), whereas Yankov’s formalization is finitary and uses only additional
axioms. The standard language of FOL is used with denumerably many variables
and denumerably many predicate letters of any arity with constants: —, A, Vv, V, 3,
but with formulae in negation normal form, i.e. with negations applied only to atomic
formulae. Thus every occurrence of —¢ with ¢ nonatomic is to be treated as an abbre-
viation according to the rules: —=—¢ 1= ¢, = (@ AY¥) := =@ V =Y, = (¢ V ¥) 1=
—@ A Y, “Vxe = Jx—e, =Ixe = Yx—e. In the case of the languages for the
theories considered only predicate and function symbols for recursive relations are
permitted (no specification is provided which ones are preferred) so it is assumed
that the law of excluded middle holds for atomic formulae. Also in case of analysis
two sorts of variables are introduced, for numbers and functions from N to N (i.e.
infinite sequences).

It is worth underlining that in the course of proof Yankov applies Smullyan’s
trick to the effect that free variables are substituted consecutively with the objects
from the domain of the constructed model so in fact he is working only with closed
formulae of a special kind. What objects are substituted for free variables depends
on the theory under consideration. In case of PA these are natural numbers, for ZF
these are sets. In analysis there are two domains for each sort of variables: numbers

and infinite sequences of numbers.
Sequents are finite lists of formulae. Restriction to negative forms allows for a
very economic calculus consisting of the following rules:

I, e, o, ¢, A T, A, -
W) = © =£E ) F"%‘” (Cury —¥ _27%
, , LU0, A ,
0 iy rg Uy Mo Tl
e R S R i 1) @
LoV Y Fovy oAy I, Vxo I, 3xe

with the usual eigenvariable condition for x being fresh in (V). In (3) ¢ is an arbitrary
term of the respective theory.

In the system for FOL the only axioms are of the form: ¢, —¢, where ¢ is atomic.
Such a formalization is well known to be adequate but Yankov provided a different
kind of proof which we briefly describe in Sect.3.7. In case of arithmetic, and other
systems, this system must be enriched with axioms or rules. In general Yankov
provides only axiomatic additions keeping the set of rules fixed. Moreover, in case of
the theories considered the only logical axiom ¢, —¢ is formulated without restriction
to atomic formulae.

In case of PA additional axioms (or rules) are needed for identity, definitions of
recursive operations and for induction. Yankov did not introduce any special set of
axioms except for the induction axiom. In fact, if we just postulate that every true
identity t = s orits negation with closed terms is accepted as an axiom we do not even
need special rules/axioms for identity since they are provable (see e.g. Mendelson
1964). Even logical axioms are provable so Yankov could safely dispense with them.
Following Negri’s and von Plato’s approach (2001) we could as well express all such
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elementary nonlogical axioms by means of rules enabling cut elimination. In the
framework of one-sided sequents they take the following form:

r,t I, t=
7S for any true t = s (false) T i

(true) for any false r = s

But this is not necessary since for Yankov’s proof of consistency cut elimination
is not required. The only substantial axiom express the induction principle and has
the following expected form:

=p(0) v Fx(p(x) A =p(sx)) V ¥xg(x) .

Below for comparison’s sake we recall two forms of Gentzen’s rules (but again
in one-sided sequent variation, not in his original version) and w-rule of Schiitte:

(tnary DPO L 20@.960) 4y L0, 900)
T, Vxe [, —¢(0), Vxg
L,p0) T,el) ...
(@) v
, VXQ

with the usual eigenvariable condition of a being fresh variable (parameter). (Ind1)
was used for the first and second consistency proof based on natural deduction system
in sequent form, whereas (/nd2) was applied in the third consistency proof in the
context of sequent calculus. One can easily show that the system with Yankov’s
axiom is equivalent to the one with any of the Gentzen’s rules. In case of (w) it can
be shown that the induction principle is deducible but due to its infinitary character
it cannot be derived in ordinary formalization of PA.

In case of analysis the language changes into a two-sorted one; in addition to
ordinary individual variables denoting natural numbers we have variables denoting
functions from N to N. Accordingly the rules for quantifiers are doubled. In fact
we obtain a restricted form of a second-order system. The axiom of induction is
preserved, additionally a principle of choice is added:

=VxIyp(x,y) v IfV¥xe(x, f(x)) where f is a functional variable.

The statement of ZF is more complicated since sequent counterparts of set-
theoretic axioms of ZF are needed. We omit their formulation to save space.

3.5 The Dialogue Method

In all proofs Yankov consequently applies a method which he calls dialogue theory,
or dialogue interpretation of proofs in respective systems. There are close affinities
between Yankov’s method and the dialogical method of Lorenzen (1961) as well as
other approaches which are based on some kind of game involved in searching for a
proof or a model (see e.g. Hintikka 1968). In fact, initially any attempt to compare
mathematical activity to games was seen as odd within the intuitionistic approach.
Hilbert was happy with such a comparison and considered it to be well-suited to the
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formalist stance in the philosophy of mathematics, but for Brouwer any such analogy
was rather offensive.

Soon this approach found its way into the constructivist framework due to Loren-
zen. Despite the similarities there are serious differences between the Lorenzen-style
dialogical approach and Yankov’s dialogues. It is common that in this kind of con-
structivist framework the roles of two game-players are assigned according to the
kind of formula that is investigated. Thus, for example, we can have an V-player
who is responsible for a choice in the case of a conjunctive or universally quantified
formula, and an 3-player who deals with disjunctions and existential formulae. The
roles of both players may change during the game in the sense that any of them may
either attack or defence some chosen formula at a given stage of the game.

There is an interesting paper of Coquand (1990) where such a Lorenzen-style
approach is applied to Novikov’s system (1943) and his notion of regular formu-
lae. The latter may be seen as a sort of intuitionistic truth definition for classical
infinitary one-sided sequent calculus. The main result in Novikov’s paper is the orig-
inal proof of admissibility of a special form of cut (or rather modus ponens). In
Coquand’s approach the concept of regularity obtains a natural reading in terms of
a debate between two players. In this way a game-theoretic semantics of evidence
for classical arithmetic is built, and a proof of admissibility of cut is obtained, which
yields the consistency of the system. Coquand is unaware of the work of Yankov
and despite applying some game-theoretic solution provides an approach which is
significantly different. The strategies of players are characterised similarly to the
Lorenzen approach, and the proof is based on the elimination of cut. Moreover, only
classical arithmetic is considered although some remarks on a possible extension to
analysis are formulated in the conclusion.

In Yankov’s approach the strategies of both players are defined for all kinds of
formulae but in a slightly different way. There is an opponent whose goal is to refute a
formula and a proponent who tries to defend it. Moreover, an opponent is responsible
for defining an (supposedly falsifying) interpretation, and she is not limited in any
way in her choices. On the other hand, a proponent is only a proponent of the for-
mula which is under consideration, but she is working with a model provided by the
opponent. Moreover, a proponent is a constructive subject; her strategies are effec-
tively computable functions of the opponent’s strategies. In particular, it is assumed
that she is capable of marking the steps of calculation with some system of ordinals
of sufficiently constructive character. In PA, integers are sufficient. In analysis this
system must allow for the enumeration of any collections of natural numbers and
functions. In ZF these are simply the ordinals of the set-theoretic domain.

More formally, the opponent’s tactics OT is an ordered pair (g, f) with g being
an opponent’s interpretation (OI), and f an opponent refutation tactics (ORT). OI
depends on the theory which is being investigated. Thus in the case of arithmetic (but
also first-order logic) it is simply an assignment of natural numbers to variables and
extensions to predicates defined on numbers, so that all literals are definitely deter-
mined as true or false. In the case of analysis and ZF Ol is determined accordingly
on numbers/infinite sequences and on sets.
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ORT is defined uniformly in all cases by induction on the length of a formula:

1. for a literal, a choice of any object from the domain of OI (natural number for
analysis);

for ¢ A i, a choice of ¢ or ¢ and an ORT for the chosen subformula;

for ¢ Vv ¥, a pair consisting of an ORT for ¢ and for v;

for Vx ¢, a choice of an object o from the domain, and an ORT for ¢[x/0];

for Ix ¢, a function assigning to each object o an ORT for ¢p[x/0o].

R

Of course in analysis we have a division of cases for the quantifiers due to the two
sorts of variables.

The proponent tactics PTs for some formula ¢ are constructive functionals on all
possible OTs for ¢ with values being natural numbers for PA, their sequences for
analysis and sets for ZF. Of course, to do this an arithmetization of OT in PA and
ZF must be performed, in particular in ZF sequences of ordinals are assigned (for
analysis it is not necessary).

Intuitively, every OT determines a list of subformulae of ¢ which are supposed to
be refutable and then PT for this OT should determine a literal from this list which
is true; the value of OT on this PT is just a number that is assigned to this literal
(see item 1 in the definition of ORT). We omit a detailed description. A PT for ¢ is
called a defence of ¢ if for each OT for ¢ a designated literal which is a subformula
of ¢ which is true. Such a formula is called defensible. These notions are extended
in a natural way to sequents. Let a sequent S be ¢y, ..., ¢,, then an OT for § is
(g, f1)--- (8, fu)) where g is some fixed Ol and f; is an ORT for ¢;. A PT for such
a sequent is a computable function whose arguments are all possible OTs for S and
whose values are pairs of natural numbers with the first item denoting a number of
a formula in S and the second item denoting the designated number of its chosen
subformula that is a literal. If PT for a sequent S designates a true literal that is a
subformula of some ¢;, then S is defensible and this PT provides a defence for it.

3.6 Bar Induction

The last component of Yankov’s method of proof is bar induction which appears
in many specific forms suitable for the considered theories. Let us recall that bar
induction was introduced by Brouwer as an intuitionistically acceptable counterpart
of the ordinary induction principle. Informally bar induction is an inductive process
which is running on sequences and is usually formulated in terms of well-founded
trees (nodes as finite sequences) satisfying some conditions. It allows to “spread” any
condition from the terminal nodes of a well-formed tree to all its nodes. The essential
inductive step shows that if the condition holds for all immediate successors of some
node (i.e. its one element extensions), then it holds for this node. More precisely,
Brouwer’s original bar induction may be stated as follows. The basic notion of a bar
may be understood as a subset B of finite sequences of natural numbers such that
forevery f : N — N there is n such that the sequence s = (f(0), ..., f(n — 1))
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is in B. It is sometimes said (in particular in Yankov 1994) that s secures B. Now,
for given B and any predicate ¢ defined on sequences bar induction states that: (a)
if it satisfies every sequence in B and (b) satisfies a sequence if it satisfies all its
one-element extensions, then it satisfies the empty sequence (the root of a tree).

Bar induction, together with the principle of continuous choice and with the fan
theorem may be seen as one of the fundamental Brouwerian principles related to
his understanding of choice sequences. It is remarkable that bar induction although
constructively acceptable is a very strong principle, stronger than transfinite induc-
tion considered by Gentzen. In fact the class of choice sequences assumed by bar
induction is much wider than the class of general recursive functions. For example,
bar induction added to a constructive version of ZF allows for proving its consis-
tency (see Rathjen 2006) and added to classical logic yields the full second-order
comprehension principle. Anyway in the context of intuitionism it is much weaker
and we do not obtain the full force of the second-order system Z2. In fact, Brouwer’s
original bar principle is still too strong and leads to intuitionistically unwanted con-
clusions. To avoid them one must add some restrictive conditions on B; either that
it is decidable for every finite sequence s that it belongs to B or not (decidable or
detachable bar induction), or the stronger condition that every one-element extension
of a sequence in B also belongs to B (monotonic bar induction).

It seems that Yankov’s predilection to bar induction and corresponding bar recur-
sion was influenced by Spector’s proof of the consistency of analysis. This proof
belongs to a significantly different tradition than all consistency proofs and other
related proof theoretic works in Gentzen’s tradition. On the basis of Godel’s dialec-
tica interpretation Spector defined functionals by means of bar recursion. Yankov
explicitly refers to his work. In particular, he developed the family of basic and
auxiliary bar induction principles for all theories he considered. It is not possible to
present all his considerations so we only briefly describe Yankov’s original formu-
lation of basic principles.

The central notion in the case of arithmetic is that of constructive functionals
mapping sequences of natural numbers to natural numbers, and that of an initial
segment. Let ¢ be such functional which plays the role of a bar and f an arbitrary
function N —> N (sequence), then there is a finite initial segment k = (ko, ..., k)
of f which secures ¢ in the sense that ¢ (f) = ¢(g) for any g that has this initial
segment k common with f. This is the basic form of the initial segment principle
which is then enriched with formulations of two auxiliary forms. The latter are
derivable from the basic one and are introduced only to facilitate the proof so we
omit their formulation.

Now Yankov’s original bar induction principle may be formulated for any con-
structive functional ¢ and predicate ¢ running over finite sequences of natural num-
bers (i.e. possible initial segments) in the following way:

Basis. ¢(x) holds for any « securing ¢.
Step. If ¢ (x”) holds for any single-element extension «’ of «, then it holds for ¢ (k).
Conclusion: ¢(A) holds, where A is the empty sequence.

Two auxiliary forms of bar induction are then introduced which facilitate the proof

but are derivable from the basic form.
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For analysis, two bar induction principles are formulated, one for natural numbers
and one for functions of the type: N — N. Since they are similar we recall only the
first. Let ® run over functions defined on well-ordered sets of natural numbers and
let d(®) denote the domain of ® with its well ordering, then it may be formulated
as follows:

Basis. ¢(®) holds if d(®) encompasses all natural numbers.

Finite step. If ¢(®’) holds for any single-element extension ®’ of & (i.e. a new
number is added to d(®)), then it holds for ¢ (P).

Transfinite step. If d(®’) is ordered by a limit ordinal and ¢(®’) holds, then there
exists a @ such that d(®) is a proper initial segment of d(®"), ® and @’ coincide on
d(®), and ¢(P) holds.

Conclusion: ¢(A) holds, where A is a function with empty domain.

It is interesting that in case of analysis the notion of constructive functional is not
needed for suitable bar induction principles. Each ordinal sequence of functions is
barred from above by functions which contain all the objects of the domain. Because
of that the barring they introduce is called ‘natural’ by Yankov. Yankov acknowledges
that his bar principles for analysis are not intuitionistically acceptable. However he
believes that for an agent with somewhat extended constructive capacities dealing
with potential infinity they may be as obvious as arithmetical bar induction in the
finite case. In case of set theory the schema of introducing suitable bar induction
principles and their assessment is similar (but with ordinals and their sequences) to
the case of analysis and we omit presentation.

All bar induction principles have their corresponding bar recursion schemata.

As we mentioned in order to apply bar induction in consistency proofs an arith-
metization of proof theoretic notions is required. In particular OTs are represented as
“code sequences” (CS) and PTs as functionals on these sequences. We again leave
out the details of the construction.

3.7 Proofs

As we mentioned above the structure of Yankov’s consistency proof is simple. It is
just shown that all axioms are defensible and all rules (including cut) are defensibility-
preserving. Since inconsistent statements are obviously not defensible, consistency
follows. Note that the strategy applied is different than in the consistency proofs
briefly mentioned in Sect. 3.2. In general, in all approaches based on the application
of some kind of sequent calculus the results are basically consequences of the sub-
formula property of rules and because of that the position of cut is central. The most
popular strategy works by showing that cut is eliminable; it was the work done by
Gentzen (1934) for logic and arithmetic without induction and by Schiitte, Tait and
others for systems with infinitary rules. In general this strategy fails for systems with
some axioms added but it may be refined by suitably restricting the class of axioms
(e.g. basic, i.e. atomic sequents of Gentzen) which makes it possible to restrict the
applications of cut to inessential ones and still obtain the result. In fact axioms of
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many specific forms may be introduced not only as basic sequents but also as cor-
responding rules working on only one side of a sequent and thus enabling full cut
elimination. This is a strategy developed successfully by Negri and von Plato (2001).
Unfortunately it does not work for PA. The induction principle either in the form of
an additional (but not basic) sequent, or as a rule, is not amenable to these strategies.
Thus (as in Gentzen 1936a and 1938) some additional kinds of reduction steps must
be introduced to take control of the applications of cut and limit its use only to those
which are not troublesome. Yankov does not try to eliminate or restrict the use of
cut, instead he shows that it is also defensibility-preserving. Unsurprisingly this is
the most difficult part of his consistency proofs. Without going into details we briefly
sketch how it proceeds.

Showing that all logical and structural rules (except cut) are defensibility-
preserving is easy. For example consider an application of (A) and assume that
both premisses are defensible. If an opponent is trying to disprove the left conjunct
@ it is sufficient to apply a defense of the first premiss. Otherwise, a defense of the
right premiss does the job.

In case of logical axioms ¢, —¢ the proof goes by induction on the length of ¢ and
applies a so called “mirror-chess” strategy.® In the basis a defense simply consists
in chosing a true formula (both literals cannot be false), and this is possible since
the proponent (being constructive) is assumed to be always in a position to compute
the values of the involved terms. In the case of arithmetic it is obvious but it may
be doubtful in the case of analysis and ZF. The induction step is easy. For example,
in case of ¢ := ¥ V x if the opponent attacks 1, then the proponent must choose
—¢ in =~ := = A =) and follow a defense of yr, =i which holds by inductive
hypothesis.

In case of nonlogical axioms we will illustrate the point with the case of the
induction axiom. Any ORT f for it must consist of three components: f; for —¢(0),
f> for Ax(p(x) A —@(sx)) and f3 for Vxgp(x). Consider f3; if the chosen number is
0, then f; is an ORT for ¢(0) and the chess-mirror strategy wins against fi, f;. If
it is some k # 0, then f; is an ORT for ¢ (k) and we consider f, to the effect that a
sequence @(0) A —¢(1), ..., ¢k — 1) A —p(k) is obtained. Let n be the ordinal of
the first conjunction in which the opponent chooses its first conjunct, i.e. ¢(n — 1)
for refutation. It cannot be 1 with some f;’ since the proponent wins against fi, f3 .
Continuing this way with other values of n the proponent eventually wins withn = k.

The last, and the most complex argument must be provided to show the
defensibility-preservation of cut. It is again performed by induction on the length
of the cut formula. Actually two proofs are given, indirect and direct but the whole
proof is provided only for the latter which has the following form:

Suppose that two PTs ¢; and ¢, are given for both premisses of cut and f;, f>
are ORTs for I" and A respectively. Then it is possible to construct ORTs f3, f4 for
¢ and —¢ such that ¢;, ¢, are subject to the following conditions when applied to
premisses of cut:

8 Illustrated with an anecdote about two chess players who have a simultaneous match with a chess
master and successively repeat his previous moves.
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(a) either ¢ (f1, f3) designates a literal occuring in I';

(b) or ¢2(f>, f4) designates a literal occuring in A;

(c) or ¢1(f1, f3) designates a literal that is a subformula of ¢ and ¢, (f2, f1)
designates a literal that is a subformula of —¢ and both literals are contradictory.

It is not difficult to observe that in case ¢, ¢, are defenses of premisses this
assertion implies that the conclusion is also defensible since (c) is impossible in this
case.

A proof is carried out by induction on the length of cut formula. In all cases the
proof consists in constructing an extension of given strategies to determine a pair
of contradictory literals that are subformulae of cut formulae. The basis is obvious
since these are contradictory literals. The case of conjunction and its negation, i.e.
the disjunction of the negated conjuncts, is also relatively easy. The main problem is
with quantified formulae which additionally in case of analysis must be demonstrated
twice for both kinds of bound variables. It is this point of the proof where the abilities
of a constructive subject, i.e. a proponent, are needed for the construction of bar
recursion. Basically a family of ORTs for 3x—¢ is considered for all possible initial
segments of respective sequences (depending on the theory under consideration). The
construction is similar to the one provided by Spector in his proof of the consistency
of analysis. In each case suitable bar induction principles are required to provide
a verification of the recursion to the effect that the ternary disjunction (a), (b), (c)
stated above holds and the recursive process terminates. Of course despite the general
similarity of all proofs significant differences may be noticed. For example, in PA
the computation process is uniquely determined whereas in case of analysis there is
by contrast a search for suitable functions.

The general strategy of these proofs shows that Yankov’s approach is in the middle
between Gentzen-like approaches based on cut elimination or ordinal reduction and
Spector’s approach to consistency proof. It is also worth remarking his proof of the
completeness of FOL since it is remarkably different from other proofs provided for
cut-free formalizations of classical logic. The standard strategy is indirect in the sense
that it is shown how to construct a proof-search tree for every unprovable sequent,
with at least one, possibly infinite, open branch. Eventually such a branch provides
sufficient resources for the construction of a falsifying model for the root-sequent.
Similarly like in standard proofs Yankov defines some kind of fair procedure of
systematic decomposition of compound formulae in the root-sequent, taking care of
existentially quantified formulae since they may be invoked infinitely many times.
It is carried out in terms of ORTs associated to each possible branch. But his aim
is to provide an intuitionistic proof of the completeness of FOL and the general
strategy sketched above is not feasible. In particular, instead of classical induction
he applies bar induction and instead of Konig’s lemma its intuitionistic counterpart,
the fan theorem,’ and all these replacements lead to changes in the proof which
make it rather direct. It is shown that if a sequent is defensible, then all branches
starting with them in a root-first proof search must finish with an axiomatic sequent,

? Classically the fan theorem is just the contrapositive of Kénig’s lemma, but intuitionistically they
are not equivalent.
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hence it is defensible. By construction cut is not used, so as a corrolary we obtain
a non-constructive semantic proof of cut elimination for one-sided sequent calculus
for FOL. Additionally, the proof is extended to the case of derivability of a sequent
from an arbitrary set of premisses. To cover the case of infinite sets the notion of a
sequent is also extended to cover infinite sequents. In this way Yankov has shown
that his specific dialogic interpretation of proofs can work both ways in a uniform
way—to show soundness of FOL and consistency of mathematical theories, and to
show completeness of FOL.

3.8 Concluding Remarks

Yankov started his career as a programmer and his PhD as well as one of his early
papers Yankov (1963) was devoted to Kleene’s notion of realizability. His background
is evident in his description of the constructive character of a proponent which is often
presented in terms of computation processes. As he confesses his consistency proof
for arithmetic was completed in 1968 whereas proofs for analysis and set theory
were completed in 1991. For the contemporary reader two facts are very striking: the
long period between the first (unpublished at the time of its discovery) proof and the
final result, and very poor references. Both issues are certainly strongly connected
with, not to say grounded in, the political and social activity of Yankov which had
hard consequences for his life and career. It is not my role to focus on these aspects
of Yankov’s activity (but see the introduction to this volume) but it should be noted
here that political imprisonment certainly had serious consequences for his scientific
research. At the time when he was working on his proofs Yankov was not aware
of the huge literature devoted to ordinal proof theory, including consistency proofs
for a variety of subsystems of analysis and set theory. His background is in fact
based on very limited access to works of some authors known in the 1960s. It is
evident not only in case of his method and proofs but also in some other remarks
he is making, for example concerning research on nonclassical implication (see the
concluding remarks of Yankov 1994). Despite the modest links of his work with main
achievements in the field, his results and the method applied are of great interest.
Both papers are witnesses of the phenomena that science that is developed in isolation
and outside main trends of research may lead to significantly different solutions than
those obtained in the mainstream.

In particular, in contrast to research developed within ordinal proof theory Yankov
did not care about establishing precise bounds on proofs. He developed his own view
on the constructive capabilities of an agent solving problems, extended in such a way
as to allow for establishing his results. He is aware that the bar induction principles
he introduced are very strong and makes a remark that perhaps it is possible to find
weaker tools enabling such proofs. Special bar principles for analysis and set theory
are in fact justified in a way which can hardly be seen as constructive. One should
notice at this point that Spector (1962) was also doubtful if the bar recursion applied
in his proof is really constructive and Kreisel was even more critical in this respect.
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Such attempts at proving the consistency of mathematical theories are sometimes
criticised as being a pure formalist game, without any, or very little, foundational
and epistemological value. In particular, Girard (2011) is very critical, not to say
rude, in commenting on the achievements of the Munich school. It is obvious that
such criticism may be also directed against Yankov’s proofs. Anyway, it is a piece of
very ambitious and ingenious work done in extremely hard circumstances and, as I
pointed out above, in isolation. It certainly deserves high estimation and it is sad that
so far it was not recognized by scholars working on proof theory and foundational
problems.

We finish this short exposition of Yankov’s achievements in proof theory with a
citation from Yankov (1994) which best reflects his own view of what he obtained:

“David Hilbert identified the existence of mathematical objects with the consis-
tency of the theory of these objects. Our arguments show that the verification of
such consistency is connected with the possibility of including the implied collec-
tion of objects in some “constructive” context by conceiving the field of objects as
the sphere of application of some constructive means by a constructive subject. Here
the means must be powerful enough so that consistency can be proved, and, on the
other hand, obvious enough so that we can evaluate their constructibility, that is, the
means must be an extension of our finite constructive capabilities still close to us. I
attempt to express this situation by the somewhat descriptive thesis that, in the final
analysis, mathematical existence is the possibility of some constructive approach to
us of mathematical objects.”
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Chapter 4 ®)
Jankov Formulas and Axiomatization Gissiia
Techniques for Intermediate Logics

Guram Bezhanishvili and Nick Bezhanishvili

Abstract We discuss some of Jankov’s contributions to the study of intermediate
logics, including the development of what have become known as Jankov formulas
and a proof that there are continuum many intermediate logics. We also discuss how to
generalize Jankov’s technique to develop axiomatization methods for all intermediate
logics. These considerations result in what we term subframe and stable canonical
formulas. Subframe canonical formulas are obtained by working with the disjunction-
free reduct of Heyting algebras and are the algebraic counterpart of Zakharyaschev’s
canonical formulas. On the other hand, stable canonical formulas are obtained by
working with the implication-free reduct of Heyting algebras and are an alternative to
subframe canonical formulas. We explain how to develop the standard and selective
filtration methods algebraically to axiomatize intermediate logics by means of these
formulas. Special cases of these formulas give rise to the classes of subframe and

In the English literature there are two competing spellings of Jankov’s name: Jankov and Yankov.
We follow the former because this is more common usage in the mathematical literature. The latter
usage is more common in the philosophical literature, and is commonly used in this volume.

We are very happy to be able to contribute to this volume dedicated to V. A. Jankov. His work has
been very influential for many generations of logicians, initially in the former Soviet Union, but
eventually also abroad. In particular, it had a profound impact on our own research. While we have
never met Professor Jankov in person, we have heard lots of interesting stories about him from our
advisor Leo Esakia. Jankov is not only an outstanding logician, but also a role model citizen, who
stood up against the Soviet regime. Because of this, he ended up in the Soviet political camps. A
well-known Georgian dissident and human rights activist Levan Berdzenishvili spent several years
there with Jankov. We refer to his memoirs (Berdzenishvili 2019) about the Soviet political camps
of 1980s in general and about Jankov in particular. One chapter of the book “Vadim” (pp. 127-141)
is dedicated to Jankov, in which he is characterized as follows: “I can say with certainty that in our
political prison, Vadim Yankov, omnipotent and always ready to help, embodied in the pre-Internet
era the combined capabilities of Google, Yahoo, and Wikipedia”.
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stable intermediate logics, and the algebraic account of filtration techniques can be
used to prove that they all posses the finite model property (fmp). The fmp results
about subframe and cofinal subframe logics yield algebraic proofs of the results of
Fine and Zakharyaschev. We conclude by discussing the operations of subframization
and stabilization of intermediate logics that this approach gives rise to.

Keywords Intuitionistic logic + Intermediate logics - Splittings + Subframe
logics + Axiomatization * Finite model property

2020 Mathematics Subject Classification Primary 03B55 - Secondary 06D20 -
06E15

4.1 Introduction

Intermediate logics are the logics that are situated between the intuitionistic propo-
sitional calculus IPC and the classical propositional calculus CPC. The study of
intermediate logics was pioneered by Umezawa (1959). As was pointed out by Hosoi
(1967), such a study may be viewed as a study of the classification of classically valid
principles in terms of their interdeducibility in intuitionistic logic.

Jankov belongs to the first wave of researchers (alongside Dummett, Lemmon,
Kuznetsov, Medvedev, Hosoi, de Jongh, Troelstra, and others) who obtained funda-
mental results in the study of intermediate logics. He is best known for developing
algebra-based formulas, which he called characteristic formulas, but are now com-
monly known as Jankov formulas. This allowed him to obtain deep results about the
complicated structure of the lattice of intermediate logics. His first paper on these
formulas dates back to 1963 and is one of the early jewels in the study of intermediate
logics (Jankov 1963).

From the modern perspective, Jankov formulas axiomatize splittings and their
joins in the lattice of intermediate logics. But this came to light later, after the funda-
mental work of McKenzie (1972). In 1980s Blok and Pigozzi (1982) built on these
results to develop a general theory of splittings in varieties with EDPC (equationally
definable principal congruences). It should be pointed out that Jankov formulas were
independently developed by de Jongh (1968). Because of this, Jankov formulas are
also known as Jankov—de Jongh formulas (Bezhanishvili 2006, Remark 3.3.5). We
point out that Jankov’s technique was algebraic, while de Jongh mostly worked with
Kripke frames.

Jankov (1968) utilized his formulas to develop a method for generating continuum
many intermediate logics, thus refuting an earlier erroneous attempt of Troelstra
(1965) to prove that there are only countably many intermediate logics. Jankov’s
method also allowed him to construct the first intermediate logic without the finite
model property (fmp). These results had major impact on the study of lattices of
intermediate and modal logics.
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We can associate with any finite subdirectly irreducible Heyting algebra A the
Jankov formula 7 (A). Then given an arbitrary Heyting algebra B, we can think of
the validity of J(A) on B as forbidding A to be isomorphic to a subalgebra of a
homomorphic image of B. This approach was adapted to modal logic by Rautenberg
(1980) and was further refined by Kracht (1990) and Wolter (1993). An important
result in this direction was obtained by Blok (1978), who characterized splitting
modal logics and described the degree of Kripke incompleteness for extensions of
the basic modal logic K.

Independently of Jankov, Fine (1974) developed similar formulas for the modal
logic S4 by utilizing its Kripke semantics. He associated a formula with each finite
rooted S4-frame §. The validity of such a formula on an S4-frame & forbids that § is
a p-morphic image of a generated subframe of &. Because of this, these formulas are
sometimes called Jankov—Fine formulas in the modal logic literature (see Blackburn
et al. 2001, p. 143; Chagrov and Zakharyaschev 1997, p. 332).

Fine (1985) undertook a different approach by “forbidding” p-morphic images of
arbitrary (not necessarily generated) subframes. This has resulted in the theory of
subframe logics, which was further generalized by Zakharyaschev (1996) to cofinal
subframe logics. While Jankov and (cofinal) subframe formulas axiomatize large
classes of logics, not every logic is axiomatized by them. This was addressed by
Zakharyaschev (1989, 1992) who generalized these formulas to what he termed
“canonical formulas” and proved that each intermediate logic and each extension of
the modal logic K4 is axiomatized by canonical formulas. Zakharyaschev’s approach
followed the path of Fine’s and mainly utilized Kripke semantics. An algebraic
approach to subframe and cofinal subframe logics via nuclei was developed for
intermediate logics in Bezhanishvili and Ghilardi (2007) and was generalized to
modal logics in Bezhanishvili et al. (2011).

In a series of papers (Bezhanishvili and Bezhanishvili 2009, 2011, 2012), we
developed an algebraic treatment of Zakharyaschev’s canonical formulas, as well as
of subframe and cofinal subframe formulas. This was done for intermediate logics,
as well as for extensions of K4 (and even for extensions of weak K4). A somewhat
similar approach was undertaken independently and slightly earlier by Tomaszewski
(2003). The key idea of this approach for intermediate logics is that the \-free reduct
of each Heyting algebra is locally finite. This is a consequence of a celebrated result
of Diego (1966) that the variety of (bounded) implicative semilattices is locally finite.
Note that Heyting algebras have another locally finite reduct, which is even better
known, namely the —-free reduct. Indeed, it is a classic result that the variety of
bounded distributive lattices is locally finite. Thus, it is possible to develop another
kind of canonical formulas that also axiomatize all intermediate logics. This was
done in Bezhanishvili and Bezhanishvili (2017) and generalized to modal logic in
Bezhanishvili et al. (2016a).!

To distinguish between these two types of canonical formulas, we call the alge-
braic counterpart of Zakharyaschev’s canonical formulas subframe canonical for-

1 The results of Bezhanishvili and Bezhanishvili (2017) were obtained earlier than those in Bezhan-
ishvili et al. (2016a). However, the latter appeared in print earlier than the former.
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mulas. This is motivated by the fact that dually subframe canonical formulas forbid
p-morphic images from subframes (see Sect. 4.5.1). On the other hand, we call the
other kind stable canonical formulas because they forbid stable images of generated
subframes (see Sect. 4.5.2). In special cases, both types of canonical formulas yield
Jankov formulas. An additional special case for subframe canonical formulas gives
rise to the subframe and cofinal subframe formulas of Fine (1985) and Zakharyaschev
(1989, 1996). A similar special case for stable subframe formulas gives rise to new
classes of stable and cofinal stable formulas studied in Bezhanishvili and Bezhan-
ishvili (2017), Bezhanishvili et al. (2016b) for intermediate logics®> and in Bezhan-
ishvili et al. (2016a), Bezhanishvili et al. (2018a) for modal logics. Our aim is to
provide a uniform account of this line of research.

In this paper we only concentrate on the theory of canonical formulas for interme-
diate logics, which is closer to Jankov’s original motivation and interests. We plan
to discuss the theory of canonical formulas for modal logics elsewhere. As a rule of
thumb, we supply sketches of proofs only for several central results. For the rest, we
provide relevant references, so that it is easy for the interested reader to look up the
details.

The paper is organized as follows. In Sect. 4.2 we recall the basic facts about
intermediate logics, review their algebraic and Kripke semantics, and outline Esakia
duality for Heyting algebras. In Sect. 4.3 we overview the method of Jankov formulas
and its main consequences, such as the Splitting Theorem and the cardinality of the
lattice of intermediate logics. In Sect. 4.4 we extend the method of Jankov formulas
to that of subframe and stable canonical formulas and show that these formulas
axiomatize all intermediate logics. Section 4.5 provides a dual approach to subframe
and stable canonical formulas. In Sect. 4.6 we review the theory of subframe and
cofinal subframe logics and in Sect. 4.7 that of stable and cofinal stable logics.
Finally, in Sect. 4.8 we discuss the operations of subframization and stabilization for
intermediate logics and their characterization via subframe and stable formulas.

Acknowledgement. Special thanks go to Alex Citkin for putting this volume together
and for his enormous patience with all our incurred delays. We are very grateful to
Wes Holliday and Luca Carai for careful reading of the manuscript and for many
useful suggestions.

4.2 Intermediate Logics and Their Semantics

In this preliminary section, to keep the paper self-contained, we briefly review inter-
mediate logics and their algebraic and relational semantics.

2 Again, the results of Bezhanishvili and Bezhanishvili (2017) were obtained earlier but appeared
later than those in Bezhanishvili et al. (2016b).
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4.2.1 Intermediate Logics

As we pointed out in the Introduction, a propositional logic L (in the language
of IPC) is an intermediate logic if IPC C L C CPC. Intermediate logics are also
called superintuitionistic logics (Kuznetsov’s terminology). To be more precise, a
propositional logic L is a superintuitionistic logic (or si-logic for short) if IPC C L.
Since CPC is the largest consistent si-logic, we have that intermediate logics are
precisely the consistent si-logics.

We identify each intermediate logic L with the set of theorems of L. Itis well known
that the collection of all intermediate logics, ordered by inclusion, is a complete
lattice, which we denote by A. The meet in A is set-theoretic intersection, while the
join \/{L; | i € I} is the least intermediate logic containing | J{L; | i € I}. Clearly
IPC is the least element and CPC the largest element of A.

For an intermediate logic L and a formula ¢, we denote by L + ¢ the least inter-
mediate logic containing L U {¢}. As usual, if ¢ is provable in L, we write L - ¢.
For L,M € A, if L C M, then we say that M is an extension of L.

As we pointed out in the Introduction, Jankov (1968) proved that the cardinality
of A is that of the continuum. Below we give a list of some well known intermediate
logics (see, e.g., Chagrov and Zakharyaschev 1997, p. 112, Table 4.1).

1. KC = IPC + (—p v =—p)—the logic of the weak excluded middle.

2. LC=IPC+ (p — q) V(g = p)—the Godel-Dummett logic.

3. KP=IPC+ (=p —> g Vvr)— (—=p— q)V (—p — r)—theKreisel-Putnam
logic.

4. T, = IPC +t, (n > 1)—the Gabbay—de Jongh logics—where

n

= A (wi >\ p)—>\r)—\p)
i=0

i=0 i#] i#]
5. BD, =IPC +bd, (n > 1), where

bd; = p1 v —pi,
bd,+1 = puy1 V (Pugs1 — bd,).

6. LC, = LC + bd, (n > 1)—the n-valued Gédel-Dummett logic.
7. BW, = IPC + bw, (n > 1), where

bw, =\/(pi = \/ pj)-
i=0

J#

8. BTW, = IPC + btw,, (n > 1), where
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n n
btw, = /\ =(=pi A—p;) — \/ (—pi — \/_‘Pj)~
O<i<j<n i=0 J#i

9. BC, =IPC +bc, (n > 1), where
bc, =poV (po—> p)V---V(PoA--APaci = Pu).

10. ND,, =IPC + (—p — \/ —g;) — \/ (=p > —q;) (n>2)—Maksimova’s
1<i<n I<i<n
logics.

4.2.2 Heyting Algebras

We next recall the algebraic semantics of intermediate logics. A Heyting algebra is
a bounded distributive lattice A with an additional binary operation — satisfying

anx <biffx <a—b>b

for all a, b, x € A. It is well known (see, e.g., Rasiowa and Sikorski 1963, p. 124)
that the class of Heyting algebras is equationally definable. For Heyting algebras A
and B, a Heyting homomorphism is a bounded lattice homomorphism # : A — B
such that h(a — b) = h(a) — h(b) fora,b € A.

Definition 4.1 Let Heyt be the category (and the corresponding equational class)
of Heyting algebras and Heyting homomorphisms.

A valuation v on a Heyting algebra A is a map from the set of propositional
variables to A. It is extended to all formulas in an obvious way. A formula ¢ is valid
on A if v(¢) = 1 for every valuation v on A. If ¢ is valid on A we write A = ¢. For
a class K of Heyting algebras we write K = ¢ if A = ¢ foreach A € K.

For a Heyting algebra A and a class K of Heyting algebras, let

L(A) ={p | A = ¢} and L(K) = [ [{L(A) | A € K}.

It is well known that if A is a nontrivial Heyting algebra and K is a nonempty class
of nontrivial Heyting algebras, then L(A) and L(%) are intermediate logics. We call
L(A) the logic of A and L(%) the logic of K.

Definition 4.2 We say that an intermediate logic L is sound and complete with
respect to a class K of Heyting algebras if L = L(K); thatis, L - ¢ iff K = ¢.

For a class K of Heyting algebras, we let H(K), S(K), P(K), and I(K) be the
classes of homomorphic images, subalgebras, products, and isomorphic copies of
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algebras from K. A variety is a class of algebras closed under H, S, and P. By
Birkhoff’s celebrated theorem (see, e.g., Burris and Sankappanavar 1981, Theo-
rem 11.9), varieties are precisely the equationally definable classes of algebras.

By the well-known Lindenbaum algebra construction (see, e.g., Rasiowa and
Sikorski 1963, Chap. VI), each intermediate logic L is sound and complete with
respect to the variety of Heyting algebras

V(L) :={A eHeyt| A =L}

This variety is often called the variety corresponding to L. We call A € V(L) an
L-algebra.

We recall that a Heyting algebra A is subdirectly irreducible if it has a least
nontrivial congruence. It is well known (see, e.g., Balbes and Dwinger 1974, p. 179,
Theorem 5) that A is subdirectly irreducible iff A \ {1} has the largest element s,
called the second largest element of A.

Remark 4.3 This result also originates with Jankov, who referred to these algebras
as Godelean (see Jankov 1963).

A Heyting algebra A is finitely subdirectly irreducible or well-connected if
avb=1=a=1lorb=1

for each a, b € A. Obviously each subdirectly irreducible Heyting algebra is well-
connected, but there exist infinite well-connected Heyting algebras that are not sub-
directly irreducible. On the other hand, a finite Heyting algebra is subdirectly irre-
ducible iff it is well-connected.

By another celebrated result of Birkhoff (see, e.g., Burris and Sankappanavar
1981, Theorem 8.6), each variety V is generated by subdirectly irreducible members
of V. Thus, each intermediate logic is complete with respect to the class of subdirectly
irreducible algebras in V(L).

The next definition and theorem are well known and go back to Kuznetsov.

Definition 4.4 Let L be an intermediate logic.

1. Two formulas ¢, ¥ are L-equivalent if L = ¢ < .

2. L is locally tabular if for each natural number n, there are only finitely many

non-L-equivalent formulas in n-variables.

L is tabular if L is the logic of a finite Heyting algebra.

4. L has the finite model property (fmp for short) if L ¥ ¢ implies that there is a
finite Heyting algebra A such that A =L and A |~ ¢.

5. Lhasthe hereditary finite model property (hfmp for short) if L and all its extensions
have the fmp.

et

Theorem 4.5

(1) L is locally tabular iff V(L) is locally finite (each finitely generated V(L)-
algebra is finite).
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(2) L is tabular iff V(L) is generated by a finite algebra.

(3) L has the fmp iff V(L) is generated by the class of finite V(L)-algebras.

(4) L has the hfmp iff each subvariety of V(L) is generated by the class of its finite
algebras.

The next definition also goes back to Kuznetsov (1974).

Definition 4.6

Let At be the subclass of A consisting of tabular intermediate logics.

Let Ay be the subclass of A consisting of locally tabular intermediate logics.
Let Amp be the subclass of A consisting of intermediate logics with the fmp.
Let Anmp be the subclass of A consisting of intermediate logics with the hfmp.

Bl o

We then have the following hierarchy of Kuznetsov (1974):

At ,Q Ay g Ahfmp ,C,_ Afmp ,Q A.

4.2.3 Kripke Frames and Esakia Spaces

We now turn to Kripke semantics for intermediate logics. In this case Kripke frames
are simply posets (partially ordered sets). We denote the partial order of a poset P
by <. For § C P, the downset of S is the set

IS={xe P|3seSwithx <s}.

The upset of S is defined dually and is denoted by 1S. If S is a singleton set {x},
then we write | x and 1x instead of | {x} and 1{x}.

We call U C P an upset if YU = U (thatis, x € U and x < y imply y € U).
A downset of P is defined dually. Also, we let max(U) and min(U) be the sets of
maximal and minimal points of U.

Let Up(P) and Do(P) be the sets of upsets and downsets of X, respectively. It
is well known that (Up(P), N, U, —, &, P) is a Heyting algebra, where for each
U,V € Up(X), we have:

U->V={xeP|[txNUCV}=P\LU\V).

Similarly, (Do(P), N, U, —, &, P) is a Heyting algebra, but we will mainly work
with the Heyting algebra of upsets of X.

Each Heyting algebra A is isomorphic to a subalgebra of the Heyting algebra
of upsets of some poset. We call this representation the Kripke representation of
Heyting algebras. Let X 4 be the set of prime filters of A, ordered by inclusion. Then
X 4 is a poset, known as the spectrum of A. Define the Stone map ¢ : A — Up(X,)
by
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@) ={xeX4s|aex}.

Then ¢ is a Heyting algebra embedding, and we arrive at the following well-known
theorem.

Theorem 4.7 (Kripke representation) Each Heyting algebra is isomorphic to a sub-
algebra of Up(X 4).

To recover the image of A in Up(X 4), we need to introduce a topology on X 4.
We recall that a subset of a topological space X is clopen if it is both closed and
open, and that X is zero-dimensional if clopen sets form a basis for X. A Stone space
is a compact, Hausdorff, zero-dimensional space. By the celebrated Stone duality
(Stone 1936), the category of Boolean algebras and Boolean homomorphisms is
dually equivalent to the category of Stone spaces and continuous maps. In particular,
each Boolean algebra A is represented as the Boolean algebra of clopens of a Stone
space (namely, of the prime spectrum of A) which is unique up to homeomorphism.

Stone duality for Boolean algebras was generalized to Heyting algebras by Esakia
(1974) (see also Esakia 2019).

Definition 4.8 An Esakia space is a Stone space X equipped with a continuous
partial order <, meaning that the following two conditions are satisfied:

1. tx is aclosed set for each x € X.
2. U clopen implies that | U is clopen.

Werecall thatamap f : P — Q between two posets is a p-morphismif 1 f (x) =
f[1x] for each x € P. For Esakia spaces X and Y, amap f : X — Y is an Esakia
morphism if it is a continuous p-morphism.

Definition 4.9 Let Esa be the category of Esakia spaces and Esakia morphisms.
Theorem 4.10 (Esakia duality) Heyt is dually equivalent to Esa.

In particular, each Heyting algebra A is represented as the Heyting algebra of
clopen upsets of the prime spectrum X 4 of A, where the topology on X 4 is defined
by the basis

{C@\¢®) | a be A}

We refer to this representation as the Esakia representation of Heyting algebras.

If we restrict Esakia duality to the finite case, we obtain that the category of finite
Heyting algebras is dually equivalent to the category of finite posets. In particular,
each finite Heyting algebra A is isomorphic to Up(X 4). We refer to this duality as
finite Esakia duality (but point out that this finite duality has been known before
Esakia; see, e.g., de Jongh and Troelstra 1966).

It follows from Esakia duality that onto Heyting homomorphisms dually corre-
spond to one-to-one Esakia morphisms, and one-to-one Heyting homomorphisms to
onto Esakia morphisms. In particular, homomorphic images of a Heyting algebra A
correspond to closed upsets of X4, while subalgebras of A to special quotients of
X 4 known as Esakia quotients (see, e.g., Bezhanishvili et al. 2010).
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Definition 4.11 Let X be an Esakia space.

1. We call X rooted if there is x € X, called the root of X, such that X = 4x.
2. We call X strongly rooted if X is rooted and the singleton {x} is clopen.

It is well known (see, e.g., Esakia 1979 or Bezhanishvili and Bezhanishvili 2008)
that a Heyting algebra A is well-connected iff X 4 is rooted, and that A is subdirectly
irreducible iff X 4 is strongly rooted.

We evaluate formulas in a poset P by evaluating them in the Heyting algebra
Up(P), and we evaluate formulas in an Esakia space X by evaluating them in the
Heyting algebra of clopen upsets of X. These clopen upsets are known as definable
upsets of X, so such valuations are called definable valuations.

Since each intermediate logic L is complete with respect to Heyting algebras, it
follows from Esakia duality that L is complete with respect to Esakia spaces (but not
necessarily with respect to posets as it is known that there exist Kripke incomplete
intermediate logics, Shehtman 1977).

For a class K of posets or Esakia spaces, let K* be the corresponding class of
Heyting algebras (of all upsets or definable upsets of members of K). We then say
that an intermediate logic L is the logic of K if L is the logic of K*.

Definition 4.12 Let P be a finite poset and n > 1.

The length of a chain in P is its cardinality.

The depth of P is < n, denoted d(P) < n, if all chains in P have length < n.

The width of x € P is < n if the length of antichains in 1x is < n.

The cofinal width (or top width) of x € P is < n if |max(1x)| < n.

The width of P is < n, denoted w(P) < n, if the width of each x € P is < n.

The cofinal width (or top width) of P is < n, denoted w.(P) < n, if the cofinal

width of each x € P is < n.

7. The branching of P is < n,denoted b(P) < n,ifeachx € P hasatmostn distinct
immediate successors.

8. The divergence of P is < n, denoted div(P) < n, if for each x € P and Q C

2x N max(P) satisfying | Q| < n, there is y > x with max(1y) = Q.

A e e

The next theorem is well known (see, e.g., Chagrov and Zakharyaschev 1997).

Theorem 4.13 Letn > 1.

(1) KC is the logic of all finite rooted posets that have a largest element.
(2) LC is the logic of all finite chains.
(3) KP is the logic of all finite rooted posets satisfying

VxVsz(x§y/\x§z/\—1(y§z)/\—1(z§y)—>Elu(xfu/\ufy/\
ufz)/\\?’v(u5v—>5|w(v§w/\(y§w\/z§w)))).

(4) T, is the logic of all finite rooted posets of branching < n.
(5) BD,, is the logic of all finite rooted posets of depth < n.
(6) LC,, is the logic of the chain of length n.
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(7) BW,, is the logic of all finite rooted posets of width < n.

(8) BTW,, is the logic of all finite rooted posets of cofinal width < n.
(9) BC,, is the logic of all finite rooted posets of cardinality < n.
(10) ND,, is the logic of all finite rooted posets of divergence < n.

Thus, each of these logics has the fmp. In fact, LC as well as each BD,, is locally
tabular, and each LC,, as well as each BC,, is tabular.

4.3 Jankov Formulas

As we pointed out in the Introduction, Jankov first introduced his formulas in (Jankov
1963) under the name of characteristic formulas. They have since become a major
tool in the study of intermediate and modal logics and are often referred to as Jankov
formulas (Chagrov and Zakharyaschev 1997, p. 332), Jankov—de Jongh formulas
(Bezhanishvili 2006, p. 59), or Jankov—Fine formulas (Blackburn et al. 2001, p. 143).
In this paper we will refer to them as Jankov formulas. First results about Jankov
formulas were announced in Jankov (1963). Proofs of these results together with
further properties of Jankov formulas were given in Jankov (1969). Jankov (1968)
utilized his formulas to prove that there are continuum many intermediate logics. He
also gave the first example of an intermediate logic without the fmp.

4.3.1 Jankov Lemma

The basic idea of Jankov formulas is closely related to the method of diagrams
in model theory (see, e.g., Chang and Keisler 1990, pp. 68—69). Let A be a finite
Heyting algebra.> We can encode the structure of A in our propositional language
by describing what is true and what is false in A. This way we obtain two finite sets
of formulas, I" and A, where p, is a new variable for each a € A:

T ={parb < pa APy |la,beA}U
{pave < PaV ppla,be A}U
{Pasb < Do — Pp |l a,b e A}U
{p-a < —palacA}

and
A ={p, < pp|a,be Awitha # b}.

3 While the assumption that A is finite is not essential, it suffices for our purposes.
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Thus, I' describes what is true and A what is false in A. We can then work with
the multiple-conclusion rule I'/ A and prove that this rule is characteristic for A in
the following sense:

Lemma 4.14 (Bezhanishvili et al. 2016b) Let A be a finite Heyting algebra and B
an arbitrary Heyting algebra. Then*

BW=T/Aiff A € IS(B).

However, at the time of Jankov, it was unusual to work with multiple-conclusion
rules. Instead Jankov assumed that A is subdirectly irreducible. Then A has the
second largest element s. Therefore, A can be replaced with p, since everything that
is falsified in A ends up underneath s. Thus, we arrive at the following notion of the
Jankov formula of A:

Definition 4.15 Let A be a finite subdirectly irreducible Heyting algebra with the
second largest element s. Then the Jankov formula of A is the formula

JA) = \T - p,.

The defining property of Jankov formulas is presented in the following lemma,
which we will refer to as the Jankov Lemma. Comparing the Jankov Lemma to
Lemma 4.14, we see that the switch from the multiple-conclusion rule I'/A to the
formula J(A) requires on the one hand to assume that A is subdirectly irreducible
and on the other hand to also work with homomorphic images and not only with
isomorphic copies of subalgebras of B as in Lemma 4.14.

Lemma 4.16 (Jankov Lemma) Let A be a finite subdirectly irreducible Heyting
algebra and B an arbitrary Heyting algebra. Then

B = J(A) iff A € SH(B).

Proof (Sketch) First suppose that A € SH(B). By evaluating each p, as a, it is
easy to see that A refutes J(A). Therefore, since A € SH(B), we also have that
B }£ J(A).

Conversely, suppose that B = J(A). By Wronski (1973, Lemma 1), there is a
subdirectly irreducible homomorphic image C of B and a valuation v on C such
that v(AT) = 1¢ and v(p;) = sc, where sc is the second largest element of C.
Define h : A — C by setting h(a) = v(p,). That v(/\T') = 1¢ implies that & is
a Heyting homomorphism, and that i (s) = s¢ yields that 4 is one-to-one. Thus,
A € ISH(B) € SH(B).

Remark 4.17 Since the variety of Heyting algebras has the congruence extension
property, we have A € SH(B) iff A € HS(B). Therefore, the conclusion of the
Jankov Lemma is often formulated as follows:

4 This lemma is closely related to Chang and Keisler (1990, Proposition 2.1.8).
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B = J(A)iff A € HS(B).

Since A is a finite subdirectly irreducible Heyting algebra, by finite Esakia duality,
A is isomorphic to the algebra Up(P) of upsets of a finite rooted poset P. To simplify
notation, instead of J(A) we will often write J(P). Thus, we obtain the following
dual reading of the Jankov Lemma.

Lemma 4.18 Let P be a finite rooted poset and X an Esakia space. Then X = J (P)
iff P is isomorphic to an Esakia quotient of a closed upset of X.

4.3.2 Splitting Theorem

A very useful feature of Jankov formulas is that they axiomatize splittings in the
lattice of intermediate logics. We recall that a pair (s, ) of elements of a lattice L
splits L if L is the disjoint union of 1s and |¢.

Definition 4.19 (Chagrov and Zakharyaschev 1997, Sect. 10.5) An intermediate
logic L is a splitting logic if there is an intermediate logic M such that (L, M) splits
the lattice A of intermediate logics.

The next theorem is due to Jankov (1963, 1969), although not in the language of
splitting logics.

Theorem 4.20 (Splitting Theorem) Let L be an intermediate logic. Then L is a
splitting logic iff L = IPC + J (A) for some finite subdirectly irreducible Heyting
algebra A.

Proof (Sketch) First suppose that L is a splitting logic. Then there is an intermediate
logic M such that (L, M) splits A. Since the variety Heyt of Heyting algebras is
congruence-distributive and is generated by its finite members, a result of McKenzie
(1972, Theorem 4.3) yields that M is the logic of a finite subdirectly irreducible
Heyting algebra A. But then for an arbitrary Heyting algebra B we have B = J(A)
iff B = L. Thus, L = IPC + J(A).

For the converse, suppose that L = IPC + J(A) for some finite subdirectly irre-
ducible Heyting algebra A. Let M = L(A). We claim that (L, M) splits A. To see
this, first note thatas A = J(A), we have J(A) ¢ M. Therefore, L # M. Nextlet N
be an intermediate logic such that L ¢ N. Then J(A) ¢ N. Thus, there is a Heyting
algebra B such that B =N and B [~ J(A). By the Jankov Lemma, A € SH(B).
Therefore, A = N, and hence N C M.

The Splitting Theorem was generalized to varieties with EDPC by Blok and
Pigozzi (1982).

Definition 4.21 Let L be an intermediate logic.

1. Lis ajoin-splitting logic if L is a join in A of splitting logics.
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Fig. 4.1 The n-fork, n-diamond, and n-chain

2. L is axiomatizable by Jankov formulas if there is a set Q of finite subdirectly
irreducible Heyting algebras such that L = IPC + {J(A) | A € Q}.

As an immediate consequence of the Splitting Theorem we obtain:

Theorem 4.22 An intermediate logic L is a join-splitting logic iff L is axiomatizable
by Jankov formulas.

To give examples of intermediate logics that are join-splitting, for each n > 1, let
S be the n-fork, ©,, the n-diamond, and €, the n-chain (see Fig. 4.1).

The next theorem is well-known (although finding an exact reference is a chal-
lenge).

Theorem 4.23

(1) CPC = IPC + J(¢,), so CPC is a splitting logic.

(2) KC = IPC + J (§2), so KC is a splitting logic.

(3) BD,, = IPC + J(€,41), so each BD,, is a splitting logic.

4) LC = IPC + J(F2) + T (D3), so LC is a join-splitting logic.
(5)LC, =LC + J(€,41), so each LC,, is a join-splitting logic.

This theorem shows that many well-known intermediate logics are indeed axiom-
atizable by Jankov formulas. However, not every intermediate logic is axiomatizable
by Jankov formulas.

Theorem 4.24 (Chagrov and Zakharyaschev 1997, Proposition 9.50) BTWj is not
axiomatizable by Jankov formulas.

We next give a criterion describing when an intermediate logic is axiomatizable
by Jankov formulas. Define the following relation between Heyting algebras:

A < Biff A € SH(B).

Remark 4.25 As follows from Remark 4.17, A < B iff A € HS(B).
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If A is finite and subdirectly irreducible, then by the Jankov Lemma, A < B iff
B = J(A). It was noted already by Jankov (1969) that < is a quasi-order and that
if A, B are finite and subdirectly irreducible, then A < B and B < A imply that A
is isomorphic to B. Since the variety of Heyting algebras is congruence-distributive,
this is also a consequence of Jénsson’s Lemma (Jénsson 1968). The following result
gives a criterion for an intermediate logic to be axiomatizable by Jankov formulas.
For a proof see, e.g., Bezhanishvili (2006, Corollary 3.4.14).

Theorem 4.26 (Criterion of axiomatizability by Jankov formulas) Let L and M be
intermediate logics such that L C M. Then M is axiomatizable over L by Jankov
formulas iff for every Heyting algebra B such that B =L and B = M there is a
finite Heyting algebra A suchthat A < B, AE L, and A =M.

As a consequence of this criterion, we obtain the following result about axioma-
tizability for extensions of a locally tabular intermediate logic.

Theorem 4.27 Let L be a locally tabular intermediate logic. Then every extension
of L is axiomatizable by Jankov formulas over L.

Proof Let M be an extension of L and B a Heyting algebra such that B = L and
B = M. Then there is ¢(p1, - .., pn) € Msuchthat B |~ ¢(py, ..., p,). Therefore,
there is a valuation v on B refuting ¢. Let A be the subalgebra of B generated by
{v(p1),...,v(py)}. Then A < B and A is finite since L is locally tabular. In addition,
A =L as A is a subalgebra of B and A }£~ ¢ because B [~ ¢. Thus, A = M. By
Theorem 4.26, M is axiomatizable over L by Jankov formulas.

Theorem 4.27 can be generalized in two directions. Firstly we have that every
locally tabular intermediate logic is axiomatizable by Jankov formulas and every
tabular intermediate logic is axiomatizable by finitely many Jankov formulas;
see Bezhanishvili (2006, Theorems 3.4.24 and 3.4.27) (and also Citkin 1986;
Tomaszewski 2003).

Theorem 4.28

(1) Every locally tabular intermediate logic is axiomatizable by Jankov formulas.
(2) Every tabular intermediate logic is finitely axiomatizable by Jankov formulas.

Secondly the assumption in Theorem 4.27 that L is locally tabular can be weakened
to L having the hereditary finite model property.

Theorem 4.29 Let L be an intermediate logic with the hereditary fimp. Then every
extension of L is axiomatizable over L by Jankov formulas.

Proof (Sketch) Let M be an extension of L. We let X be the set of all finite (non-
isomorphic) subdirectly irreducible L-algebras A such that A = M and consider

N=L+{J(A)]AelX}
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Let B be a finite subdirectly irreducible Heyting algebra such that B = L. By defi-
nition of X,
B =Niff B = J(A) foreach A € Xiff B = M.

Since L has the hereditary fmp, both M and N have the fmp. Thus, M = N, and hence
every extension of L is axiomatizable over L by Jankov formulas.

4.3.3 Cardinality of the Lattice of Intermediate Logics

Jankov formulas are also instrumental in determining cardinalities of different classes
of intermediate logics. We call a set Q2 of <-incomparable Heyting algebras an <-
antichain. The next theorem is well known (see Jankov 1968 or Bezhanishvili 2006,
Theorem 3.4.18).

Theorem 4.30 Let 2 be a countably infinite <-antichain of finite subdirectly irre-
ducible Heyting algebras. Then for Q, 2, C Q with Q) # Q5, we have

(DIPC+{T(A) | A e} #IPC+{T(A)| A€ Q).
(2) L(Q)) # L(Q2).

Proof (1). Without loss of generality we may assume that Q; ¢ €2,. Therefore, there
is B € Q; with B ¢ Q. Since B [~ J(B), we have B [~ IPC + {J(A) | A € Q}.
On the other hand, if B = IPC + {J(A) | A € ©,}, then there is A € , with B [~
J(A). By the Jankov Lemma, A < B. However, since A, B € €2, this contradicts
the assumption that € is an <-antichain. Thus, B = IPC 4+ {J(A) | A € ©,}, and
hence IPC + {J(A) | A € @1} #IPC +{J(A) | A € Q,}.

(2). This is proved similarly to (1).

To construct countable <-antichains, it is more convenient to use finite Esakia
duality and work with finite rooted posets. For this it is convenient to dualize the
definition of <. Let P and Q be finite posets. We set

P < Q iff P is isomorphic to an Esakia quotient of an upset of Q.

The following lemma is an immediate consequence of finite Esakia duality.

Lemma 4.31 Let P and Q be finite posets. Then

P < Qiff Up(P) < Up(Q).

In the next lemma we describe two infinite <-antichains of finite rooted posets.
The antichain €2; is the dual version of Jankov’s original antichain (Jankov 1968) of
finite subdirectly irreducible Heyting algebras, while the antichain €2, goes back to
Kuznetsov (1974).
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Lemma 4.32 There exist countably infinite <-antichains of finite rooted posets.

Proof (Sketch) We consider two countably infinite sets €2 and €2, of finite rooted
posets. The set 2| has infinite depth but width 3, while the set 2, has infinite width

but depth 3.
XX

o XX XX

ANV N ANV

° [ ] °
The antichain Q;

I}

X X[ Iz
/ N/

The antichain Q,

N

It is a somewhat tedious calculation to show that €2; and €2, are indeed <-
antichains.

As an immediate consequence of Theorem 4.30 and Lemma 4.32 we obtain the
cardinality bound for the lattice of intermediate logics.

Theorem 4.33 (Jankov 1968) There are continuum many intermediate logics.

In fact, Lemma 4.32 implies a stronger result that the cardinality of intermediate
logics of width 3 is that of the continuum and that the cardinality of intermediate
logics of depth 3 is that of the continuum.

Remark 4.34 We conclude this section by mentioning several more applications of
Jankov formulas.

1. Jankov formulas play an important role for obtaining intermediate logics that lack
the fmp and are Kripke incomplete. First intermediate logic without the fmp was
constructed by Jankov (1968). Further examples of intermediate logics without
the fmp were given by (Kuznetsov and Ger¢iu 1970). In fact, there are continuum
many intermediate logics without the fmp (see, e.g., Chagrov and Zakharyaschev
1997, Theorem 6.3; Bezhanishvili et al. 2008, Corollary 5.41). Litak (2002) used
Jankov formulas to construct continuum many Kripke incomplete intermediate
logics.

2. Wronski (1973) utilized Jankov formulas to construct continuum many interme-
diate logics with the disjunction property. (We recall that an intermediate logic L
has the disjunction property if L= ¢ v ¢ implies L - ¢ or L - 1/.)
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3. Jankov formulas are essential in the study of HSC logics (hereditarily structurally
complete intermediate logics). As was shown by Citkin (1978, 1987), there is
a least HSC logic which is axiomatized by the Jankov formulas of five finite
subdirectly irreducible Heyting algebras (see Bezhanishvili and Moraschini 2019
for a proof using Esakia duality). This was extended to extensions of K4 by
Rybakov (1995).

4. A recent result (Bezhanishvili et al. 2022) shows that there is a largest variety V
of Heyting algebras in which every profinite algebra is isomorphic to the profinite
completion of some algebrain V. Again, ‘V is axiomatized by the Jankov formulas
of four finite subdirectly irreducible Heyting algebras.

5. Jankov formulas are instrumental in the study of the refutation systems of Citkin
(2013Db) (these are formalisms that carry the information about what is not valid
in a given logic).

4.4 Canonical Formulas

As follows from Theorem 4.24, Jankov formulas do not axiomatize all intermedi-
ate logics. However, by Theorem 4.28(1), they do axiomatize every locally tabular
intermediate logic. By Theorem 4.5(1), these correspond to locally finite varieties of
Heyting algebras. Although the variety Heyt of all Heyting algebras is not locally
finite, both the V-free and —-free reducts of Heyt generate locally finite varieties.
Indeed, the Vv-free reducts of Heyt generate the variety of bounded implicative semi-
lattices, which is locally finite by Diego’s theorem (Diego 1966). Also, the —-free
reducts of Heyt generate the variety of bounded distributive lattices, which is well
known to be locally finite (see, e.g., Gritzer 1978, p. 68, Theorem 1). On the one
hand, these locally finite reducts can be used to prove the fmp of IPC and many other
intermediate logics. On the other hand, they allow us to develop powerful methods
of uniform axiomatization for all intermediate logics.

The key idea is to refine further the Jankov method discussed in the previous
section. As we pointed out, the Jankov formula of a finite subdirectly irreducible
Heyting algebra A encodes the structure of A in the full signature of Heyting alge-
bras. The refinement of the method consists of encoding fully only the structure
of locally finite reduct of A. Then the embedding of A into a homomorphic image
of B discussed in the proof of the Jankov Lemma only preserves the operations
of the reduct. Yet, the embedding may preserve the remaining operation (Vv or —
depending on which locally finite reduct we work with) only on some elements of A.
These constitute what we call the “closed domain” of A. Thus, this new “generalized
Jankov formula,” which following Zakharyaschev (see Zakharyaschev 1989, 1992;
Chagrov and Zakharyaschev 1997) we call the “canonical formula” of A, encodes
fully the locally finite reduct of A that we work with, plus the remaining operation
only partially, on the closed domain of A. Since we will mainly be working with
two locally finite reducts of Heyting algebras, the Vv-free and —-free reducts, we
obtain two different types of canonical formulas. Based on the dual description of
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the homomorphisms involved (see Sect. 4.5), we call the canonical formulas associ-
ated with the Vv-free reduct “subframe canonical formulas,” and the ones associated
with the — -free reduct “stable canonical formulas.”

4.4.1 Subframe Canonical Formulas

In this section we survey the theory of subframe canonical formulas developed in
Bezhanishvili and Bezhanishvili (2009) (under the name of (A, —, 0)-canonical for-
mulas). These are the algebraic counterpart of Zakharyaschev’s canonical formulas,
and are a direct generalization of Jankov formulas.

In Sect. 4.3, with each finite subdirectly irreducible Heyting algebra A we asso-
ciated the Jankov formula J(A) of A which encodes the structure of A in the full
signature of Heyting algebras. The subframe canonical formula of A encodes the
bounded implicative semilattice structure of A fully but the behavior of V only par-
tially on some specified subset D C A.

Definition 4.35 Let A be a finite subdirectly irreducible Heyting algebra, s the sec-
ond largest element of A, and D a subset of A%, For each a € A we introduce a new
variable p, and define the subframe canonical formula c(A, D) associated with A
and D as

(4, D) = ( /\(Pars < pa A py | a,b € A} A
/\Pab < pa— pyla,be A} A
/\{p—'a < —pglaeAbA

NP < pa po | @.b) € DY) = p,

Remark 4.36 If D = A2, then a(A, D) = J(A).

Let A and B be Heyting algebras. Werecallthatamaph : A — B isanimplicative
semilattice homomorphism if

h(a Ab) = h(a) A h(b) and h(a — b) = h(a) — h(b)

for each a,b € A. It is easy to see that implicative semilattice homomorphisms
preserve the top element, but they may not preserve the bottom element. Thus, we
call i bounded if h(0) = 0.

Definition 4.37 Let A, B be Heyting algebras, D C A2 andh : A — B abounded
implicative semilattice homomorphism. We call D a V-closed domain of A and say
that & satisfies the V-closed domain condition for D if h(a v b) = h(a) Vv h(b) for
(a,b) € D.
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To simplify notation, we abbreviate the V-closed domain condition by CDC,,. An
appropriate modification of the Jankov Lemma yields:

Lemma 4.38 (Subframe Jankov Lemma) Ler A be a finite subdirectly irreducible
Heyting algebra, D € A2, and B an arbitrary Heyting algebra. Then B = a(A, D)
iff there is a homomorphic image C of B and a bounded implicative semilattice
embedding h : A — C satisfying CDC,, for D.

Proof See (Bezhanishvili and Bezhanishvili 2009, Theorem 5.3).

Our second key tool for the desired uniform axiomatization of intermediate logics
is what we call the Selective Filtration Lemma. The name is motivated by the fact
that it provides an algebraic account of the Fine—Zakharyaschev method of selective
filtration for intermediate logics (see, e.g., Chagrov and Zakharyaschev 1997, Theo-
rem 9.34). For a detailed comparison of the algebraic and frame-theoretic methods of
selective filtration we refer to Bezhanishvili and Bezhanishvili (2016). To formulate
the Selective Filtration Lemma we require the following definition.

Definition 4.39 Let A, B be Heyting algebras with A C B. We say that A is a
(A, =)-subalgebra of B if A is closed under A and —, and we say that A is a
(A, =, 0)-subalgebra of B if in addition 0 € A.

Lemma 4.40 (Selective Filtration Lemma) Let B be a Heyting algebra such that
B = @. Then there is a finite Heyting algebra A such that A is a (A, —,0)-
subalgebra of B and A W= ¢. In addition, if B is subdirectly irreducible, then A
can be chosen to be subdirectly irreducible as well.

Proof Since B [~ ¢, there is a valuation v on B such that v(¢) # 1p. Let Sub(g) be
the set of subformulas of ¢ and let A be the (A, —, 0)-subalgebra of B generated by
v[Sub(g)]. If B is subdirectly irreducible, then it has the second largest element s,
and we generate A by {s} U v[Sub(¢)]. By Diego’s theorem, A is finite. Therefore,
A is a finite Heyting algebra, where

avaz/\{ceA|a,b§c}

for each a,b € A. It is easy to see thatavb <aVvpb and thatavab=aVvb
whenever a vV b € A. Moreover, since for a, b € v[Sub(p)], if a vV b € v[Sub(¢)],
thena V4 b = a Vv b, we see that the value of ¢ in A is the same as the value of ¢ in B.
As v(p) # 1p, we conclude that v(p) 7# 14. Thus, A is a finite Heyting algebra that
is a (A, —, 0)-subalgebra of B and refutes ¢. Finally, if B is subdirectly irreducible,
then s is also the second largest element of A, so A is subdirectly irreducible as well.

Now suppose that IPC ¥ ¢ and n = |Sub(p)|. Since the variety of bounded
implicative semilattices is locally finite, there is a bound c(¢) on the number of
n-generated bounded implicative semilattices. Let Ay, ..., Ay, be the list of finite
subdirectly irreducible Heyting algebras such that |A;| < c(¢) and A; [~ ¢.

For an algebra A refuting ¢ via a valuation v, let ® = v[Sub(p)] and let
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DY ={(a,b) € ® |a Vb e O).

Consider a new list (A}, DY), ..., (Axw). Dkv(n)), and note that in general k(n)
can be greater than m(n) since each A; may refute ¢ via different valuations.
We have the following characterization of refutability:

Theorem 4.41 (Bezhanishvili and Bezhanishvili 2009, Theorem 5.7 and Corol-
lary 5.10) Let B be a Heyting algebra.

(1) B & ¢ iff there is i < k(n), a homomorphic image C of B, and a bounded
implicative semilattice embedding h : A; — C satisfying CDC, for D;’.

k(n)
@ BE¢if BE [\ D).

i=1

Proof Since (2) follows from (1) and the Subframe Jankov Lemma, we only sketch
the proof of (1). The right to left implication of (1) is straightforward. For the left
to right implication, let B [~ ¢. By the Selective Filtration Lemma, there is a finite
Heyting algebra A such that A [~ ¢ and A is a (A, —, 0)-subalgebra of B.If visa
valuation on B refuting ¢, then as follows from the proof of the Selective Filtration
Lemma, v restricts to a valuation on A refuting ¢. Since by Birkhoff’s theorem (see,
e.g., Burris and Sankappanavar 1981, Theorem 8.6) A is isomorphic to a subdirect
product of its subdirectly irreducible homomorphic images, there is a subdirectly
irreducible homomorphic image A’ of A such that A’ j= ¢. The valuation refuting
@ on A’ can be taken to be the composition 77 o v where 7 : A — A’ is the onto
homomorphism. Because homomorphic images are determined by filters, A’ is the
quotient A/ F by some filter F € A. Let G be the filter of B generated by F and let
C be the quotient B/G. Then we have the following commutative diagram, and a
direct verification shows that the embedding A" — C satisfies CDC,, for D".

A>— B

o

Al>——C

From this we conclude that the pair (A’, DV) is one of the (A;, D;”) from the list,
and the embedding of A’ into a homomorphic image C of B satisfies CDC,, for D,’.

Remark 4.42 The above sketch of the proof of Theorem 4.41(1) is simpler than the
original proof given in Bezhanishvili and Bezhanishvili (2009, Theorem 5.7), where
free algebras were used to obtain the list (A1, DY), ..., (Akw), Dkv(n)).

As an immediate consequence, we arrive at the following uniform axiomatization
of all intermediate logics by subframe canonical formulas.
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Theorem 4.43 (Bezhanishvili and Bezhanishvili 2009, Corollary 5.13) Each inter-
mediate logic L is axiomatizable by subframe canonical formulas. Moreover, if L is
finitely axiomatizable, then L is axiomatizable by finitely many subframe canonical
formulas.

Proof LetL =IPC + {g; | i € I}. ThenIPC ¥ ¢; foreachi € I.By Theorem4.41,
for each i € I, there are (A;1, D;)), ..., (Aix, Dl.Vki) such that IPC + ¢; = IPC +

Al a(Aij, DY) Thus, L=1PC + | ASy a(Ay, D) i e 1.

Remark 4.44

1. Aswe pointed out in the Introduction, canonical formulas were first introduced by
Zakharyaschev (1989) where Theorem 4.43 was proved using relational seman-
tics.

2. The notion of subframe canonical formulas can be generalized to that of multiple-
conclusion subframe canonical rules along the lines of Lemma 4.14. This was
done by Jetfdbek (2009) whose approach was similar to that of Zakharyaschev
(1989). In particular, Jefdbek proved that every intuitionistic multiple-conclusion
consequence relation is axiomatizable by canonical rules. Jefdbek also gave an
alternative proof of obtaining bases of admissible rules via these canonical rules
and gave an alternative proof of Rybakov’s decidability of the admissibility prob-
lem in IPC (Rybakov 1985).

3. An alternate approach to canonical formulas and rules using partial algebras was
undertaken by Citkin (2013a, 2015).

4.4.2 Negation-Free Subframe Canonical Formulas

Definition 4.45 We call a propositional formula ¢ negation-free if ¢ does not contain

-,

For those intermediate logics that are axiomatized by negation-free formulas, we
can simplify subframe canonical formulas by dropping the conjunct

J\(P-a & —palac A

in the antecedent. The resulting formulas will be called negation-free subframe
canonical formulas:

Definition 4.46 Let A be a finite subdirectly irreducible Heyting algebra, s the sec-
ond largest element of A, and D C A? a v-closed domain of A. For eacha € A we
introduce a new variable p, and define the negation-free subframe canonical formula
B(A, D) associated with A and D by
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B, D) =(/\(Pars < pu A py | ab € AYA
/\Pass < pa— pyla,be A} A

/\{Pavs < PV py | (@, b) € D}) = Ds

We can then prove analogs of the results obtained in Sect. 4.4.1 and axiomatize
each intermediate logic that is axiomatized by negation-free formulas by negation-
free canonical formulas. The difference is that everywhere in Lemmas 4.38, 4.40
and Theorem 4.41 “bounded” needs to be dropped, and we need to work with not
necessarily bounded implicative semilattice embeddings. Because of this, we only
state the results without proofs.

Theorem 4.47 (Bezhanishvili and Bezhanishvili 2009, Corollaries 5.16 and 5.17)
Let ¢ be a negation-free formula such that IPC ¥ ¢ andn = |Sub(p)|. Then thereis a
list (A1, DY), ..., (A, Dkv(n)) such that each A; is a finite subdirectly irreducible
Heyting algebra, D; C Al-2 is a V-closed domain of A;, and for an arbitrary Heyting
algebra B we have:

(1) B & ¢ iffthere isi < k(n), a homomorphic image C of B, and an implicative
semilattice embedding h : A; — C satisfying CDC, for D;’.

k()
@ B Eoiff B = [\ B(Ai, D).

i=1
As a corollary, we obtain the following:

Corollary 4.48 (Bezhanishvili and Bezhanishvili 2009, Corollary 5.19) Each inter-
mediate logic L that is axiomatized by negation-free formulas is axiomatizable by
negation-free canonical formulas. Moreover, if L is axiomatized by finitely many
negation-free formulas, then L is axiomatizable by finitely many negation-free canon-
ical formulas.

Remark 4.49

1. Negation-free canonical formulas were first introduced by Zakharyaschev (1989)
where Theorem 4.48 was proved using relational semantics.

2. The notion of negation-free subframe canonical formulas can be generalized
to that of negation-free multiple-conclusion subframe canonical rules. This
was done by Jerdbek (2009) who showed that every intuitionistic negation-
free multiple-conclusion consequence relation is axiomatizable by negation-free
multiple-conclusion canonical rules. Jefabek’s approach was similar to that of
Zakharyaschev (1989).
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4.4.3 Stable Canonical Formulas

In this section we survey the theory of stable canonical formulas of Bezhanishvili
and Bezhanishvili (2017) (where they were called (A, V)-canonical formulas). The
theory is developed along the same lines as the theory of subframe canonical for-
mulas, with the difference that stable canonical formulas require us to work with
the —-free reduct of Heyting algebras instead of the V-free reduct. We outline the
similarities and differences between these two approaches.

We start by the following simple observation which will be useful throughout. Let
A and B be Heyting algebras. If B is subdirectly irreducible and A is a subalgebra
of B, then A does not have to be subdirectly irreducible. However, it is elementary
to see that if B is well-connected and A is a bounded sublattice of B, then A is also
well-connected. In particular, since a finite Heyting algebra is subdirectly irreducible
iff it is well-connected, if B is well-connected and A is a finite bounded sublattice
of B, then A is subdirectly irreducible.

We next define the stable canonical formula associated with a finite subdirectly
irreducible Heyting algebra A and a subset D of A2. This formula encodes the
bounded lattice structure of A fully and the behavior of — partially, only on the
elements of D.

Definition 4.50 Let A be a finite subdirectly irreducible Heyting algebra, s the sec-
ond largest element of A, and D C A?. For each a € A introduce a new variable p,
and set

I'={po< 1} U {p1 < T}U
{Panb <> Pa APy | a,b € A}U
{Pavb <> pa vV py|a,be AU
{Pa—sb <> pa = pp | a,b € D}

and
A ={p, < pp|a,be Awitha # b}.

Then define the stable canonical formula y (A, D) associated with A and D as

y(A,D):/\F—>\/A.

Remark 4.51 InBezhanishvili and Bezhanishvili (2017, Definition 3.1) A is defined
as{p, —> pp | a,b e Awitha £ b}.

Remark 4.52 Comparing y (A, D) and «(A, D), we see that the antecedent of
y (A, D) encodes the bounded lattice structure of A and the implications in D, while
the antecedent of (A, D) encodes the bounded implicative semilattice structure of
A and the joins in D.

The consequent of y (A, D) is more complicated than that of « (A, D). The inten-
tion in both cases is that the canonical formula is “pre-true” on the algebra. For
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«(A, D), since the formula encodes implications of entire A, this can simply be
expressed by introducing a variable for the second largest element s of A. For
y (A, D) however we need a more complicated consequent because the formula
encodes implications only from the designated subset D of AZ.

Remark 4.53 If D = A?, then y (A, D) is equivalent to J(A) (see Bezhanishvili
and Bezhanishvili 2017, Theorem 5.1).

Definition 4.54 Let A, B be Heyting algebras, D C A2 andh : A — B abounded
lattice homomorphism. We call D a —-closed domain of A and say that & satisfies the
—-closed domain condition for D if h(a — b) = h(a) — h(b) for all (a, b) € D.

We abbreviate the —-closed domain condition by CDC_, . The next lemma is a
version of the Jankov Lemma for stable canonical formulas.

Lemma 4.55 (Stable Jankov Lemma) Let A be a finite subdirectly irreducible Heyt-
ing algebra, D C A? a —-closed domain of A, and B a Heyting algebra. Then
B = v (A, D) iff there is a subdirectly irreducible homomorphic image C of B and
a bounded lattice embedding h : A — C satisfying CDC_, for D.

Proof See (Bezhanishvili and Bezhanishvili 2017, Theorem 3.4).

Remark 4.56 The Stable Jankov Lemma plays the same role in the theory of sta-
ble canonical formulas as the Subframe Jankov Lemma in the theory of subframe
canonical formulas, but it is weaker in that the C in the lemma is required to be sub-
directly irreducible, while in the Subframe Jankov Lemma it is not. As is shown in
Bezhanishvili and Bezhanishvili (2017, Remark 3.5), this assumption is necessary.

The second main ingredient for obtaining uniform axiomatization of intermediate
logics by means of stable canonical formulas is the following Filtration Lemma,
which goes back to McKinsey and Tarski (1946) (and for modal logics even further
back to McKinsey 1941; McKinsey and Tarski 1944). The name is motivated by
the fact that it provides an algebraic account of the method of standard filtration
for intermediate logics (see, e.g., Chagrov and Zakharyaschev 1997, Sect. 5.3). For
a detailed comparison of the algebraic and frame-theoretic methods of standard
filtration we refer to Bezhanishvili and Bezhanishvili (2016).

Lemma 4.57 (Filtration Lemma) Let B be a Heyting algebra such that B [~ ¢.
Then there is a finite Heyting algebra A such that A is a bounded sublattice of B and
A = @. In addition, if B is well-connected, then A is subdirectly irreducible.

Proof Since B [~ ¢, there is a valuation v on B such that v(¢) # 1g. Let A be
the bounded sublattice of B generated by v[Sub(p)]. Since the variety of bounded
distributive lattices is locally finite, A is finite. Therefore, A is a finite Heyting algebra,
where

a—>Ab:\/{ceA|a/\c§b}
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for each a,b € A. Because a — b = \/{d € B | a Ad < b}, it is easy to see that
a—>42b<a— b and that a -4 b =a — b whenever a — b € A. Since for
a,b € v[Sub(p)], if a — b € v[Sub(¢)], then a -4 b = a — b, we see that the
value of ¢ in A is the same as the value of ¢ in B. As ¢ is refuted on B, we conclude
that ¢ is refuted on A. Thus, A is a finite Heyting algebra that is a bounded sublattice
of B and refutes ¢. Finally, if B is well-connected, then so is A, and as A is finite, A
is subdirectly irreducible.

Now suppose that IPC ¥ ¢ and n = |Sub(¢)|. Since the variety of bounded dis-
tributive lattices is locally finite, there is a bound c(¢) on the number of n-generated
bounded distributive lattices. Let Ay, ..., A, be the list of all finite subdirectly
irreducible Heyting algebras such that |A;| < c¢(p) and A; = ¢.

For an algebra A refuting ¢ via a valuation v, let ® = v[Sub(p)] and let

D~ ={(a,b) € ®*|a— be B}

Consider a new list (Ay, D7), ..., (Akm), Dk_(’n)), and note that in general k(n)
can be greater than m(n) since each A; may refute ¢ via different valuations.

The next theorem provides an alternative characterization of refutability to that
given in Theorem 4.4 1. The proof is along similar lines of the proof of Theorem 4.41,
but with appropriate adjustments since here we work with a different reduct of Heyt-
ing algebras.

Theorem 4.58 (Bezhanishvili and Bezhanishvili 2017, Theorem 3.7 and Corol-
lary 3.9) Let B be a subdirectly irreducible Heyting algebra.

(1) The following conditions are equivalent:

(@) B ¥~ ¢.

(b) There is i < k(n) and a bounded lattice embedding h : A; — B satisfying
CDC_, for D;”.

(c) Thereisi < k(n), a subdirectly irreducible homomorphic image C of B, and
a bounded lattice embedding h : A; — C satisfying CDC_, for D;”.

k(n)

@) BE¢iff Bl /\v(A, D).

i=1

Proof Since (2) follows from (1) and the Stable Jankov Lemma, we only sketch
the proof of (1). The implications (1b)=>(1c)=>(1a) are straightforward. We prove
the implication (1a)=-(1b). Suppose that B [~ ¢. As B is subdirectly irreducible, it
is well-connected. By the Filtration Lemma, there is a finite subdirectly irreducible
Heyting algebra A such that A }~= ¢ and A is a bounded sublattice of B. Moreover,
it follows from the proof of the Filtration Lemma that for each a, b € B such that
a — b € v[Sub(p)] wehavea — 4 b = a — b. From this we conclude that the pair
(A, D7) isone of the (A;, D;”) from the list and the embedding of A into B satisfies
CDC._, for D;”.



4 Jankov Formulas and Axiomatization Techniques for Intermediate Logics 97

Remark 4.59 The above sketch of the proof of Theorem 4.58(1) is simpler than the
original proof given in Bezhanishvili and Bezhanishvili (2017, Theorem 3.7), where
free algebras were used to obtain the list (A1, D7), ... (Akw), ijn)).

Remark 4.60 Theorem 4.58 plays the same role in the theory of stable canonical
formulas as Theorem 4.41 in the theory of subframe canonical formulas, but it is
weaker in that the B in the theorem is required to be subdirectly irreducible, while
in Theorem 4.41 it is arbitrary.

As aconsequence, we arrive at the following axiomatization of intermediate logics
by means of stable canonical formulas, which is an alternative to Theorem 4.43.
The proof is along the same lines as that of Theorem 4.43, the only difference
being that we have to work with subdirectly irreducible Heyting algebras instead of
arbitrary Heyting algebras. Since each variety of Heyting algebras is generated by
its subdirectly irreducible members, the end result is the same.

Theorem 4.61 (Bezhanishvili and Bezhanishvili 2017, Corollary 3.10) Each inter-
mediate logic L is axiomatizable by stable canonical formulas. Moreover, if L is
finitely axiomatizable, then L is axiomatizable by finitely many stable canonical for-
mulas.

Remark 4.62

1. The same way subframe canonical formulas can be generalized to subframe
canonical rules (see Remark 4.44(2)), in Bezhanishvili et al. (2016b) stable canon-
ical formulas were generalized to stable canonical rules and it was shown that
every intuitionistic multiple-conclusion consequence relation is axiomatizable
by stable canonical rules. These rules were used in Bezhanishvili et al. (2016)
to give an alternative proof of the existence of bases of admissible rules and the
decidability of the admissibility problem for IPC, thus providing an analogue of
Jetabek’s result (Jefabek 2009) via stable canonical rules.

2. Stable canonical formulas were generalized to substructural logics in Bezhan-
ishvili et al. (2017).

4.5 Canonical Formulas Dually

In this section we discuss the dual reading of both subframe and stable canonical for-
mulas. For subframe canonical formulas this requires a dual description of bounded
implicative semilattice homomorphisms and for stable canonical formulas a dual
description of bounded lattice homomorphisms. For the former we will work with
the generalized Esakia duality of Bezhanishvili and Bezhanishvili (2009), and for the
latter with Priestley duality for bounded distributive lattices (Priestley 1970, 1972).
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4.5.1 Subframe Canonical Formulas Dually

As was shown in Bezhanishvili and Bezhanishvili (2009), implicative semilattice
homomorphisms are dually described by means of special partial maps between
Esakia spaces.

Definition 4.63 Let X and Y be Esakia spaces, f : X — Y a partial map, and
dom( f) the domain of f. We call f a partial Esakia morphism if the following
conditions are satisfied:

1. If x,z e dom(f) and x < z, then f(x) < f(2).

2. If x e dom(f),y € Y, and f(x) <y, then there is z € dom(f) such that x < z
and f(z) = y.

3. x € dom() iff there is y € Y such that f[tx] = 1y.

4. f[tx]isclosed for each x € X.

5. If U is a clopen upset of Y, then X \ | f~'(Y \ U) is a clopen upset of X.

Remark 4.64 If dom(f) = X and hence the partial Esakia morphism f : X — Y
is total, then f is an Esakia morphism (see Lemma 4.66(2)).

The next result describes the topological properties of the domain of a partial
Esakia morphism that will be used subsequently.

Lemma 4.65 Let f : X — Y be a partial Esakia morphism.

(1) dom( f) is a closed subset of X.
(2) If Y is finite, then dom(f) is a clopen subset of X.

Proof For a proof of (1) see Bezhanishvili and Bezhanishvili (2009, Lemma 3.7).
For (2), in view of (1), it is sufficient to show that dom( f) is open. Let x € dom(f).
We set

D =Y\ 1f(x),
D =Y\ (A f)\{f(0)},
U=Lf'D)\Lf1(Dy.

Since Y is finite and D;, D, are downsets of Y, Definition 4.63(5) yields that
Lf~1(Dy) and | f~'(D,) are clopen downsets of X. Therefore, U is clopen in
X. Since f(x) € D,, we have x € | f~1(D,). Also, f(x) ¢ D; and D, a downset
of Y implies that f~!'(D,) is a downset of dom(f) by Definition 4.63(1). Thus,
x ¢ ¢f‘1 (D), and so x € U. Therefore, it is sufficient to show that U C dom(f).
Lety € U.Thenthereis z € dom(f)suchthaty <z, f(z) ¢ (1 f(x) \ {f(x)}), and
f(2) € 1 f(x). Thus, f(z) = f(x).Since y < z and z € dom( f), we have

1) =11 = fl1z] <€ fITyl,
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where the second equality follows from Definition 4.63(1, 2). For the reverse inclu-
sion, letu € dom(f) and y < u. Since y ¢ | f~1(D;), we have that f(u) € 1 f(x).
Therefore, f[1y] = 1 f (x), and we conclude by Definition 4.63(3) that y € dom(f).
Thus, U € dom( f), and hence dom(f) is clopen in X.

Lemma 4.66 Let X, Y be Esakia spaces withY finite andlet f : X — Y be a partial
Esakia morphism.

(1) dom( f) is an Esakia space in the induced topology and order.
(2) f restricted to dom( f) is an Esakia morphism.

Proof (1). It is well known (see, e.g., Esakia 2019, Theorem 3.2.6) that a clopen
subset of an Esakia space is an Esakia space in the induced topology and order.
Thus, the result is immediate from Lemma 4.65(2).

(2). That f is a p-morphism follows from Definition 4.63(1, 2) and that f is
continuous is proved in Bezhanishvili and Bezhanishvili (2009, Lemma 3.9).

Let A, B be Heyting algebras and X4, X p their Esakia spaces. Given an implica-
tive semilattice homomorphism # : A — B, define h, : X — X4 by setting

dom(h,) = {x € Xg | h ' (x) € X4}

and for x € dom(h,) by putting &, (x) = A~ (x).

Lemma 4.67 (Bezhanishvili and Bezhanishvili 2009, Theorem 3.14) h, : Xp —
X 4 is a partial Esakia morphism.

Conversely, let X, Y be Esakia spaces and f : X — Y a partial Esakia morphism.
Let X*, Y* be the Heyting algebras of clopen upsets of X, Y and define f* : Y* — X*
by

ffU) =X\ r\o

foreach U € Y*.

Lemma 4.68 (Bezhanishvili and Bezhanishvili 2009, Theorem 3.15) f*:Y* —
X* is an implicative semilattice homomorphism.

As was shown in Bezhanishvili and Bezhanishvili (2009, Theorem 3.27), this
correspondence extends to a categorical duality between the category of Heyting
algebras and implicative semilattice homomorphisms and the category of Esakia
spaces and partial Esakia morphisms.

Definition 4.69 (Bezhanishvili and Bezhanishvili 2009, Definition 3.30) Let X and
Y be Esakia spaces. We call a partial Esakia morphism f : X — Y cofinal if for each
x € X there is z € dom( f) such that x < 7.5

5 In Bezhanishvili and Bezhanishvili (2009, Definition 3.30) these morphisms were called well
partial Esakia morphisms.
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By Bezhanishvili and Bezhanishvili (2009, Sect. 3.5), bounded implicative semi-
lattice homomorphisms z : A — B dually correspond to cofinal partial Esakia mor-
phisms f: Xp — Xg4.

We next connect the V-closed domain condition we discussed in Sect. 4.4.1
with Zakharyaschev’s closed domain condition, which is one of the main tools in
Zakharyaschev’s frame-theoretic development of canonical formulas (Zakharyaschev
1989).

Let X, Y be Esakia spaces and f : X — Y a partial Esakia morphism. For x € X
let min f[1x] be the set of minimal elements of f[1x]. Since f[f1x] is closed,
f[1x] € 1 min f[1x] (see Esakia 2019, Theorem 3.2.1).

Definition 4.70 Let X, Y be Esakia spaces, f : X — Y a partial Esakia mor-
phism, and ® a (possibly empty) set of antichains in Y. We say that f satisfies
Zakharyaschev’s closed domain condition (ZCDC for short) for ® if x ¢ dom(f)
implies min f[1x] ¢ ©.

Let A, B be Heyting algebras, & : A — B an implicative semilattice homomor-
phism, and a, b € A. Let also X4, X be the Esakia spaces of A, B, f : X3 — X4
the partial Esakia morphism corresponding to 4, and ¢ (a), ¢ (b) the clopen upsets of
X 4 corresponding to a, b. We let

D¢(a).cv) = {antichains 9 in £(a) U L(b) | 0N (L(a) \ (b)) # D
and ? N (£(D) \ ¢(a)) # ).

Lemma 4.71 (Bezhanishvili and Bezhanishvili 2009, Lemma 3.40) Let A, B be
Heyting algebras, h : A — B an implicative semilattice homomorphism, and a, b €
A. Let also X, Xp be the Esakia spaces of A, B and f : Xgp — X4 the partial
Esakia morphism corresponding to h. Then h(a v b) = h(a) vV h(b) iff f satisfies
ZCDC for D¢(ay,¢ v)-

Proof Using duality, it is sufficient to prove that for any clopen upsets U, V we have
U UV)= f*(U)U f*(V)iff f satisfies ZCDC for Dy y.

=:Letx ¢ dom(f).lf minf[tx] € Dy v, then f[1x] = tminf[tx] S U UV,
but neither f[tx] € U nor f[1x] € V. Therefore,x € f*(U U V),butx ¢ f*(U)
and x ¢ f*(V). This contradicts f*(U U V)= f*(U)U f*(V). Consequently,
min f[1x] ¢ Dy v, and so f satisfies ZCDC for Dy y.

«: It is sufficient to show that f*(U U V) C f*(U) U f*(V) since the other
inclusion always holds. Let x € f*(U U V). Then f[1x] € U U V. We have that
x € dom(f) or x ¢ dom(f). If x € dom(f), then f[tx]= 1 f(x). Therefore,
fIMtx] S U U Vimplies 1 f(x) € U U V, hence 1 f(x) C U ortf(x) C V. Thus,
x € f*(U)orx e f*(V),and so x € f*(U)U f*(V). On the other hand, if x ¢
dom(f), then as f satisfies ZCDC for ©y y, we obtain that min f[Tx] ¢ Dy y.
Therefore, min f[1x] € U or min f[tx] € V. Thus, f[1x] € tminf[tx] C U or
f[1x] € tminf[1x] € V, which yields that x € f*(U) or x € f*(V). Conse-
quently, x € f*(U)U f*(V),and so f*(UU V) C f*(U)U f*(V).
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We are ready to give the dual reading of subframe canonical formulas of
Sect. 4.4.1. Let A be a finite subdirectly irreducible Heyting algebra. By finite
Esakia duality, its dual is a finite rooted poset P. Let D C A2. We call the set
D = {D@).co | (a,b) € D} the set of antichains of P associated with D. The
following theorem is a consequence of the Subframe Jankov Lemma, Lemma 4.71,
and generalized Esakia duality.

Theorem 4.72 (Bezhanishvili and Bezhanishvili 2009, Corollary 5.5) Let A be a
finite subdirectly irreducible Heyting algebra and P its dual finite rooted poset. Let
D C A? and ® be the set of antichains of P associated with D. Then for each Esakia
space X, we have X = a(A, D) iff there is a closed upset Y of X and an onto cofinal
partial Esakia morphism f : Y — P such that f satisfies ZCDC for ®.

From this we derive the following dual reading of Theorem 4.41.

Theorem 4.73 (Bezhanishvili and Bezhanishvili 2009, Corollaries 5.9 and 5.11)
Suppose IPC ¥ ¢ and (A1, DY), ..., (Akw), Dy,)) is the corresponding list of finite
refutation patterns of ¢. For each i < k(n) let P; be the dual finite rooted poset of A;
and ®; the set of antichains of P; associated with D). Then for an arbitrary Esakia
space X, we have:

(1) X = @ iffthereisi < k(n), a closed upset Y of X, and an onto cofinal partial
Esakia morphism f : Y — P; satisfying ZCDC for ®;.

k(n)
QX Eeiff X =\ ai, D).

i=1

We have a parallel situation with negation-free canonical formulas, the main
difference being that “cofinal” has to be dropped from the consideration. We thus
arrive at the following negation-free analogue of Theorem 4.73.

Theorem 4.74 (Bezhanishvili and Bezhanishvili 2009, Corollaries 5.16 and 5.17)
Suppose ¢ is a negation-free formula, \IPC ¥ ¢, and (A1, DY), ..., (Akw)» Dy, is
the corresponding list of finite refutation patterns of ¢. For each i < k(n) let P; be
the dual finite rooted poset of A; and D; the set of antichains of P; associated with
D;’. Then for an arbitrary Esakia space X, we have:

(1) X = g iffthereisi < k(n), a closed upset Y of X, and an onto partial Esakia
morphism f : Y — P; satisfying ZCDC for ®;.

k(n)
DX Eeilf X = \BAL D).

i=1

Remark 4.75 Zakharyschev’s canonical formulas (Zakharyaschev 1989; Chagrov
and Zakharyaschev 1997) are equivalent to subframe canonical formulas (see
Bezhanishvili and Bezhanishvili 2009, Remark 5.6).
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4.5.2 Stable Canonical Formulas Dually

Let A, B be Heyting algebras. We recall that a map 7 : A — B is a lattice homo-
morphism if

h(a Ab) = h(a) A h(b) and h(a v b) = h(a) v h(b)

for each a, b € A. A lattice homomorphism 4 : A — B is bounded if h(0) = 0 and
h(1) = 1. It is a consequence of Priestley duality for bounded distributive lattices
(Priestley 1970, 1972) that bounded lattice homomorphisms /4 : A — B dually cor-
respond to continuous order-preserving maps f : Xp — Xa.

Definition 4.76 Let X, Y be Esakia spaces. We call a map f : X — Y a stable
morphism if f is continuous and order-preserving.

Remark 4.77 The name “stable morphism” comes from modal logic, where it is
used for continuous maps that preserve the relation (see Bezhanishvili et al. 2016a,
2018a; Ilin 2018). In Priestley duality for bounded distributive lattices these maps
are known as Priestley morphisms.

Definition 4.78 (Bezhanishvili and Bezhanishvili 2017, Definition 4.1) Let X, Y be
Esakia spaces and f : X — Y a stable morphism.

1. Let D be aclopen subset of Y. We say that f satisfies the stable domain condition
(SDC for short) for D if

M)ND#3 = fItx]ND #@.

2. Let ® be a collection of clopen subsets of Y. We say that f : X — Y satisfies
the stable domain condition (SDC for short) for ® if f satisfies SDC for each
De®.

Lemma 4.79 (Bezhanishvili and Bezhanishvili 2017, Lemma 4.3) Let A, B be
Heyting algebras, h : A — B a bounded lattice homomorphism, and a, b € A. Let
also X4, Xp be the Esakia spaces of A, B, f : Xg — X, the stable morphism
corresponding to h, and Dy ) = ¢(a) \ £(b). Then h(a — b) = h(a) — h(b)
iff f satisfies SDC for D¢ (a),¢ )

Proof Using duality it is sufficient to show that for any clopen upsets U, V we have
FYU) = (V) = fF-I(U = V) iff f satisfies SDC for Dy .

=: Suppose that 1 f (x) N Dyv # @. Then 1 f(x) NU € V. Therefore, f(x) ¢
U—V,so x¢ f'(U— V). Thus, x ¢ f~'(U) — f~1(V), and so txN
Y U) € £71(V). This implies f[tx]NU ¢ V, and hence f[1x]1N Dy y # 9.
Consequently, f satisfies SDC for Dy y.

&: It is sufficient to show that f~'(U) - f~'(V) € f~'(U — V) since
the other inclusion always holds. Suppose that x ¢ f~'(U — V). Then f(x) ¢
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U — V.Therefore, 1 f(x) NU ¢ V, which means that 1 f (x) N Dy y # @. Thus,
f[tx1N Dy v # @by SDC for Dy, y. This means that tx N (fF')\ f’l(V)) #*
@. Consequently, 1x N f~1(U) ¢ f~1(V), implying that x ¢ f~'(U) — f~'(V).

We recall from Sect. 4.2.3 that the Esakia dual of a subdirectly irreducible Heyt-
ing algebra is a strongly rooted Esakia space, the Esakia dual of a finite subdirectly
irreducible Heyting algebra is a finite rooted poset, and the Esakia dual of a subdi-
rectly irreducible homomorphic image of a Heyting algebra A is a strongly rooted
closed upset of the Esakia dual of A. We also recall (Priestley 1970, Theorem 3)
that bounded sublattices of A dually correspond to onto stable morphisms from the
Esakia dual of A. Thus, Lemma 4.79 yields the following dual reading of the Stable
Jankov Lemma and Theorem 4.58.

Theorem 4.80 (Bezhanishvili and Bezhanishvili 2017, Theorem 4.4)

(1) Let A be a finite subdirectly irreducible Heyting algebra and P its dual finite
rooted poset. For D € A%, let® = { D). | (@, b) € D}. Then for each Esakia
space X, we have X = y (A, D) iff there is a strongly rooted closed upset Y of X
and an onto stable morphism f : Y — P such that f satisfies SDC for ®.

(2) Suppose IPC ¥ ¢ and (A1, D7), ..., (Akw), Dy, is the corresponding list
of finite refutation patterns of ¢. For eachi < k(n), let P; be the dual finite rooted
poset of A; and D; = {Dywyc) | (a,b) € D;”}. Then for each strongly rooted
Esakia space X, the following conditions are equivalent:

@ X o

(b) There is i < k(n) and an onto stable morphism f :Y — P; such that f
satisfies SDC for ©;.

(c) There isi < k(n), a strongly rooted closed upset Y of X, and an onto stable
morphism f : Y — P; such that f satisfies SDC for ;.

(3) For each strongly rooted Esakia space X, we have

k(n)

XkEeif XE v, D).

i=1

Remark 4.81 When comparing the dual approaches to these two types of canonical
formulas, we see that in the case of subframe canonical formulas we work with cofinal
partial Esakia morphisms whose duals are bounded implicative semilattice homo-
morphisms, and Zakharyaschev’s closed domain condition ZCDC provides means
for the dual to also preserve V. On the other hand, in the case of stable canonical
formulas we work with stable morphisms whose duals are bounded lattice homo-
morphisms, and the stable domain condition SDC provides means for the dual to
also preserve —. In the end, both approaches provide the same result, that all inter-
mediate logics are axiomatizable either by subframe canonical formulas or by stable
canonical formulas. However, both the algebra and geometry of the two approaches
are different.
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4.6 Subframe and Cofinal Subframe Formulas

As we saw in Remark 4.36, when the closed domain D of a subframe canonical
formula «(A, D) is the entire A2, then w(A, D) coincides with the Jankov formula
J (A). Another extreme case is when D = @. In this case, we simply drop D and write
a(A) or (A) depending on whether we work with «(A, D) (in the full signature
of subframe canonical formulas) or with 8(A, D) (in the negation-free signature).
As a result, we arrive at subframe formulas (when working with 8(A)) or cofinal
subframe formulas (when working with @(A)), and the corresponding subframe and
cofinal subframe logics. We briefly recall that subframe logics were first studied by
Fine (1985) and cofinal subframe logics by Zakharyaschev (1996) for extensions of
K4. The study of subframe and cofinal subframe intermediate logics was initiated by
Zakharyaschev (1989). Both Fine and Zakharyaschev utilized relational semantics.
In this section we survey the theory of these logics utilizing algebraic semantics.

Definition 4.82 Let A be a finite subdirectly irreducible Heyting algebra.

1. We call @(A, @) the cofinal subframe formula of A and denote it by a(A).
2. We call B(A, @) the subframe formula of A and denote it by B(A).

The names “subframe formula” and “cofinal subframe formula” are justified by
their connection to subframes and cofinal subframes of Esakia spaces discussed
below (see Theorems 4.96 and 4.97).

Let A, B be Heyting algebras with A finite and subdirectly irreducible. As an
immediate consequence of the Subframe Jankov Lemma we obtain that B }~= «(A)
iff there is a homomorphic image C of B and a bounded implicative semilattice
embedding 4 : A — C, and similarly for 8(A). However, this result can be improved
by dropping homomorphic images from the consideration. For this we require the
following lemma.

Lemma 4.83 Let A, B, C befinite Heyting algebras and h : B — C an onto Heyting
homomorphism.

() Ife : A — C is animplicative semilattice embedding, then there is an implica-
tive semilattice embedding k : A — B such thath ok = e.
(2) If in addition e is bounded, then so is k.

c <"_B
XT’C
A
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XC(LXB

N

Xa

Proof (1).Let X4, Xp,and X¢ be the dual finite posets of A, B, and C. We identify
A with the upsets of X4, B with the upsets of X, and C with the upsets of X.
Since C is a homomorphic image of B, we have that X¢ is (isomorphic to) an upset
of Xp. Also, since e : A — C is an implicative lattice embedding, there is an onto
partial Esakia morphism f : X — X4 (see Bezhanishvili and Bezhanishvili 2009,
Lemma 3.29). Viewing f also as a partial map f : Xp — X, it is straightforward
that f satisfies conditions (1), (2), and (5) of Definition 4.63. Therefore, by Chagrov
and Zakharyaschev (1997, Theorem 9.7), f* : Up(X4) — Up(Xp) is an implicative
semilattice embedding, and it is clear that h o f* = e.

(2). Suppose in addition that e is bounded. Then f : X¢ — X, is cofinal, so
max(X¢) € dom(f). Let y € max(X,) and define a partial map g : Xz — X, by
setting dom(g) = dom(f) U max(Xp) and for x € dom(g) letting

@) f(x) ifx € dom(f)

X) =

& if x € max(Xp) \ dom(f)

Itis then straightforward that g satisfies conditions (1), (2), and (5) of Definition 4.63.
Therefore, g* : Up(X4) — Up(Xp) is an implicative semilattice embedding. It fol-
lows from the definition of g that |dom(g) = X and g|x. = f. Thus, g* is bounded
(see Bezhanishvili and Bezhanishvili 2009, Lemma 3.32) and o g* = f*.

Theorem 4.84

(1) Let A be a finite subdirectly irreducible Heyting algebra and B an arbitrary
Heyting algebra.

(a) B = B(A) iff there is an implicative semilattice embedding h : A — B.
(b) B = a(A) iff there is a bounded implicative semilattice embedding h : A —
B.

(2) Let A be afinite subdirectly irreducible Heyting algebra, P its dual finite rooted
poset, and X an arbitrary Esakia space.

(a) X & B(A) iff there is an onto partial Esakia morphism f : X — P.
(b) X = a(A) iff there is an onto cofinal partial Esakia morphism f : X — P.

Proof Since (2) is the dual statement of (1), it is sufficient to prove (1). We first prove
(1a). The right to left implication is follows from Theorem 4.47(1). For the left to right
implication, suppose B (= B(A). By the Selective Filtration Lemma, there is a finite
(A, —)-subalgebra D of B such that D = 8(A). By the Subframe Jankov Lemma,
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there is a homomorphic image C of D and an implicative semilattice embedding of
A into C. By Lemma 4.83(1), there is an implicative semilattice embedding of A
into D, and hence there is an implicative semilattice embedding of A into B. The
proof of (1b) is similar but uses Lemma 4.83(2).

Remark 4.85 Theorem 4.84 improves (Bezhanishvili and Bezhanishvili 2009,
Corollary 5.24) in that B = S(A) is equivalent to the existence of an implicative
semilattice embedding of A directly into B, rather than a homomorphic image of B
(and the same for a(A)).

Definition 4.86 Let L be an intermediate logic.

1. We call L a subframe logic if there is a family {A; | i € I} of finite subdirectly
irreducible Heyting algebras such that L = IPC + {8(A;) | i € I}.

2. We call L a cofinal subframe logic if there is a family {A; | i € I} of finite sub-
directly irreducible Heyting algebras such that L = IPC + {«(A;) | i € I}.

3. Let Agupi be the set of subframe logics and Acgyps the set of cofinal subframe
logics.

Theorem 4.87 (Chagrov and Zakharyaschev 1997, Sect. 11.3)

(1) Asupt is a complete sublattice of Acsupt and Acsupt is a complete sublattice
of A.
(2) The cardinalities of both Asups and Acsubs \ Asubt are that of the continuum.

Definition 4.88 Let ¢ be a propositional formula.

1. Call ¢ a disjunction-free formula if ¢ does not contain disjunction.
2. Call ¢ a DN-free formula if ¢ does not contain disjunction and negation.

Since a(A) encodes the bounded implicative semilattice structure and 8(A) the
implicative semilattice structure of A, one would expect that subframe logics are
exactly those intermediate logics that are axiomatizable by DN-free formulas and
cofinal subframe logics are those that are axiomatizable by disjunction-free formulas.
This indeed turns out to be the case, as was shown by Zakharyaschev (1989) using
relational semantics. To give an algebraic proof and obtain other equivalent conditions
for an intermediate logic to be a subframe or cofinal subframe logic, we introduce
the following notation.

Definition 4.89

1. Let A, B be Heyting algebras with A € B. We say that A is a (A, —)-subalgebra
of B if A is closed under A and —, and we say that A is a (A, —, 0)-subalgebra
of B if in addition 0 € A.

2. We say that a class K of Heyting algebras is closed under (A, —)-subalgebras
if from B € K and A being isomorphic to a (A, —)-subalgebra of B it follows
that A € K.



4 Jankov Formulas and Axiomatization Techniques for Intermediate Logics 107

3. We say that a class K of Heyting algebras is closed under (A, —, 0)-subalgebras
if from B € K and A being isomorphic to a (A, —, 0)-subalgebra of B it follows
that A € K.

Theorem 4.90 For an intermediate logic L, the following conditions are
equivalent.

(1) L is a subframe logic.

(2) L is axiomatizable by DN-free formulas.

(3) The variety V(L) is closed under (A, —)-subalgebras.

(4) There is a class ‘K of L-algebras closed under (A, —)-subalgebras that gen-
erates V(L).

Proof (1)=(2). If L is a subframe logic, then L is axiomatizable by subframe for-
mulas. But subframe formulas are DN-free formulas by definition. Thus, L is axiom-
atizable by DN-free formulas.

(2)=(3). Suppose L = IPC + {¢; | i € I} where each ¢; is a DN-formula. Let
A, B be Heyting algebras with B € V(L) and A isomorphic to a (A, —)-subalgebra
of B. From B € V(L) it follows that each ¢; is valid on B. Since A is isomorphic to
a (A, —)-subalgebra of B, each ¢; is also valid on A. Thus, A € V(L).

(3)=(4). This is obvious.

(4)=(1). Let X be the set of all finite (non-isomorphic) subdirectly irreducible
Heyting algebras such that A }~ L, and let

M= IPC + {8(A) | A € X).

Itis sufficient to show that L = M. Let B be a subdirectly irreducible Heyting algebra.
It is enough to prove that B |= L iff B = M. First suppose that B [~ L. Then there is
@ € Lsuchthat B [~ ¢.By the Selective Filtration Lemma, there is a finite subdirectly
irreducible Heyting algebra A such that A = ¢ and A is a (A, —)-subalgebra of B.
By Theorem 4.84(1a), B [~ B(A). Therefore, B = M. Thus, L € M.

For the reverse inclusion, since L is the logic of K, it is sufficient to show thatif B €
XK, then B =M. If B = M, then B }£ B(A) for some A € X. By Theorem 4.84(1a),
A is isomorphic to a (A, —)-subalgebra of B. Since B € K and K is closed under
(A, —)-subalgebras, A € K. Thus, A = L, a contradiction. Consequently, B = M,
finishing the proof.

Theorem 4.90 directly generalizes to cofinal subframe logics.

Theorem 4.91 For an intermediate logic L, the following conditions are
equivalent.

(1) L is a cofinal subframe logic.

(2) L is axiomatizable by disjunction-free formulas.

(3) The variety V(L) is closed under (A, —, 0)-subalgebras.

(4) There is a class ‘K of L-algebras closed under (N, —, 0)-subalgebras that
generates V(L).
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Theorems 4.90 and 4.91 allow us to give a simple proof that each subframe and
cofinal subframe logic has the fmp. This result for subframe modal logics above
K4 was first established by Fine (1985), for cofinal subframe intermediate log-
ics by Zakharyaschev (1989), and for cofinal subframe modal logics above K4 by
Zakharyaschev (1996). Both Fine and Zakharyaschev used relational semantics. We
will instead prove this result by utilizing the Selective Filtration Lemma. This is
closely related to the work of McKay (1968).

Theorem 4.92

(1) Each subframe logic has the fmp.
(2) Each cofinal subframe logic has the fimp.

Proof Since Asybi C Acsubi, itis sufficient to prove (2). Let L be a cofinal subframe
logic. By Theorem 4.91, L is axiomatized by a set of disjunction-free formulas
{xi | i € I}. Suppose L ¥ ¢. By algebraic completeness, there is an L-algebra B
such that B [~ ¢. By the Selective Filtration Lemma, there is a finite (A, —, 0)-
subalgebra A of B such that A [~ ¢. Since each ; is disjunction-free, we have that
B &= x; implies A |= x; foreachi € I. Thus, A is an L-algebra, and hence L has the
fmp.

We next justify the name “subframe logic” by connecting these logics to subframes
of Esakia spaces.

Definition 4.93 (Chagrov and Zakharyaschev 1997, p. 289) Let X be an Esakia
space. We call Y C X a subframe of X if Y is an Esakia space in the induced
topology and order and the partial identity map X — Y satisfies conditions (1), (2),
and (5) of Definition 4.63.

The following is a convenient characterization of subframes of Esakia spaces.

Theorem 4.94 (Bezhanishvili and Ghilardi 2007, Lemma 2) Let X be an Esakia
space. Then Y C X is a subframe of X iff Y is a closed subset of X and U a clopen
subset of Y (in the induced topology) implies [ U is a clopen subset of X.

We call a subframe Y of X cofinal if | Y = X. In Chagrov and Zakharyaschev
(1997, p. 295) a weaker notion of cofinality was used, that 1Y € | Y. See Bezhan-
ishvili and Bezhanishvili (2009, Section 4) for the comparison of the two notions.

Recall that Esakia spaces X, Y are isomorphic in Esa if they are homeomorphic
and order-isomorphic.

Definition 4.95 Let K be a class of Esakia spaces and X, Y Esakia spaces.

1. We call K closed under subframes if from X € K and Y being isomorphic to a
subframe of X it follows that Y € K.

2. Wecall K closed under cofinal subframes if from X € K and Y being isomorphic
to a cofinal subframe of X it follows that ¥ € K.
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Dualizing Theorem 4.90 we obtain:

Theorem 4.96 For an intermediate logic L, the following conditions are
equivalent.

(1) L is a subframe logic.

(2) L is axiomatizable by DN-free formulas.

(3) The class of all Esakia spaces validating L is closed under subframes.

(4) L is sound and complete with respect to a class K of Esakia spaces that is
closed under subframes.

Proof (1)=(2). This is proved in Theorem 4.90.

(2)=(3). Let X =L and Y be isomorphic to a subframe of X. Then X* = L and
Y* is isomorphic to a (A, —)-subalgebra of X*. By Theorem 4.90, Y* =L, and
hence Y = L.

(3)=(4). This is straightforward.

@=(). Let K* = {X* | X € K}. We proceed as in the proof of Theorem 4.90
by showing that L = IPC 4+ {8(A) | A € X} (where we recall from the proof of
Theorem 4.90 that X is the set of all finite (non-isomorphic) subdirectly irreducible
Heyting algebras A such that A = L). Let B be a subdirectly irreducible Heyting
algebra. That B }~ L implies B = {8(A) | A € X} is proved as in Theorem 4.90.
For the converse, since L is the logic of K, it is sufficient to assume that B = X*
for some X € K. If B = B(A) for some A € X, then by Theorem 4.84(1a), A is
isomorphic to a (A, —)-subalgebra of B. Therefore, there is an onto partial Esakia
morphism f : X — X 4. Since X, is finite, dom(f) is a clopen subset of X by
Lemma 4.65(2). Therefore, it follows from Theorem 4.94 that dom( f) is a subframe
of X. Thus,dom(f) € K,sodom(f) = L.But f : dom(f) — X is an onto Esakia
morphism by Lemma 4.66(2). Therefore, X 4 = L, and hence A = L. The obtained
contradiction proves that B = {8(A) | A € X}, finishing the proof.

We also have the following dual version of Theorem 4.91, the proof of which is
analogous to that of Theorem 4.96, and we skip it.

Theorem 4.97 For an intermediate logic L, the following conditions are
equivalent.

(1) L is a cofinal subframe logic.

(2) L is axiomatizable by disjunction-free formulas.

(3) The class of all Esakia spaces validating L is closed under cofinal subframes.
(4) L is sound and complete with respect to a class K of Esakia spaces that is
closed under cofinal subframes.

Remark 4.98 There are several other interesting characterizations of subframe and
cofinal subframe logics.
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1. In Bezhanishvili and Ghilardi (2007) it is shown that subframes of Esakia spaces
correspond to nuclei on Heyting algebras and that cofinal subframes to dense
nuclei. From this it follows that an intermediate logic L is a subframe logic iff its
corresponding variety V(L) is a nuclear variety and that L is a cofinal subframe
logic iff V(L) is a dense nuclear variety.

2. A different description of subframe and cofinal subframe formulas is given in
Bezhanishvili (2006, Sect. 3.3.3) and Bezhanishvili and de Jongh (2018) (see
also Ilin 2018), where it is shown that subframe formulas are equivalent to the
NNIL-formulas of Visser et al. (1995).

3. Many important properties of logics (such as, e.g., canonicity and strong Kripke
completeness) coincide for subframe and cofinal subframe logics (see, e.g., Cha-
grov and Zakharyaschev 1997, Theorems 11.26 and 11.28).

We finish this section with some examples of subframe and cofinal subframe
logics. To simplify notation, we write 8(P) instead of S(P*) and «(P) instead of
a(P*). Then, recalling Fig. 4.1, we have:

Theorem 4.99 (Chagrov and Zakharyaschev 1997, p. 317, Table 9.7)

(1) CPC = LC + B(€,), hence CPC is a subframe logic.

(2) LC = IPC + B(52), hence LC is a subframe logic.

(3) BD,, = IPC + B(€,11), hence BD,, is a subframe logic.

4) LC,, = LC + B(€,11), hence LC,, is a subframe logic.

(5) BW,, = IPC + B(F,11), hence BW,, is a subframe logic.

(6) KC = IPC + «(F2), hence KC is a cofinal subframe logic.

(7) BTW,, = IPC + a(F 1), hence BTW,, is a cofinal subframe logic.

On the other hand, there exist intermediate logics that are not subframe (e.g., KC)
and also ones that are not cofinal subframe (e.g., KP).

4.7 Stable Formulas

We can develop the theory of stable formulas which is parallel to that of subframe
formulas. As we pointed out in Remark 4.53,if D = A2, then y (A, D) is equivalent
to the Jankov formula 7 (A). As with subframe formulas, we can consider the second
extreme case when D = &. We call the resulting formulas stable formulas and denote
them by y(A). Then the theory of (cofinal) stable formulas can be developed in
parallel to the theory of (cofinal) subframe formulas. In Sect. 4.7.1 we survey the
theory of stable formulas and the resulting stable logics, and in Sect. 4.7.2 that of
cofinal stable formulas and the resulting cofinal stable logics. We also compare these
new classes of logics to subframe and cofinal subframe logics.
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4.7.1 Stable Formulas

Definition 4.100 Let A be a finite subdirectly irreducible Heyting algebra. We call
y (A, @) the stable formula of A and denote it by y(A).

Let A, B be Heyting algebras with A finite and subdirectly irreducible. As an
immediate consequence of the Stable Jankov Lemma we have B [~ y (A) iff thereisa
subdirectly irreducible homomorphic image C of B and a bounded lattice embedding
h: A»— C. In analogy with what happened in Sect. 4.6, we can improve this by
dropping homomorphic images from consideration. For this we require the following
lemma, which is an analogue of Lemma 4.83.

Lemma 4.101 (Bezhanishvili and Bezhanishvili 2017, Lemma 6.2) Let A, B, C
be finite Heyting algebras with A subdirectly irreducible, h : B — C an onto Heyt-
ing homomorphism, and e : A — C a bounded lattice embedding. Then there is a
bounded lattice embedding k : A — B such thath ok = e.

C-«L

Xa

Proof Let X4, Xp, and X be the dual finite posets of A, B, and C. We identify
A, B, and C with the upsets of X 4, X, and X¢. Since A is subdirectly irreducible,
X 4 is rooted. As C is a homomorphic image of B, we have that X¢ is (isomorphic
to) an upset of X g, and because e : A — C is a bounded lattice embedding, there is
an onto stable map f : X¢ —» X4 such thate = 1.

Let x be the root of X 4. Define g : Xg — X4 by

_Jfy ifyeXc
g(y) =

X otherwise

Clearly g is a well-defined map extending f, and it is onto since f is onto. To see
that g is stable, let y, z € X with y < z. First suppose that y € X¢. Thenz € X as
X is an upset of Xp. Since f is stable, f(y) < f(z). Therefore, by the definition
of g, we have g(y) < g(z). On the other hand, if y € Xp \ X¢, then g(y) = x. Asx
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is the root of X 4, we have x < u foreachu € X 4. Thus, x < g(z) foreach z € Xp,
which implies that g(y) < g(z). Consequently, g is an onto stable map extending f.

From this we conclude that g~! : Up(X4) — Up(X3) is abounded lattice embed-
ding such that h o g=! = f~1.

Theorem 4.102 (Bezhanishvili and Bezhanishvili 2017, Theorem 6.3) Let A, B be
subdirectly irreducible Heyting algebras with A finite. Then B = y (A) iff there is a
bounded lattice embedding of A into B.

Proof The right to left implication follows directly from the Stable Jankov Lemma.
For the left to right implication, suppose B (= y (A). By the Filtration Lemma, there is
afinite bounded sublattice D of B suchthat D [~ y (A). By the Stable Jankov Lemma,
there is a subdirectly irreducible homomorphic image C of D and a bounded lattice
embedding of A into C. By Lemma 4.101, there is a bounded lattice embedding of
A into D, and hence a bounded lattice embedding of A into B.

The dual reading of Theorem 4.102 is as follows.

Theorem 4.103 (Bezhanishvili and Bezhanishvili 2017, Theorem 6.5) Let A be a
finite subdirectly irreducible Heyting algebra and P its dual finite rooted poset. For
a strongly rooted Esakia space X, we have X [~ y (A) iff there is an onto stable
morphism f : X — P.

Definition 4.104

1. We call an intermediate logic L stable if there is a family {A; | i € I} of finite
subdirectly irreducible algebras such that L = IPC + {y (A;) | i € I}.

2. We say that a class K of subdirectly irreducible Heyting algebras is closed under
bounded sublattices if for any subdirectly irreducible Heyting algebras A and B,
from B € K and A being isomorphic to a bounded sublattice of B it follows that
AeXK.

In the next theorem, the equivalence of (1) and (2) is given in Bezhanishvili
and Bezhanishvili (2017, Theorem 6.11). For further equivalent conditions for an
intermediate logic to be stable see Bezhanishvili et al. (2016b, Theorem 5.3).

Theorem 4.105 For an intermediate logic L, the following conditions are
equivalent.

(1) L is a stable logic.

(2) The class V(L)gj of subdirectly irreducible L-algebras is closed under bounded
sublattices.

(3) There is a class K of subdirectly irreducible L-algebras that is closed under
bounded sublattices and generates V(L).

Proof (1)=(2). Let A, B be subdirectly irreducible Heyting algebras such that B is
an L-algebra and A is isomorphic to a bounded sublattice of B. Suppose that A is
not an L-algebra. Since L is stable, there is a finite subdirectly irreducible Heyting
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algebra C such that y(C) € L and A }~ y(C). By Theorem 4.102, C is isomorphic
to a bounded sublattice of A and hence to a bounded sublattice of B. Therefore,
B [~ y(C), a contradiction. Thus, A is an L-algebra.

(2)=(3). This is obvious.

(3)=(1). Let X be the set of finite (non-isomorphic) subdirectly irreducible Heyt-
ing algebras A such that A = L. Let

M= IPC + {y(A) | A € X}.

Itis sufficient to show that L = M. Let B be a subdirectly irreducible Heyting algebra.
First suppose that B = L. Then there is ¢ € L such that B = ¢. By the Filtration
Lemma, there is a finite subdirectly irreducible Heyting algebra A such that A [~ ¢
and A is a bounded sublattice of B. By Theorem 4.102, B [~ y(A). Therefore,
B [~ M. Thus, L C M.

For the reverse inclusion, since L is the logic of K, it is sufficient to show thatif B €
K, then B =M. If B = M, then B [~ y(A) for some A € X. By Theorem 4.102,
A is isomorphic to a bounded sublattice of B. Since B € K and K is closed under
bounded sublattices, A € K. Thus, A |= L, a contradiction. Consequently, B = M,
finishing the proof.

Remark 4.106 In Bezhanishvili and de Jongh (2018) a new class of formulas, called
ONNILLI, was described syntactically. It was shown that each formula in this class
is preserved under stable images of posets and that for a finite subdirectly irreducible
Heyting algebra A, the formula y (A) is equivalent to a formula in ONNILLI. This
provides another description of stable formulas.

Remark 4.107 Various subclasses of stable logics that are closed under MacNeille
completions were studied in Bezhanishvili et al. (2018b). In Lauridsen (2019) a
subclass of stable logics was identified and it was shown that an intermediate logic
is axiomatizable by $3-formulas of the substructural hierarchy of Ciabattoni et al.
(2012) iff it belongs to this subclass.

Definition 4.108 We say that a class K of strongly rooted Esakia spaces is closed
under stable images if for any strongly rooted Esakia spaces X and Y, from X € K
and Y being an onto stable image of X it follows that Y € K.

We recall that for a class K of Esakia spaces, K* = {X* | X € K}. Itis easy to
see that K™ is closed under bounded sublattices iff K is closed under stable images.
Thus, as an immediate consequence of Theorem 4.105, we obtain:

Theorem 4.109 For an intermediate logic L, the following conditions are
equivalent.

(1) L is stable.

(2) The class of strongly rooted Esakia spaces of L is closed under stable images.
(3) L is sound and complete with respect to a class K of strongly rooted Esakia
spaces that is closed under stable images.
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Theorem 4.109 can be thought of as a motivation for the name “stable logic.”
We next show that all stable logics have the fmp. This is an easy consequence of
Theorem 4.105 and the Filtration Lemma.

Theorem 4.110 Each stable logic has the finp.

Proof Let L be a stable logic and let L ¥ ¢. Then there is a subdirectly irreducible
Heyting algebra B such that B =L and B [~ ¢. By the Filtration Lemma, there is
a finite Heyting algebra A such that A is a bounded sublattice of B and A }= ¢.
Since B is subdirectly irreducible, so is A. As L is stable and B = L, it follows from
Theorem 4.105 that A |= L. Because A is finite and A }= ¢, we conclude that L has
the fmp.

Definition 4.111 Let Agtap be the set of all stable logics.

Theorem 4.112

(1) Astap is a complete sublattice of A.
(2) The cardinality of Astap is that of the continuum.

Proof For (1) see (Bezhanishvili et al. (2019, Theorem 3.7)) and for (2) see (Bezhan-
ishvili and Bezhanishvili (2017, Theorem 6.13)).

We conclude with some examples of stable logics. Recall that §,, ®,, and €,
denote the n-fork, n-diamond, and n-chain (see Fig. 4.1). For a rooted poset P we
abbreviate y (P*) with y (P).

Theorem 4.113 (Bezhanishvili and Bezhanishvili 2017, Theorem 7.5)

(1) CPC = LC + y(¢>).

(2) KC = IPC + y (32).

(3 LC =IPC+ y(32) + y(D2).

@) LC, =LC + y(C,p1).

(5) BW,, = IPC + ¥ (§nt1) + ¥ (Dny1).
(6) BTW, = IPC + ¥ (Fns1)-

On the other hand, there are intermediate logics that are not stable; e.g., BD,, for
n > 2 (see Bezhanishvili and Bezhanishvili 2017, Theorem 7.4).

4.7.2 Cofinal Stable Rules and Formulas

As we have seen, cofinal subframe logics are axiomatizable by formulas of the form
a(A) while subframe logics by formulas of the form S(A). In analogy, stable logics
are axiomatizable by formulas of the form y (A). These can be thought to be parallel
to B(A) because both 8(A) and y (A) do not encode the behavior of negation. On
the other hand, a(A) does encode it. It is natural to seek a stable analogue of «(A).
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For this we need to work with the pseudocomplemented lattice reduct of Heyting
algebras, instead of just the bounded lattice reduct like in the case of stable logics.
Fortunately, the corresponding variety of pseudocomplemented distributive lattices
remains locally finite (see, e.g., Bezhanishvili et al. 2016b, Theorem 6.1), and hence
the algebraic approach is applicable. This allows us to develop the theory of cofinal
stable logics, which generalizes the theory of stable logics. However, there is a key
difference, which is due to the fact that an analogue of Lemma 4.101 fails for the
pseudocomplemented lattice reduct (see Bezhanishvili et al. 2016b, Example 7.5).
This, in particular, forces us to work with cofinal stable rules, rather than formulas.

Definition 4.114 Let A be a finite Heyting algebra, and for a € A let p, be a new
variable.

1. The cofinal stable rule of A is the multiple-conclusion rule o (A) = '/ A, where

I ={py < L}U
{Pavb <> pa vV pyla,be AU
{Panb <> Pa APyl a,be AU
{P-a < —palac A}

and
A ={p, < pp|a,be Awitha # b}.

2. If in addition A is subdirectly irreducible, then the cofinal stable formula of A is

s(a)= AT - \/A.

Remark 4.108 There is no need to add p; <> T to I' because it is derivable from
r.

‘We then have the following generalization of the Stable Jankov Lemma.

Theorem 4.115 (Cofinal Stable Jankov Lemma) Let A, B be Heyting algebras with
A finite.

(1) B = o (A) iff A is isomorphic to a pseudocomplemented sublattice of B.

(2) If A is subdirectly irreducible, then B [~ 5(A) iff there is a subdirectly irre-
ducible homomorphic image C of B such that A is isomorphic to a pseudocom-
plemented sublattice of C.

Proof See (Bezhanishvili et al. 2016b, Propositions 6.4 and 7.1).

Similarly, we have the following generalization of the Filtration Lemma.
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Lemma 4.116 (Cofinal Filtration Lemma) Let B be a Heyting algebra such that
B [~ ¢. Then there is a finite Heyting algebra A such that A is a pseudocomplemented
sublattice of B and A [~ ¢. In addition, if B is well-connected, then A is subdirectly
irreducible.

However, we no longer have an analogue of Theorem 4.105. To see why, we need
the following definition.

Definition 4.117 We say that a class K of subdirectly irreducible Heyting algebras
is closed under pseudocomplemented sublattices if for any subdirectly irreducible
Heyting algebras A, B, from B € K and A being isomorphic to a pseudocomple-
mented sublattice of B it follows that A € K.

As follows from Bezhanishvili et al. (2016b, Example 7.9) it is no longer the case
that an intermediate logic L is axiomatizable by cofinal stable formulas iff the class
V(L)si of subdirectly irreducible L-algebras is closed under pseudocomplemented
sublattices. Because of this we define cofinal subframe logics as those intermediate
logics that are axiomatizable by stable canonical rules. We recall that an intermediate
logic L is axiomatizable by a set R of multiple-conclusion rules if L - ¢ iff the rule
/¢ is derivable from R. For more details about multiple-conclusion consequence
relations we refer to Jefabek (2009) and Iemhoff (2016).

Definition 4.118 An intermediate logic L is a cofinal stable logic if it is axiomatiz-
able by cofinal stable rules.

We can utilize the Cofinal Stable Jankov Lemma and the Cofinal Filtration Lemma
to prove the following analogue of Theorem 4.105.

Theorem 4.119 For an intermediate logic L the following are equivalent.

(1) L is a cofinal stable logic.

(2) V(L)sj is closed under pseudocomplemented sublattices.

(3) There is a class K of subdirectly irreducible Heyting algebras that is closed
under pseudocomplemented sublattices and generates V(L).

Further characterizations of cofinal stable logics can be found in Bezhanishvili
et al. (2016b, Theorem 7.11).

Definition 4.120 Let Acstap be the set of cofinal stable logics.
Clearly Astan S Acstab S A.

Theorem 4.121

(1) Each cofinal stable logic has the fmp.
(2) The cardinality of Acstab \ Astab IS that of the continuum.

Proof For (1) see (Bezhanishvili et al. (2016b, Remark 7.8)) and for (2) see (Bezhan-
ishvili et al. (2016b, Proposition 8.3)).
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In particular, the Maksimova logics ND,,, forn > 2, are examples of cofinal stable
logics that are not stable logics (see Bezhanishvili et al. 2016b, Lemmas 9.4 and 9.5).

As follows from Bezhanishvili et al. (2016b, Proposition 7.7), each cofinal sta-
ble logic is axiomatizable by cofinal stable formulas. However, as we have already
pointed out, the converse is not true in general. As far as we know, the problem men-
tioned in Bezhanishvili et al. (2016b, Remark 7.10)—whether all intermediate logics
that are axiomatizable by cofinal stable formulas have the fmp—remains open, as
does the problem of a convenient characterization of this class of intermediate logics.

Dual spaces of pseudocomplemented distributive lattices were described by Priest-
ley (1975). Since pseudocomplemented distributive lattices are situated between
bounded distributive lattices and Heyting algebras, their dual spaces are situated
between Esakia spaces and Priestley spaces. Of interest to our considerations is the
dual description of pseudocomplemented lattice homomorphisms between Esakia
spaces. These are special stable maps f : X — Y that in addition satisfy the follow-
ing cofinality condition:

max 1 f(x) = f (max 1x).

for each x € X. Utilizing this, cofinal stable logics can be characterized as those
intermediate logics for which the class of strongly rooted Esakia spaces is closed
under cofinal stable images (meaning that, if X, ¥ are strongly rooted Esakia spaces
such that X =L and Y is a cofinal stable image of Y, then Y = L). We skip the
details and refer the interested reader to Bezhanishvili et al. (2016b).

4.8 Subframization and Stabilization

As we pointed out in Theorems 4.87(1) and 4.112(1), the lattices of subframe and
stable logics form complete sublattices of the lattice of all intermediate logics. There-
fore, for each intermediate logic L, there is a greatest subframe logic contained in
L and a least subframe logic containing L, called the downward and upward sub-
framizations of L. Similarly, there is a greatest stable logic contained in L and a least
stable logic containing L, called the downward and upward stabilizations of L. These
are closest subframe and stable “neighbors” of L and were studied in Bezhanishvili
et al. (2019), where connections with the Lax Logic and intuitionistic S4 were also
explored. The operation of subframization in modal logic was first studied by Wolter
(1993).

4.8.1 Subframization

Definition 4.122 For an intermediate logic L, define the downward subframization
of Las
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Subf, (L) = \/{M € Asut M S L}

and the upward subframization of L as
Subf (L) = \{M € Asupr | L < M}

Lemma 4.123 (Bezhanishvilietal. 2019, Lemma4.2) Subf, is an interior operator
and Subfy a closure operator on A.

A semantic characterization of the downward and upward subframizations was
given in Bezhanishvili et al. (2019, Proposition 4.3). We next use subframe canonical
formulas to give a syntactic characterization. For this we require the following lemma.

Lemma 4.124 Let A, B be finite Heyting algebras with A subdirectly irreducible
and D C A% If B = B(A), then B = a(A, D).

Proof Suppose B [~ «(A, D). By the Subframe Jankov Lemma, there is a homo-
morphic image C of B and a bounded implicative semilattice embedding s : A — C
satisfying CDC,, for D. Since B is finite, Lemma 4.83(1) yields an implicative semi-
lattice embedding of A into B. Therefore, B = $(A) by Theorem 4.84(1).

Let L be an intermediate logic. By Theorem 4.43, there are subframe canonical
formulas «(A;, D;),i € I, suchthat L = IPC + {a(A;, D;) | i € I}.

Theorem 4.125 (Bezhanishvili et al. 2019, Theorem 4.4) For an intermediate logic
L=IPC+ {a(A;, D;) | i € I} we have

(1) Subf, (L) = IPC+{B(A) | LF B(A)}.
(2) Subfy(L) = IPC + {B(A) | i € D}.

Proof (1). By Definition 4.86(1), every subframe logic is axiomatizable by subframe
formulas. Therefore, every subframe logic contained in L is axiomatizable by a set
of subframe formulas that are provable in L. Thus, IPC + {8(A) | L = B(A)} is the
largest subframe logic contained in L.

(2). Let M = IPC 4 {B(A;) | i € I}. Then M is a subframe logic by definition.
Let B be a finite Heyting algebra. If B = M, then B = 8(A;) for all i € I. By
Lemma 4.124, B = B(A;, D;) for all i € I. Thus, B =L, and so L € M because
M has the fmp (see Theorem 4.92). It remains to show that M is the least subframe
logic containing L. If not, then there is a subframe logic N 2 L and a Heyting algebra
B such that B = N and B [~ M. Therefore, B [~ B(A;) for some i € I. By Theo-
rem 4.84(1), A; is isomorphic to a (A, —)-subalgebra of B. Since N is a subframe
logic, A; = N by Theorem 4.90. But A; = B(A;, D;).Consequently, A; [~ L, which
is a contradiction since N D L.

Remark 4.126

1. The above proof of Theorem 4.125(2) is different from the one given in Bezhan-
ishvili et al. (2019).
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2. As was pointed out in Bezhanishvili et al. (2019, Remark 4.6), Theorem 4.125
can also be derived from the theory of describable operations of Wolter (1993).

In the next theorem we axiomatize the downward and upward subframizations
for many well-known intermediate logics.

Theorem 4.127 (Bezhanishvili et al. 2019, Proposition 4.7)

(1) Subf | (KC) = IPC and Subf,; (KC) = LC.

(2) Subf (KP) = IPC and Subf;(KP) = BW,.

(3) Subf | (T,) = IPC and Subf, (T,) = BW, for every n > 2.

(4) Subf | (BTW,,) = IPC and Subf; (BTW,) = BW,, for everyn > 2.
(5) Subf (ND,) = IPC and Subf; (ND,) = BW, for every n > 2.

Remark 4.128 Since subframes are closely related to nuclei (Bezhanishvili and
Ghilardi 2007), they are also connected to the propositional lax logic PLL (Fairt-
lough and Mendler 1997; Goldblatt 1981), which is the intuitionistic modal logic
whose algebraic models are nuclear Heyting algebras. There is a nucleic Godel—-
Gentzen translation of IPC into PLL which is extended to an embedding of the
lattice of intermediate logics into the lattice of extensions of PLL. This yields a new
characterization of subframe logics in terms of the propositional lax logic. We refer
to Bezhanishvili et al. (2019, Sect. 6) for details.

4.8.2 Stabilization

In this section we obtain similar results for the downward and upward stabilizations.

Definition 4.129 For an intermediate logic L, define the downward stabilization of
L as
Stab, (L) = \/{M € Asiap |M S L}

and the upward stabilization of L as
Stab; (L) = \{M € Astap | L € M}

Lemma 4.130 (Bezhanishvilietal. 2019, Lemma7.2) Stab is an interior operator
and Staby a closure operator on A.

A semantic characterization of the downward and upward stabilizations was given
in Bezhanishvili et al. (2019, Proposition 7.3). We use stable canonical formulas to
give a syntactic characterization, which requires the following lemma.

Lemma 4.131 Let A, B be finite subdirectly irreducible Heyting algebras and D C
A2 If B = y(A), then B = y (A, D).
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Proof Suppose B [~ y (A, D). By the Stable Jankov Lemma, there is a subdirectly
irreducible homomorphic image C of B and a bounded lattice embedding s : A — C
satisfying CDC_, for D. Since B is finite, Lemma 4.101 yields a bounded lattice
embedding of A into B. Therefore, B [~ y(A) by Theorem 4.102.

Let L be an intermediate logic. By Theorem 4.61, there are stable canonical
formulas y (A;, D;),i € I,suchthat L = IPC + {y(A;, D;) |i € I}.

Theorem 4.132 (Bezhanishvili et al. 2019, Theorem 7.4) For an intermediate logic
L=IPC+{y(A;, D;) | i € I} we have

(1) Stab, (L) = IPC + {y(A) | L+ y(A)}.
(2) Stab; (L) = IPC + {y(A)) | i € I}.

Proof (1). By Definition 4.104, IPC + {y(A) | LF y(A)} is a stable logic, and
clearly it is the largest stable logic contained in L. Therefore, Stab, (L) = IPC +
{r(A) |LEyA)}L

(2).Let M = IPC + {y(A;) | i € I}. Then Mis a stable logic by definition. Let B
be a finite subdirectly irreducible Heyting algebrasuch that B = M. Then B = y (A;)
foralli € I. By Lemma 4.131, B = y(A;, D;) foralli € I. Thus, B =L, and so
L € Msince M has the fmp (see Theorem 4.110). Suppose N is a stable extension of L,
and B is a subdirectly irreducible Heyting algebra such that B |= N.If B |~ y (A;) for
some i € I, then A; is isomorphic to a bounded sublattice of B by Theorem 4.102.
Therefore, A; =N by Theorem 4.105. But A; = y(A;, D;). So A; = L, which
contradicts N being an extension of L. Thus, B |= y(A;) foralli € I,andsoM C N.
Consequently, M is the least stable extension of L, and hence Stab,; (L) = M.

Remark 4.133

1. The above proof of Theorem 4.132(2) is different from the one given in Bezhan-
ishvili et al. (2019).

2. As was pointed out in Bezhanishvili et al. (2019, Remark 7.6), an alternative
proof of Theorem 4.132 can be obtained using Wolter’s describable operations.

The next theorem axiomatizes the downward and upward stabilizations of several
intermediate logics.

Theorem 4.134 (Bezhanishvili et al. 2019, Proposition 7.7)

(1) Stab, (BD,,) = IPC and Stab,(BD,) = BC, for alln > 2.
(2) Stab (T,,) = IPC and Stab4(T,) = BW, foralln > 2.
(3) If L has the disjunction property, then Stab (L) = IPC.

Remark 4.135 In Bezhanishvili et al. (2019, Sect. 8) the Godel translation was uti-
lized to embed the lattice of intermediate logics into the lattice of multiple-conclusion
consequence relations over the intuitionistic S4, and it was shown that this provides
a new characterization of stable logics.
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Chapter 5 ®)
Yankov Characteristic Formulas Geda
(An Algebraic Account)

Alex Citkin

Abstract The Yankov (characteristic) formulas were introduced by V. Yankov in
1963. Nowadays, the Yankov (or frame) formulas are used in virtually every branch
of propositional logic: intermediate, modal, fuzzy, relevant, many-valued, etc. All
these different logics have one thing in common: in one form or the other, they admit
the deduction theorem. From a standpoint of algebraic logic, this means that their
corresponding varieties have a ternary deductive (TD) term. It is natural to extend
the notion of a characteristic formula to such varieties and, thus, to apply this notion
to an even broader class of logics, namely, the logics in which the algebraic semantic
is a variety with a TD term.

Keywords Yankov’s formula + Characteristic formula - Intermediate logic -
Algebraic semantic + Ternary deductive term - Independent axiomatizability -
Finitely presentable algebra

5.1 Introduction

In this paper we study the Yankov characteristic formulas from algebraic standpoint.
The characteristic formulas were introduced in a short, two-page-long note (Jankov
1963b). In Jankov (1969), the proofs of the announced results were given. Yankov
observed the following: with any finite Heyting algebra A having a pretop element,
one can associate a formula Y (A)—the Yankov formula—in such a way that for any
formula B,

IPC + B+ Y(A) if and only if A [~ B, YD)

where |- is the derivation in IPC (intuitionistic propositional logic) with the postulated
rules Modus Ponens and Uniform Substitution. In other words, the lattice ExtIPC is
divided into two parts: the logics in which Y (A) holds, and the logics for which A is

A. Citkin (<)
Metropolitan Telecommunications, New York, USA
e-mail: acitkin@gmail.com

© Springer Nature Switzerland AG 2022 125
A. Citkin and I. M. Vandoulakis (eds.), V. A. Yankov on Non-Classical Logics, History

and Philosophy of Mathematics, Outstanding Contributions to Logic 24,
https://doi.org/10.1007/978-3-031-06843-0_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06843-0_4&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06843-0_4&domain=pdf
mailto:acitkin@gmail.com
 854 56538
a 854 56538 a
 
mailto:acitkin@gmail.com
https://doi.org/10.1007/978-3-031-06843-0_5
 -2047 61852 a -2047
61852 a
 
https://doi.org/10.1007/978-3-031-06843-0_5

126 A. Citkin

amodel. Thus, if L(A) is a logic of all formulas valid in A and L(Y (A)) is the logic
of IPC + Y (A), for each L € ExtIPC,

LCLA)orL(Y(A)CL. (Y2)

For some time the technique developed in Jankov (1963b) went unnoticed. And
even a more comprehensive paper (Jankov 1969), in which the technique was
described in detail, was not immediately appreciated. But this was about to change
(Fig. 5.1).

Cl

L(A)

L(Y(A))

IPC

Fig. 5.1 Splitting in ExtIPC

Independently, in his Ph.D. thesis (de Jongh 1968), for intuitionistic frames,
de Jongh introduced a notion of a frame formula that possesses the same proper-
ties as the Yankov formula. This inspired a separate line of research into different
flavors of the frame and subframe formulas (cf., e.g., de Jongh and Yang 2010;
Bezhanishvili 2006).

Independently, in Fine (1974), Fine introduced a notion of a frame formula for
S4-frames. Like Yankov, he constructed an infinite independent set of S4-formulas
and proved that there is a continuum of normal extensions of S4 and, hence, that there
exist normal extensions of S4 that are not finitely axiomatizable. In addition, Fine
proved that there exist normal extensions of S4 that lack the finite model property. The
definition of the Yankov formula was also extended to modal algebras in Rautenberg
(1979, 1980), Blok (1976).

Different authors use different terms for these formulas: the Yankov formula, the
Yankov-de Jongh formula, the Yankov—Fine formula, etc. To avoid confusion, we
will be using the term “Yankov formula” only for formulas defined by a positive
diagram of a finite subdirectly irreducible algebra, and for all the different flavors of
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this notion we will use the original term suggested in Jankov (1963b): a characteristic
formula.

Clearly, for any class of logics, any given model divides the class of all extensions
of these logics into two subclasses: the logics admitting this model and the logics,
not admitting it. But only when the latter class contains the smallest logic there is a
formula possessing properties similar to (Y?2).

Let us note that in (Y2) the derivation is not important if we view the logic as a
set of formulas closed under substitution and inference rules. Often, the classes of
models for the logics form varieties. In algebraic terms, (Y2) can be restated: given
a variety V, a pair (Vy, V) of subvarieties of V is called a splitting pair (cf., e.g.,
Galatos et al. 2007, Chap. 10) if Vo ¢ V; and for every subvariety V' C V,

either Vo C V', or V' C V. (Spl)

A systematic study of splittings in the lattices of subvarieties of a given variety
was started in McKenzie (1972). It was observed in McKenzie (1972) that for each
splitting pair, Vj is generated by a single finitely generated subdirectly irreducible
algebra—a V-splitting algebra, while V| is defined relative to V by a single identity—
a V-splitting identity, and every V-splitting identity is A-prime relative to V; that is,
if i is a V-splitting identity, then for any set of identities J,

J by ientailsi vy ifor somei € J.

Moreover, any A-prime relative to the V identity is a splitting identity.

Let us note that for every variety V, subvariety V' C V, and algebra A € V', if A
is V-splitting then it is also V’'-splitting (the converse does not need to be true), and
every V’-splitting identity is V-splitting (the converse does not to be true).

Let us recall that Heyting algebras are algebraic models for IPC and that a class
HA of all Heyting algebras forms a variety. In algebraic terms, the main result of
Jankov (1969) is that a propositional formula A (or more precisely, an identity A ~ 1)
is A-prime in IPC (in HA) if and only if A is interderivable with the Yankov formula
of a finite subdirectly irreducible Heyting algebra—an HA-splitting algebra. The
finiteness of a splitting algebra in HA follows from the observation (cf. Blok and
Pigozzi 1982) that in congruence-distributive varieties generated by finite members
every splitting algebra is finite. And it is well known that variety HA is indeed
congruence-distributive and that it is generated by finite Heyting algebras.

Nowadays, the Yankov (or frame) formulas are used in virtually every branch
of propositional logic: intermediate, modal, fuzzy, relevant, many-valued, etc. All
these different logics have one thing in common: in one form or the other, they admit
the Deduction Theorem. From a standpoint of algebraic logic, this means that their
equivalent algebraic semantics have a ternary deductive (TD) term (cf. Blok and
Pigozzi 1994). It is natural to extend the notion of a characteristic formula to such
varieties and, thus, to apply this notion to an even broader class of logics, namely,
the logics for which the equivalent algebraic semantics are varieties with a TD term.
In Sect. 5.5, we give such a generalization (cf., Agliano 2019).
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Because Yankov’s formulas are A-prime relative to IPC, it is natural to ask
whether any formula non-derivable in IPC is interderivable with a conjunction of
some Yankov formulas (similarly to the decomposition of a given natural number
into a product of primes). Or more generally, whether any logic from ExtIPC (any
subvariety of HA) can be axiomatized by the Yankov formulas (splitting identities).
The answer to this question is negative, and in Sect. 5.4 we study the cases in which
such an axiomatization is possible.

The paper is organized in following way. In Sect. 5.2, we recall the algebraic
notions that are used in the subsequent sections. In Sect. 5.3, we study independent
sets of splitting identities; in particular, we establish a link between independent sets
of identities and antichains of splitting algebras (initially observed in Jankov 1969).
Then, in Sect. 5.4, we use the results of Sect. 5.3 to construct independent bases of
subvarieties. In Sect. 5.5, we define the characteristic identities for the varieties with a
TD term. These identities can be explicitly described. They are a direct generalization
of Yankov’s formulas, and they form a subclass of splitting identities.

In the examples throughout the paper, we primarily use intermediate logics and
varieties of Heyting algebras. The examples of the use of splittings in the lattices of
modal logics the can be found in Rautenberg (1979), Wolter (1996), Kracht (1999).
For the broader classes of logics, the reader is referred to Galatos et al. (2007),
Agliano (2019).

5.2 Background

In this section, we recall the definitions and facts used in the following sections.

5.2.1 Basic Definitions

We consider algebras in an arbitrary but fixed signature X. The terms are built
in a regular way from a set of variables X and operation signs from X. A map
v: X —> A into an algebra A is called a valuation. A valuation v satisfies iden-
tity t (X1, ..., Xn) R F(XL, ..., X)) i E(W(XD), ..., v(x)) =1 (V(xy), ..., V(x,)) (in
symbols, A =, t ~ r); otherwise, v refutes identity t =~ r (in symbols, A (&, t =~ r).
An identity is said to be valid in A if every valuation in A satisfies this identity; other-
wise, the identity is refuted in A. Accordingly, a valuation v satisfies a set of identities
J,if v satisfies every i € J (in symbols, A |=, J); otherwise, v refutes J (in symbols,
A ).

For an algebra A, by Con(A) we denote a set of all congruences of A, and by
Con°(A) we denote a set of all congruences from Con(A) that are distinct from
identity.

If & € Con(A) and a € A, then a/0 is a 6-congruence class (coset) containing
element a. For any two elements a, b € A, there is a smallest congruence 6(a, b)
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such thata = b (mod 0). Congruence 0(a, b) is called a principal congruence gen-
erated by the pair of elements a, b (cf. Gritzer 2008). Likewise, for any finite lists

of elements a <d:ef> aj,...,a,and b <d:a> by, ..., b, of the same length, there is a
smallest congruence 6(a, b) such thata; = b; (mod ) foralli =1,...,n. A con-

gruence 9(a, b) is called a compact (or finitely generated) congruence generated by
a, b (cf. Gritzer 2008).

Let us recall that an algebra A is called subdirectly irreducible (s.i.) if Con®(A)
contains a smallest congruence, which is called a monolith and is denoted by p(A).
It is not hard to see that an algebra A is s.i. if and only if it has two elements that are
not distinguishable by any proper homomorphism. For instance, a Heyting algebra
is s.i. if and only if it has a pretop element: any proper homomorphism always sends
a pretop element to 1.

In addition, for any algebra A, Con(A) forms a lattice, and A is said to be
congruence-distributive if Con(A) is distributive. Accordingly, if in a class of
algebras K all members are congruence-distributive, K is said to be congruence-
distributive as well.

Let A be an algebra, a,b € A and a #b. We call elements a and b &-
indistinguishable if for any congruence 8 € Con°(A),

a=b (mod9).

Clearly, an algebra is s.i. if and only if it contains a pair of h-indistinguishable
elements. It is easy to see that the following holds.

Proposition 5.1 Let A be an algebra, a,b € Aanda # b. Then the following asser-
tions are equivalent:

(a) elements a, b are h-indistinguishable;

(b) a#b (mod u(A));

(c) nw(A) =6(@,b);

(d) ¢(@) = ¢(b) for any homomorphism ¢ : A —> B that is not an embedding.

Let us also note the following corollary.

Corollary 5.1 Let a,b be h-indistinguishable elements of algebra A, and let ¢ :
A — B be a homomorphism of A into B. Then, ¢(a) # ¢(b) yields that ¢ is an
embedding.

Suppose that A = (A, X) isan algebraand i g tx, o X)) (X, X))
is an identity. If v:x;—>a,i=1,...,n and t(w(xy),...,v(x,)) =
t'(v(xy),...,v(x,)), we express this fact by A |=, 1 and call v a valuation
satisfying i; and by A =i we express the fact that i is valid in A; that is, for any
a,...,a, €A, r@,...,a,) =t'@,...,a,). If Kis a class of algebras and
A Eiforevery A € K, we write K = i.

Suppose that K is a class of algebras. By SK, HK, PK, and P,K we denote,
respectively, classes of all isomorphic copies of subalgebras, homomorphic images,
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direct products, and ultraproducts of algebras from K. A variety generated by K is
denoted by V(K); that is, V(K) = HSPK.

An algebra A has the congruence extension property (CEP) if for every subalgebra
Band 6 € Con(B), there is a congruence 6’ € Con(A) such that & = 6’ N B?. A class
K of algebras has the CEP if every algebra in the class has the CEP.

Example 5.1 The vast majority of varieties associated with propositional logics has
the CEP. In particular, the variety HA of all Heyting algebras has the CEP: if B is
a subalgebra of a Heyting algebra A and F is a filter of B, then F generates in A a
filter F’ such that F = F' N B.

Note 5.1 In all examples throughout the paper we consider Heyting algebras in the
signature A, V, —, =, 1, and we use x <> y as an abbreviation for (x — y) A (y —
x); the variety of all Heyting algebras is denoted by HA.

Let K be a class of algebras and J be a set of identities. An identity i is called a
K-consequence of J (in symbols, J Fx 1) if for every A € K and every valuation v
in A satisfying J, v satisfies i. If J = {i;, ..., 1,}, theniy, ..., i, Fx iifand only ifa
quasi-identity iy, ..., i, = i holds in K (cf. Mal’cev 1973). Identities i, and i, are
K-equivalent if i} g i and i Fg i; (in symbols, i} ~k i»).

If J;, J, are sets of identities, we say that J; and J, are K-equivalent (in symbols,
J1 ~k J»)if J; bk iforevery i € J, and J, ki iforevery i € J;. If one of the sets,
say J,, consists of a single identity i, we omit braces and we write I'; ~ i.

We also say that i K-follows from a set of identities J (in symbols, J Fx i,) if
K =i as long as K =7, that is, K =1 for each i’ € J. If i; Fg i; and i; Fg iy,
we say that identities i; and i, are K-equipotent (in symbols, i; =k i,). J| &k Jy is
understood similarly to J; ~g J».

Clearly, if V is a variety, then two identities are V-equipotent if and only if these
identities define the same subvariety of V. Also, it is easily seen that

i vk b = 1| Rk b (5.1
Example 5.2 Let us consider identities =—x ~ 1x and x vV —x ~ 1.
——x ~x ~HAx Vv—-x,~ while=——x ~x «HAxV-x~1.

Indeed, HA + ——x ~ x = HA + x vV —x &~ 1 = BA, where BA is a variety of all
Boolean algebras, while =——x — x ~ 1 /¥ HAx v —x =~ 1.

5.2.2 Finitely Presentable Algebras

There are different definitions of finitely presentable algebras. For our purpose, the
most convenient one is a definition from Mal’cev (1973, Chap. 5 §11).
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Let X be a set of variables and ® be a set of identities in variables from X. Then a
pair (X, ®) is called a defining pair and ® is a set of defining relations. An algebra
A from a class of algebras K is said to be presentable by a pair A = (X, ®) and a
defining map 6 : X —> A relative to K if the following hold

(a) set{8(x) | x € X} generates algebra A;
(b) for any identity i, if (i) is satisfied in A, then ® i 1.

Example 5.3 Let A be a Heyting algebra generated by elements a4, . . ., a,, and let
A(x1, ..., x,) be a propositional formula. Then, A is presentable by a defining pair
A= ({x1,...,x,}, A(xq, ..., x,) = 1) and valuation § : x; — a;, provided that for
each formula B(x1, ..., x,) such that B(a;,...,a,) =1, A — B holds in IPC.

Let us observe that by the definition of -, for any set of identities J and any iden-
tity i, J bk ientails J bk ifor any K’ C K. Hence, immediately from the definition
of presentable algebra, we can derive the following statement.

Proposition 5.2 If algebra A is presentable relative to a class of algebras K by a
defining pair (X, ®) and a defining valuation §, then A is presentable relative to any
subclass K' C K containing A by the same defining pair and valuation.

The following property of finitely presentable algebra is very useful.

Proposition 5.3 (Mal’cev 1973, §11 Theorem 1) Suppose that (X, ®) is a defining
pairand § : X —> A isamap to an algebra A from a class K. Then A is presentable
by (X, ®) and § if and only if

(a) set{5(x) | x € X} generates algebra A;
(b) valuation § satisfies all identities from 2;
(c) for every B € K and any valuation ¢ : X —> B satisfying each identity i €

D, there is a homomorphism W : A —> B such that ¥ (§(x)) = ¢(x) for each

x € X:

x
/ \
a L4 b
Immediately from the definition it follows that all algebras defined by the same

pair relative to the same class K, are mutually isomorphic. By Fx (A, v) we denote
an algebra defined relative to K by the pair A and valuation v; in the cases in which a
particular v is not important, we simply write Fx (A). It is clear that when the set of

defining identities is empty, then Fx ({ X, @}, §) is a free algebra with free generators
5(X).

Example 5.4 Let Z; = ({0, w, 1}; A, vV, =, =, 1) be a 3-element Heyting algebra,
the Hasse diagram of which is depicted in Fig. 5.2. Element w generates Z3. If we
take A = ({x}, {——x =~ 1}) as adefining pairand § : x — w as a defining valuation,
then formula ——x defines algebra Z; relative to HA. Hence, algebra Z; is finitely
presentable.
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Fig. 5.2 Algebra Z3

The following simple corollaries from Proposition 5.3 will be useful in what
follows.

Proposition 5.4 Suppose that V is a variety and that an algebra A is defined rel-
ative to'V by a pair (X, ®) and valuation §. If B € V and valuation ¢ : X — B
satisfies all identities from 2, then the map ¥ : §(x) — @(x) can be extended to a
homomorphism ' : A —> B.

Recall that the defining valuation satisfies all identities from the defining set.
Then, by properties of homomorphisms, we obtain the following corollary:

Corollary 5.2 Algebra A defined by a pair (X, D) relative to variety V admits a
homomorphisminto algebraB € V ifand only if there is a valuation in B that satisfies
identities 2.

A defining pair (X, A) is finite, if X and ® are finite. An algebra A from a class
K is said to be finitely presentable relative to K if A is presentable relative to K by
a finite defining pair.

If K is a class of algebras of finite similarity type, then every finite algebra from
K is finitely presentable relative to K. Indeed, if K is a class of algebras of signature
Y={fi,i=1...,k}j,;,A=(A,¥)eKandA ={a;, j =1, ..., n}, one can take
X(A) = {xa/,j =1,...,n}andlet

def
AA) S (f(Xay - Xay) N Xfaa,

_____ a;,) | f € X, a;,...,8;j, € A}
It is not hard to verify that (X(A) = {x5 | 2 € A}, A(A)) and the map § : x5 — a
are indeed a defining pair and a defining map.

The following observation is very important for what follows: if a congruence-
distributive variety V is generated by its finite members, then every s.i. algebra that
is finitely presentable relative to V is finite (cf. Blok and Pigozzi 1982).

Example 5.5 It is known that variety HA of all Heyting algebras is generated by
finite members. Let A be a finitely presentable algebra from Example 5.3 and b, ¢
be two distinct elements from A. Because elements ay, ..., 8, generate algebra A,
there are formulas B and C such thatb = B(a;,...,a,)andc = C(a,...,a,). It
is clear that A — (B < C) does not hold in HA. Hence, because HA is generated
by finite members, there is a valuation ¢ in a finite algebra B such that p(A) =1
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and ¢(B <> C) # 1. By Proposition 5.3, there is a homomorphism ¢ : A — B
and ¥ (b) # ¥ (C). Thus, A is residually finite and hence, every s.i. finitely presented
algebra is finite.

Proposition 5.5 (e.g., Mal’cev 1973) Suppose that A is a finitely presentable alge-
bra relative to a class K. Then for any finite system of generators G C A there is a
defining pair (X, D) and a defining valuation 8 : X —> G presenting A relative to
K.

5.2.3 Splitting

Following Blok and Pigozzi (1982), a pair (V,, V) of subvarieties of a variety V is
called a splitting pair if

(a) Vi & Vy;
(b) for every variety V' C V, either Vi C V' or V' C V,.

Thus (Vy, V,) is a splitting pair if and only if V, is the largest subvariety of V not
containing V. If (V, V) is a splitting pair, then V| is generated by a single finitely
generated s.i. algebra—a splitting algebra, while V, is defined relative to V by a
single identity—a splitting identity (cf., e.g., Galatos et al. 2007, Chap. 10). It was
observed in McKenzie (1972) that every splitting identity i is A-prime; that is, if i
V-follows from a set of identities J, then i V-follows from some identity from J.

Let us note that every splitting algebra A defines a splitting pair (V, V;), where
V, = V(A)and V, = V(A), where V(A) is the largest subvariety of V not containing
A. All splitting identities are V-equipotent because they define the same subvariety
of V. For a splitting algebra A, by s(A) we denote a corresponding splitting identity,
and by V;,; we denote a class of all splitting algebras from V.

Example 5.6 Without an explicit use of Yankov’s formulas, Hosoi introduced the
notion of slices of intermediate logics (cf. Hosoi 1967). Namely, if C,, is a linearly
ordered Heyting algebra of cardinality n (a chain algebra), then an intermediate logic
L belongs to the nth slice if C,; is a model of L, while C,,, is not a model of L.
In algebraic terms, C,, defines in HA a splitting pair (V(C,+2), V(Cn+2)); thus
V(C,42) is an algebraic counterpart of the smallest logic of nth slice. For instance,
the classical logic Cl belongs to the 1st slice, because the 2-element chain algebra
(which is the 2-element Boolean algebra) is a model of Cl, while the 3-element chain
C; is not a model of Cl.

Example 5.7 Suppose that V| is a variety having the largest proper subvariety V5.
Then, the pair (V;, V,) is a splitting pair. Indeed, V, ,@ V, and if V' C V is a sub-
variety of V, then either V' is a proper subvariety (and hence, V' C V;),or V' = V.
For instance, suppose that V; is a variety not generated by finite algebras but all
its proper subvarieties are generated by finite algebras (there are continuum many
varieties of Heyting algebras with this property (Mardaev 1987, Theorem 5). Then,
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V| contains the largest proper subvariety V,, namely, the subvariety generated by all
finite algebras of V|, and (V,, V,) is a splitting pair.

Immediately from the definition it follows that for any splitting algebra A any
corresponding splitting identity is refuted in A; that is,

A = s(A). (SelfRft)

The following proposition shows that there is a link between a number of gener-
ators in a splitting algebra and number of distinct variables in a splitting identity.

Proposition 5.6 Suppose that (V1, V) is a splitting pair of variety V, S is a class of
all splitting algebras generating V|, and S is a set of all splitting identities defining
Vs, relative to V. Then,

(a) If S contains an n-generated algebra, then & contains an identity having at
most n distinct variables;

(b) If © contains an identity having n distinct variables, then S contains a k-
generated algebra such that k < n.

Proof (a) Suppose A € S is an n-generated algebra, s(xj, ..., x;) € G and k > n.
Let J be a set of all identities in variables yy, ..., y, valid in V,, and let V' be the
subvariety defined relative to V by J. It is clear that V, € V’. Let us verify that
V, =V.

For contradiction, suppose that V' ¢ V,. Then because (V1, V») is a splitting pair,

V1 € V' and consequently, A € V'. (5.2)
By (SelfRft), A = s(xy, ..., xx). Hence, there are elements ay, ..., 8 such that
s(aj, ..., a)isnottrue. Eachelementa;, j € [1, k], can be expressed via generators
di, ..., 0y thatis, for some terms ; (y1, ..., Yu),
aj = tj(gl’ MR gn)7j € [lak]

Let i(y1, ..., ¥) =51y ooy Yu)s oo o (1, + -+, Yu))). It is clear that s vy i,
for i was obtained from s by substitution. Recall that V, is defined by s; hence,
V, = s and consequently, V, = i. Thus, i € J, and it is clear that A [~ i, because
(g1, - .., 9y) is not true. Hence, by the definition of V', A ¢ V' and we have arrived
at a contradiction with (5.2).

Next, let us note that V' =V, yields s -y i’ for all i’ € J.

On the other hand, V' = V), entails that identities J define V, relative to V and
hence, J -y s. Recall that s is a splitting identity and, therefore, A-prime. Hence,
there is an i’ € J such that i’ Fy s. Thus, i’ is V-interderivable with s, and it is a
desired splitting identity containing at most n distinct variables.

(b) Suppose that s(xy, ..., x,) € Gand A € S. By (SelfRft), A }~ s. Hence, there
is an n-generated subalgebra A’ < A in which s is refuted, and subsequently, there
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is an s.i. factor B of A’ in which s is refuted. Let us show that B generates V; and
thus, B € S.

Consider a variety V' = V(B) generated by B. Because B € HSA, B € V; and
hence, V' C V. On the other hand, if V; gz V', by the definition of splitting, V' C V,
and therefore, V' |= s, whichis nottrue for B = s. Thus, V' = V; thatis, B generates
V) and it is a desired splitting algebra.

Moreover, the following holds.

Proposition 5.7 Suppose that A € V is a splitting algebra from a variety V. Then
for any identity i,
A W= iifand only ifi by s(A). (Spll)

Moreover, if V is congruence-distributive, then for any algebra B € V,
B}~ s(A) if and only if A € HSP,B. (Sp12)
If in addition B is finite, then
B (£ s(A) if and only if A € HSB. (Sp13)

And if V has the CEP, then HS = SH (cf., e.g., Burris and Sankappanavar 1981)
and

B [~ s(A) if and only if A € SHB. (Spl4)

Proof Suppose that A is a splitting algebra defining a splitting pair (Vy, V,) and
A £ 1. Let V' be a variety defined relative to V by i. By the definition of a splitting
pair, V' C V, and hence, i Fy s(A), because V' = s(A) and i defines V’ relative to
V.

The converse immediately follows from (SelfRft).

Suppose that V is a congruence-distributive variety, B € V and B [~ s(A). Then,
by the definition of a splitting pair, A € V(A) C V(B). Because A is s.i., by Corollary
3.2 from Jénsson (1967), A € HSP,B and if B is finite, then A € HSB (cf. J6nsson
1967, Corollary 3.4).

If A € HSPB (or A € HSB), then A € V(B) and therefore, B [~ s(A) because
A = s(A).

In general, the following holds.

Proposition 5.8 Suppose that V is a variety and A, B € V. Then,
s(A) Fy s(B) ifand only if V(B) C V(A). (Spl5)
Hence, if V is congruence-distributive,

5(A) Fv s(B) if and only if B € HSP,A. (Spl6)
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Proof Indeed, by (SelfRft), B = s(B) and hence, s(A) Fy s(B) entails B |~ s(A);
that is, V(B) = s(A). Then, by the definition of splitting, V(A) € V(B).
Conversely, if V(A) € V(B), then A € V(B) and A [~ s(A) entails B = s(A).
Hence by (Spll), s(A) vy s(B).
Equation (Spl6) follows from (Spl5) by Jonsson’s Lemma.

If V is a congruence-distributive variety generated by finite algebras, then from
(SelfRft) and (Spl3) it follows that every splitting algebra is finite (cf., e.g., Blok and
Pigozzi 1982).

Example 5.8 Because variety HA is generated by finite algebras, every splitting
algebra from HA is finite. It was observed in Jankov (1968a) that there are subvarieties
of HA not generated by finite algebras. In such subvarieties, the splitting algebras
may be infinite, and in fact, there are some infinite splitting algebras (cf. Citkin 2012).
For modal algebras such an example was found by Kracht (cf. Kracht 1999).

Let us note that relative to a variety V a splitting identity s(A) of any splitting alge-
bra A € V;,; defines the largest subvariety not containing algebra A. More generally,
the following holds.

Proposition 5.9 Suppose that V is a variety. Then for any class S C Vyp; of splitting
algebras, identities I = {s(A) | A € S} define relative to V the largest subvariety
not containing any algebra from A.

Proof Suppose that V' is a subvariety defined relative to V by identities J. Clearly,
because A (= s(A), neither algebra from S belongs to V.

On the other hand, if B ¢ V', for some A € S, B |~ s(A) and hence, by (Spl2),
A € HSP,B. Therefore, A belongs to every variety containing algebra B; that is, V’
is the largest subvariety of V not containing any algebras from S.

Example 5.9 Two algebras, the Hasse diagrams of which are depicted in Fig. 5.3, are
splitting algebras in HA. Their splitting identities define the largest variety of Heyting
algebras not containing these algebras, namely, the variety of algebras satisfying
identity (x — y) V (y = x) & 1 (cf. Idziak and Idziak 1988).

Fig. 5.3 Two splitting algebras
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5.3 Independent Sets of Splitting Identities

One of the important applications of the characteristic formulas is the ability to
construct independent sets of identities. For a variety V, a set of identities J is V-
independent if not any identity i € J V-follows from the rest of the identities from
J. The independent sets are important because they provide independent bases for
subvarieties of V (cf. McKenzie 1972).

In Jankov (1968a) it was observed that there is a continuum of intermediate
logics. In order to prove this, Yankov introduced a notion of strongly independent
logics': a set of logics £ = {L; | i € I} is called strongly independent if not any
logic L; is not included in the logic generated by the rest of the logics from £; that
isL; ¢ U{L; | j #1, j € J} (where U is a closed union). A set of formulas F is
called independent if neither formula A € F is derivable from the rest of the formulas
from F; thatis F \ {A} ¥ A. Given an independent set of formulas F, one can easily
construct a strongly independent set of logics: indeed, logics L(A), A € F defined
by A as an axiom, form an independent set. Moreover, it is not hard to see that the
logics defined by distinct subsets of an independent set of formulas F (as axioms) are
distinct. The latter observation is often employed for constructing continuum logics
possessing certain properties. For instance, Yankov used this approach to show that
there are continuum many intermediate logics (cf. Jankov 1968a), and Blok used the
same idea to prove the continuality of the class of extension of the normal modal
logic S4 (cf. Blok 1977).

Because splitting identities enjoy the same properties as Yankov’s formulas, we
can use the regular technique of constructing irredundant bases consisting of splitting
formulas (cf., e.g., Jankov 1969; Citkin 1986; Skvortsov 1999; Tomaszewski 2002;
Bezhanishvili 2006).

Let us note the following property of independent sets of identities.

Proposition 5.10 Suppose V is a variety and J is a V-independent set of identities.
Then, for any two distinct subsets Jy, 3y C J, the subvarieties V; = V(J;) defined
relative to V by identities J;, are distinct.

Corollary 5.3 Suppose that J is an infinite V-independent set of identities. Then V
contains continuum many distinct subvarieties.

Indeed, by Proposition 5.10, any subset of J defines relative to V a distinct subvariety.

One of the important properties of a variety is whether it has an independent base.
Often the splitting identities are instrumental in constructing such bases. We start
with the following observation.

! In Troelstra (1965) the logics L1 and L, are called independent just in case if they are incomparable,
ie.Li € Lyand Ly € L.
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Proposition 5.11 Suppose V is a congruence-distributive variety and S C V. Let
J=1{s(A) | A € S}. Then the following assertions are equivalent:

(a) 7T isindependent;
(b) for any distinct A, B € S, s(B) ¥y s(A);
(c) forany distinct A,B € S, B ¢ HSP,A.
Proof (a) = (b) is trivial.
(b) & (c) follows immediately from Corollary 5.8.
(¢) = (a). For contradiction, assume that for some A € S, 7~ vy s(A), where
J7 =7\ {s(A)}. Recall that by (SelfRft), A = s(A). Hence, there is an identity

i € J7 such that A F~ i. That is, for some distinct from A algebra B € S, A [~ s(B)
and hence, by (Sp12), B € HSP,A, which contradicts (c).

5.3.1 Quasi-order

In Jankov (1963b), Yankov introduced a quasi-order on the set of splitting algebras
(more details can be found in Jankov 1969). In this section, we study the properties
of this quasi-order in a general setting.
Suppose that V is a variety. Let us introduce on V,,; a quasi-order: for any A, B €
val,
A <B =5s(A) Fy s(B), (5.3)
and by Proposition 5.8,
A < B if and only if V(A) C V(B). 5.4)
Let us observe that if V is congruence-distributive, by Corollary 5.8,
A < Bifand only if A € HSP,B. (5.5)
If, in addition, V is generated by finite algebras, all members of V;,; are finite and
A < Bif and only if A € HSB. (5.6)
In the varieties enjoying the CEP, HS = SH and hence, in such varieties,

A < Bifand only if A € SHB. (5.7)

Proposition 5.12 Suppose that the congruence-distributive variety V is generated
by finite algebras. Then the quasi-order defined on Vs, by (5.3) is a partial order
(assuming, we consider algebras modulo isomorphism).
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Proof Indeed, if V is generated by finite algebras, then all members of V;,,; are finite.
Hence, (5.6) yields that A < B entails |A| < |B|, where |A|, |B| are cardinalities of
A and B. Thus, A < B and B < A yield |A| = |B| and therefore by (5.6), A = B.

Already in Jankov (1963b, Theorem 6), Yankov observed that for Heyting algebras
the above quasi-order is, in fact, a partial order. For modal algebras the reader can
find additional information in Kracht (1999).

In a natural way, the quasi-order < induces the equivalence relation A = B =
A <Band B < A. If Sis a class of splitting algebras, by S,,;, we denote a class of
minimal, relative to <, members of S containing a single representative from each =-
equivalence class. We say that S is m-complete if for each A € S thereisaB € S,,;,
such that B < A. Let us note that B < A entails |B| < |A| and hence, every class of
finite splitting algebra is always m-complete.

5.3.2 Antichains

Algebras A, B € V;,,; are said to be comparable,if A < B or B < A, otherwise these
algebras are incomparable. A subset A C V,,; is an antichain if any two distinct
members of A are incomparable. Also, for a class of splitting algebras S, by s(A) we
denote {s(A) | A € S}.

The following proposition follows from the definition of quasi-order and Propo-
sition 5.11.

Proposition 5.13 Suppose that V is a variety and A C V,,; is an antichain. Then
5(A) is a V-independent set of identities .

Thus, to construct a V-independent set of identities it suffices to construct an
antichain in V.

Corollary 5.4 Suppose that V is a variety and VY, contains an infinite antichain.
Then V contains at least continuum many subvarieties.

Example 5.10 The Heyting algebras depicted in Fig. 5.4. by the Hasse diagrams
and frames, form an infinite antichain.2 Hence, the characteristic identities of these
algebras form an independent set. Therefore, there are continuum many varieties of
Heyting algebras (there are continuum many intermediate logics (cf. Jankov 1968a,
Corollary 1) and consequently, there are continuum many not finitely axiomatizable
intermediate logics (cf. Jankov 1968a, Corollary 2). Let us note that the existence
of not finitely axiomatizable intermediate logic, follows from Umezawa (1959):
Umezawa exhibited a chain of intermediate logics of type »®, and the limit of any
strongly ascending chain of logics cannot be finitely axiomatized (due to the finitarity
of inference).

2 These al gebras are due to Wroniski (1974) and Blok (1977); in Jankov (1968a) the different algebras
were employed.
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Fig. 5.4 An antichain in HA;,;

5.4 Independent Bases

In this section, we consider the following problem: given a variety V and its subvariety
V’, how to construct an independent (or irredundant) base relative to V—a V-base
of V'. To that end, when it is possible, we will employ the splitting identities and use
Theorem 5.1.

The varieties in which every finitely generated algebra is finite are called locally
finite. Clearly, every locally finite variety is generated by its finite members.

We will consider following three classes of varieties:

variety V enjoys the finite splitting (Fsi-Spl) property if Vg C Vp;
variety V enjoys the splitting finite (Spl-F'si) property if Vy,; C Vi,
variety V enjoys the (Sp/=Fsi) property if V¢ = V.

The examples of classes of varieties possessing the above properties are:

(1) Spl-Fsi: locally finite varieties;

(2) Spl-Fsi: congruence-distributive varieties generated by finite members;

(3) Fsi-Spl:  varieties with equationally definable principal congruences (EDPC)
of a finite type generated by finite members;

(4) Spl=Fsi: congruence-distributive locally finite varieties;

(5) Spl=Fsi: varieties of a finite type with EDPC and generated by finite members.

Reasons:

(1) all splitting algebras are finitely generated and, therefore, finite;
(2) cf. McKenzie (1972);
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(3) cf. Blok and Pigozzi (1982, Corollary 3.2);
(4) cf. Day (1973);
(5) immediately from (2) and (3).

Proposition 5.14 Ler V be a congruence-distributive variety enjoying the Fsi-Spl
property and generated by finite algebras. Then, V enjoys the Spl=Fsi property.

The proof is straightforward.
Given a variety V and a set of identities J, by V(J) we denote the subvariety
defined by J relative to V; thatis, V(J) = {A € V| A = TJ}.

Theorem 5.1 Suppose thatV enjoys the Spl-Fsi property and J is a set of V-splitting
identities. Then, J contains an independent subset 3’ such that V(3) = V(7).

Proof Suppose that T = {s(A), A € S}, where S C V;,,. Because V enjoys the Spl-
Fsi property, all algebras from S are finite and hence, S, is m-complete. Let 3" =
5(Smin)~

First, we observe that set S,,;, forms an antichain, for S,,;, consists of minimal
elements of S that are clearly mutually incomparable. Hence, by Proposition 5.13,
set J’ is independent.

Next, we note that 3’ € J and hence, V(J) € V(7). On the other hand, for every
A € S, there is an algebra B € S,,;, such that B < A. Hence, by (5.3), s(B) Fy s(A)
and therefore, for any algebra C, C = s(B) entails C = s(A); thatis, V(J") € V(7).
Thus, V(3') = V(J).

Theorem 5.1 yields that in the varieties enjoying the Spl-Fsi property every sub-
variety defined by a set of splitting identities has an independent base.

Example 5.11 Variety HA has EDPC and is generated by finite algebras. Yet it con-
tains a subvariety that has no independent HA-base (cf. Chagrov and Zakharyaschev
1995). Hence, not every variety of Heyting algebras can be defined by splitting
identities.

5.4.1 Subvarieties Defined by Splitting Identities

In this section, we study the subvarieties of variety V that have V-base consisting of
splitting identities.

Suppose that V is a variety and V' C V is a subvariety. Then, for every algebra
A eV, \V;p;, V' = s(A) . Indeed, consider a splitting pair (Vy, V,) where V| is
generated by A. Because A ¢ V', we have V' C V,. By the definition of splitting,
V, = s(A) and therefore, V' = s(A). Hence, for J = {s(A) | A € V \Vv/pl}’ we
always have V' C V', where V/ = V(J). Thus, the following holds.

Proposition 5.15 A subvariety V' of variety V has a V-base consisting of splitting
identities if and only if V' = V'
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Proposition 5.15 entails the following important corollary.

Corollary 5.5 (cf. Tomaszewski 2003, Corollary 3 p. 57) Suppose that V is a variety
and {V; CV,i € I} is a class of subvarieties having the same splitting algebras.
Then, at most one subvariety V; has a V-base consisting of splitting identities.

Example 5.12 The first example of an intermediate logic without the finite model
property (and hence, an example of a variety of Heyting algebras not generated by
finite algebras) was given in Jankov (1968a). Hence, there is an intermediate logic
(a variety of Heyting algebras) which cannot be axiomatized by Yankov’s formulas
(Yankov’s identities).

Example 5.13 In Tomaszewski (2003), Tomaszewski constructed a class of contin-
uum many varieties of Heyting algebras having the same splitting algebras. Thus, he
proved that there are continuum many varieties of Heyting algebras that do not have
an HA-base consisting of splitting (Yankov’s) identities.

Corollary 5.6 (cf. Tomaszewski 2003, Corollary 4 p. 57) Suppose thatV is a variety
enjoying the Spl=Fsi property generated by finite members. Then the following are
equivalent:

(a) every subvariety of V is generated by finite members;
(b) every subvariety of V can be defined by splitting identities.

Let us turn to the varieties whose subvarieties have bases consisting of splitting
identities.

5.4.2 Independent Bases in the Varieties Enjoying the Fsi-Spl
Property

Let us take a closer look at the varieties enjoying the Spl=Fsi property. First, we
observe the following simple, and yet useful, property of such varieties.

Proposition 5.16 Suppose V is a variety enjoying the Fsi-Spl property and V' C 'V
is a proper subvariety. Then V' \ 'V’ does not contain finite algebras.

Proof For contradiction, suppose that B € V' \ V' is a finite algebra. Without loss of
generality we can assume that B is an s.i. algebra. Then, by Fsi-Spl, B € V;,; \ V;,,z

and by the definition of V', we have V' = s(B). Hence, B = s(B) and we have
arrived at a contradiction with (SelfRft).

Theorem 5.2 Suppose that V is a congruence-distributive variety such that

(i) 'V enjoys the Fsi-Spl property;
(ii) 'V and each of its subvarieties are generated by their finite members.
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Then, every proper subvariety V' C V admits an independent V-base consisting of
splitting identities.

Proof To prove the theorem, we will demonstrate that V' can be axiomatized relative
to V by splitting identities, and then we can apply Theorem 5.1.

To this end, it is sufficient to verify that V/ = V. We already know that V' C V',
Thus, we only need to demonstrate that V' \ V' = @.

Indeed, assume the contrary: V' \ V' # &. By (ii), varieties V/ and V" are gener-
ated by their finite algebras; hence, there is a finite algebra B € V' \ V'. But (i) and
Proposition 5.16 entail that class V' \ V' does not contain finite algebras. Thus, we
have arrived at a contradiction.

Corollary 5.7 Suppose that V is a locally finite congruence-distributive variety.
Then, every proper subvariety of V admits an independent V-base.

Example 5.14 Any subvariety of a locally finite variety of Heyting algebras admits
an independent V-base.

Under certain conditions, all locally finite subvarieties of a congruence-
distributive variety enjoying the Fsi-Spl property admit an independent base. More
precisely, the following holds.

Theorem 5.3 Suppose that V is a congruence-distributive variety such that

(i) 'V enjoys the Fsi-Spl property;
(ii) forevery infinite finitely generated algebra A € V and any given natural number
n, A has a quotient of cardinality exceeding n.

Then, every proper locally finite subvariety of V admits an independent V-base
consisting of splitting identities.

Proof Suppose that V' C V is a proper locally finite subvariety. Our goal is to show
that V' = V’, and then we can apply Theorem 5.1 and complete the proof.

We already know that V' C V', and we only need to show that i \V =92

For contradiction, suppose that V' \ V' % @ and B € V' \ V'. Without loss of
generality we can assume that B is a finitely generated algebra; let us say, B is a
k-generated algebra. By (i) and Proposition 5.16, class V' \ V' does not contain any
finite algebras. Hence, B is infinite.

Let us recall that V' is a locally finite variety. Hence, the cardinalities of all its
k-generated algebras are bounded by a natural number n (one can take n = |Fy (k)|—
the cardinality of a free k-generated algebra of V). By assumption (ii), there is a
finite quotient algebra B/6 such that |B/6| > n. Hence, B/# € V, because B € V',
and on the other hand, B/ ¢ V', because |B/0| > n. Thus, B/ is a finite algebra
that is in V7 \ V' and thus, we have arrived at a contradiction with Proposition 5.16.

Example 5.15 (Tomaszewski 2003, Theorem 4.5; Bezhanishvili 2006, Theorem
3.4.24) For Heyting algebras condition (i) of Theorem 5.3 was established in Jankov
(1963b), while condition (ii) follows from Kuznetsov’s Theorem (cf. Kuznetsov
1973). Hence, any locally finite variety of Heyting algebras has an independent HA -
base consisting of splitting identities.
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Let us note the role played by minimal, relative to <, algebras from V;; \ V[, in
constructing independent bases. Namely, we will show that in the varieties enjoying
the Spl-Fsi property, each independent V-base of V' consisting of splitting identities

is precisely the set of splitting identities of all minimal algebras from V;,; \ V;p,.

Proposition 5.17 Suppose that V is a variety enjoying the Spl-Fsi property and
V' €V is a proper subvariety. If J is an independent V-base of V' consisting of
splitting identities, then for each algebra B € (prl \ V;pz)mm, J contains an identity
V-equipotent with s(B).

Proof SupposethatVisavariety and V' C Vis a proper subvariety defined relative to
V by aset J of splitting identities, and suppose thati € J. Then, iis V-equipotent with
s(A) of some algebra A € V,; \ Vs/pl' The Spl-Fsi property yields that all members
of Vy,; are finite and hence, class V;, \Vs’pl is m-complete. Therefore, B < A for

some B € (VS,,; \V»V/Pl)min’ which means that s(B) vy s(A); thatis s(B) Fv i.

On the other hand, because B ¢ V', thereisani’ € JsuchthatB [~ i’ and therefore,
by (Spll), i’ kv s(B). Recall that J is independent; hence, s(B) i and i’ - s(B)
yields i = i’ so iis V-equipotent with s(B).

Proposition 5.17 means that the only way to construct a dependent V-base of a
subvariety V' consisting of A-prime identities is to take s((Vspl \ Wpl)min)'

5.4.3 Finite Bases in the Varieties Enjoying the Fsi-Spl
Property

From Theorem 5.2 we know that in any congruence-distributive variety V having
the Fsi-Spl property, if all subvarieties are generated by finite algebras, then, every
subvariety has an independent V-base. The following theorem answers the question
of when every subvariety of V has a finite V-base.

Theorem 5.4 (cf. Wolter 1993, Theorem 2.4.8) Suppose that V is a congruence-
distributive variety such that

(i) 'V enjoys the Fsi-Spl property;
(ii) 'V and each of its subvarieties are generated by their finite members.

Let L(V) be a lattice of all subvarieties of V. Then, the following are equivalent:

(a) every subvariety of V is finitely based relative to V;
(b) L(V) is countable;

(c¢) Vs, has no infinite antichains;

(d) L(V) enjoys the descending chain condition.

Proof First, we observe that Proposition 5.14 yields that all varieties from £ (V)
enjoy the Spl=Fsi property.



5 Yankov Characteristic Formulas (An Algebraic Account) 145

(a) = (b) is trivial.

(b) = (c) (cf. Gritzer and Quackenbush 2010, Theorem 5.1) From Corollary 5.4
it follows that if V;,; contains an infinite antichain, then .L(V) is not countable.

(c) = (d) For contradiction, assume that V;,; has no infinite antichains and Vo D
Vi D - - is a strongly descending chain of subvarieties of V. Then, for each i > 0,
there is a finite s.i. algebra A; € V; \ V;; and hence, A; € V. As we pointed out
earlier, the set A;, i > 0, contains an m-complete subset of minimal, relative to <,
members. Let {A;, i € I} be a set of all minimal elements. Then,

for any n > 0, thereis, j € I suchthat A; < A,;
that is,
forany n > 0, thereisa j € I suchthat A; € HSA, C V(A,),
or, equivalently,
for any n > 0, thereis j € I such that V(A;) € V(A,). (5.8)
Next, we observe that, because of the minimality of its members, the set {A;, i € I}
forms an antichain, and hence, by our assumption, it is finite. Suppose that I does
not contain numbers exceeding k. Then, by our selection of algebras A;, we have
A; ¢V forall j <k. (5.9
On the other hand, consider Ay ;. By selection, Ay € Vi41 \ Vi42 and hence,
Ary1 € Viyp and
V(Ais1) € Vg (5.10)
By (5.8), for some j < k, there is a minimal algebra A ; such that
V(A)) € V(Akt1). (5.11)
Thus, from (5.11) and (5.10), we have
A; € VAA)) S V(A1) S Vi
and this contradicts (5.9).
(d) = (a) Suppose that L(V) enjoys the descending chain condition. We need to
demonstrate that every proper subvariety V' C V is finitely based relative to V.
Indeed, let {i,, u < o} be a set of all identities such that V' =1, and V [~ 1,.

For each ¥ < o, consider a variety V, defined relative to V by identities i,,, u < k.
It is clear that k¥ < «’ yields V, D V,; hence,
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{V. | k < o}isadescending chain such that m V,=V. (5.12)

m=>0

Because L(V) enjoys the descending chain condition, {V, | k < o} is finite. Hence,
by (5.12), for some n < w, V' coincides with V,,, and this means that V' is defined
relative to V by a finite set of identities, namely by identities i, for all k < n.

Corollary 5.8 Let V be a locally finite congruence-distributive variety and L(V)
be a lattice of subvarieties of V. Then, the following are equivalent:

(a) every subvariety of V is finitely based relative to V;
(b) L(V) is countable;

(¢) Vs, has no infinite antichains;

(d) L(V) enjoys the descending chain condition.

5.4.4 Reduced Bases

Every subvariety can be defined relative to a variety that contains it by a set of
identities. However, as we saw, not every variety admits an independent base. In
addition, as we saw, not every variety has a finite axiomatic rank. But as we have
established in the previous sections, in many cases the subvarieties of locally finite
varieties have independent bases consisting of splitting formulas. This gives us a way
to find the reduced bases: the independent bases consisting of A-prime formulas and
containing the least possible number of variables.

5.4.4.1 Edge Algebras

We recall from Mal’cev (1973) that the rank of an identity is the number of distinct
variables occurring in it. Suppose that V' is a subvariety of a variety V. An axiomatic
rank of subvariety V' relative to V is the smallest natural number r (which we denote
by r,(V'/V)) such that V' can be defined (axiomatized) relative to V by identities
of a rank not exceeding r. In this section, we show that in locally finite varieties any
subvariety V’ can be defined by an independent set of characteristic identities of a
rank not exceeding r, (V' /V). To that end, we introduce the notion of edge algebra,
which is very similar to the notion of a critical algebra form (Tomaszewski 2003,
Definition 3.9); we prefer the term “edge algebra” because the term “critical algebra”
is already used with different meanings.

Suppose that V is a variety and A is an algebra. We say that A is an edge algebra
of V (or V-edge) if A ¢ V, while all proper subalgebras and homomorphic images
of Aarein V.

Similarly to splitting algebras, the following holds.

Proposition 5.18 Suppose that V is a variety and A is a V-edge algebra. Then, A
is a finitely generated s.i. algebra.
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The proof is straightforward, and it is left for the reader.

Recall from Mal’cev (1973) that the basis rank of an algebra A is the minimal
cardinality of the set of elements generating A. The basis rank of algebra A we denote
by r,(A), and any set of generators of cardinality 7, (A) we will call a basis (of A).

The splitting identities of edge algebras are instrumental in constructing the bases
of subvarieties.

Proposition 5.19 Suppose that V is a variety, V' C V is a subvariety, and A € V is
a V'-edge algebra. Then
rp(A) < r,(V'/V).

Proof Suppose that A € V is a V'-edge algebra. Then, it is finitely generated and
subsequently, it has a finite basis rank, say r = r,(A).

For contradiction, assume that r, (V) < r,(A) = r. Then, there is a set of identities
of a rank strongly lower than r and defining the subvariety V' relative to V. Recall

that A € V \ V'. Therefore, there is an identity i(x1, . . ., x,,), where m < r, such that
V' EibutA [~ i. Assumethatay,...,a, € Aandi(ay,..., a,) does not hold. Let
A’ be a subalgebra of A generated by the elements ay, ..., a,,. Because m < r,(A),

by virtue of the definition of the basis rank, A’ is a proper subalgebra of A. By the
definition of an edge algebra, A’ € V'. Hence, A’ }~ i and this contradicts that i is
valid in V'.

Example 5.16 Suppose that A is a Heyting algebra of the nth slice; thatis, A contains
a subalgebra isomorphic to the n + 1-element chain algebra C,,;, while C,, is not
embedded in A (cf. Example 5.6). Because all proper subalgebras and homomorphic
images of a chain algebra are chain algebras of a strongly lower cardinality, C,, is
a V(A)-edge algebra. Thus, r,(C,11) < r,(V(A)). Observe that r,(C,) = 1 when
n=2andr,(C,) =n —2foralln > 2. Hence, r,(V(A)) > n (cf. Bellissima 1988,
Theorem 2.2).

Corollary 5.9 If V' is a subvariety of a variety V and if for any natural number m
there is a V'-edge algebra A € V of basis rank exceeding m, then V' has an infinite
axiomatic rank relative to V and, hence, V' does not have a finite V-base.

For example (cf. Maksimova et al. 1979), the variety of Heyting algebras corre-
sponding to Medvedev’s Logic has the edge algebras of a basis rank exceeding any
given natural number and, thus, this variety is not finitely axiomatizable.

Proposition 5.20 Suppose that V' is a proper subvariety of a variety V enjoying the
Spl=Fsi property. Then, (Vsl,l \ Vs’pl)mm is precisely the class of all V'-edge algebras
from V.

Proof By Proposition 5.18, every V'-edge algebra A is finitely generated and s.i.
Hence, A is a finite s.i. algebra and therefore, by the Spl=Sfi property, it is a splitting
algebra. It is not hard to see that A is a minimal splitting algebra.

Conversely, suppose that A € (V, \V;p,)mm and thus, A is a finite s.i. algebra.
For contradiction, suppose that B is a proper homomorphic image of A or a proper
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subalgebra of A, and B ¢ V’. Then B has an s.i. factor C such that C ¢ V’. Thus,
C € HSA and by (5.6), C < A. Let us note that |C| < |A], that is A £ C, and we
have arrived at a contradiction with the minimality of A.

5.4.4.2 Uniqueness of Reduced Base

Suppose that J is a base of subvariety V’ relative to variety V that contains it. Then
J is reduced if

(a) itisindependent;
(b) every identity in J is A-prime;
(c) identities from J contain at most r, (V) distinct variables.

Let us recall that by Theorem 5.1, in the varieties enjoying the Spl-Fsi property,
from every base consisting of splitting identities one can extract an independent
subbase defining this variety. Thus, we obtain a base satisfying properties (a) and (b)
of the definition of a reduced base. To construct a reduced base, it suffices to find
an interdependent base consisting of splitting identities and having the least possible
number of distinct variables.

First, let us observe that an independent base consisting of A-prime identities is
unique in the following sense.

Proposition 5.21 Let 3, and 3, be two independent bases of a subvariety V' of
a variety V consisting of A-prime identities. Then, |J1| = |J»|, and there is a 1-1-
correspondence ¢ between Jy and J, such that i and ¢(i) are V-equipotent for all
ieJ;.

Proof Suppose thati € J; and hence, V' = i. Then, because J; is a base of V',
Jy by i
Recall that i is A-prime. Hence, there is an identity i’ € J, such that
. .
i Fyi.
On the other hand, J; vy i’ and hence, for some i’ € J;, we have
"y i
Because set J; is independent, we can conclude that

i=1.
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5.4.4.3 Reduced Bases in Locally Finite Varieties

In this section, we will show that any subvariety V' of a given congruence-distributive
locally finite variety V admits a reduced base relative to V, and we use the splitting
identities to construct such a base (cf. Bezhanishvili 2004, Remark 2.8).

Proposition 5.22 Suppose that V is a variety enjoying the Fsi-Spl property, V' C V
is a subvariety, and A is a finite algebra from Vyp; \ Wp[' Then, A is minimal relative
to < if and only if it is a V'-edge algebra.

Proof Suppose that A is a finite minimal algebra in V;;; \ V{ ;. For contradiction,
assume that A is not a V’-edge algebra. Then, V;,; \ V; 1 contains a proper subalgebra
B or a proper homomorphic image C of A. In any case, there is an s.i. homomorphic
image D of B or of C such that D € V \ V’. Because V enjoys the Fsi-Spl property,
D eV, \Vs’pl. But D € HSA and hence by (5.5), D < A, and this contradicts the
minimality of A: because |D| < |A|, we have D < A.

If A is a finite V'-edge algebra, then A is s.i. and finitely generated, and hence by

Fsi-Spl, it is a splitting algebra. It is clear that A is minimal relative to <.

Theorem 5.5 Suppose that V is a congruence-distributive variety enjoying the
Spl=Fsi property, and that V and each of its subvarieties are generated by finite
algebras. If V' C V is a proper subvariety, then V' has a reduced V-base consisting
of splitting formulas.

Proof Suppose that V is a congruence-distributive variety enjoying the Spl=Fsi
property. Let us consider (Vg,,z \Vs’p,)mm. From Proposition 5.17 it follows that
5((Vspz \Vx’pl)mm) forms an independent V-base. By Proposition 5.20, each alge-
bra from (Vg \ Vgpl)mm is a V’-edge algebra. Suppose that n = r,(V'/V). Then by
Proposition 5.19, each algebra A € (Vspl \V;p,)mm can be generated by a set con-
taining at most n elements. Hence by Proposition 5.6(a), there is a splitting identity
5(A) containing at most n variables, and this observation completes the proof.

Let us note that in general, even if we are given a splitting algebra, we do not
know how to write down a splitting identity. In the following section, we consider
the varieties with a TD term, that is, varieties in which some sort of deduction theorem
holds. In such varieties, it is possible to obtain a splitting identity by a given splitting
algebra.

5.5 Varieties with a TD Term

In this section we generalize the notion of a characteristic formula to varieties with
a ternary deductive term (TD term for short) introduced in Blok and Pigozzi (1994).
As we will see in Sect. 5.5.1.1, most logics have as an algebraic semantic a variety
with a TD term.
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5.5.1 Definition of the TD Term

The following definitions are due to Blok and Pigozzi (1994).
Let V be a variety of algebras. A ternary term rd(x, y, z) is called a ternary
deductive term of variety V (a TD term) if for any algebra A € V and any elements

a,b,c,d

td(a,a,b) =Db,

. (5.13)
td(a,b,c) =td(@,b,d)ifc=d (mod 6(a, b)).

Suppose that A is an algebra and td (x, y, z) is a TD term. Then for any a, b € A,
in each 6(a, b)-congruence class, the TD term selects a representative in a uniform
way. For instance, for HA there are two TD terms: td_, (x, y, z) = (x <> y) — zand
tdn(x,y,27) = (x < y) A z.If AisaHeyting algebra and 6 is a principal congruence
of A, each #-congruence class contains the largest and the smallest elements. td_,
selects in each 8-congruence class the largest element, while 7d, selects the smallest
element. By 7d_,, two elements C, d belong to the same congruence class, if the
largest elements in the congruence classes containing a and b coincide.

It is important to remember that the varieties with a TD term are congruence-
distributive, have EDPC, and enjoy the CEP (cf. Blok and Pigozzi 1994). Hence,
if V is a variety with a TD term generated by finite algebras, then all its splitting
algebras are finite; that is V enjoys the Spl-Fsi property. If in addition V is of a finite
similarity type, each finite s.i. algebra is a splitting algebra; that is, V enjoys the
Spl=Fsi property.

5.5.1.1 Examples of Varieties with a TD Term

In the following table we give some examples of varieties and their td-terms. For the
details we refer the reader to Blok and Pigozzi (1994), Blok and Raftery (1997),
Agliano (1998), Berman and Blok (2004), Odintsov (2005), Spinks and Veroff
(2007).

We start with noting that all discriminator varieties (cf. Blok and Pigozzi 1994)
have a TD term.

Consider the following ternary terms (used in Table 5.1):

f
@ td& (p—>q)— (qg— p)—r);
(b) td<d:ef>(p—>q)/\(q—>p)Ar,orp<—>q/\r;

© td<<(p—>q) (g = p) )

@ Wd&E poprlpogn--AlP(poq) —r:
© td<S popalpogr--A0 (poqg Aar
® tdELOp o q) —r

(g) td <d=ef> O(p < qg) Ar;
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Table 5.1 Examples of TD terms

Variety td-term
Hilbert algebras (a)

Brouwerian semilattices (a), (b)
Heyting algebras (a), (b)
KM algebras (), (b)
Johansson’s algebras (), (b)
n-potent hoops (©)

n-transitive modal algebras (d), (e)
Interior algebras ), ()
BCI monoids (h), (@)

() 1d & (pog)-r;
i) td & (pog B

5.5.1.2 Iterated TD Terms

First, we recall from Blok and Pigozzi (1994) that every variety V with a TD term
is congruence-distributive and hence, every s.i. algebra is a splitting algebra as long
as it is finitely presented relative to V.

As we see, a TD term gives us a uniform way to define the principal congruences.
By iterating the TD term, a (5.13)-like characterization of principal congruences can
be extended to compact congruences (cf. Blok and Pigozzi 1994, Theorem 2.6): if
a, b are lists of elements of an algebra A € V of the same length, then

c=d (mod 6(a, b)) if and only if td(a, b,C) = td(a, b, d), (5.14)
where
td(a,b,c) =td(a, by, td(@, by, ..., td(@,,b,,C)...). (5.15)
Using a simple induction, it is not hard to prove that forany ¢ C A and any Cc € A
td(a,a,C) =cC. (5.16)
Clearly, (5.14) defines compact congruences similarly to how (5.13) defines principal
congruences.
Let us note that even if td(as, by, td(a;, by, €)) # td(ay, by, td(a,, ps, €)), the

TD terms td(a,, b,, td(a;, by, z)) and td(ay, by, td(as, b,, z)) define the same con-
gruence (these terms may select different representatives of congruence classes).
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5.5.2 Definition and Properties of Characteristic Identities

Suppose that V is a variety with a TD term td and containing an s.i. algebra A
that is presentable relative to V by a pair A = (X, ®). Suppose also that ® = {#; =
H,....tpy ®tyandt =t;,...,t,andt’ =1, ..., t;. Because A is s.i., the monolith
W(A) is not trivial. Let a;, a; € w(A) be distinct members of the monolith. As
elements §(X) generate A, there are two terms | and r; in the variables from X such
that §(r;) = a; and 8(r,) = a,. We define a V -characteristic identity of algebra A
(and we omit the reference to V when no confusion can arise) by letting

ch, (A, td) <L 1d(t, 1 r) ~ td(t. 1 7). (5.17)

and we will omit the reference to the TD term and the variety when no confusion
can arise.

Later (cf. Theorem 5.6), we show that every characteristic identity is a splitting
identity. Hence, itis unique up to V-equipotence, so it does not depend on the selection
of elements of the monolith or on terms representing them.

Let us note that Proposition 5.2 entails that if ch, (A) is a characteristic identity of
A, then for any subvariety V' C V containing A, ch, (A) is a characteristic identity
of A relative to V'; that is, ch, (A) = ¢, (A).

Example 5.17 Let us consider algebra Z; from Example 5.4. We have X = {x},
D = {——x ~ 1}, and w, 1 € u(Z3). Then, for the TD term td_, = (x < y) — z,
we have
h,, (Zs.1d) = (——x < 1) > x X (~—x o 1) > L
It is not hard to see that the above identity is equivalent to the following identity:
——x — x ~ 1.
For the TD term td,, we have
ch, (Z3,td) = (——x > DAx~ (—x < DAL,
and the above identity is equivalent to the following identity:

X X .

Proposition 5.23 Suppose that V is a variety with a TD term td and A €V is an
s.i. algebra finitely presented by a pair (X, ®) and a valuation 6. Then

A b= ch, (A, 1d).
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Proof Suppose that ©® = {t; ~ t}, j € [1, n]}. Then, by the definition,
ch, (A, td) =td(t,t',r) =td(t, 1, r), (5.18)

wheret =1,....t,andt' =1{,.... ¢,

n*

Let us confirm that § is a refuting valuation. Indeed,
s(td(t,t',r1)) = td (), 8(t), 8(r1)).

By the definition of finitely presentable algebras, é satisfies all the defining identities,
that is;
8() = 8(2).

Hence, from the above equality and by (5.16),
td(8(1), 8(t'), 8(r1)) = td(8(2), (1), 8(r)) = 8(r).

By the definition of a characteristic identity, §(r;) # &(r2), and this observation
completes the proof.

Let us observe that by Proposition 5.5, given a finitely presentable s.i. algebra,
one can write down a characteristic identity in any given set of generators. This
observation is a generalization of Theorem 4 from Jankov (1963b).

Example 5.18 If A is a finite s.i. Heyting algebra, one can take as a set of generators
the set G of all v-irreducible elements that are distinct from 0: any element of A can
be expressed as a disjunction of V-irreducible elements (and 0 = —1). If we define a
characteristic formula of A in variables {xg, g € G} and defining valuation § : x4 —
0, g € G, we obtain the de Jongh formula of A (cf. de Jongh 1968; Bezhanishvili
2006). Similarly, for closure algebras we will obtain the Fine formula (cf. Fine 1974).

5.5.2.1 The Main Theorem About Characteristic Identities

The theorem and the corollaries of this section extend the results by Yankov (cf.
Jankov 1963b, 1969 to varieties with a TD term.

Theorem 5.6 Suppose that 'V is a variety with a TD term td(x, y, z) and that A is
an s.i. algebra finitely presented relative to 'V by a defining pair (X, ©) and defining
valuation §. Then, for every B € V,

B [~ ¢h, (A, td) if and only if A € SHB.
Proof Suppose that X = {x;,i € [1,m]} and ® = {t; = t},j € [1, n]}. First, we

prove that B [~ ch, (A, td) entails A € SHB. To this end, we will construct a con-
gruence 6 € Con(B) and ahomomorphism ¢ : A —> B/6, such that yr(a) # ¥ (b),
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Xi

a‘?- .1 b
y ¢
b;/0

Fig. 5.5 Embedding

where @, b € (A) are distinct elements from the monolith that are expressed via
generators by terms | and r,. Thus, by Corollary 5.1, ¥ will be an embedding.

Suppose that B € Vand b 4% b1, ..., b, areelements of B refuting ch, (A, td);
that is,
td(t(b), t'(b), ri (b)) # td(t(b), 1 (D), r2(b)). (5.19)

Letc <% 1(b). ... tu(b)and ¢’ <5 £/(b), ..., 1/ (b). Then, from (5.19), by virtue

of (5.14), we can conclude that

ri(b) #ra(b) (mod 0(c, ¢)). (5.20)
Let ¢ : B — B/6(c, ¢’) be a natural homomorphism of B onto quotient algebra
B/6(c, ¢). Recall that congruence 6(c, ¢’) is generated by pairs (7;(b), 1;(b)), j €
[1, n] and hence, t;(b) = t;. (b) (mod 6(c, ¢')) for every j € [1, n]. Therefore, for

every j € [1,...,n],
p(t; (D) = o(t;(b),

and because ¢ is a homomorphism,
ti(p(®) = t;(p(d).
Letb; = ¢(b;),i =1, ..., m. Then, in B/0(c, ¢),
tj(b) = t;(é’) forall j € [1, n], (5.21)

while from (5.20)
ri(B") # ra(b). (5.22)
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By the definition of finitely presentable algebras, elements a; = 8(x;), i € [1, m]
are the generators of algebra A. Let us consider the mapping

Y ra > bliiell,,m]. (5.23)

By (5.21) and Proposition 5.3, there is a homomorphism ¢ : A —> B/6(c, ¢) (cf.
Fig. 5.5). Let us observe that from (5.22),

Y (ri(b) # ¥ (r2(D)).

Recall that | (b) and r;(b) are distinct elements from w(A). Thus, we can apply
Corollary 5.1 and conclude that ¥ is an embedding.

Conversely, assume that A € SHB. By Proposition 5.23, A (v ¢h, (A, td) and
hence, B = cf)V (A, td).

Example 5.19 As we saw in Example 5.17,
ch,, (Zs, td_) = ——x - x =1,

and the defining valuation § : x +— w (see Fig. 5.2) refutes the characteristic identity.

5.5.2.2 Properties of Characteristic Identities

First, let us observe that Theorem 5.6 entails that a characteristic identity is a splitting
identity.

Theorem 5.7 Suppose thatV is a variety with a TD term. Then, every characteristic
identity is a splitting identity.

Proof Indeed, suppose that an algebra A € V is finitely presentable relative to a
variety V and V' C V is a subvariety. Let V| = V(A) and V; be a variety defined
relative to V by ch, (A) Then, either V E ch, (A) and therefore, V TV, o0V &
ch, (A) and hence, there is an algebra B € V' such that B }~= ch, (A). In the latter
case, by Theorem 5.6, A € SHB; thatis, A € V(B) C V. Thus, V| C V.

Theorem 5.7 yields that characteristic identities possess all the properties of split-
ting identities. In particular, the following holds.

Let V be a variety with a TD term. By V,;; we denote a class of all s.i. algebras
that are finitely presentable relative to V. Then, any algebra from Vy,; is a splitting
algebra; that is, Vy,,; C V. The converse does not need to be true (the reader
can find examples in Kracht 1999, Theorem 7.5.16 or in Citkin 2012). But if V is
generated by finite algebras, then Vy,; = Vi = V.

Theorem 5.8 Suppose thatV is a variety with a TD term, A is an s.i. algebra that is
finitely presentable relative to V, and cb,,(A) is its characteristic identity. Then the
Jfollowing holds:
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(a) for any identity i,
A W= iifand only ifi by cb, (A);

(b) all characteristic identities of A are V-equipotent;

(c) every characteristic identity is A-prime relative to V; moreover, if V is generated
by finite members and it is of a finite type, then an identity is N-prime if and
only if it is V-equipotent with a characteristic identity of some finite s.i. algebra
fromV.

Proof (a) If i is an identity such that A [~ i, then i defines a subvariety V(i) C V.
Because ch,, (A) is a splitting identity and A }& i, V(i) C V(cb, (A)). Hence, i -y
ch, (A).

The converse is trivial.

(b) follows immediately from (a) and Proposition 5.23 stating that all characteristic
identities of A are refutable in A.

(c) It was observed in McKenzie (1972) that all splitting identities are A-prime.

If V is a variety of a finite similarity type with a TD term and generated by finite
algebras, then all its splitting algebras are finite (cf. Blok and Pigozzi 1982) and
hence, each splitting identity is equipotent with a characteristic formula.

Example 5.20 It is known that HA is generated by finite algebras. In addition,
any identity r &~ p is HA-equivalent to identity ¢t <> p =~ 1, and the latter identity is
A-prime relative to HA if and only if # <> p is A-prime as a formula in the sense of
Jankov (1969). Hence, the class of A-prime formulas relative to HA coincides with
a class of formulas that are IPC-interderivable with the characteristic formulas of
finite s.i. Heyting algebras, and this is one of the main results of Jankov (1969).

Example 5.21 As we saw in Example 5.19, =——x — x = 1is a characteristic iden-
tity of Heyting algebra Z;. Hence, this identity defines in HA a splitting: for each
subvariety V C HA, either V = =—x — x =~ 1 (and thus, it is a variety of Boolean
algebras or a trivial variety) or Z3 € V. Hence, for any classical tautology A that is
refuted in Z3, IPC + A defines the classical logic. This was stated without a proof
in Jankov (1963a, Theorem 3(a)) and proved in Troelstra (1965, Theorem 5.3) and
Jankov (1968b, Theorem 1). A similar statement for the extensions of S4 is proven
in Rautenberg (1980, Criterion 1).

Proposition 5.24 Suppose thatV is a variety with a TD term and A is an s.i. algebra
finitely presented relative to 'V by a pair (X, D) and defining valuation §. Let ch_ (A)
be a characteristic identity of A. Then, if i is an identity refutable in A, then there is
a substitution o such that o (i) =y ¢, (A).

Proof Supposethati(yi, ..., y)isanidentity refuted in A. Because A = i, there are
elements C;, i € [1, k], such that i(C) does not hold. Then elements a; = 6(x;), j €
[1, n], where § is a defining valuation, are the generators of algebra A. Hence, we
can express every element C; via generators; that is, C; = #;(2), i € [1, k] for some
terms ¢;. Let us consider the substitution
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oy (X, ., X)), 0 € [1 1]
It is clear that

o, 3) =Uo (), ... o () = WD), -, 1(D),

and therefore, o (i)(ay, ..., a,) does not hold.

Next, we want to demonstrate that given an algebra B € V and a valuation
v:x; = b;, €B,i €[l,n] such that cf)V(A)(bl, ...,Db,) does not hold, identity
o) (by,...,b,) does not hold too.

Indeed, if ch, (A)(by, ..., b,) does not hold, one can use a reasoning similar
to the proof of Theorem 5.6 and obtain the embedding v : A — B/6 such that
v(@;) = pb;) =b/0,i € [1, n] (cf. Fig. 5.5). Hence, o (i) (¢(b1), . .., ¢(b,)) does
not hold, because o(i)(ay, ..., a,) does not hold. Thus, o(i)(by, ..., b,) cannot
hold, because ¢ is a homomorphism.

Because in the varieties with a TD term all s.i. finitely presentable algebras are
splitting algebras, the following holds (cf. Jankov 1969, Theorem About Ordering).

Theorem 5.9 Suppose that V is a variety with a TD term and A, B € Vy,;. Then
the following assertions are equivalent:

(a) A=B;

(b) B ch, (A);

(c) every formula refutable in A is refutable in B,
(d) A € SHB.

Theorem 5.9 is an immediate consequence of Theorem 5.8.
The following is the main property of antichains that is employed in most appli-
cations of characteristic identities or formulas.

Theorem 5.10 Suppose that V is a variety with a TD term and S C Vy,,; is an
antichain. Then, the set of identities s(S) is V-independent.

Proof Let A € S and let V(A) be a variety generated by A. By Proposition 5.23,
A = ch(A) and hence, V(A) = ch, (A). On the other hand, C is an antichain and
hence, every algebra A’ € C distinct from A is incomparable with A. Therefore,

A b, (A).

The following corollary is an immediate consequence of the above theorem and
Corollary 5.3.

Corollary 5.10 If a variety V with a TD term contains an infinite antichain of s.i.
algebras that are finitely presentable relative to V, then V contains at least continuum
many subvarieties.
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5.5.3 Independent Bases in Subvarieties Generated by Finite
Algebras

It follows from Blok and Pigozzi (1982, 1994) that in varieties of a finite type with
a TD term generated by finite algebras, every finite s.i. algebra is a splitting algebra.
Thus, using the argument employed in the proof of Theorem 5.5, we can prove the
following theorem.

Theorem 5.11 Suppose that V is a variety of a finite type with a TD term generated
by finite algebras. If all subvarieties of V are generated by finite algebras, then all
subvarieties of V have reduced V-bases consisting of characteristic identities.

Let us observe that if V is a variety of a finite type with a TD term generated by
finite algebras and V' C V is a subvariety generated by finite algebras, then each s.i.
algebra that is finitely presentable relative to V' is a finite s.i. algebra and, thus, finitely
presentable relative to V. Hence, if a subvariety V* of V' has a V’-base consisting
of V'-characteristic formulas, then V* has a V'-base consisting of V-characteristic
formulas. Therefore, if V’ has a V-base consisting of V-characteristic formulas, then
V* has a V-base consisting of V-characteristic formulas. Thus, the following holds.

Corollary 5.11 Suppose thatV is a variety of a finite type with a TD term generated
by finite algebras. If V' C V is a subvariety such that V' and all its subvarieties
are generated by finite algebras, then every subvariety of V' has a reduced V' -base
consisting of V-characteristic identities.

Example 5.22 (cf. Skvortsov 1999; Tomaszewski 2002) It is well known that any
finite Heyting algebra A belongs to a finite slice; that is, for some n, A € V,, where
V., is defined by a characteristic identity of the (n 4 2)-element chain algebra. It
is also well known that varieties from V,, are locally finite. Therefore, all the vari-
eties generated by a finite Heyting algebra admit optimal bases constructed of HA-
characteristic identities. To construct such a base, one can take a characteristic identity
the ch_, (C,y2) of n + 2-element chain algebra and the characteristic identities of
all finite s.i. algebras from V,, \ V(A). The local finiteness of V,, guarantees that
there are only finitely many non-isomorphic s.i. algebras in V,, \ V(A). When we
construct a characteristic identity, we use the smallest (by cardinality) generating set
of the algebra.

5.5.4 A Note on Iterated Splitting

Iterated splitting can be defined as follows (cf. Wolter 1993, Sect. 2.4 or Kracht
1999, Chap. 7). Suppose that Vg)) is a variety and Wi, V(zl)) is a splitting pair. V(zl)
is a subvariety of Vg)) defined relative to V(ZO) by a Vg))—splitting identity. Next, we
consider a splitting pair w2, Véz)) of variety Vél). Observe that Véz) can be defined
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relative to Véo) by Vél)—splitting and Vgl) -splitting identities. We can continue this
process: if we have a splitting pair (Vﬁi) , Vg) ) of the variety ngl), we consider a
splitting pair (ViiJrl), VgH)) of the variety Vg) .In such a way we obtain a descending
chain Vgo) oViD V% D ... We say that variety V' = (), V(zi) is defined by iter-
ated splitting; it is clear that V' has a V(20) -base consisting of V(Zi)
(i =0.

As we know, not all subvarieties of a given variety V can be defined by a splitting
or characteristic identities. In varieties generated by finite algebras, a characteristic
identity defines a subvariety that is the largest subvariety from a class having the same
finite algebras. Suppose that V is a variety of a finite type generated by finite algebras
and V' C V* C V, where V* is a subvariety of V defined by some characteristic
identities and V' is a subvariety of V* generated by all finite algebras from V*. We
know that V' cannot be defined by V-characteristic identities, but on the other hand,
V* is not generated by finite algebras and can contain some V*-finitely presentable
s.i. algebras that are not V-finitely presentable. In other words, there may be some
V*-characteristic identities that we can use to define V' relative to V*. In Citkin
(2018) it was proven that (in algebraic terms) there are continuum many varieties
of Heyting algebras that can be defined by iterated splittings, while they have no
HA-bases consisting of HA-characteristic identities. On the other hand, there are
varieties of Heyting algebras that cannot be defined by iterated splitting.

-splitting identities

5.6 Final Remarks

Soon after the characteristic formulas were introduced, it became clear that they give
us a very convenient and powerful tool for studying intermediate logics, or varieties
of Heyting algebras. So, it was natural to generalize this notion.

5.6.1 From Characteristic Identities to Characteristic Rules

The ability to construct a characteristic identity rests on the properties of TD term. If
we move from varieties (that is, form logics understood as closed sets of formulas)
to quasivarieties (that is, to logics understood as single conclusion consequence
relations), the situation becomes simpler, because there is no need to use a TD term.
Indeed, if Q is a quasivariety and A € Q is an algebra finitely presented relative to Q
by a pair (X, ©) and defining valuation §, one can take a characteristic quasi-identity

qo(A) =D = x| & X,
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where §(x1), §(x;) are two distinct elements from the monolith £ (A). It is not hard
to see that for any algebra B € Q,

B /£ qo(A) if and only if B € SA.

Logical counterparts of characteristic quasi-identities—the quasi-characteristic
rules—were introduced for intermediate logics in Citkin (1977). Using the tech-
nique developed by Yankov, in Citkin (1977) it was proven that there are contin-
uum many quasivarieties the equational closure of which is HA. Later, in Rybakov
(1997a,b), the notion of the quasi-characteristic rule was extended to modal logics.
The algebraic properties of corresponding quasi-identities are studied in Budkin and
Gorbunov (1975). The reader can find more information in Gorbunov (1998).

It is clear that every quasi-identity that is characteristic relative to a quasivariety
Q defines a splitting in the lattice £(Q) of all subquasivarieties of Q. If Q is a locally
finite quasivariety of a finite type, all splitting algebras from Q are precisely finite
s.i. relative to the QQ algebras. Denote by Q,; the class of all splitting algebras of Q,
and define on Q;,; a partial order

A <, Bif and only if B € SPA.

Using the same arguments that were used in the proof of Theorem 5.4, one can prove
the following theorem.

Theorem 5.12 Let Q be a locally finite quasivariety of finite type and L(Q) be a
lattice of subquasivarieties of V. Then, the following are equivalent:

(a) every subquasivariety of Q is finitely based relative to Q;
(b) L(Q) is countable;

(c) Qi has no infinite antichains;

(d) L(Q) enjoys the descending chain condition.

5.6.2 From Characteristic Quasi-identities to Characteristic
Implications

Another way to generalize the notion of a characteristic formula was suggested in
Wroriski (1974). More recently, the same approach was used for Johansson’s algebras
in Odintsov (2005, Sect. 7) and Odintsov (2006, Sect. 6.3): instead of a formula, one
can use a consequence relation defined by an algebra. More precisely, each algebra
A defines a consequence relation in the following way: a formula A (an identity 1)
is a consequence of a set of formulas (identities) I' if every valuation that refutes A
(respectively 1) refutes at least one formula (identity) from I', in symbols I' =4 A
(or I' =4 1). If we take any countable s.i. algebra A and take its diagram

8T(A) = {f(Xa. ... %a) ~ Xs@a,...ap | @1,.... 8, € Aand f € T}
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one can prove the following Proposition.

Proposition 5.25 (cf. Wroriski 1974, Lemma 3) Let A be a countable s.i. algebra
and B be an algebra from a variety V. Then the following conditions are equivalent:

(a) A is embedded in B;
(b) 8T(A) g xp, = xp,, where by, by are any two distinct elements from the mono-
lith w(A).

5.6.3 From Algebras to Complete Algebras

Let us note that a transition from a formula to a consequence relation in logical terms
means a transition from formulas to (structural) rules (with, perhaps, countably many
premises). In algebraic terms, it signifies a transition from the varieties to implicative
classes (cf. Budkin and Gorbunov 1973). Note that if we restrict Wronski’s definition
to finite algebras, we will not arrive at Yankov’s formulas. Instead, we will obtain
quasi-characteristic rules.

In Tanaka (2007, Definition 5.1) the notion of a Yankov formula is extended to
complete Heyting algebras, that is, the Heyting algebras admitting infinite joins and
meets. If A is a complete Heyting algebra, then a subset C € 24 is called the basis
of A if

1. for any A’ C A there exists a C’ € C such that VA’ = vC’ and for any ¢ € C’
there exists an a € A’ such that a > c;

2. forany A’ C Athereexistsa C € C suchthat AA" = AC and for any ¢ € C there
exists an @ € A’ such thata < c.

A characteristic formula for a complete s.i. Heyting algebra A and its basis C is
defined as

xA.C) 5 A (o <\ po A A\ e < /\ po)

CeC ceC CeC ceC
A N (Pasb < (pa = po)) A \(P-a = —Pa) = Po-
a,beA acA

Using the argument similar to the one that was used in the proof of Yankov’s Theorem,
one can prove (cf. Tanaka 2007, Proposition 5.1) that an s.i. complete Heyting algebra
A is embedded into a homomorphic image of a complete Heyting algebra B if and
only if B & x (A, C) and the homomorphism and the embedding are continuous.
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5.6.4 From Finite Algebras to Infinite Algebras

As we mentioned before, all splitting algebras in the varieties generated by their finite
members are finite. One of the ways to extend the notion of a characteristic identity
to infinite s.i. algebras is to use the finite partial subalgebras (cf. Tomaszewski 2003;
Citkin 2013).
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Chapter 6 ®)
The Invariance Modality oo

Silvio Ghilardi

Abstract In Gerla (1987), G. Gerla introduced the so-called transformational
semantics for predicate modal logic and considered in particular semantic frame-
works given by a classical model endowed with a group of automorphisms, where
a boxed formula is true iff it holds invariantly (i.e. it remains true whenever an
automorphism is applied to the individuals it is talking about). With this interpreta-
tion, de dicto modalities collapse, but de re modalities remain quite informative. We
handle the axiomatization problem of such modal structures, by employing classic
model-theoretic tools (iterated ultrapowers and double chains).

Keywords Quantified modal logic - Presheaf semantics * Invariance modality *
Ultrapowers

6.1 Introduction

The distinction between de re and de dicto modalities is a classical topic in the
philosophical investigations concerning modal predicate logic. We recall that de
dicto modalities are represented by formulae of the kind (¢ where ¢ is a sentence;
in case ¢ has free variables, the modality (¢ is called a de re modality. Whereas
de dicto modalities can be interpreted without referring to some kind of “essential”
properties of individuals, the same does not apply to de re modalities: that’s why de
re modalities appear to be compromised with some sort of essentialist metaphysics.

However, looking at mathematical contexts, as pointed out in Gerla (1987), de
re modalities assume a rather natural interpretation: U¢ (x) means that x enjoys the
property ¢ in a way that is invariant with respect to transformations that might be
applied to x. In particular, when transformations are applied inside a given domain,
only de re modalities survive and de dicto modalities collapse (i.e. it happens exactly
the contrary of what anti-essentialist philosophy would consider to be desirable).
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To this aim, in Gerla (1987) a suitable invariance logic is introduced and shown
to be recursively axiomatizable (via a reduction to two-sorted predicate logic). In
this paper, we show that the axiomatization implicitly suggested in Gerla (1987)
is complete: we consider both the case where transformations are assumed to be
functions and the case where transformations are assumed to be bijections (we use the
name of ‘transformation semantics’ for the former case and of ‘invariance semantics’
for the latter).!

The main results of this paper were already contained in Ghilardi (1990); they were
listed in Ghilardi and Meloni (1991) (together with other results in modal predicate
logic), but never published. The proofs presented here are a deep revisitation and
clarification of the original proofs in Ghilardi (1990). The completeness results in
Sect. 6.4 can be obtained also via the saturated/special models technique of Ghilardi
(1992); however the technique presented here does not depend on cardinal arithmetics
and has the merit of reinterpreting classical model theoretic methods in the specific
context of modal logic.

6.2 Preliminaries

We consider a first order modal language £ with identity: terms are restricted to
be only variables, whereas formulae are built up from atoms using the connectives
=, 1, Vv, O and the quantifier 3 (further connectives A, —, ¢ and the quantifier ¥V
are defined in the standard way).

We shall use languages expanded with constants (called parameters) to introduce
our semantic notions; parameters are taken from a set specified in the context. If
we are given a function p acting on the set of parameters, we use the notation ¢[u]
to mean the formula obtained from ¢ by replacing every parameter a occurring in
it by p(a). When we speak of L-sentences, L-formulae, etc. we mean sentences,
formulae, etc. without parameters; on the contrary, when we speak of sentences,
formulae, etc. parameters are allowed to occur.

We fix for the whole paper an L — theory T ,i.e. aset of L-sentences. Our calculus
has modus ponens (from ¢ and ¢ — 1 infer /) and necessitation (from ¢ infer [l¢)
as rules; as axioms we take an axiomatic base for first order classical logic with
identity, the £-sentences from T, the S4-axiom schemata

O(¢p — v) — (d¢ — Ovyr), Lo — ¢, ¢ — O¢ (6.1)

and the further schema
¢ — 0o dDC)

! Thus our use of the name of ‘transformation semantics’ does not fully agree with Gerla (1987),
whereas our ‘invariance semantics’ is the same as the semantics for ‘invariance logic’ of Gerla
(1987). In this paper, for simplicity, we completely leave apart the question of the interpretation
of constants and function symbols (if they are not rigid, they need to be handled via the approach
of Ghilardi and Meloni 1988, see also Braiiner and Ghilardi 2007).
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restricted to L-sentences. Such a schema is called the de dicto collapse schema. We
write 7 ¢ or T F ¢ to mean that ¢ has a derivation in this calculus. We assume that
our T is consistent,i.e.that T ¥ L.

Notice that our calculus does not give rise to a logic, according to the standard
definition of a modal predicate logic Gabbay et al. (2009), Braiiner and Ghilardi
(2007), because it is not closed under uniform substitution: in fact, the schema (d DC)
is not assumed to hold in case ¢ contains free variables. In addition, notice also that
when we expand the language with parameters, the schema (d DC) does not apply
to sentences containing parameters, but only to sentences in the original language
L?

An immediate consequence of the de dicto collapse schema is that the standard
form of the deduction theorem holds:

Proposition 6.1 Let v be an L-sentence and ¢ be an arbitrary formula; we have
that T U {Yy} = @ holds iff T = — ¢ holds.

As a corollary, we can prove a Lindenbaum Lemma (7 is said to be maximal iff
either T ¢ or T I — holds for every L-sentence ¥r):

Lemma 6.1 Our consistent L-theory T can be extended to a maximal consistent
L-theory in the same language L.

6.2.1 Transformational and Invariance Models

A modal transformational model (or just a transformational model) for L is a triple
M = (M, I, E),where (M, ) is a Tarski structure for the first-order language £ and
E is a set of functions from M into M closed under composition and containing the
identity function; a modal invariance model (or just an invariance model) is a modal
transformation model 9t = (M, 7, E) such that all functions in E are bijective.

Sentences in the expanded language £ U M (containing a parameter name for
each element of M) are evaluated inductively in a modal transformation model 9t =
(M, I, E) as follows:

1) ME Pay,...,a)iff(ay, ..., a,) € I(P) (forevery n-ary predicate symbol
P from [);
(i) M E=a; = ay iff a; is equal to ay;
(i) M L,

(iv) M= - ift M [~ ¢;

V) ME ¢V g iff (M = ¢y or M = ¢);

(vi) 9 = dx¢ iff there is some a € M s.t. M = ¢ (a/x).
(vi)) M EUepiffforall u € E, M = ¢[ul.

2 Obviously, the addition of parameters is conservative: if an £-formula has a proof in a language
with parameters, it also has a proof in L (just replace parameters with free variables in such a proof).
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N is said to be a modal transformation model of the L-theory T iff we have
(0) 9N = ¢ for every L-sentence ¢ € T.

The following soundness property is easily established by induction on the proof
witnessing 7 ¢:

Proposition 6.2 Take an L-formula ¢ (x1, ..., x,) whose free variables are among
X1, ..., X, and suppose that ‘-7 ¢; then for every modal transformational model
M =(M,I,E)ofT, foreveryay,...,a, € M we have that M = ¢(a; ..., a,).

Notice that we use the notation ¢ (xq, ..., x,) to express that ¢ contains free
variables among x1, ..., x, and the notation ¢ (ay, ..., a,) for the formula obtained
from ¢ by replacing x; by a; (fori =1, ..., n). When we use such notation, the
X1, ..., X, are assumed to be distinct, whereas the ay, . . ., a, may not be distinct. To
have a more compact notation, we may use underlined letters for tuples of unspecified
length: then ¢ (a) means the sentence obtained from ¢ (x) by replacing componen-
twise the tuple of variables x by the tuple of parameters a (the latter is supposed to
be of equal length as x).

In the definition of a modal transformation model, we took E to be just a set of
endofunctions. One may wonder whether we can ask more for them: the answer is
‘yes’ in case we suitably enrich out theory 7. In fact, if we take as further axioms
for T the universal closure of the £-formulae

A— DA 6.2)

where A is atomic, then because of (0) and (vii), all functions in E are forced to be
homomorphisms; to force them to be embeddings (in the standard model-theoretic
sense Chang and Keisler 1990), it is sufficient to put in T the universal closure of all
the L-formulae of the kind

L — OL (6.3)

where L is a literal (i.e. an atom or the negation of an atom).

We did not consider function symbols in our language £ for simplicity; however,
an n-ary function symbol / can be represented via an n 4 1-ary predicate symbol P,
via existence and uniqueness axioms; assuming (6.2) for atoms rooted at Py, restricts
all f € E to be h-homomorphisms in the algebraic sense.

In general, a modal collapse axiom

6 — 6 6.4)
expresses the fact that 6 is an invariant with respect to the class of endomorphisms

considered in E. More information on connections between the collapse of modalities
and model-theoretic notions is available in Gerla and Vaccaro (1984).
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6.3 Classical Models and Ultrapowers

A classical model is a pair M = (M, =p(), where M is a set and |=p¢ is a set
of sentences in the expanded language £ U M satisfying the condition (o) and the
conditions (ii)-(vi) above (we usually write =p( ¢ as M = ¢).

Thus a classical model is in fact nothing but a model (in the classical sense) for
our calculus rewritten in (non modal) first-order logic as follows. We let L., be
the first order language obtained by expanding £ by an extra predicate symbol P
for every boxed L-formula U¢ (the arity of Py is the number of free variables
occurring in ¢); similarly, we let T,,, be the first-order theory having as axioms all
the L,,;-formulae 6 such that, replacing in 6 the subformulae of the kind P, (?)
by U¢ (), one obtains an L-formula provable in T (here ¢ is a tuple of variables
matching the length of the tuple of free variables of ¢). Then a classical model in
the above sense is just a first-order £,,,-structure which is a model of T,,, according
to Tarski semantics. Once we view classical models in this sense, it is clear that we
can apply to them standard model-theoretic constructions (we shall be interested in
particular into ultrapowers and chain limits).

Given two classical models M = (M, =) and N = (N, =x), an elementary
morphism among them is amap p : M —> N among the support sets satisfying the
condition

MEe¢ = NEu (6.5)

for all L U M-sentences ¢.
A modal morphism among M= (M, =pm) and N = (M, =p) is a map u :
M — N among the support sets satisfying the condition

MEDs = NEoul (6.6)

forall £ U M-sentences ¢. Notice that modal morphisms need not be injective, unlike
elementary morphisms.?

It is useful to extend the notion of a modal morphisms to subsets of classical mod-
els. Suppose that we are given two classical models M = (M, E=x), N = (N, E=xn)
and a subset A C M; a partial modal morphism of domain Aisamapu : A — N
satisfying (6.6) for all £ U A-sentences ¢ (a partial modal morphism is usually indi-
cated as u : A —> N, leaving M as understood). Modal (partial) morphisms are
coloured in red in the diagrams below in the digital version of the book.

Given an ultrafilter D (on any set of indices) and a classical model M, we can
form the ultrapower T1p M of M (as an L,,,-structure) in the standard way Chang
and Keisler (1990); we recall also that we have a canonical elementary morphism
tip: M — TIp M.

‘We shall make extensive use of [J-ultrafilters, which are defined as follows. Take
a classical model M and consider the set Iy formed by the £ U M-sentences ¢

3 However, a modal morphism must be an #-homomorphism for every operation & which is definable
in T via a predicate Py, in case (6.2) is assumed for all atoms rooted at Py, as above explained.
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such that M = U¢. A O-ultrafilter over M is any ultrafilter extending the finite
intersections closed family given by the subsets of 1y of the kind | ¢ = { € I |
T = — ¢}, varying ¢ in I .

The following Lemma explains a typical use of -ultrafilters:

Lemma 6.2 Let M= (M, =Ep), N = (N, =x) be classical models andlet A C M
be a subset of M. Suppose we are given a partial modal morphismv : A — N and
a O-ultrafilter D over M. Then v can be extended to a full modal morphism into

[IpN, in the sense that there exists a modal morphism v : M — Tl pN such that
v(a) = tp(v(a)) holds for all a € A.

A—" S N

{ [0

M s TIpN

Proof Forevery ¢ € Iy, wedefineamaphy : M —> N in the following way. Let b
be the parameters from M occurring in ¢: suppose that we have b = a, b’, where the
b’ are the (distinct) elements from b not belonging to A. We have M = ¢ (a, b’)
by definition of Iy4; it follows that M = Jyll¢ (a, y). Since T + IyLe¢ (a, y) —
O3y¢ (a, y),* we get that M |= [J3y¢ (a, y) and also that there exist ¢ in N such that
N E ¢(v(a), c), because v is modal. We take hg : M —> N to be any extension of
the partial map sending d to v(d) (forall d € A) and the &’ to the c. As a consequence
of this definition we have

N = ¢lhy]l,  forallg e Iy . 6.7)

Let us now define v : M — TIp /NN as the map sending d € M to the equivalence
class of the Ip-indexed tuple (h4(d))s. We need to prove that for every v with
parameters in M, we have

MEDOy = TpN Ey[i] .

If M =04, then ¢ € Iy and so, since | ¥ € D, it is sufficient to check that for
every ¢ € | ¥ we have N |= ¥[hg]. Now ¢ € | ¥ means that we have M = L¢
(i.e.p e lp)and T ¢ — . Since N is a classical model of T and (6.7) holds,
we get N = y[hy], as wanted. —

Corollary 6.1 Let My, M, N be classical models; suppose we are given an ele-
mentary morphism u : Mo — M, a modal morphism v : My — N and a U-
ultrafilter D over M. Then there exists a modal morphism v : M — TIpN such
that Vo u = tp o .

4 This is provable in all quantified normal modal systems (Hughes and Cresswell 1968).
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Mo%N

[ o

M = TIpN

Proof This is easily reduced to the previous lemma, considering that, up to an iso-
morphism, u is an inclusion (because it is injective). —

Recall the symmetry axiom schemata
Ol¢ — ¢ (6.8)

which axiomatizes the modal logic S35, once added to the S4 axiom schemata (6.1).
If our T is an extension of S5 (i.e. if it contains all the examples of the above
schema (6.8)), a variant of Lemma 6.2 holds:

Lemma 6.3 Suppose that T is an extension of S5. Let M, N be classical models
and A C N be a subset of N. Suppose we are given a partial modal morphism
w: A —> Mand a O-ultrafilter D over M. Then there exists a modal morphism
0 : M —> T pN such that 0(u(a)) = tp(a) forall a € A.

A——N

Iz [

M-y IpN

Proof Let us preliminarily check that the implication

MEDUo(u(@),y) = N EIyea,y) (6.9)

holds for all ¢(a, y) with parameters a from A. To show this, assume that ME
Iyl (u(a), y); then (since u is modal—by contraposition of the partial modal
morphism definition) we have N = 03yU¢(a, y) and also N = OUFyé (a, y). By
the symmetry axiom (6.8), N = Ely¢ (a y) follows.

As a second observation, we notice that u is injective: this is because T is an
extension of S5 and the necessity of the difference is a theorem in quantified S5
(see Hughes and Cresswell 1968).

Now we can proceed similarly as in the proof of Lemma6.2. For every ¢ € I,
we define amap hy : M —> N in the following way. Let b be the parameters from
M occurring in ¢; we can decompose b as b = w(a), b, where the b’ are the (distinct)
elements from b not belonging to £ (A). We have M = O¢ (u(a), b') by definition of
1 y; it follows that M = EIyD¢ (n(a), y) and consequently N = Ely¢ (a, y) by (6.9),
sotherearec € N suchthat N' = ¢ (a, ¢). We take hy : M —> Nto o be any extension
of the partial map sending (d) to d (foralld € A)and the b’ to the c: this is possible
because, as noticed above, u is injective. As a consequence of this definition we have
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N = ¢lhyl, forall ¢ € Ip . (6.10)

We finally define v : M — IIp/ as the map sending d € M to the equivalence
class of the Iy-indexed tuple (hy(d))g: the proof now continues as in Lemma6.2.

Corollary 6.2 Suppose that T is an extension of S5. Let My, M, N be classical
models. Suppose we are given a modal morphism 1 : My —> M, an elementary
morphism v : My — N and a O-ultrafilter D over M. Then there exists a modal
morphism 6 : M — TIpN such that® o u = tp o v.

My —— N

e

M TIpN

6.4 Strong Completeness Theorems

In this section, we prove our main results, namely that our transformational seman-
tics is axiomatized by the de dicto collapse schema (together with S4 axiom
schemata (6.1)) and that the addition of the symmetry axiom schema (6.8) axioma-
tizes modal invariance models.

Theorem 6.1 For a given sentence ¢, we have that if T ¥ ¢ then there is a trans-
Sformational model I of T such that M (= ¢.

Proof We prove the theorem in the following equivalent form (the equivalence is
guaranteed by Proposition 6.1 and by the Lindenbaum Lemma6.1): if 7 is maximal
consistent, then there is a transformational model for 7.

Notice that to show the claim it is sufficient to produce a classical model
M = (M, E=p) for T satisfying the following additional condition for every £ U M-
sentence ¢:

(*) if M }= O, then there exists a modal endomorphism v : M — M such that
M= plv].

In fact, once such a classical model is found, we can turn it into the transformational
model MM = (M, I, E), where E is the set of modal endomorphisms of M and I
is the interpretation function mapping an n-ary predicate symbol P into the set of
n-tuples (ay, ..., a,) € M" such that M = P(ay, ..., a,): an easy induction then
proves a standard ’truth lemma’, namely that M = ¢ holds iff 9 |= ¢ holds for all
L U M-sentences ¢.

Thus we are left to the task of finding a classical model satisfying () above for
our maximal consistent 7. We shall build M as a chain limit of ultrapowers.

We start with a classical model M, having some saturation properties. In fact,
we need a weaker variant of w-saturation, which we are going to explain. An n -ary
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type for T is a set of formulae t(x) having at most the x as free variables (here x =
X1, - .., X,) such that for every finite subset 7o € 7, we have that T U {3x /\ 7o(x)}
is consistent. An n-ary type t(x) is realized in a classical model M = (M, =) iff
there is a tuple a € M" such that we have M = 0(a) for every 8(x) € t(x). Since
T is maximal consistent, by a simple compactness argument, it is possible to show
that there is a classical model My for T realizing all n-ary types for T (for all n).
This M is the starting model of our chain.

Having already defined the classical model M;, we let M, be I1p, M;, where
D; is a O-ultrafilter of M;. Now let us take the limit M of the chain given by the M;
and the elementary embeddings ¢p,

Mo 2 D s 6.11)

We prove that M satisfies condition (). Let ¢ be a sentence with parameters from
M such that M = Clg. Let the parameters occurring in ¢ be a and let all of them be
from a certain M;. We claim that the set of formulae

{(mp ()} U0 IM = To (@)} (6.12)

is atype. Otherwise there are formulae 0; (x), . . ., 6,,(x) such that we have both M =
Nz O6k(a) and T U {3x(—¢ (x) A Aj—; O (x)} F L. By the deduction theorem
(Proposition 6.1), classical validities, necessitation rule, the converse of the Barcan
formula (available in quantified normal systems Hughes and Cresswell 1968) and
the distribution axiom (6.1), we get 7' - Vx (/\;_, 06 (x) — O¢ (x)), contradicting
M= N, 06k (a) and M = D¢ (a).

Let the type (6.12) be realized by some tuple b from M; (actually, there is such
a tuple already in M by the above weak saturation property of M;). We let A =
{a} and v be the partial modal morphism v : A —> M; mapping the a to the b.
By Lemma6.2, there is a modal morphism v; : M; — M, such that v;(a) =
tp,(v(@)) = tp,(b).

A *U> M;
[
M = Mip

If we now apply repeatedly Corollary 6.1, for all j > i, we can find modal morphisms

vjy1 such that viyotp, =1p,,, ovj.

vj
Mj — Mj+1

[, [i2ye

Vj+]
Mjt1 — Mjq
Putting all these v; together in the chain limit, we get a modal morphism v : M —>
M which maps (the colimit equivalence class of) a into (the colimit equivalence
class of) b, so that we have M = ¢[v], as required. =
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6.4.1 Invariance Models

‘We now consider strong completeness for invariance models:

Theorem 6.2 Suppose that T is an extension of S5. For a given sentence ¢, we have
that if T ¥ ¢ then there is an invariance model 9N of T such that M = ¢.

Proof Again, we can freely suppose that 7 is maximal consistent and the theorem
is proved if we find a classical model M = (M, =) for T satisfying the following
condition for every £ U M-sentence ¢:

(**) if M = O, then there exists a bijective modal endomorphism v : M — M
such that M = ¢[v].

Notice in fact that, if 7 is an extension of S5, the inverse of a bijective modal
morphism is also a modal morphism. Thus, if (*x) holds, then we can turn the
classical model M into the invariance model 9t = (M, I, E) by taking as E the
set of bijective modal endomorphisms of M and by defining I as in the proof of
Theorem®6.1.

To find a classical model satisfying (xx), we proceed as in the proof of Theo-
rem 6.1: we first build the sufficiently saturated model My, the chain of models (6.11)
and its chain colimit M. Also, given ¢ with parameters in M; such that M; = O¢,
we build a modal morphism v; : M; —> M, such that M; | &~ ¢[v;]. The ques-
tion is now how to extend this modal morphism to a bijective modal morphism
M — M. To this aim we shall use Corollary 6.2 and a double chain argument.
Because of Corollary 6.2 we can in fact inductively define for every j > i a modal
morphism v; 1 : M;11 — M; so that we have v; . ov; =ip,, oip,.

LD
J
MJ' — Mj+1

vj Djy1
b
Mjt1 — Mjp
This equality holds for all j > i; thus, applying it to k and k + 1, we get (for every
k>1)
Dy OUDyy © Vk = Vk42 O V41 O Vg = Vk42 O lp,,, Olp,

LD Dy
My ——— M1 ——— M

Vi
Vk o V)

Dt Dy
Mgt ——— Mipo ——— My

This means that the family of modal morphisms {v;;}s>0 determines the required
modal morphism M — M extending v;: this morphism is bijective because its
inverse is the modal morphism determined by the family of modal morphisms
{Vi+2x+l}s2()- —
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6.5 Conclusions

We proved strong completeness theorems for transformational and invariance mod-
els. Such models are special cases of presheaf models, where the domain category
of presheaves is a monoid (resp. a group). Presheaf models have been shown to be
quite effective in proving the weakness of Kripke semantics in quantified modal
logic (Ghilardi 1989, 1991), however a systematic semantic investigation on them
(covering e.g. crucial topics like correspondence theory) still waits for substantial
development.

Another potentially interesting (although difficult) research direction would be
that of identifying classes of monoids and groups whose associated transformational
and invariance models are sensible to a transparent modal axiomatization. Invariance
theory is at the heart of mathematics in various areas and it would be nice if modal
logic could contribute to it in some respect.
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Chapter 7 ®)
The Lattice NExtS41 as Composed ez
of Replicas of NExtInt, and Beyond
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Dedicated to Vadim A. Yankov (Jankov)

Abstract We study the lattice of all normal consistent extensions of the modal logic
S4, NExtS4, from a structural point of view. We show that a pattern isomorphic to
the lattice of intermediate logics is present as a sublattice in NExtS4 in many, in fact,
in infinitely many places, and this pattern itself is isomorphic to a quotient lattice
of NExtS4. We also designate three “dark spots™ of NExtS4, three sublattices of it,
where, although we can characterize the logics belonging to each of these sublattices,
their structural picture is invisible at all.
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7.1 Introduction

The present study is devoted to the structural analysis of the collection of consis-
tent “normal” extensions of the modal logic S4. Our terminology and notation are
slightly different from the usual. Namely, we apply the term normal extension only
in relation to calculus. Thus, given a calculus C in a formal language L, a collection
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L of L-formulas is a normal extension of C if, and only if, L contains all axioms of
C and closed under all rules of inference postulated in C. According to this defini-
tion, given a calculus C, we denote by NExtC the set of all normal extensions of C.
Thus we employ NExtS4, NExtGrz, and NExtInt referring to the set of the normal
extensions of modal logic S4 (defined as a calculus), that of the normal extensions of
modal logic Grz (also given as a calculus), and that of the normal extensions of intu-
itionistic propositional calculus Int defined with two postulated rules of inference,
(uniform) substitution and modus ponens. We take into account only inconsistent
extensions, that is those which differ from the set of all formulas. With this agree-
ment, the elements of NExtInt are commonly referred to as intermediate logics (to
distinguish them from superintuitionistic logics which include the inconsistent logic).

This paper is dedicated to Vadim Anatol’evich Yankov, whose last name, origi-
nally in Russian, was spelled in the English translations of his earlier works as Jankov.
In what follows, it may seem unclear to what extent the present study is based on
Yankov’s research. Therefore, it would be correct to immediately indicate such an
influence.

In the proof of the claim that each nth S-slice is an interval (see (7.13)), we use
Yankov’s characteristic formulas defined in Jankov (1963) (see also Jankov 1969, §
3).! It is well known that characteristic formulas can identify one of the two logics
of a splitting pair (see Definition 7.1). We will deal not only with splitting pairs of
NExtS4, but also with the splitting pairs of some of its sublattices. Certain splitting
pairs will allow us to divide NExtS4, as well as some of its sublattices, into smaller
pieces, which are easier to analyze from a structural point of view.

The structural complexity of NExtS4 was noted in comparison with other partially
ordered structures. For instance, we know that:

e any finite distributive lattice is embedded into NExtS4;
e any countable partially ordered set is embedded into NExtS4;
o the free distributive lattice of countable rank is embedded into NExtS4;

cf. Maksimova and Rybakov (1974), corollary of Theorem 3. The above properties
hold simply because £ (see definition in the next section, Pr 4), which is isomorphic
to NExtInt, is a sublattice of NExtS4 and, on the other hand, the analogous properties
are true for NExtInt; about the latter see Gerciu (1970), corollary, and GerCiu and
Kuznecov (1970), corollaries of Theorems 5 and 6.

The purpose of this study is to consider the structure of NExtS4 modulo NExtInt.
Since the mid-1970s, it has been known two sublattices of NExtS4, namely £ and
NExtGrz, which are isomorphic to NExtInt. Although the former is not an interval
in NExtS4, the latter is. The first fact eventually leads to the existence of a quotient

! Yankov introduced these formulas relating them to finite subdirectly irreducible Heyting algebras.
Independently, similar characteristic formulas associated with finite rooted posets were defined in de
Jongh (1968). This approach has been extended further for propositional monomodal language and
S4-frames in Fine (1974); see more in this section below in Pr 2.
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of NExtS4 isomorphic to NExtInt, the second is known as the “Blok—Esakia theo-
rem;”? see about the latter, e.g., in Wolter and Zakharyaschev (2014) and Muravitsky
(2006). In Sect. 7.3, we show that a quotient of the filter generated by Grz N S5 is
also isomorphic to NExtInt. In addition, £ allows one to spot at least two more
isomorphic copies of NExtInt, which are sublattices of the interval [S4, Grz]. How-
ever, the most unexpected feature of NExtS4 comes from the discovery of an infinite
sequence of intervals, each of which is isomorphic to NExtInt, where NExtGrz is
one of them; this will be discussed in Sect. 7.3. This makes the Blok—Esakia theorem
an episode, pointing at a deeper relationship between the structures of NExtInt and
NExtS4.

In conclusion, we note that the idea of studying the lattice £, of all equational
theories with a fixed signature o from a structural point of view is not new. Back in
1968, A. Tarski wrote in Tarski (1968):

It would be interesting to provide a full intrinsic characterization of the lattice £, using
exclusively lattice-theoretical terms.

7.2 Preliminaries

Although the main characters of our discussion are lattices of logics, we start with
main calculi which generate these lattices.

The calculi involved in our discussion are formulated in of the following propo-
sitional languages which are based on an infinite set Var of propositional variables.
Metavariables for propositional variables are letters p, g, r . . .. When using metavari-
ables, different metavariables represent different variables. The calculi Int and Cl
(below) are formulated in an assertoric (modality-free) propositional language, L,
with logical constants A, Vv, —, — and _L. Metavariables for formulas of this language
are A, B, .... The modal logics are formulated in a mono-modal extension L,, of the
language L, by the enrichment of the latter with modality [J. The metavariables for
the formulas of the modal language L,, are Greek letters «, 3, ... As usual,

Qo := =,
for any formula a.

We will employ the following main calculi:

e intuitionistic propositional calculus, Int, with two postulated rules of inference,
(uniform) substitution and modus ponens; cf., e.g., Chagrov and Zakharyaschev
(1997), Sect. 2.6;

2'W. Blok established this isomorphism in terms of the corresponding varieties of algebras in Blok
(1976), and L. Esakia stated the existence of such an isomorphism in Esakia (1976), but never
published the proof.
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e classical propositional calculus, Cl, is defined as a normal extension of Int by
adding the axiom ——p — p;

e modal propositional calculus S4 is defined with postulated rules of inference
substitution, modus ponens and necessitation (o/Uc); cf., e.g., Chagrov and
Zakharyaschev (1997), Sect. 4.3, Table 4.2;

e modal propositional calculus S5 is defined as a normal extension of S4 by adding
the axiom p — OO p; cf.,, e.g., Chagrov and Zakharyaschev (1997), Sect. 4.3,
Table 4.2;

e modal propositional calculus Grz (Grzegorczyk logic) is defined as a normal exten-
sion of S4 by adding the axiom O(d(p — Up) — p) — p; cf., e.g., Chagrov
and Zakharyaschev (1997), Sect. 4.3, Table 4.2;

e modal propositional calculus S4.1 (McKinsey logic) is defined as a normal
extension of S4 by adding the axiom OOp — OOp; cf., e.g., Chagrov and
Zakharyaschev (1997), Sect. 4.3, Table 4.2.

Other calculi will appear as needed.

To obtain a normal extension of a calculus C, we add a set of formulas I' to the
axioms of C. The resulting logic, not necessarily finitely axiomatizable, is denoted
by C + I'. We will be considering only consistent normal extensions, that is those
which are not coincident with the set of all formulas of the language in which C is
formulated.

Pr 1: Although in this paper we consider the lattice NExtInt as a whole, but on one
occasion, in Sect. 7.4, we refer to its structure.
Namely, we remind that if we denote by G,, for each integer n > 2, the
intermediate logic of an n-element linear Heyting algebra and by LC the
logic of a denumerable linear Heyting algebra, then the following compound
inclusion holds:
LCC---CG3CGy;

moreover, the logics G, are only normal extensions of LC; cf. Dummett
(1959).

Pr 2: V. Yankov introduced the characteristic formula of any finite subdirectly irre-
ducible Heyting algebra in Jankov (1963); see a more comprehensive account
in Jankov (1969), § 3. Later on, Fine (1974) has extended the notion of char-
acteristic formula for any finite subdirectly irreducible S4-algebra (aka topo-
logical Boolean algebra or topo-Boolean algebra). Namely, the following
properties (a)—(b) are originated with Jankov (1969). Let 2 be any finite
subdirectly irreducible S4-algebra and x,, be its characteristic formula. Then
the following equivalences hold.

(a) Forany formula o, UArefutes aif, and only if, S4+ o F xq.

(b) For any S4-algebra B, B refutes x, if, and only if,A € HS(B),
where Hand S are class operators of formation of homomorphic
images and subalgebras, respectively.
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See more in Rautenberg (1979) and Citkin (2013, 2014) for a more general
setting.

Pr 3: Throughout this paper, we use the fact that NExtS4 is a distributive lattice
with respect to set-intersection N as meet and union closure with respect to
postulated inference rules, @, as join.’

The lattice operations of NExtS4 mentioned above can be specified as follows.

e (S44+T)N(S4+ A) =S4+ Setlla V' OFa € T and 5 € A, where V' is non-
repetitional disjunction; cf. Maksimova and Rybakov (1974), § 1, or Ger¢iu and
Kuznecov (1970).*

e (SM4+DHDS4+A) =S4+ T UA).

Pr 4: The following maps were defined in Maksimova and Rybakov (1974).

p : NExtS4 — NExtInt : M +— SetAM + t(A),
7 : NExtInt —> NExtS4: L — S4 + L,

where t is the Godel-McKinsey—Tarski translation and, given a set I" of
assertoric formulas,
I := Sett(A)A € T

An impotent property of the map 7 is that for any logic L € NExtInt and any
assertoric formula A,

Ael <S4+ L' t(A); (7.1

cf. Dummett and Lemmon (1959), Theorem 1.

It was proved there that p is a lattice epimorphism and 7 is a lattice embedding, as
well as that
p(t(L)) = L, for any L € NExtInt. (7.2)

We denote the isomorphic image of NExtInt in NExtS4 with respect to the map 7
by L.

We will also be using a well-known map

o(L) :=Grz®d 7(L).

3 At first, the distributivity of NExtInt was noted in Hosoi (1969), Theorem 1.6. Then, the distribu-
tivity of NExtS4 was established in Maksimova and Rybakov (1974), Theorem 2.

41t is believed that the idea of this equality was borrowed from Miura (1966).
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We remind that
(@) 7(Cl) =S5 and (b) o(Cl) =S4+ p — Op. (7.3)

Itis well known that o is a lattice isomorphism of NExtInt onto [Grz, Sp]; cf. Chagrov
and Zakharyaschev (1997), Theorem 9.66. Also, it is well known that p~! (Int) =
[S4, Grz]; cf. Esakia (1979). This implies that for any S4-logics M and N,

M NN € [S4, Grz] <= cither M € [S4, Grz] or N € [S4, Grz]. (7.4)

The <-part is obvious. To prove the =-part, we assume that M N N € [S4, Grz].
Then, since p(M N N) = p(M) N p(N), p(M) N p(N) = Int. This implies that
either p(M) =1Int or p(N)=1Int> Then, we apply the above observation
from Esakia (1979).

We also need the following observation which is absolutely obvious:

For any S4-logics M and N,

M ® N € [S4, Grz] <= M € [S4, Grz] andN € [S4, Grz]. (7.5)

Pr 5: Let {S,}.>0 be the collection of Scroggs’ logics; see Scroggs (1951). We call
it S-series and depict it as follows:

S5=8SC---CS$CS=S4+p—0Up, (S-series)

We remind thateach S,,, where n > 1, is the logic of an 2" -element S4-algebra
with only two open elements, 0 and 1. We denote these algebras by B,,.

Scroggs showed that the logics S,, form the interval [S5, S], that is to say, there
is no S4-logic between each pair S, and S, for any n > 1, and among proper
extensions of S5 there are only logics S, as well as

() S: = So
n>1
Pr 6: Given n > 1, we define the nth S-slice as a set
t%:z SetM € NExtS4M C S, and M g Sn+1;

further, the Oth S-slice is defined as the interval

5 The last argument is based on Miura’s theorem on the intersection of two intermediate logics
(see Miura 1966) and the fact that Int possesses the disjunction property.
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= [S4, S5].
Then, we observe that {%nzO is a partition of NExtS4; moreover,
Me T = Mo S =S (7.6)
cf. Muravitsky (2018), Proposition 4.
Pr 7: The algebras we are going to deal with have the signatures which are restric-

tions of the languages L, and L,,. However, those restrictions allow one to
interpret all the formulas of L, and L,, in the corresponding algebras.

An algebra 2 = (A; A, V, —, 0) is a Heyting algebra® if it is a distributive lattice,
relative to A (meet) and V (join), with a relative pseudocomplementation — and a
constant 0 representing a least element with respect to the following relation:

X =y <d:f> XAy =xX.
It is convenient to remember that
XSy xVy=)y.
It is also convenient to remember that the operation
—x=x — 0,

necessary to interpret the formulas of the form —A, is a pseudocomplementation of
x with respect to <.

Since each element of the form x — x is a greatest element with respect to <, we
denote:
1:=x— x. (7.7)

We remind that a Heyting algebra is subdirectly irreducible if, and only if, it has a
pre-top element.

An algebra B = (8B; A, Vv, ~, [, 0), where its restriction B = (B; A, Vv, ~, 0) is
a Boolean algebra, is called an S4-algebra’ if the operation [ satisfies the following
identities:

6 Some authors use the term pseudo-Boolean algebra instead; see, e.g., Rasiowa and Sikorski (1970).
7 Some authors prefer the term topological Boolean algebra or topoboolean algebra; see,
e.g., Rasiowa and Sikorski (1970) and Chagrov and Zakharyaschev (1997), for the former, and Gab-
bay and Maksimova (2005), for the latter.
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(@ Ox Ay) =0x AOy;
(b) Ox < x;

(c) Ux < 0O0x;
(dO1=1.

(We note that in any Boolean algebra the identity x — y =~ x Vv y holds.)

An element x of an S4-algebra is called open if Clx = x. The set 8° of all open
elements of an S4-algebra B is a sublattice of (B; A, V). More than that, defining
on $° the operation

x—y:=0(~xVvy)

we obtain a Heyting algebra B° = (8°, A, Vv, —, 0). An S4-algebra B is sub-
directly irreducible if, and only if, the Heyting algebra B° is subdirectly irreducible.®

Interpreting in any Heyting algebra the logical constant — as
—x:=x—>0

and in any S4-algebra as ~ x (complementation), we can count any assertoric
formula A a “Heyting term” and any L,,-formula « as a term of S4-algebra. Taking
this into account, we, given a Heyting algebra 2 and an L,-formula A or given an
S4-algebra B and an L,,-formula «, say that A is valid in 2 and « is valid in 5
if the identity A =1 is true in 2 or, respectively, the identity o = 1 is true in B.
Otherwise, we say that 2 refutes A or, respectively, B refutes .

Give L € NExtInt, a formula A and a Heyting algebra 2(, we write L =y A to
say that the algebra 2| validates all formulas of L and refutes A. A similar meaning
has the notation M j=y a, M € NExtS4 and B is an S4-algebra.

In connection with the notion of validity, we recall the following important
property which will be used in Sects. 7.5, 7.4 and 7.9: Given an S4-algebra B and
an L,-formula A, the formula t(A) is valid in B if, and only if, A is valid in B°;
cf. Rasiowa and Sikorski (1970), Chap. xi, § 8, or Rasiowa (1974), Chap. xiii, Sect.
5.3.

Let (W, R) be a quasi-ordered set. A set X € W is called upward closed (with
respect to R) if forany x € X and y € W, xRy implies y € X. The set of all upward
closed sets is denoted by U/ (W). It is easy to check that the following operations are
closed on U(W):

8 All these facts are well-known and can be found, e.g. in Rasiowa and Sikorski (1970), Chagrov
and Zakharyaschev (1997) or Gabbay and Maksimova (2005).
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e XNY,
e XUY,
e X > Y :=Setx ¢ WWye W.xRyandye X —= yeY.

(We note that the empty set ¢ is upward closed with respect to any quasi-ordering.)
Now we define on the power set (W) a unary operation [J as follows:

UX :=Setx € WVy. xRy = y € X.

(We note that for any X, [IX is upward closed with respect to R.)

Using these operations, we associate with any quasi-ordered set (W, R) two
types of algebras—H(W) = (U (W), N, U, =, 0) and B(W) = (P(W), N, U, ~, 0),
where ‘~’ denotes the unary operation of complementation over the subsets of W.

It is well-known facts that H(W) is a Heyting algebra and B(W) is an S4-algebra;
moreover, B(W)° = H(W).

Other semantic notions and techniques will be employed as needed. Also, we will
introduce other logics later.

7.3 The Interval [M,, S1]

Beginning with this section, we employ the notions of a splitting pair and that of a
cosplitting pair (defined below in this section) as a regulator of our analysis of the
structure of NExtS4.
We denote:
My :=GrzNSSand S| :=S4+ p — Up.

(We remind that S; is the greatest logic in the S-series.)
Now we define:
Uo(L) = M() @ T(L)
Using the definition of o from Sect. 7.2, we obtain the following.

Proposition 7.1 (cf. Muravitsky 2006, Theorem 6.1) For any L € NExtInt, the
intervals [My, Grz] and [oo(L), o(L)] are isomorphic.

Sketch of proof. The maps

g :loo(L), o(L)] — [My, Grz] : M — M N Grz,
h:[My, Grz] — [oog(L),0(L)]: M+— M & 7(L)

are lattice homomorphisms and inverses of one another.

Corollary 7.1 The interval [M, Grz] is ordered by C as order type 1 + w*.
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Proof Applying the last proposition for L = Cl, we conclude that [M, Grz] is
isomorphic to the interval [S5, S;] of Scroggs’ logics.

We denote:
M, = g(S,) =GrzNS,, foranyn > 0.

According to Corollary 7.1, the interval [ M, Grz] can be depicted as the following
chain:

GrzNS5=MyC --- C M, C M; = Grz. (M-series)

The following properties hold:

(M, = Mo; (7.8)
n>1
M, =S5,NMi; (7.9)
Sy =M, ® So; (7.10)
(M; S M,orS; C8S,)= M,NS =M,; (7.11)

cf. Muravitsky (2018), the Properties (10.10)—(10.13), respectively.
Next, we define:

on(L) := M, ® 7(L), for any L € NExtInt.

We note that o7 = 0.

Proposition 7.2 (cf. Muravitsky 2006, Proposition 7.3) For any n > 0, the map o,
is a lattice isomorphism of NExtInt onto [M,,, S,].

Sketch of proof. This is a routine task to check that o, is a lattice homomorphism.
Then, since Grz @ o0, (L) = o(L), the map o, is injective.
Finally, if M € [M,,, S,],then M = M,, & 7(p(M)). Hence M = o,(p(M)).

For each n > 0, we denote:
M =My, S,]. (7.12)

Thus .4 =[GrzNS5,85] = [Moy, Sl and . =[Grz,S4+ p — Op] =
(M1, 511
To complete the description of [ My, S;], we observe the following.

Proposition 7.3 (cf. Muravitsky 2018, Proposition 14)° For any number n > 0 and
logic M € [My, S1], the following conditions are equivalent:

9In Muravitsky (2018), we use a different, but equivalent, definition of //4 .
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() M e M
by M C S,and M ¢ S,41.

Sketch of proof. Let M € /Z For contradiction, assume that M C §,4;. Then
M, C S, and hence, in virtue of (7.9), M, € M, . A contradiction.

Conversely, let M € S, and M Q Su+1. If it were that for any k > 1, M € M,,
then, according to (7.8), we would have that M = M, and hence M C S, ;. This
implies that there is k > 1 such that M; € M and M g M. This implies that
My C M@ Sy =S, and hence M, C §,. From the last inclusion we in turn derive
that M, = M, N Grz = g(S,) = M,.

Corollary 7.2 The collection {Q% tns0 is a partition of the interval [My, Si].

Definition 7.1 (splitting pair; cf. McKenzie 1972) Let %" be a sublattice of
NExtS4. Given two S4-logics M and N in . we call (M, N) a splitting pair
in %ifforany M’ in (%either M C M orM C N.

Corollary 7.3 For any n > 1, the pair (M,,, Sy+1) is a splitting pair in [My, S1].
Proof Straightforwardly follows from Corollary 7.2 and (7.12).

Definition 7.2 (cosplitting pair) Let 7" be a sublattice of NExtS4. And let S4-
logics M, N, M* and N* belong in T Wecall (M, N)a cosplitting pair in ¥ with
aswitch (M*, N*) if (M N M*, N & N*) is a splitting pair in 7

Corollary 7.4 For any n > 1, the pair (S,, M,.1\) is a cosplitting pair in [My, S;]
with a switch (Grz, S5).

Proof Follows from (7.9), (7.10) and Corollary 7.3.

Next, we show that NExtInt is “present within” [Mj, S;] not only as a sublattice,
but also as latter’s homomorphic image. To emphasize that now we deal with
[My, S1] as an independent lattice, we use in this task its other notation, NExtM,.'°

Let L € NExtInt. We define:

A = Seto, (L)n > 0,
and call the last set an L-layer.
We note that, since 0, (L) € %, each L-layer is a countable set which is ordered

by C as order type 1 + w*; namely:

oo(L) C--- Coy(L) Coi(L).

10 We note that, in view of Maksimova and Rybakov (1974), Theorem 1, M is a calculus.
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Now, for any logics M, N € NExtM,, we define:

(M,N) e ® <d=f> M and N belong to one and the same L-layer.

We aim to prove that @ is a lattice congruence on NExtM,, such that the quotient
NExtM,/® is isomorphic to NExtInt.
We start with the following lemma.

Lemma 7.1 Given a logic L € NExtInt, % = p~!(L) N NExtM,.

Proof Indeed,

M € Z{:} M = 7,(L), for some n > 0;
< M =M, & 7(L), for some n > 0;
<= p(M) = L and M € NExtMy; [by (7.2)]
&= M e p~'(L) N NExtM,.

Lemma 7.1 implies that each L-layer is a congruence class with respect to the
homomorphism p restricted to NExtM|, and ® is the congruence induced by the last
homomorphism. Hence, we obtain the following.

Proposition 7.4 NExtM,/0® is isomorphic to NExtInt.

7.4 The Interval [S4, S5]

At first, the presence of NExtInt within NExtS4 has been discovered in Maksimova
and Rybakov (1974), Theorem 3, namely, as the image of the former with respect to
the mapping 7. We denote this image by £ and unspecified elements from the last
lattice by 7T (perhaps with subscripts). We note that £ is a sublattice of the interval
[S4, S5]. From Sect. 7.3, we know that another sublattice of the last interval, which
is also isomorphic to NExtInt, is the interval [M, SS]. In this section, we will show
another one replica of NExtInt, this time a sublattice of the interval [S4, M].

Proposition 7.5 (cf. Muravitsky 2018, Proposition 3) Lat T € L. Then (A) the
following conditions are equivalent:

(a) T C Grz;
(b) T S My;
(c) T =S4,

B)if My € T, then T = S5.

We note that [My, SS5]U [S4, Moyl U L C [S4,S5]. According to Proposi-
tion 7.5-A, [My, SS] N L = {S5} and [S4, My] N L = {S4}. There might seem that
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[My, S5]U [S4, My] U L = [S4, S5]. However, the lattice [S4, S5] is more complex
that it might be expected. As we show below, the above inclusion is proper.

We define:
M* .= (Mo N 7(G3)) & 7(LC).

(See about LC and G,,, n > 2,in Pr 1.)

Lemma 7.2 The following logics are equal to each other:

(my) M*,

(mp) (Mo N 7(G3)) & 7(LC),
(m3) (Grz N 7(G3)) @ 7(LC),
(my) (My @ 7(LC)) N 7(G3),
(ms) (Grz @ 7(LC)) N 7(G3).

Proof The equality (m;) = (mjy) holds by definition. The equality (m;) = (mj3) is
true, because My N 7(G3) = Grz N S5 N 7(G3) = Grz N 7(G3). Finally, the equal-
ities (my) = (my4) and (m3) = (ms) are true, since the lattice NExtS4 is distributive
and 7(LC) C 7(G3).

Proposition 7.6 M* < [S4, S5]\ [M,, S5]U [S4, Myl U L

Proof We notice that, by definition, M* € [S4, SS].

Ifit were that My, C M*, then we would have My C 7(G3) whichis a contradiction
with Proposition 7.5-B.

Next, if it were that M* C M, then, using the equality (m;) = (m;), we would
derive that 7(G3) € M, which would yield a contradiction with Proposition 7.5-A.

Now we aim to show that M* ¢ L.

From the equalities (m;) = (m;) and (m;) = (ms), we conclude that

7(LC) € M* C 7(G3). (P 7.6—x)
Then, from the equality (m;) = (mj3), we would have
Grz N 7(G3) € 7(LC). (P 7.6—%x%)

Let formulas A and B axiomatize G3 and LC, respectively; that is, G3 = Int + A
and LC = Int + B. According to Pr 3, the inclusion (P 7.6—x%) means that

S4 + t(B) - t(A) v OOO(p — Op) — p) — p). (P 7.6—% % %)

We refute (P 7.6—x x x) as follows. Let (W, R) be a quasi-ordered set correspond-
ing to the following diagram.
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It should be clear that the algebra H(W) validates the formula B and, hence, the
algebra B(W) validates the formula t(B), for B(W)° = H(W); cf. Pr 7. On the other
hand, since H(W) is a 4-element chain, the formula A will be refuted in H(W) and,
hence, the formula t(A) will be refuted in B(W). Grzegorczyk formula is also refuted
in B(W), because (W, R) contains a nontrivial cluster. We note that the algebra B(W)
is subdirectly irreducible and, therefore, the formula t(A) V' O(O(O(p — Op) —
p) — p) is invalid in B(W). This completes the refutation of (P 7.6— * %) and,
therefore, of (P 7.6—x%x).

Thus, it were that M* = 7(L), for some some L € NExtInt, then, by (P 7.6—x),
would have that

T(LC) C M* = 1(L) C 7(G3). (P 7.6—% % )

This, in virtue of Pr 1, implies that M* = 7(G,,), for some n > 3. Using the last
equality, we obtain the following sequence of consecutive conclusions.

7(G,) = (Grz @ 7(LC)) N 7(G3) [replacement of M* with 7(G,,) in(m;) = (ms)]
7(Gn) = (Grz @iiT(LC)) N7(Gy) [for 7(G,) S 7(G3); see Pr 1]
7(Gp) € GilL'z @ T7(LC)
Grz & 7(G,) é Grz @ 7(LC)

4
G, CLC [cf. Pr4].

A contradiction.

As we have seen, the lattice [S4, S5] contains two distinct replicas ot NExtInt. In
the next section we will show that it contains two more, and possibly infinitely many,
distinct replicas. However, the presence of NExtInt in [S4, S§] finds itself, though
implicitly, also in the following form.

Let use denote by p* the homomorphism p restricted to [S4, S5]; see about p in
Pr 4. Since £ C [S4, S5], p* is an epimorphism of [S4, S5] onto NExtInt. Hence
the quotient of [S4, S5] with respect to the kernel of p* is isomorphic to NExtInt.

We conclude this section with the following remark related to the map p*. Since
the lattice [S4, S5] is a principal ideal in NExtS4, according Rasiowa and Sikorski
(1970), Theorem iv.8.2, [S4, S5] is an image of NExtInt with respect to a Heyting
homomorphism and, hence, is itself a Heyting algebra. The question is open, if p*
is a Heyting homomorphism.
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7.5 The Interval [S4, Grz]

For each n > 1, we define
K, =S4+ Oxu41,

where x4 is the characteristic formula of the algebra B, ; also, we define
Ky = S4.
From Muravitsky (2006), Proposition 9, we know that
S4cC---C K, C K,

and from ibid, Proposition 10, that

ﬂ K, = S4.

n>1
It turns out that for each n > 0,
T = [Kn, Sl (7.13)

cf. Muravitsky (2018), Proposition 5. We note that K| = S4.1; cf. Muravitsky
(2018), Proposition 6. Thus .7 = [S4.1, S4 + p — Opl].

The following properties hold:

$S5C€S =K, ®S =5 (7.14)
Ky © My; (7.15)
M CM,— K,®M = M,; (7.16)

cf. Muravitsky (2018), the Properties (10.14), Proposition 8, and (10.15), respec-
tively.
We observe the following.

Proposition 7.7 (cf. Muravitsky 2018, Corollary 7) For any n > 1, (K,, M, 1) is
a splitting pair in [S4, Grz).
For convenience, we denote

@~

& = [K,, M,] where n > 1,and 5 := [S4, M)].

From Proposition 7.7, we obtain that { gn/ }n>0 1s a partition of the lattice [S4, Grz].
This is implies the following.
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Corollary 7.5 For any n > 1, (M, K,,11) is a cosplitting pair in [S4, Grz] with a
switch (S4.1, My).

Proof Along with Proposition 7.7, employs (7.15) and (7.16).

Now we show that the structural complexity of each gn) with n > 1 increases as
n increases.
For any n > 1, we denote
T, =K,NS

We observe in Muravitsky (2018), Corollary 4, that

M7, =4 (7.17)

n>1

Definition 7.3 (maps h, and s, for n > 0) We successively define the following
maps: for any n > 0,

.- M- MNS,,
(2

by = h0 &,

s" M— M K,,

sﬁ::s"[%.

(See also Muravitsky 2018, Sect. 10.7, where we give a slightly different, but equiv-
alent, definition of these maps.)
Using (7.14), we prove the following.

Proposition 7.8 (cf. Muravitsky 2018, Proposition 31) For any n > 1, the lattice

. . . 2
[T, My] is an isomorphic image of @f with respect to h). Moreover, the map s;;
restricted to [T,, My] is the inverse of h.

Now we turn to % . We show that the latter lattice contains two distinct replicas
of NExtInt. It will allow us to propose a conjecture.
Let M =S4 + « and T € L so that 7 = 7(L), where L € NExtInt. According
to [Pr 3], we have:
TNM =S4+ Sett(A) V' OaA € L. (7.18)

Lemma 7.3 Let M = My or M = Ty. Then for any 71, T, € L, T % T, implies
TINM#T,NM.

Proof ''"We give one proof for both cases, when

a:=00(p — Op) - p) > pora:=00p — O0p.

' We note that for any T € £, Mo 0T = Grz N T . A sketch of proof of the implication (T"; #
T2 = GrzN T # GrzN T,) was concisely outlined in Muravitsky (2018), Lemma 1. Here
we present a detailed proof, some details of which, however, are given in appendix (Sect. 7.9).
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Let M := (S4 + o) N S5. Then, when the former is the case, M = M,; when the
latter, then M = T;.

Suppose that 7| # T, where 7, = 7(L;) and 7T, = 7(L,). This implies that
Ly # L,.Withoutloss of generality, we assume that there is an assertoric formula A €
L1\ L,. Then there is a finitely generated subdirectly irreducible Heyting algebra 2
such that L, [~g A. According to Propositions 7.14 and 7.15, there is an S4-algebra
B such that *B° = 2 and ‘B refutes [a. Because of the former the algebra B is
subdirectly irreducible. In virtue of (7.1), the former also implies that 7, =g t(A).
Since B is subdirectly irreducible, 7, s t(A) V' Oa. However, in view of (7.1),
t(A) € 71 and hence t(A) V' Oa € 7.

Lemma 7.3 straightforwardly implies the following.

Proposition 7.9 Let M = Myor M = Ty. Thenthemap ¢ : T — T N M isalattice
embedding of L into [S4, My].

Proof Lemma 7.3 implies that ¢ is injective. On the other hand, ¢ is a lattice homo-
morphism. Indeed, for any 7, 7, € L, we have:

(TiNT)Y)ONM=(T"NM)YN(T,NM),
(T1®dT)NM=(T1N"M)® (T, NM).

Thus, the lattices [S4, M,] and [S4, T}] contain, respectively, two replicas of L.

We propose a conjecture that the lattice £ can be embedded in each segment
[S4, T,,], for any n > 0. If the conjecture were true, in view of (7.17), we would
observe a countable descending sequence of replicas of £ in the interval [S4, Mo],
the least element of each of which is S4 and the greatest are T,,, respectively. Along
with Proposition 7.8, it would give us the following structural picture of [S4, My]:
for any n > 1, the ordinal sum of a replica of L and a replica of % is a sublattice
of [S4, M,] with the correction that the greatest element of the former is identified
with the least element of the latter.

7.6 Sublattices S, R, and 7~

In this section we discuss three fragments of NExtS4. Our goal is to find characteri-
zations of these fragments.
We begin with the following two lemmas.

Lemma 7.4 Foranyn, p > 1 and any S4-logic M, (M, @ M) N S,y = (M1, @
M)N Suqp.
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Proof Indeed, we have:

M, ® M) N Sn+p =WM,N Sn+p) e MnN Sn+p)
=M,,, ®(MNS,.,) [invirtue of (7.11)]
= (Mn+p 5] M) N (Mn+p 2] Sn+p)
= (Mn+p & M)N Sn+p'

Lemma 7.5 Foranyn > 1,if M € 74 then forany p >0, M, ®M = M, , ®
M.

Proof 1f p = 0, the equality in question is obvious. So we assume that p > 1.
Letus take M € [K,,, S, ], where n > 1. Since M,,, € M, (see [Pr3]), M., @
M C M, ® M. For contradiction, assume that M, , ® M C M, & M.
Now we observe that M @& M,, C S, (see [P2 2]-[Pr 4]). For contradiction, we

assume that M, ® M = §,,. This implies the following:

Sn+p =8N Sn+p =M,®M)N Sn+p
= (M,, N Sn+p) @ (M N Sn+p)
=M, p ®MNS,;,) l[invirtue of (7.11)]
= (Mn+p ®M)N (Mn+p 5>} Sn+p)
C My, ®M.

The equality S,4, = M+, ® M is impossible, for M € S, (see [Pr 2]). Thus
Su+p C M4, ® M. Since S, C S, and there is no logic in between, we have: §, C
M,;, ®M C §,. This implies that M, ® M = S, = M, , ® M. A contradiction.
Hence M & M,, C S,,.

Further, we observe that M, , ® M SZ Sytp (for M SZ S,+1). Thus we have the
following two chains:
(Mn+p®M)ﬂSn+pCMn-‘rpeBMCMn@MCSm} (L75—*)
(Mn+p @ M) N Sn+p - Sn+p C Sn~ '

We aim to show that (L 7.5—x) is a pentagon. For this, it suffices to prove the
following two equalities:

(M, & M) N Sn+p = (Mn+p e M)N Sn—HJ (L 7.5—x)

and
Myyp @ M) D Sp1p = Su. (L 7.5—% * %)

To prove (7.5—x), we use Lemma 7.4.

To prove (7.5—% * *), we first observe that (M4, @ M) ® S, =M ® S,4,.
Since M ,CZ Sntps Sutp C M @ S,y p. Therefore, we have: S, CM @ S,4p € S,.
Thus we have proved that (L 7.5—x) is a pentagon. A contradiction.
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We denote:

S::ULC/n.

n>1

It is obvious that S is a sublattice of NExtS4. Using Lemma 7.5, we obtain a
characterization of the logics from S.

Proposition 7.10 For any S4-logic M, if M € S, then there is a least number n > 1
such that for any p > 0, M,, ® M = M,,., ® M. Conversely, if for somen, p > 1,
M, &M =M,,, DM, then M € S.

Proof Let M € S. Then there is a unique number n > 1 such that M € Lg’,f, that
is M € [K,, S,]. According to Lemma 7.5, forany p > 0, M, ®M =M, , ® M.
We aim to show that # is the least number among the numbers greater than or equal
to 1, for which the last property holds.

For contradiction, assume that n is not the least number with the property in
question. Then, firstly, n > 1 and hence n — 1 > 1. Secondly, we would have that
M,_1 ®M = M, & M. Since, by premise, M,, & M C S,, we would also have that
M,_, & M C §,, which would imply that M,,_; C S,,. A contradiction.

Now we suppose that the equality

M, &M =M, ,d&M (P 7.10-%)

holds, for some n, p > 1. For contradiction, assume that M C S5. This implies
that M, , ® M C S, and hence, according to (P 7.10—x), M, ® M C S, ,. This
implies that M, C S, and hence M, C §,;. A contradiction.

Corollary 7.6 For any S4-logic M, M € S if, and only if, there are numbers n, p >
1 such that M, @M = M, 1, ® M.

Next we define:
R := S\ [S4, Grz].

Thus, for any S4-logic M,
MeR < MecSand M ¢ M,. (7.19)

Now we have the following.
Proposition 7.11 R is a sublattice of NExtS4.

Proof Letus take logics M and N from R. Since neither M nor N isin .7, there are
unique numbers k, n > 1suchthat M € <(/k and N € F/,f Without loss of generality,
we assume that k < n.

It is obvious that M N N € Lg,,/. Also, according to (7.4), M N N ¢ [S4, Grz].
Thus M NN € R.
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Next, we observe that, in virtue of (7.5), M & N ¢ [S4, Grz]. Also, we notice
that M @ N € % Hence M @& N € R.

Now we define:
T = R\ [M(), S]]

Thus, for any S4-logic M,
MeT<:>MeS,MgM1andMOSZM. (7.20)

Proposition 7.12 7 is a sublattice of NExtS4.

Proof Letlogics M and N bein 7. Then, according to Proposition 7.11,both M N N
and M @ N are in R. Also, it should be obvious that M ;(_ M N N. So, it remains
to show that My ¢ M & N.

Since 7 C S, there are numbers k,n > 1 such that M € %and N € c(/,f
Without loss of generality, assume that k < n. Then it should be obvious that
M®N € f/‘}f For contradiction, suppose that My € M @& N. This implies that
M, CM@&N C S. In virtue of Lemma 7.5, we derive that M; & (M & N) =
M1 @ (M @ N). This in turn implies that My & (M @ N) = M & N < S; and
hence My C Si. A contradiction.

Although (7.19) and (7.20), in conjunction with Corollary 7.6, give us charac-
terizations of the lattices R and 7, respectively, we have nothing more to say about
these lattices. From a viewpoint of lattice theory, they are “dark spots” of NExtS4
and we will not discuss them here any longer. Instead, in previous sections, we have
focused on the parts of NExtS4 that were taken off to define the aforementioned
lattices, namely on the intervals [My, S;], [S4, S5], and [S4, Grz]. As to the lattice
S as a whole, its structure can be described in terms of splitting pairs of [M, S;] and
of [S4, Grz].

7.7 Mathematical Remarks

In Sect. 7.3 we showed that the maps o, n > 0, establish lattice isomorphisms from
NExtInt onto /Z , respectively. Since each % is an interval of NExtS4 and taking
into account that NExtInt is a complete lattice, these isomorphisms also possess the
following properties.

e The isomorphism o preserves the inf of all sets and the sup of all nonempty sets
(for the units of NExtS4 and % coincide).

e The isomorphisms o,, where n > 1, and oy preserve the inf and sup of all
nonempty sets.
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Another replica of NExtInt is £, but it is not an interval of NExtS4, for My ¢ L
(Proposition 7.5). However, since the map 7 preserves the sup of all sets (see Maksi-
mova and Rybakov (1974), Theorem 3), L is a complete join semilattice of NExtS4
and also a meet semilattice for nonempty sets. Further, it would be interesting to
know whether

[S4, S5] = [S4, My] U [My, S5]1U L.

In Sect. 7.5 two more replicas of NExtInt have been obtained via the
maps ¢ : T +— T N M, where either M = My or M = T,. Since the property
a NsupSeth,t € T =supSeta Nb,t € T holds in any complete Heyting algebra
(see Rasiowa and Sikorski (1970), Theorem iv.7.1), the obtained replicas are com-
plete join subsemilattices of NExtS4.

7.8 Philosophical Remarks

The purpose of these remarks, if we paraphrase William Kneale, is the desire of a
mathematical mind to make the truth seem attractive.'?

Contemporary philosophers call the Context Principle the following viewpoint
on the meanings of terms, which was originated with Frege (in his Foundations of
Arithmetic, § 60, § 62, and § 106) and promoted by Wittgenstein both in his Tractatus
(3.3,3.314) and Philosophical Investigations (part I, § 49) that the term has meaning
only in the context of a proposition.

But can the same be said about the logical system? Then the legitimate question
arises: What can be called the context of a logical system? Our answer: one of
the contexts of a logical system is a set of its extensions. We even consider these
extensions as a whole, so to speak, as a unitary object, not excluding, however, the
possibility for other contexts.

The study of the entire set of extensions, normal or otherwise, of a logical calculus
raises some additional questions: What can we learn from this? And if research
results do not entail immediate applications, can motivation be sought in philosophy
(a justificatory philosophy in this case) and epistemology?

We remind that one of the contributions of the Port Royal Logic was the distinction
between the comprehension and the extension (étendue) of a general term. According
to this tradition, the comprehension of a general term is the set of attributes, or modes,
or qualities, or characteristics, “which could not be removed without destruction of
the idea;” the extension of the term, on the other hand, “is the set of things to which
it is applicable.” Also, it was stressed that “the comprehension and the extension
of a term are not properties of it, but rather sets of entities to which it is related in
certain ways;” in addition, the extension of a general term was considered as “the set
of its inferiors” so that the term with respect to them is the superior. Later tradition

12 Kneale writes: “. . . one at least of the marks of a philosophical mind is a desire to make the truth
seem plausible;” cf. Kneale (1948), p. 160.
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“followed Sir William Hamilton in replacing ‘comprehension’ by ‘intension’, which
has no use in ordinary language.”'3

Further discussion of the distinction between intension and extension and further
clarifications of these concepts can be found, e.g., in Leibniz (see Swoyer 1995),
Mill and Jevons. Mill states: “The various objects denoted by the class name are
what is meant by the Extension of the concept, while the attributes connoted are its
Comprehension.”'* Jevons, for his part, provides a narrower, but clearer definition:
“The meaning of a term in extension consists of the objects to which the term may
be applied; its meaning in intension consists of the qualities which are necessarily
possessed by objects bearing that name.” '

According to modern tradition, an extension is thought of “as being either an
individual, a class, or a truth-value” and an intension is thought of “as being either
an individual concept (if this rather queer phrase may be allowed), a propositional
function, or a proposition.”'® Also, modern tradition has extended the scope of appli-
cability of the dualism extension-intension from general terms to predicates and, in
general, to sentences. We will not follow Rescher (1959) in our discussion below of
this dualism for predicates; however, we use some notions of his exposition.l7

Instead of defining the notions extension and intension as such, modern logic
concerns with the distinction between “predicates in extension” and “predicates in
intension” (as it has been noted in Jevons; see the quote above). Rescher states: “Two
predicates are said to have the same extension when the class of objects to which one
can be ascribed is identical with the class of objects to which the other applies.” Thus,
according to this point of view, predicates P(x) and Q(x) are equal in extension if

Vx. P(x) & Q(x). (7.21)

The point of view we defend is that the comparison of two predicates in extension
can be subtler than the definition (7.21), but, in any event, comparison in extension
can be reduced to equality relation.'® In contrast, comparison in intension is harder
to define, since the concept of an attribute of a predicate is rather vague and can take
various specific forms. As a starting point of comparison in intension, we say that
predicates P(x) and Q(x) stand in relation R if

R(F(P), F(Q)), (7.22)

13 The quotes of this paragraph were taken from Kneale and Kneale (1971), Sect. v.1.
14 Cf. Mill (1979), pp. 332-333.

15 Cf. Jevons (1888), lesson v.

16 See, e.g., Kneale and Kneale (1971), Sect. x.3.

171t is not our purpose here to discuss the extension-intension dualism in comparison with the
reference-sense dualism of Frege and Russell. Also, we find that the explication of extension and
intension by Carnap in terms of equivalence and L-equivalence is too narrow for our discussion;
see Carnap (1956), Chap. 1, § 5.

18 We note that (7.21) is equivalent to the equality Setx P(x) = Setx Q(x).
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“for every admissible, logically feasible context F”. (The wording in the quota-
tion marks is taken from Rescher 1959, but the reader should not worry about the
vagueness of this wording, for it is our goal to make it clear through various precise
conditions.)"?

As Leibniz considered “propositions themselves to be complex terms, i.e., com-
plex concepts” (cf. Ishiguro 1990, Sect. II.1), it would be fertile, we believe, to
consider calculi as complex concepts and, therefore, apply to calculi that relate to
concepts in the previous traditions of the philosophy of logic. In particular, below
we defend the viewpoint that the distinction between extension and intension makes
sense if it applies also to calculus.

Let us fix a propositional language, L, and denote the set of L-formulas by §..
Now, let C be a calculus over L. We can propose at least two explicata of the extension
of a calculus C as explicandum.

e Predicate ‘A formula A is deducible in C’.
e The consequence operator that is determined by C.

We note, firstly, that both explicata are realized as sets—the first explicatum as a
subset of §1, and the second as a function of P(§FL) to §L. Thus the comparison in
extension is reduced to equality relation.

Secondly, there are calculi which are equal in extension according to the former,
but are different according to the latter.2° Therefore, it would be more accurate to
speak of aspects of the extension of C, leaving the last term undefined. However, we
believe that the comparison in extension for calculi, within any of its aspects, can be
reduced to equality relation.

In contrast, the intension of a calculus C or comparison in intension of calculi
C, and C, is a more difficult problem for definition or identification. Yet, let us
use (7.22) as a starting point, only replacing P and Q with C; and C,, respectively:

R(F(Cy), F(Cy)), (7.23)

“for every admissible, logically feasible context "’ (Rescher, ibd.).

The first question, of course, is about the nature of F. It should not be surprising
that answer may vary. In accordance with old traditional view on intension, all “inte-
riors” of the extension of C must satisfy to an attribute F' of C. Thus if we choose
as an expicatum of the extension of C the predicate of deducibility, then a normal
extension of C can play a role of F. Yet, we believe that the intension of calculus C
is not just the set of its attributes, but has a certain unity, which in our case manifests
itself in a structural way, namely as the lattice NExtC. Specifically, NExtInt and
NExtS4 are not merely sets; they are distributive lattices, even complete Heyting
algebras. Even if NExtC does not represent the entire intension of C, it represents
some its numerous aspects.

19 Rescher (1959) uses the equality relation for R.
20 Take, for instance, the calculi GL and GL* of Muravitsky (2014).
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The intension of a calculus becomes especially interesting, when one wants to
compare it with the intension of another calculus. Even more so, if we want to
employ (7.23). Specifically, we want to examine

R(NExtInt, NExtS4). (7.24)

A natural question: How should R be understood in (7.24)? We note that, dealing
with the intension of Int and that of S4 as structures, it does not matter that Int and
S4 are defined in different propositional languages. The “communication” between
NExtInt and NExtS4, to some extent, is forced by the equivalence (7.1) which is
a basis for an isomorphism between NExtInt and £ discussed in Sect. 7.4. Thus,
the present paper, from a philosophical point of view, concerns the interaction of the
intension of Int and that of S4.

7.9 Appendix

The terminology, notions and facts used in this section are standard. The main ref-
erences here are Rasiowa and Sikorski (1970), Rasiowa (1974) and Chagrov and
Zakharyaschev (1997). Although we avoid using the term Kripke frame, this concept
underlies our exposition below.

Lat 2( be a Heyting algebra and Sg be the set of all prime filters of 2[. The map
h:a > Setx € Sga € x, where a € ||, is called Stone embedding, because it is
an embedding of 2 into H(Sg), where the last algebra is a Heyting algebra associated
with the partially ordered set (Sg(, C).

Let us fix x* € Sy and let x¢ and x; be two new distinct elements that do not
belong to Sg. We define

S = (Sa \ {x™}) U {x0, x1};

and, then, define the following relation R on SZ[ as follows:

x,y € Sg \ {x*}and x C y;
YRy af | x € {xo,x1}and y € {x0, x1};
x €Sy \ {x*},y € {x0, x1}, and x C x*;

y € Sg \ {x*}, x € {x0, x1}, and x* C y.

‘We note that the relation R is transitive and reflexive on S;v
Next we define: for any X C Sq,

o . X, if x* ¢ X,

= . (7.25)
X\ (F) U xr, xa), if 2% € X
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and for any X C Sj,

X, it X N {x;,x} =0,
X° .= X\ {x1, x2}, if X N {x1,x2} = {x;}, wherei = lori =2,
(X \ {x1, x2p) U {x*}, if X N {xy, x2} # 0.
(7.26)
We note that for any X C S5,
Vy e So \ {x*}.y e X° <= y e X. (7.27)
Also, for any X C Sy,
X\ {x*} = X® \ {x1, x2}; (7.28)
and for any X C S},
X\ {x1,x} = X\ {x*}. (7.29)

It is obvious that if X C Sg, then X® C S}, ; andif X C S}, then X© C Sg. The
last observation can be refined as follows.

Lemma 7.6 For any X € U(Sy), X® € U(S}); and for any X € U(Sy), X°© €
U(Sy).

Proof Let X € U(Sg). If x* ¢ X, then X = X®. Let us take x € X and y € S}
with x Ry. For contradiction assume that y = x;. Then x € x* and hence x* € X.
This implies that y € Sy and x € y. Hence y € X.

Now we suppose that x* € X. Then {x;, x,} € X® Letustake x € X®and y €
S with x Ry. We have to consider the following cases.

Case: y € {x1, x2}. Then, obviously, y € X®.

Case: x € X \ {x1,x2} and y ¢ {x;, x2}. Then x C y and, by premise, y € X.
Since y # x*,y € X®.

Case: x € {x1,x2} and y ¢ {x1, xo}. Then x* C y and, by supposition, y € X.
And since y # x*,y € X%,

The other part of the statement can be proven in a similar way.

The last observation can be extended as follows.

Proposition 7.13 Restricted to the upward sets of Sy and, respectively, to that of
Sh, themaps g - X — X®and g~' : X — X© are mutually inverse isomorphisms
between (U(Sy), C) and (U(Sy), C), and hence between H(Sy) and H(Sy).

Proof 1t should be obvious that for any X and Y of U(Sg),

XCY = X®cCvy®
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and for any X and Y of U(SY),
XCy= X°cy°.
Also, for any X € U(Sy) and any Y € U(S}y),
X®® =X and Y =Y°%.

Lemma 7.7 For any XUY C Sy, if X N{x1, x2} = {x;} # {x;} =Y N {x1, x2},
then
(XUY)®?=X°UY® (7.30)

Proof We consider the following cases.
Case: X N{xy,x} ={x1,x} or YN{x;,x}={x1,x}. Then (XUY)N
{x1, x2} = {x1, x2}. This yields:

e to obtain X©, x* replaces {x, x,} in X;
e or to obtain Y©, x* replaces {x|, x,} in Y;
e and to obtain (X U Y)®, x* replaces {x;, x>} in XU Y.

Thus (7.30) holds.
Case: X N {xy, x2} C {x1,x2} and Y N {x1, xo} C {x1, x»}. Taking into account
the premise, this leads to the following three cases:

° Xﬂ{xl,xz}={x,~}andYﬂ{x1,x2}=®;
o XNi{xy,xx}=@and Y N{x, xp} = {x;}; and
e XN{x;,xp}=0and Y N {x, x2} = 0.

In all these cases, (7.30) is true.
Lemma 7.8 Forany X C Sy, (8 X)® = X°.

Proof We consider two cases.

Case: X N{xy,x2} =¢@. Then ® X N {x;, xp} =@. This also implies that,
although® X C X C Sg, x* ¢ X and hence x* ¢m8 X.

Next, we observe that if x # x*, then

(VyeSy.xRy=—=yeX) <= (VyeSg.x Cy=y € X).
(L 7.8—)

Indeed, suppose the left-hand implication holds and x € y with y € Sg. It is
clear that y ¢ {x;, x} and x Ry. This implies that y € X. Now we assume that the
right-hand implication holds and x Ry with y € S. If it were that y € {x;, x,}, then,
we would have that x C x* and, by the right-hand implication, x* € X. Thus, y ¢
{x1, x2}. This means that y € Sy and hence, by the right-hand implication, y € X.

We continue considering the first case as follows.
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x € (®X)° <= x c® X [since x* ¢&@ X]|
< VyeSy . xRy=yeX
<= VyeSgy.x Cy=ye X[by(L7.8—=x)]
<— x elX
&= x € JX® [since x* ¢ X].

Case: X N{xy, xp} = {x;}. Without loss of generality, we count that X N
{x1, %2} = {x1}. Hence, X® C Sy and x* ¢ X®. This implies that x* ¢ (JX®©. On
the other hand, @ X N {x, x;} = @. Hence @ X C Sg and x* ¢ X and, therefore,
x* ¢ (B X)°.

Now, assume that x # x*. We obtain:

x € (8 X)° < x €@ X [since x* ¢&@ X]
= VyeSy.xRy=—=yeX
= VyeSy.xZCy=ye X[by(L7.8—x%)]
& Vy e Sy.x Cy=ye€ X°®[by (7.27)]
<= x € JX® [since x* ¢ X].

Case: X N {xq, x2} = {x1, x2}. Then x* € X©. It should be clear that
x* e (@ X)° < x* ¢ OX°.
Now assume that x # x*. First, we show that

(VyeSy.xRy=ye X) <= (VyeSy.x Cy=y € X°).
(L 7.8— % %)
Indeed, suppose the left-hand side is valid and x C y with y € Sg. Assume first
that y # x*. Then, in virtue of the premise, y € X and, applying (7.27), we conclude
that y € X©. If y = x*, then, by definition (7.26), x* € X°©.
Next, assume that the right-hand side of (L 7.8—«x) is true. Let xRy, where
y € Sa. If y € {x1, x»}, then, by premise, y € X. Now assume that y ¢ {x;, x,}, that
is y € Sg \ {x*. This implies that y € X© and, in virtue of (7.27), y € X.
Now, we obtain for x 7# x*:

x € (B X)® <= x €@ X [in virtue of (7.27)]
< VyeSj . xRy=yeX
= VyeSy.xCy=—yec X®[by(L7.8—xx)]
— x € UJX°.

Lemma 7.9 Foranya € 2, (S5 \ h(a)®)® = Sy \ h(a).

Proof We consider the following two cases.
Case: x* € h(a). Then S§ \ h(a)® = Sy \ h(a). The conclusion is obvious.
Case: x* ¢ h(a). Then h(a)® = h(a) and {x;, x,} € (S§ \ h(a)®). The conclu-
sion is obvious again.
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Proposition 7.14 Ler X € S; and the following conditions be satisfied:

(a) (Sy \ X)® = Sy \ h(a*), for some a* € 2,
(b) X© = h(b*), for some b* € .

Then, if B is the subalgebra of B(Sy) generated by the set Seth(a)®a € 2AU {X},
then B° = g(h()).

Proof Generating the algebra 9B, if we use only Boolean operations, according
to Rasiowa and Sikorski (1970), Theorem II.2.1, we get meets of terms of the fol-
lowing three categories:

o (So* \ h(a)®) U h(b)®, for somea, b € 2,
o (So* \ X) Uh(b)®, for someb € 2, (7.31)
o (So* \ h(a)®) U X, for somea € .

If we apply the operation & to those meets and, then, distribute &, applying it to each
of the terms listed above (which is possible, for B(Sg) is an S4-algebra), we obtain
meets of terms of the following three forms:

o & ((Sy \ h(a)®) Uh(b)®), forsomea,b € 2,
o & ((Sy \ X) Uh(b)®), for some b € 2,
o & ((Sy \ h(a)®) U X), forsomea € .

We aim to show that these terms belong to g(#(2()). This conclusion will be
reached, if we show that the g~!-images of these terms belong to 4 (2(). Thus, accord-
ing to Proposition 7.13, we have to consider the following terms:

o (B ((Sy \ h(a@)®) U h(b)®))®, forsomea,b € 2,
o (8 ((Sy \ X)Uh(b)®))®, for some b € 2,
o (B ((Sy \ h(@)®) U X))®, for some a € .

According to Lemma 7.8, we will focus on the terms:

e TI((S5 \ h(a)®) Uh(b)®)®, forsomea, b € 2,
o LI((S5 \ X) Uh(b)®)®, for some b € ,
o L((Sy \ h(@)®) U X)®, for some a € 2.

We note that the premise of Lemma 7.7 is satisfied, when we apply the oper-
ation X — X© to the terms (7.31). Thus, applying successively Lemmas 7.7, 7.9
and Proposition 7.13, we obtain that the above terms are equal, respectively, to the
following terms:

o [I((Sa \ h(a)) U k(b)) = h(a) = h(b),
o O((Sy \ X)® U h(b)) = h(a*) — h(b) [by the first premise],
o L((Sq \ h(a)) U X®) = h(a) = h(b*) [by the second premise].
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Table 7.1 Refutation of O(C(p — Op) — p) = p

x1 € v(A) orx; ¢ v(A) x2 € v(A)orxy ¢ v(A)
x1 € v(p) x2 ¢ v(p)
x1 ¢ v(Up) x2 ¢ v(Up)
x1 ¢ v(p — Op) x2 €v(p — Up)
x1 ¢ v({@(p — Op)) x2 ¢ v(U(p — Up))
x1 € v(U(p — Up)— p) x2 € v(U(p — Up) — p)
x1 € v(UWO(p — Up)) — p) x e v(UWO(p — Up) — p))
x2 ¢ v(OO(p - Op) »> p) > p)

This completes the proof.

Proposition 7.15 Let A be a finitely generated Heyting algebra. Then there is a
prime filter x* € Sg and a set X C Sgl such that the conditions (a) and (b) of
Proposition 7.14 are satisfied; in addition, the valuation v : p — X refutes the for-
mulas O(O(p — Op) — p) = pand JOp — OUp in the algebra B of Proposi-
tion 7.14.

Proof According to Kuznetsov (1973), the algebra 2l is atomic.?' Let a* be an atom
of 2. Then we define
x* = [a").

We note that, since a* is an atom, h(a™) = {x*}.
Remembering that new elements x;, x, replace x* in Sg to generate Sy, we
define:
X = {xl}.

It should be clear that S \ X = (Sg \ {x*}) U {x,}. Therefore, (S \ X)® =
Sy \ h(a*); that is the condition (a) of Proposition 7.14 is satisfied.

On the other hand, X© = ¢ = h(0); that is the condition (b) of Proposition 7.14
is also fulfilled.

In Table 7.1 we show a refutation of the formula CI(LJ(p — Op) — p) — pin
the algebra ‘B, where A denotes a subformula of this formula. We aim to prove that
v(Od(p — Op) — p) — p) # Sy.

In the next table we show a refutation of the formula OO p — OO p in B. We aim
to prove that v(OOp — OUp) # S5 (Table 7.2).

21 proof of this fact can be extracted, e.g., from the Proofs of Lemmas 2 and 3 in Tsitkin (1986);
see also Bezhanishvili and Grigolia (2005), Lemma 2.2.
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Table 7.2 Refutation of OO p — OUp

x1 € v(A) orx; ¢ v(A) x3 € v(A) or x3 ¢ v(A)
x1 € v(p) x2 ¢ v(p)

x1 € v(Op) x2 € v(Op)

x1 € v(d30p)

x1 ¢ v(dp) x2 ¢ v(Up)

x1 ¢ v(OOp)

x1 ¢ v(OO0p — OUp)
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Chapter 8 )
An Application of the Yankov e
Characteristic Formulas

Valery Plisko

Abstract A detailed exposition of one of the author’s old results concerning the rela-
tionship between the propositional logic of realizability and the logic of Medvedev
is given. The characteristic formulas introduced by Yankov play a decisive role in
the proof. Along the way, a brief overview of Yankov’s contribution to the study of
propositional logic of realizability is given.

Keywords Intuitionistic logic *+ Recursive realizability - Finite problems -
Medvedev Logic - Characteristic formulas

8.1 Introduction

It is a great honor and pleasure for me to publish an article in a volume dedicated to
V. A. Yankov. I don’t know him personally, but his work in the field of mathematical
logic has had a strong influence on my research. As a student, I carefully studied his
articles. We can say that Vadim Anatolyevich was my correspondence teacher.

V.A.Yankov’s works are devoted to non-classical logics. In this article we con-
sider his contribution to the study of the propositional logic of realizability and one
application of his ideas to the study of the relationship between the propositional
logic of realizability and Medvedev’s logic of finite problems.

8.2 Intuitionistic Propositional Logic

From the intuitionistic point of view, a proposition is true if it is proved. Thus the
truth of a proposition is connected with its proof. In order to avoid any confusion
with formal proofs, we shall use the term ‘a verification’ instead of ‘a proof’. This
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understanding of the meaning of propositions leads to an original interpretation of
logical connectives and quantifiers stated by L. E. J. Brouwer, A. N. Kolmogorov,
and A. Heyting. Namely for every true proposition A we can consider its verification
as a text justifying A. Now, if A and B are propositions, then

e a verification of a conjunction A & B is a text containing a verification of A and a
verification of B;

e a verification of a disjunction A Vv B is a text containing a verification of A or a
verification of B and indicating which of them is verified;

e a verification of an implication A — B is a text describing a general effective
operation for obtaining a verification of B from every verification of A;

e a verification of a negative proposition —A is a verification of the proposition
A — 1, where L is a proposition having no verification.

If A(x) is a predicate with a parameter x over a domain M given in an appropriate
way, then

e a verification of an universal proposition Vx A(x) is a text describing a general
effective operation which allows to obtain a verification of A(m) for every given
me M,

e a verification of an existential proposition 3x A(x) is a text indicating a concrete
m € M and containing a verification of the proposition A (m).

Of course, this semantics is very informal and is not precise from the mathematical
point of view. Nevertheless it is enough for formulating intuitionistically valid logical
principles. We shall consider the principles of intuitionistic propositional logic, i.e.,
those expressible by propositional formulas.

Propositional formulas are constructed in the usual way from a countable set
of propositional variables p, g, r, ... (possibly with subscripts) and connectives &,
Vv, —, . A(p1, ..., pn) wWill denote a propositional formula containing no variables
otherthan py, ..., p,. Theformula(A — B) & (B — A)willbedenotedas A = B.

A propositional formula A(py, ..., p,) is called intuitionistically valid if every
proposition of the form A(Ay,..., A,), where Ay, ..., A, are arbitrary proposi-
tions, is intuitionistically true. Thus intuitionistically valid formulas can be con-
sidered as principles of intuitionistic propositional logic. The first axiomatization
of intuitionistic propositional logic was proposed by A. N. Kolmogorov (1925).
Another more wide axiom system of intuitionistic propositional calculus IPC was
later proposed by A. Heyting (1930). If Ay, ..., A, are propositional formulas, let
IPC 4+ A; + - -+ + A, be the calculus obtained by adding the formulas A1, ..., A, as
axiom schemes to IPC. Formulas A and B are deductively equivalent if IPC + A + B
and IPC + B+ A.

The problem of completeness of the calculus IPC can not be stated in a precise
mathematical form because intuitionistic semantics is very informal. It can be made
more precise if we define in a mathematical mode two key notions used in the
above description of the informal semantics, namely the notions of a verification
and a general effective operation. We consider some interpretations of intuitionistic
propositional logic.
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8.3 Heyting Algebras and Yankov’s Characteristic
Formulas

We start with an abstract algebraic interpretation. A logical matrix 9T is a non-empty
set M with a distinguished element 1 equipped with an unary operation — and binary
operations &, V, and — such that for any elements x, y € M the following conditions
hold:

e if]l > x=1,thenx =1;
eifx > y=y—>x=1,thenx = y.

A valuation on M is a function f assigning to each propositional variable p some
element f(p) € M. Any valuation is extended to all propositional formulas in a
natural way. We say that a formula A is valid in 9 and write 9 = A if f(A) =1
for each valuation f on 9. If f(A) # 1, we say that f refutes A on 9. A formula
A is refutable on a logical matrix 91 iff there is a valuation refuting A on 1.

A logical matrix 901 is called a model of a propositional calculus if all the formulas
deducible in the calculus are valid in 91. Models of IPC are called Heyting algebras
or pseudo-Boolean algebras. If 91 is a Heyting algebra, then one can define a partial
order < on 9 in the following way: if a,b € 9, then a <b iffa > b=1. A
detailed exposition of pseudo-Boolean algebras can be found in the book Rasiowa
and Sikorski (1963). By Completeness Theorem (see e.g. Jaskowski 1936), if a
propositional formula A is not deducible in IPC, then there exists a finite Heyting
algebra 21 such that A is not valid in 9.

Consider some notions introduced by V. A. Yankov (1963b). A finite logical
matrix 9 is called a finite implicative structure iff 91 is a model of the calculus IPC.
Thus, by Completeness Theorem, finite implicative structures are exactly the finite
Heyting algebras. We reformulate other Yankov’s definitions replacing the term ‘a
finite implicative structure’ by ‘a finite Heyting algebra’.

There are two important ways of constructing Heyting algebras. Cartesian product
of algebras 9, ..., M, is a Heyting algebra defined as the set M| x -+ x M,
equipped with the component-wise operations. Another operation I'" for any Heyting
algebra 91 gives an algebra I'(9J7) obtained by adding to 9T a new element w with
the property: x < w foreachx # lin9and w < 1.

A finite Heyting algebra 9 is called Godelean ift for any its elements a, b, when-
evera V b = 1, wehave eithera = 1 or b = 1. If a finite Heyting algebra 9)t contains
more than one element, then it is easy to prove that 90T is Godelean iff there is an
element w which is the greatest among the elements different from 1. This element
is called a Gddelean element of the algebra 1. Note that in Completeness Theorem,
one can do only with finite Godelean algebras. Moreover, every algebra of the form
I"'(9N) is Godelean.

Let 901 be a finite Godelean algebra, w be its Godelean element. To each ele-
ment a € M assign in a one-to-one way a propositional variable p,. Let K be the
conjunction of all the formulas p,., = p, o pp (o € { &,V, —}) and p_, = —p, for
a, b € M. Thus the formula K simulates the tables defining the operations & , Vv, —,
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and —. The formula K — p,, is called a characteristic formula for 9t and is denoted
by Xgn. It is obvious that the evaluation f(p,) = a refutes Xgn on 991. Yankov has
proved the following theorem (see Jankov 1963b, Theorem 2).

Theorem 8.1 For any finite Gddelean algebra M and any propositional formula A,
the following conditions are equivalent:

(1)IPC+ AF Xon;

(2) M = A.

A property S of propositional formulas is called intuitionistic if the fact that a
formula A has the property S implies that every formula deducible in the calculus
IPC + A has this property too. The following theorem (Jankov 1963b, Theorem 3)
is a consequence of Theorem 8.1.

Theorem 8.2 For any finite Godelean algebra M and any intuitionistic property S,
the following conditions are equivalent:

(1) each formula having the property S is valid in O;

(2) the formula Xgy does not have the property S.

This theorem is important in studying various semantics for intuitionistic propo-
sitional logic. Let an interpretation (a semantics) of propositional formulas be given.
Suppose that IPC is sound with respect to this semantics and we are interested in
completeness of IPC. If there exists a formula A valid in this semantics and nond-
educible in IPC, then A is refuted on a finite Gddelean algebra 9. In this case, the
formula Xy is also valid and nondeducible. Thus we can look for an example of this
kind among the characteristic formulas.

We say that elements ay, ..., a, of a finite Godelean algebra 91 form a base if
every element in 9J1 can be obtained from ay, ..., a, by means of —, & , Vv, and —.
The following theorem proved by Yankov (see Jankov 1963b, Theorem 4) is useful
for applications.

Theorem 8.3 If a finite Gidelean algebra I has a base consisting of k elements,
then there is a formula A with k propositional variables such that A and Xoyn are
deductively equivalent.

8.4 Medvedev Logic

Heyting algebras give a rather formal characterization of intuitionistic propositional
logic. An interesting although informal interpretation of that logic was proposed by
Kolmogorov (1932). He considers propositional formulas as schemes of problems.
Let A and B be arbitrary problems. Then A & B is the problem “To solve the problems
A and B’, A Vv B is the problem ‘To solve the problem A or to solve the problem B,
A — B isthe problem ‘To reduce the problem B to the problem A’, i.e., ‘To solve the
problem B assuming that a solution of the problem A is given’, the problem — A is the
problem A — _L, where L is a problem having no solution. A propositional formula
A(p1, ..., pn) is considered as a principle of the logic of problems if there exists a
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uniform solution for all the problems of the form A(A;, ..., A,), where A, ..., A,
are arbitrary problems. Kolmogorov shows that the calculus IPC is sound with respect
to this interpretation: all the formulas deducible in IPC are principles of the logic of
problems.

In order to state the problem of completeness of IPC relative to the interpretation
by means of problems, we have to make the notion of a problem more precise from
the mathematical point of view. This was done by Yu. T. Medvedev (1962). A finite
problem is a pair (F, X), where F is a finite non-empty set, X is its subset (possibly
empty). Intuitively, F' is the set of possible solutions of the problem, X is the set
of its actual solutions. Let L be a fixed problem without any actual solutions, for
example, L = ({0}, ). For a finite problem 2 = (F, X) we denote F by ¢(2() and
X by x (). Logical operations on finite problems are defined in the following way:

PpRA&DB) =) x p(B), x(A&DB) = x(A) x x(B),
where X x Y means Cartesian product;
PV B) =) B p(B), x AV B) = x @A) & x(B),
where X @Y = (X x {0) U (Y x {1});
9@ — B) = 9(B)’™, x (A — B) ={f € p(B)*™ | fF(xQ) S x(B)}.
where YX means the set of maps f : X — Y;
—A=A— 1.

Let A(py, ..., ps) be a propositional formula, 2, ..., %, be finite problems.
Then A, ...,%,) is a finite problem obtained by substituting 2, ..., %2, for
Pls-- PniD A(P1, .o\ Do)

Let ¥ be a system of non-empty finite sets F1, . .., F,. We say that a propositional
formula A(p;, ..., pn)isvalid over F if there exists an uniform actual solution for all
the problems of the form A(2, ..., 2,), where %, ..., 2, are finite problems such
that o(A;) = F; (i =1,...,n). A propositional formula A(py, ..., p,) is called
finitely valid if it is valid over every system Fi, ..., F,. The set of finitely valid
formulas is called Medvedev Logic; we denote it by ML.

Every formula deducible in IPC is finitely valid, but IPC is not complete relative
to Medvedev’s interpretation. For example, the formulas

(p—=>qVr)—= ((—p—=>qV(p—=>r1)) (8.1)

and
((==p = p) > (=pV —=p)) > (-pV —=p) (8.2)

are finitely valid but are not deducible in IPC.



214 V. Plisko

No axiomatization of ML is known, but it is proved that it can not be axiomatized
by any system of axiom schemes with bounded number of variables (see Maksimova
et al. 1979). In particular, this logic is not finitely axiomatizable.

It was proved Medvedev (1966) that ML has a finite model property: there exists
a sequence of finite Heyting algebras ®" (n = 1, 2, ...) such that a propositional
formula A is in Medvedev Logic iff Vn [®" = A]. The sequence ®” is defined as
follows. Let I, = {1,2,...,n} (n > 1), 0" be the family of its non-empty subsets,
ie,o" ={E | E CI,and E # (}. For o C o", its closure is defined as the family
o*={E €o" |dEg[Ey € 0 and Ey C E]}. A family o is called closedif 0* = o.
In other words, o is closed iff E € o implies that all supersets of E are in o. The
operation * has the following properties: (1) #* =@; (2) 6* D o; 3) 6™ =07,
4) (o1 Uop)* =0 Uoy; (5)if oy and o5 are closed, then o1 N o3 is closed.

Let ®" be the set of all closed families, i.e., ®" = {0 C ¢" | 6* = o}. Define
operations & , VV, —, and — on ®" as follows: o] & 0y = 01 U 03501 V 0, = 01 N 03;
oy — 0y = (01 Noy)*; —oy = (07)*, where o1 = " \ 7. The set ®" with these
operations and a partial order < defined asa < b = a 2 b, is a Heyting algebra. Its
greatest element relative to < is ) and the least element is o”.

The following theorem was proved by Medvedev (1966, Theorem 1).

Theorem 8.4 A propositional formula F is finitely valid iff ®" = F foranyn > 1.

Note that ®” is a Godelean algebra. Namely w, = {I,} is its Godelean element.
Thus for each algebra ®”, we can construct its characteristic formula X,,. For exam-
ple, consider the case n = 3. We have that I3 = {1, 2, 3} and o consists of the
following 7 elements: a; = {i}, where i = 1,2, 3, a;; = {i, j}, where i, j =1, 2, 3,
i # j,and ajp3 = Iz. There are 18 closed subfamilies of o3. Let us find all of them.
Evidently, the closed 7-element family ag = o is the greatest element relative to C
(and the least element relative to <). Removing from it one of the minimal elements
ay, az, az, we obtain the closed 6-element families a; = o \ {a1}, ap = o3 \ {az},
a; =0 \ {a3}. Note that in this case, a) = a; U a, = a; & a,. After removing from
ap a pair of minimal elements, we obtain the following closed 5-element fami-
liesa;, =a;Na; =a; vVay,as =a; Nay =a; Vas, ag =aaz =a, Vv as. Fur-
ther, removing from ay all the minimal elements ay, a,, a3, we obtain the closed
4-element family a; = a; Na; Naz = a; vV a; vV az. Removing from ay the ele-
ment ajp, in order to obtain a closed family, we must remove also the elements
a; and a,. Thus we obtain the closed 4-element family ag = {as, a3, a3, 123}
Note that ag = —a3. Indeed, a3 is the family {as} and ag is its closure. In the
same manner, we obtain the closed 4-element families ag = —a, and a;o = —a;.
Removing from a; the minimal element a;,, we obtain the closed 3-element family
ay; = {a3, a3, ajp3} = a7 Nag = a7 Vv ag. In the same way, we obtain the closed 3-
element families a;, = a; Nag = a7 V ag, a;3 = a; Najp = ay V apg. Other closed
2-element families are a;4 = a;; Najpx =a;; Vap, ajs=a;; Na;z=ap Vas,
aj6 = ajp Naj3 = ayp Vv a3 Finally, we have the Godelean element of the algebra
@3, namely a;; = {I3}) =agNayg Najy = ag V ay V ajg, and the greatest relative to
<element a;g = ) = —ay. A visual diagram of the algebra ®? is provided in Citkin
(1978, Fig. 2).
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We see that the elements a;, a,, a3 form a base for the algebra D3, By Yankov’s
Theorem 8.3, there is a propositional formula L with three variables such that L is
deductively equivalent to the characteristic formula X5. In order to obtain a formula
L, we assign the variables p;, p,, p3 tothe elements aj, a,, a3 and simulate the tables
defining the operations of the algebra ®* by propositional formulas bearing in mind
that all the elements are obtained from the basic ones by means of —, &, v, —. It
turned out that the elements ag, a9, a;9, i.e., —a;, —a,, —asz, form a base as well. For
example, the Godelean element a;7 can be presented as —a; vV —a, Vv —as. Thus we
can construct the formula L from —p;, = p,, —p3. A general method of constructing
such a formula is described in Jankov (1969). In our case, we obtain the following
formula:

(m=p1=(p2&=p3)) & (—p2 = (—p3 &—p)) & (——p3s = (—p1 &—p2)) &
& ((=p1 = (=p1V—p3) > (mp2Vp3)) &
& ((=p2 = (=p3 VvV —p1) > (mp3V—p)) &
& ((mp3 = (=p1V=p2)) = (=p1V—p2) = (mp1Vopa VvV ops). 83

8.5 Propositional Logic of Realizability

Another way of a specification of the informal intuitionistic semantics is to define
a mathematically precise notion of a general effective operation. There is such a
notion in mathematics, namely the notion of an algorithm. A variant of intuitionistic
semantics based on interpreting effective operations as algorithms was proposed by
S. C. Kleene. He introduced (see Kleene 1945) the notion of recursive realizability
for the sentences of first-order arithmetic. The main idea was to consider natural
numbers as the codes of verifications and partial recursive functions as effective
operations. Partial recursive functions are coded by their Godel numbers. A code of
a verification of a sentence is called a realization of the sentence.

The unary partial recursive function with the Godel number x will be denoted by
{x}. The relation ‘a natural number e realizes an arithmetic sentence A’ (er A) is
defined by induction on the number of logical connectives and quantifiers in A.

e If A is an atomic sentence f; = f,, then e r A means that ¢ = 0 and A is true.

e ¢r (A& B)iff e is of the form 2¢ - 3? and ar A, br B.

er (A Vv B) means that either e is of the form 2° - 3¢ and ar A or e is of the form
2'.3%and br B.

er (A — B) means that for any a, if ar A, then {e}(a) r B.

er—A means thater (A — 0 =1).

erVx A(x) means that for any n, {e}(n) r A(n).

er3dx A(x) means that e is of the form 2" - 3* and ar A(n).

The following theorem is proved by D. Nelson (1947).

Theorem 8.5 Every formula deducible in intuitionistic arithmetic HA is realizable.
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There are various variants of the notion of realizability for propositional formulas.
Let A(py, ..., pn) be apropositional formula, Ay, ..., A, be arithmetical sentences.
Then A(Ay, ..., A,) is an arithmetical sentence obtained by substituting Ay, ..., A,
for py, ..., p, in A(p1, ..., pn). It follows from the proof of Nelson Theorem that
for any propositional formula A deducible in IPC, there exists a number a such that
arA(Ay, ..., A,) forany arithmetical sentences Ay, ..., A,.Inthis sense, deducible
formulas are uniformly realizable.

The incompleteness of IPC with respect to recursive realizability was discovered
by G. F. Rose (1953), who has found a propositional formula which is uniformly
realizable butis not deducible in IPC. Later other examples of this kind were proposed
by various authors. Deductive interrelations between them are completely studied
by D. P. Skvortsov (1995). He found a list of four realizable propositional formulas
which are deductively independent in IPC and any other known realizable formula
is deducible from these four formulas.

Yankov made some contributions to the study of propositional realizability logic.
His paper Jankov (1963a) is dedicated to this topic. In particular, Yankov proposed
new examples of realizable propositional formulas which are not deducible in IPC.
These formulas are:

D (=(p&q)&—=(=p&—g) & (==p - p) > (pV —p)H &

& ((m=q — q) = (@ VvV —q))) = (=pV —q);

(2) a series of formulas 1,, (n > 3), where I, is the formula
&i<icj<sn—(Pi&pj) & &1<icn (&i<jcn,ji™Pj) = (Pi V Pr)) = (Pn vV —Du);

(3) a series of formulas K,, (n > 3), where K,, is the formula
&i<icj<n(0(Pi & pj) & (( &1<k<nizikzj—Px) = (i V Pj)) = Vi<i<nDi.

Note that the first formula is included in Skvortsov’s list.

Yankov shows deductive relationships between his formulas and the Rose formula.
Besides, he considers the 7-element Heyting algebra 9t = I'(I" (1) x Iy), where I
is the classical two-element algebra {0, 1}. Yankov proves that all realizable proposi-
tional formulas are valid in 901. In this case, simulating the algebra 901 in the language
of arithmetic is used. Namely, an arithmetical formula F, (x) is assigned to every ele-
ment a € <N in such a way that operations in 9t correspond to the logical operations
over formulas in the realizability semantics. For example, if a — b = ¢ in 91, then
the formula Vx ((F,(x) — F,(x)) = F.(x)) is realizable. At the same time, the for-
mula Vx F,(x) is realizable only in the case a = 1. This method was later used by the
author in the proof of the completeness of the disjunction-free part of IPC relative
to realizability (see Plisko 1973).

It turns out that the formula (8.2) is refuted on the algebra 91. In fact, this for-
mula is deductively equivalent to the characteristic formula of the algebra 9. Since
realizability is an intuitionistic property of propositional formulas, it follows from
Yankov’s Theorem 8.2 that the formula (8.2) is not realizable. This formula is of
interest because the Rose formula is a substitutional instance of (8.2). Namely, the
Rose formula is obtained by substituting —g Vv —r for p in (8.2).

A comprehensive survey of propositional realizability logic can be found in Plisko
(2009).
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8.6 Realizability and Medvedev Logic

We consider relations between propositional logic of realizability and Medvedev
Logic. First of all, note that there are propositional formulas in Medvedev Logic
which are not realizable, for example, the formulas (8.1) and (8.2). Consider the
converse inclusion. Imagine that we are looking for a propositional formula F that is
realizable but is not finitely valid. We know that such a formula should be refuted on
the algebra @ for an appropriate . On the other hand, realizability is an intuitionistic
property. Thus by Yankov’s Theorem 8.2, if the formula F is realizable and is refuted
on ®", then the characteristic formula X,, of the algebra ®”" is realizable. Moreover,
the formula X, is not finitely valid. Thus we can consider only the formulas X,,. It
turned out that X3 is already the formula we are looking for. Of course, any formula
which is deductively equivalent to X3 has the desired property. We have constructed
above such a formula, namely (8.3). Denote it by L(p1, p2, p3).

Theorem 8.6 The formula L(py, p2, p3) is uniformly realizable.

Proof We prove that there exists a natural number e such that for any arithmetical
sentences Aj, Aj, As, e realizes the arithmetical sentence L(Aq, Ay, A3), i.e., the
sentence

(m7A = (CA2&7A3) & (77Ar = (TA3 &A)) & (A3 = (FA T &A) &
& (AL = (ZA1 V7A3) = (A2 V —A3)) &
& (A2 — (A3 V —A)) = (A3 V —AD) &
& ((mA3 = (TA1 V 7A2)) = (DA V —AR)) = (TA1V —Ay V —Aj)
(8.4)
Begin with some auxiliary statements. Let mg, 71, 72, ... be sequential prime
numbers, and (a); be the exponent with which the prime number 7; appears in the
decomposition of the number a into prime factors.

Lemma 8.1 Ler f be a total recursive function with values 0 and 1. Then there
exists a number x such that either ({x}(x))o = Oand f(x) = 1 or ({x}(x))o = 1 and
fx) =0.

Proof This is an easy exercise in the theory of recursive functions.

Lemma 8.2 Suppose that the formula

(m=A| = (A &—A3))&(——A; = (—A3 &—A) &(——A3 = (-4 &—A))
(8.5)

is realizable and numbers a,, a,, az are such that
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arr ((FA] = (mA2 vV —43)) = (—A2 V —A3)),
arr ((mA2 — (mA3 vV —A)) — (—A3 V —AY)),
ayr ((—A3 = (A1 vV —Ay)) — (—A1 VvV —4y)).

Forany x andi = 1,2,3, let f;(x) = ({a;}(x))o and a(x) be the Godel number of
the constant function g(y) = 210 . 30 Then there exist x and i € {1,2, 3} such
that either ({x}(x))o = 0 and fi(a(x)) =1 or ({x}(x))o = 1 and f;(x(x)) = 0.

Proof 1t follows from realizability of the formula (8.5) that exactly two of the for-
mulas —A;, =A;, —Aj; are realizable. As the situation is absolutely symmetric, let
us consider the case when —A; and —A, are realizable and —Aj is not. Then the
formula —A3; — (—A; V —A;) isrealized by every number, thus {as} is a total recur-
sive function. The function « is also total and recursive. Therefore the function
f(x) = f3(x(x)) is total, and we obtain the proposition under the proof as an imme-
diate consequence of Lemma38.1.

Let a realization of the premise of the formula (8.4) be given. It follows that the
formula (8.5) is realizable and numbers a;, a, az as in Lemma§8.2 can be found
effectively. Then, by Lemmag8.2, there exist x and i € {1, 2, 3} such that either
{x}(x))o =0 and f;(x(x)) =1or ({x}(x))o =1 and f;(x(x)) =0, where f; and
o are the same functions as in Lemma8.2. Note that the number x can be found
effectively. Now we can describe an algorithm which allows to find a realization of
the conclusion of the formula (8.4). Obviously, it is enough to indicate a realizable
member in the disjunction —A; vV —A; vV —Aj. We state that:

ifi = 1 and fi(x(x)) = 0, then —A, is realizable;
ifi = 1and fi(a(x)) = 1, then —Aj is realizable;
ifi =2 and f>(x(x)) = 0, then —Aj is realizable;
ifi =2 and f>(x(x)) = 1, then —A; is realizable;
if i =3 and f3(x(x)) = 0, then —A is realizable;
ifi =3 and f3(a(x)) = 1, then —A; is realizable.

Consider the first case, namely fj(«(x)) = 0 for some x such that ({x}(x))o = 1.
Note that {x}(x) is defined and «(x) is the Godel number of the constant function
whose only value is 2+ . 39 We have to prove that —A, is realizable. Assume that
— A, isnotrealizable. Then —A; and —Aj are realizable. In this case, the number « (x)
isarealization of the formula —=A; — (—A; V —A3).Indeed, every number a realizes
—A;. Note that {&(x)}(a) = 20x®) . 30 = 21.30 and in fact, this number realizes
the formula —A; v —Aj. Therefore {a, }(«(x)) realizes the formula —A; Vv —Aj3 and
({a1}(a(x))o = 1, that is fi(a(x)) = 0. But this is not the case. The contradiction
means that the formula —A,; is realizable. Other cases are considered in the same
way.

Thus we have an algorithm for finding a realizable member in the disjunction
—A; VvV —A; v —A; if arealization of the premise of the formula (8.4) is given. This
means that the formula (8.4) is realizable. As the realization does not depend on the
sentences A, Ay, As, the formula L is uniformly realizable.
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Chapter 9 ®)
A Note on Disjunction and Existence oo
Properties in Predicate Extensions of
Intuitionistic Logic—An Application of

Jankov Formulas to Predicate Logics

Nobu-Yuki Suzuki

Abstract Predicate extensions of intuitionistic logic (PEI’s) are intermediate pred-
icate logics having the same propositional part as intuitionistic logic. Intuitively,
PEI’s must resemble intuitionistic logic. We discuss PEI’s from the viewpoint of
disjunction property (DP) and existence property (EP). Note that DP and EP are
regarded as “hallmarks” of constructivity of intuitionistic logic. There are, however,
uncountably many PEI’s having both of DP and EP. Moreover, there are two continua
of PEI’s: (1) each of which lacks both of DP and EP, and (2) each of which has EP
but lacks DP. Now, a natural question arises: Do there exist uncountably many PEI’s
each of which has DP and lacks EP? We answer this question affirmatively. Specifi-
cally, we construct uncountably many such PEI’s by making use of modified Jankov
formulas. This result suggests that although PEI’s are living near to intuitionistic
logic, the diversity of their nature seems rich. In other words, logics among PETI’s are
fascinating from the logical point of view and yet to be explored.

Keywords Disjunction property * Existence property * Intermediate logics *
Jankov formula
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9.1 Introduction

Predicate extensions of intuitionistic logic (PEI’s) are intermediate predicate logics
having the same propositional part as intuitionistic logic. Intuitively, PEI’'s must
resemble intuitionistic logic. We discuss PEI’s from the viewpoint of disjunction
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property (DP) and existence property (EP). Note that DP and EP are regarded as
distinguishing characteristics and features of constructivity of intuitionistic logic.
However, Suzuki (1999) constructed a continuum of PEI’s having both of EP and
DP. There exits a continuum of PEI’s without both of EP and DP as well. In 1983,
Minari (1986) and Nakamura (1983) independently proved that some well-known
PEI’s have DP and fail to have EP. Recently, in Suzuki (2021), a continuum of PEI’s
having EP and lacking DP was constructed.

Now, a natural question arises: Do there exist uncountably many PEI’s each of
which has DP and lacks EP? We answer this question affirmatively. Specifically, we
construct uncountably many such PEI’s by giving a recursively enumerable sequence
of concrete predicate axiom schemata. These axiom schemata are obtained by mod-
ifying the Jankov formulas (Jankov 1963, 1968, 1969).

Jankov created an invaluable research tool for the study of non-classical proposi-
tional logics?; the Jankov formulas provide us with a connection between algebraic
property of Heyting algebras and inclusion relation among propositional logics. In
this paper, we give an application of Jankov’s tool to non-classical predicate logics.
Since Jankov’s method deals with propositional logics, its straightforward appli-
cation to predicate logics inevitably yields logics having their propositional parts
differing from intuitionistic logic. We introduce our formulas with an appropriate
modification of Jankov’s to keep them having intuitionistic propositional part.

Accordingly, to show our main result, we prove three Lemmata9.2, 9.6, and
9.9; Lemma9.2 states that our modified Jankov formulas yield PEI’s lacking EP;
Lemma9.6 states that they yield PEI’s having DP; from Lemma9.9, it holds that
we can generate uncountably many PEI’s by using them. We show Lemma9.2 by
making use of algebraic semantics. Our idea for the proof of Lemma9.6 comes
from the above-mentioned idea of Minari (1986) and Nakamura (1983) based on
Kripke frame semantics. Lemma9.9 is proved by algebraic Kripke sheaf semantics
introduced in Suzuki (1999).

We assume readers’ some familiarity with Heyting algebras and Kripke frames.
To make this paper rather self-contained, we briefly explain some notions and def-
initions on these semantical tools needed in this paper. Algebraic Kripke sheaves
are semantical framework obtained from integrating algebraic semantics into Kripke
semantics. Since general algebraic Kripke sheaves are (as of now) not so simple to
handle, we introduce restricted algebraic Kripke sheaves, called Q2-brooms, and use
them with a result in Suzuki (1999) for the proof of our main result.

In Sect. 9.2, brief explanation of intermediate (propositional and predicate) logics
and some related definitions as well as DP and EP are given. In Sect. 9.3, we introduce
Jankov formulas and modified Jankov formulas. Here, we prove that modified ones
as axiom schemata yield PEI’s without EP (Lemma9.2) . In Sects.9.4 and 9.5, we
prove that these axiom schemata enjoy DP (Lemma9.6), and that they generate a

I'Thus, DP and EP in intermediate predicate logics were proved to be independent. This result
contrasts with Friedman (1975) and Friedman and Sheard (1989).

2 His tool have been, and is being, extended to many propositional logics variously. See e.g., Citkin
(2018). The reader will find recent development there.
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continuum of PEI’s (Lemma9.9), and we complete the proof of the main result
(Theorem9.4). In Sect. 9.6, we make some concluding remarks.

9.2 Preliminaries

Intermediate logics are logics falling intermediate between intuitionistic and classical
logics. There are two types of intermediate logics: intermediate propositional logics
and intermediate predicate logics. We refer readers to Ono (1987) for an information
source.

We use a pure first-order language £. Logical symbols of L are propositional
connectives: V, A, D, and — (disjunction, conjunction, implication, and negation,
respectively), and quantifiers: 3 and V (existential and universal quantifiers, respec-
tively). £ has a denumerable list of individual variables and a denumerable list of
m-ary predicate variables for each m < w. All O-ary predicate variables are iden-
tified with propositional variables; thus, the propositional language £ oposition 15
contained in £. Note that £ contains neither individual constants nor function sym-
bols.

The idea of introducing intermediate logics is the identification of each logic and
the set of formulas provable in it. For example, intuitionistic propositional logic H
and intuitionistic predicate logic H, are identified with the sets of formulas provable
in H and H,, respectively. Also, classical propositional and predicate logics, C and
C,, are treated in the same way.

Definition 9.1 A set J of formulas of propositional language L, oposirion 18 said to
be an intermediate propositional logic, if J satisfies the conditions: (P1)H C J C C
and (P2) J is closed under the rule of modus ponens (from A and A D B, infer B)
and uniform substitution for propositional variable.

A set J of formulas of £, ,posision 18 said to be a super-intuitionistic propositional
logic, if J satisfies (P1’) H € J and (P2). Let ¥, be the set of all propositional
formulas. The W is the only super-intuitionistic propositional logic that is not an
intermediate propositional logic.

Definition 9.2 A set L of formulas of L is said to be an intermediate predicate logic,
if L satisfies the three conditions: (Q1) H, € L C C, and (Q2) L is closed under the
rule of modus ponens, the rule of generalization (from A, infer Vx A), and uniform
substitution® for predicate variable.

A set L of formulas of £ is said to be a super-intuitionistic predicate logic, if
L satisfies (Q1°) H, € L and (Q2). There are uncountably many superintuitionistic
predicate logics that are not intermediate predicate logics.

When A € L, we sometimes write L = A, and say “A is provable in L.” For a logic
L and a set I" of formulas, the smallest logic containing L and T" (as sets) is denoted

3 Cf. the operator S in Church (1956).



224 N.-Y. Suzuki

by L 4+ I'. Let L be a predicate logic. Then, w (L) = L N W is a propositional logic.
It is called the propositional part of L.

For each propositional logic J, a predicate logic L is called a predicate extension of
J,if w (L) = J. A predicate logic L is said to be a predicate extension of intuitionistic
logic (a PED), if (L) = H.

Definition 9.3 (cf. Church 1956; Sect. 32) To each predicate variable p, we associate
a unique propositional variable 7w (p). For a given formula A of £, we define the
associated formula of the propositional calculus (afp) by (1) deleting all quantifiers
Vx and dx in A and (2) substituting 7 (p) to p(vy, ..., v,) in A for each predicate
variable* p occurring in A. The afp of A is denoted by 7 (A).

Proposition 9.1 Let L be a predicate logic. It holds thatw (H, + T') = H + {nw (A) ;
AeTll}

Definition 9.4 A logic L is said to have the disjunction property (DP), if for every
A and every B, L -+ A v B implies either L+ A or L - B.

A formula A is said to be congruent to a formula B, if A is obtained from B by
alphabetic change of bound variables which does not turn any free occurrences of
variables newly bound (cf. Kleene 1952; p. 153). A predicate logic L is said to have
the existence property (EP), if for every 3x A(x), L - 3x A(x) implies that there exist
a formula A (x) which is congruent to A(x) and an individual variable v such that v
is free for x in Av(x) and L - Z(v) (cf. Kleene 1962).

Formulas congruent to a formula A(x) are intuitionistically equivalent to each
other. They are usually written by the same symbol A(x) for the sake of simplicity
(cf. Gabbay et al. 2009; Sect. 2.3).

Definition 9.5 (cf. Jankov 1968) A sequence {L;}, -, of logics is said to be strongly
independent, if L; ¢ |J,; Lj for each i < , where | J,; L; is the smallest logic
containing all L; (j # i).

Proposition 9.2 Let {L;}; .., be a strongly independent sequence of logics.
(1) Forevery I,J C w, I = J ifand only if | J;.,; Li = U, Li.

(2) The set {{ J;; Li ; I < )} has the cardinality 2°.

Proof 1t suffices to show that I % J implies | J;.; L; # (J,., Li. Suppose I # J.

Without loss of generality, we may assume that there existsak € I \ J. Itis obvious

that | J,., L; € Ui#k L;. By the assumption, we have L; ¢ Ui#k L;. Thus, Ly ¢

(U<, Li. Therefore, we have | J;., L; # U, Li. O

For a sequence {X;}; -, of formulas, we can define a sequence {H, + X;}; -, of
logics. If {H, + X;};-,, is strongly independent, we say that {X;};,-,, is strongly
independent .

4In Church (1956), predicate variables are called functional variables.
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9.3 Modified Jankov Formulas—Learning Jankov’s
Technique

In this section, we briefly explain Jankov formulas of finite subdirectly irreducible
Heyting algebras. Then, we introduce a variant of Jankov formulas modified to
achieve our aim. We show that these modified Jankov formulas as axiom schemata
generate PEI’s without EP.

9.3.1 Heyting Algebras and Jankov Formulas

Let A be a Heyting algebra. In what follows, we denote basic operations of A by:
Ua (join), N (meet), —5 (pseudo-complementation), and — 5 (relative pseudo-
complementation). We use the same letter A to denote its underlying set. The partial
order determined by the lattice structure of A is denoted by <a. Also, 15 and Oa
are the greatest and least element of A. We sometimes omit the subscript A. The
two-element Boolean algebra is denoted by 2 (= {12, 02}).

Definition 9.6 A Heyting algebra A is said to be subdirectly irreducible, if A \ {15}
has the greatest element. This element is denoted by x4 .

Example 9.1 A non-empty partially ordered set M = (M, <yp) is said to be a Kripke
base, if it has the least element Op;. A subset S € M is said to be open, if S is upward-
closed (i.e., for every x € S and every y € M, x <j y implies y € S). Then the set
OM) of all open subsets of M is a subdirectly irreducible Heyting algebra with
respect to the set-inclusion as its partial ordering. The second greatest element of
OM) is M \ {Om}.

Let A be a Heyting algebra, PV the set of all propositional variables. A mapping
v: PV — Ais said to be an assignment on A. By the usual induction, we extend
the v to the mapping v : ¥y — A. A propositional formula C is said to be valid in
A, if v(C) = 1,4 for every assignment v on A. The set of all propositional formulas
valid in A is denoted by E(A).

Proposition 9.3 For every non-degenerate Heyting algebra A, the set E(A) is an
intermediate propositional logic.

Let A be a finite subdirectly irreducible Heyting algebra. For each a € A, we can
attach a unique propositional variable p, € PV. The diagram 5(A) of A is the finite
set of propositional formulas defined by:
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8(A) = {Pausb O (Pa Vv Pb)s (Pa v Pb) D Pauys 5 a, b € A}
\J{Parue D (Pa A D), (Pa A P5) D Pans ; @, b € A)
{Passtb D (Pa D Pb)s (Pa D Pb) D Pasyir s @, b € A}

(tPams0n D (5P)s (5Pa) D payoy s @ € A}

The Jankov formula J(A) of A is the propositional formula defined by:

J(A) : (/\S(A))DP*A,

where /\ §(A) is the conjunction of all formulas in §(A). Then it is easy to see
that J(A) is not valid in A by taking the assignment va: p, > a for each a € A.
Since va(/\ 8(A)) = 14, we have J(A) ¢ E(A). Moreover, we have the following
prominent result due to Jankov (1963), which provide us with a connection between
validity of Jankov formula and algebraic property.

Lemma 9.1 (cf. Jankov 1963; 1968; 1969) Let A be a finite subdirectly irreducible
Heyting algebra. If J(A) is not valid in a Heyting algebra B, then there exists a
quotient algebra B’ of B such that A is embeddable into B'.

For further discussion, we need a denumerable sequence {A;}; ., satisfying;

(Al) foreachi < w, A; is a finite subdirectly irreducible Heyting algebra;
(A2) foreveryi, j < w,ifi # j,thenA; is not embeddable into any quotient algebra
of A je

Infact, Jankov (1968) and Wroriski (1974) constructed concrete sequences of Heyting
algebras with the above properties. Let us fix one of these sequence. By the virtue of
their construction, we have the following by Lemma9.1.

Corollary 9.1 (cf. Jankov 1968 and Wrotiski 1974) {J (A;)}; <« is strongly indepen-
dent.

Proof Define L; = H, + J(A;) for each i < w. Pick an arbitrary iy € w. Then, for
every j # ip, A is not embeddable into any quotient algebra of A, . Thus, it holds
that J(A;) € E(A;)) for every j # ip. Therefore, we have U#io L; CEA) #
J(A,‘O) € L,'O. Hence, L,‘O ;@ Uj;éio Lj. O

Thus, by putting J(I) = |,, L; for each I C w, we have a continuum {J(/) ;
J C w} of logics by Proposition9.2. Note that no logic in this continuum has the
propositional part being identical to intuitionistic logic. We must modify the original
J(A) so as to achieve our aim of this paper.
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9.3.2 Modified Jankov Formulas for PEI’s Without EP

In this subsection, we introduce modified Jankov formulas. The idea of our mod-
ification comes from observation of behavior of the sentence the sentence F:
Ax(p(x) D Vyp(y)), where p is a unary predicate variable. Clearly, F is provable in
classical predicate logic C,, but p(v) D Vyp(y) is not so for every individual vari-
able v. Thus, this F is a typical counterexample to EP of C,. Note that the afp 7 (F)
of F is p D p, and hence the propositional part 7 (H, 4+ F) of H, + F equals H by
Proposition9.1. This F also gives a counterexample to EP of H, + F that is a PEL
Moreover, Minari (1986) and Nakamura (1983) independently proved that H, + F
has DP, and hence they showed that H, + F is a PEI having DP and lacking EP. Our
modified Jankov formulas play the same role as F' and have a property similar to that
of the original Jankov formula shown in Lemma9.1 (see Lemma9.12).

Let A be a finite subdirectly irreducible Heyting algebra, J (A) the Jankov formula
of A. Pick a fresh individual variable v. Let A(A) be the finite set of sentences
obtained from §(A) by replacing all occurrences of p,, by F. Define a formula
PJ(A)(v) and a sentence QJ (A) by:

PJA)®) : \ A D (p() D Vyp(»))
0J(A) : IwPIA)() .

Jankov (1968) and Wroriski (1974) constructed a concrete sequence {H;}; ., of
finite subdirectly irreducible Heyting algebras satisfying the conditions (A1) and
(A2) in Sect.9.3.1 together with the following (A3):

(A3) foreachi < w, there are exactly three elements in H; having no incomparable
element (i.e., 0, 1 and x).

Let us fix one of their sequences. Then, we can construct QJ(H;) (i < w) one by
one concretely and in a recursively enumerable manner. To achieve our main aim,
we use this sequence of Heyting algebras and show that {QJ (H;)}; -, satisfies the
following three conditions:

e (cf Lemma9.2) forevery I C w, H, + {QJ(H;) ;i € I} is a PEI lacking EP,
e (cf. Lemma9.6) for every I C w, H, + {QJ(H;) ;i € I} has DP.
e (Lemma9.9) {QJ(H;)}; -, is strongly independent.

In the rest of this subsection, we show that modified Jankov formulas axiomatize
PEI’s lacking EP. Specifically, we show the

Lemma 9.2 Let S be a set of finite non-degenerate subdirectly irreducible Heyting
algebras having at least three elements. Then, H, + {QJ(A) ; A € 8} is a PEI
lacking EP.

Note that QJ(A) is provable in C,. It is clear that 7 (QJ(A)) = 7 (/\ A(A)) D
(p D p) is provable in intuitionistic logic H. Hence, for every set S of finite subdi-
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rectly irreducible Heyting algebras, the intermediate predicate logic H, 4+ {QJ(A) ;
A € S} is a PEL It suffices to show the

Lemma 9.3 Let A be a finite subdirectly irreducible Heyting algebra having at least
three elements. Then, P J(A)(v) is not provable in C.,.

We introduce algebraic semantics for predicate logics, and some definitions and
propositions on Heyting algebras without proofs, and show this Lemma.

Definition 9.7 For each non-empty set U, the language obtained from £ by adding
the name u for each u € U is denoted by L[U]. In what follows, we use the same
letter u for the name u of u, when no confusion can arise. We sometimes identify
L[U] with the set of all sentences of L[U].

A Heyting algebra A is said to be k-complete for some cardinal «, if both of the
supremum |_J S and the infimum (] S exist in A for every subset S of A having the
cardinality at most k. A pair A = (A, U) of a non-degenerate |U |-complete Heyting
algebra A and a non-empty set U is said to be an algebraic frame, where |U/| is the
cardinality of U.

A mapping V of the set of all atomic sentences of L[U] to A is said to be an
assignment on A. We extend V to a mapping of L[U] to A inductively as follows:

V(AAB)=V(A)NV(B),
V(AV B) = V(A)UV(B),
V(A D B) = V(A) — V(B),
V(=A) = V(A) — 0,
V(YXA(X) = Nyeu V(AG),
VEXA®) = U,y VA@)).

Since A is k-complete, the right hand sides of the last two equalities are well-defined.
A pair (A, V) of an algebraic frame A and an assignment V is said to be an algebraic
model. A formula A of £ is said to be true in an algebraic model (A, V),if V(A) = 1,
where A is the universal closure of A. A formula of £ is said to be valid in an algebraic
frame A, if it is true in (A, V) for every assignment V on A. The set of formulas of
L valid in A is denoted by L(A) or L(A, U).

Proposition 9.4 For each algebraic frame A, the set L(A) is a super-intuitionistic
predicate logic.

It is well-known that C, C L(2, {0, 1}). To show Lemma?9.3, we construct an
appropriate assignment V on (2, U) for each finite subdirectly irreducible Heyting
algebra A having at least three elements, and show that V (P J(A)(v)) # 1,.

Lemma 9.4 Let A be a finite subdirectly irreducible Heyting algebra having at
least three elements. There exists a propositional assignment @ on 2 such that

w(A\S8(A) = u(py,) = 1o
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Proof Take an assignment v such that v(p,) =a for every a € A. Then,
v(AS8(A)) =1 and v(p,,) = *a. The set {a € A ; a = —p—aa} forms a Boolean
algebra with respect to the restriction of <j to this set. We denote this Boolean
algebra by A™". Since A is non-degenerate, A™" is non-degenerate. Let —— be the
mapping of A to A™" defined by ——(a) = —a—aa forevery a € A. Then, =—is a
Heyting homomorphism. We have: == o v(/\ §(A)) = == o v(p,,) = 1a-. Since,
A™" is non-degenerate, there exists an ultrafilter 2/ on this Boolean algebra such
that A~ /U ~ 2. Let p be the canonical projection of A~ onto 2. Then, we have:
po——0ov(/\S(A) = po—-—ov(p,,) = 1. Putting t = p o == o v, wehave the
conclusion. (]

Taking the assignment p in Lemma9.4, we define an assignment V on (2, {0, 1})
by:
u(a) if A is p, for some a € A,
V(A =11, ifAisp(),
0, otherwise.,

for each atomic sentence A of L[U]. It is easy to check that V (F) = 1,. Then, we
have the

Lemma 9.5 Let X be a propositional formula having no propositional variable
other than {p, ; a € A}. By X', we denote the formula obtained from X by replacing
all occurrences of p., by the sentence F. Then, we have V(X') = u(X).

Proof We can show this Lemma by induction on the length of X. Since p o =—isa
Heyting-homomorphism, it suffices to check the Basis-part. But it is obvious by the
fact that V(F) = u(p.,) = la. O

Note that a = va(p,) for each a € A. Now, we show Lemma9.3. By Lemma9.5,
we have V(A A(A) = u(/\8(A)) =1,. Thus we have V(PJ(A)(1)) =
V(AN AQA)) =2 (V(p(1)) =2 V(¥yp(y)) = 12 =2 (12 =2 02) = 05.  There-
fore, we have V(P J(A)(v)) = 05 # 1,,1.e., PJ(A)(v) ¢ L(2,{0,1,}) 2 C,. This
completes the proofs of Lemmas 9.3 and 9.2.

9.4 Modified Jankov Formulas Preserve DP—Learning
Minari’s and Nakamura’s Idea

In this section, we show that the modified Jankov formulas as axiom schemata pre-
serve DP. More specifically, we show the

Lemma 9.6 Ler S be a set of finite non-degenerate subdirectly irreducible Heyting
algebras. Then, H, + {QJ(A) ; A € S} has DP.

We show this Lemma by making use of Kripke frame semantics. In Sect.9.4.1,
we introduce Kripke frame semantics for predicate logics. Next, in Sect.9.4.2, a
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technique is given in a simplified form . A part of the result in Minari (1986) and
Nakamura (1983) is presented to illustrate this technique.

9.4.1 Kripke Frame Semantics

Recall that a partially ordered set M = (M, <j) with the least element Oy, is said to
be a Kripke base. For example,

Example 9.2 The set P(A) of all prime filters of a subdirectly irreducible Heyting
algebra A together with its set-inclusion relation forms a Kripke base with the least
element {1,}.

Definition 9.8 Let S be a non-empty set. A mapping D of a Kripke base M to 25 is
called a domain over M, if @ # D(a) € D(b) forall a, b € M with a < b. A pair
K = (M, D) of a Kripke base M and a domain D over M is called a Kripke frame.

Intuitively, each D(a) is the individual domain of the world a € M. For each
a € M and each b € M with a < b, every sentence of L[D(a)] is also a sentence
of L[ D(b)]. A binary relation = between each a € M and each atomic sentence of
L[D(a)] is said to be a valuation on K = (M, D), if for every a, b € M and every
atomic sentence A of L[D(a)],a = Aanda < bimply b = A. We extend |= to the
relation between each a € M and each sentence of L[ D(a)] inductively as follows:

eakE=AAB ifandonlyif a = Aanda = B,

eakEAVB ifandonlyif alE Aora = B,

e a=ADB ifandonlyif foreveryb € Mwitha < b,eitherb = Aorb = B,

e a =—A ifandonlyif foreveryb e M witha <b,b £~ A,

e a =VxA(x) if and only if for every b € M with a < b and every u € D(b),
b= A),

e a =3xA(x) if and only if there exists u € D(a) such thata = A(u).

A pair (K, =) of a Kripke frame K and a valuation = on K is said to be a Kripke-
frame model. A formula A of £ is said to be true in a Kripke-frame model (K, ),
if Oy = A . A formula of £ is said to be valid in a Kripke frame %, if it is true in
(K, =) for every valuation = on K. The set of formulas of £ that are valid in K is
denoted by L (). The following propositions are fundamental properties of Kripke
semantics.

Proposition 9.5 For every Kripke-frame model (M, D), =), every a,b € M, and
every sentence A € L[D(a)], ifa = Aanda < b, then b = A.

Proposition 9.6 For each Kripke frame K, the set L(K) is a super-intuitionistic
predicate logic.

Itis well-known that H, is strongly complete with respect to Kripke frame seman-
tics. That is,
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Theorem 9.1 LetT be aset of sentences of L. If aformula A(vy, .. ., v,) of Lhaving
no free variables other than vy, . . . , v, is not provable from I in H,, then there exist
a Kripke-frame model (M, D), =) and elements dy, . .., d, € D(0), where 0 is the
least element of M, such that (1) 0 = S forevery S € ' and (2) 0 A(dy, ..., d,).

9.4.2 Pointed Joins of Kripke-Frame Models

Let U and V be non-empty sets, f : U — V amapping. The f induces the translation
-/ from L[U] to L[V]; for each sentence A of L[U], the symbol A/ denotes the
sentence of L[V] obtained from A by replacing occurrences of u (u € U) by the

name f(u) of f(u).

Definition 9.9 Let K| = (M, D;) and K; = (M;, D,) be Kripke frames with the
least elements 0; and 0,, respectively. Take a fresh element 0 and define a Kripke
base {0} 1 (M, @ M;) as the partially ordered set obtained from the disjoint union
M; & M, of M, and M, by adding O as the new least element. Then, we define a
Kripke frame 0 1 (% @ %) on {0} 1 (M; @ M,) by associating the domain D*:

D1(01) x Dy(0y) ifa =0,
D" (a) = { Di(a) x D3(0,) ifa € My,
D1(0)) x Ds(a) ifa € Ma,

where U x V denotes the Cartesian product of U and V. The Kripke frame 0 4
(TG @& K5) = ({0} + (M, @ My), D) is called the pointed join® of K and K.

Let 7 := {(m;)s : DY (a) = Dj(a) ; a € {0} UM,;} (i =1,2) be families of
mappings defined by:

(m)a((dy, dr)) = d; for (di,d») € D'(a) and a € {0} UM;.

Observe that 7; induces translations of L[D%(a)] to £[D;(a)] (a € M) or of
LID'(0)] to LD;(0,)]; for every sentence A € L[D"(a)] (or A € L[D'(0)]), the
sentence translated by m; is denoted simply by A™.

Let =, and =, be valuations on Kripke frames K; = (M, D;) and K, =
(M3, D), respectively. A Kripke-frame model (0 1 (K} @ K3), ) is said to be
the pointed join model of (K, =1) and (%, =2), if for each a € {0} UM; & M,
and each atomic sentence p((d}, d}), ..., (d},d})) € LID(a)],

5 In Suzuki (2017), a more general definition of pointed joins was introduced for Kripke sheaf
models.
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a = p(d.dy),....d} dy))
a €M, and a = p(dll,...,d{'),
if and only if or
a€eM;and a = p(dzl, .o dy).

Then, the following Lemma clearly holds.

Lemma 9.7 Let (0 1 (K & K2), =) be the pointed join model of (K, =1) and
(75, =2). For eachi = 1,2 and each a € M;, it holds that

forevery A € LID"(a)], a = A ifand only if a =; A™.

Definition 9.10 A formula A is said to be axiomatically true in a Kripke-frame
model (K, ), if all of the substitution instances of A in the language £ are true in
(K. B).

A formula A is said to be pointed-join robust, if A is true in Kripke-frame models
(%1, 1) and (K3, =2), then A is true in the pointed join model of them.

If the axiomatic truth of a formula A is preserved under the pointed-join construc-
tion of two Kripke models, then H, + A has DP. More precisely,

Theorem 9.2 (cf. Minari 1986 and Nakamura 1983) Let A be a formula of L satis-
fying:
(%) every substitution instance of A is pointed-join robust.

Then H,. + A has DP.

Proof Suppose that H, + A ¥ By and H, + A ¥ B,. We show H, + A ¥ B, Vv B;.
Without loss of generality, we may assume that B; and B, contain no free vari-
ables other than vy, ..., v,, and we write B; as B;(vy,...,v,) (i = 1,2). By the
strong completeness theorem of H, with respect to Kripke-frame models (i.e., The-
orem9.1), we have two Kripke-frame models ((M;, D), |=1) and ((M», D»), =),
and elements dl.l, ..., d" € D;(0;), where 0; is the least element of M; (i = 1,2),
such that A is axiomatically true in both of them and 0; F~; B; (dl.l, ndM (i =1,2).
Take the pointed join model (K, =) of them. By (%), we have that A is axiomat-
ically true in (K, ). By Lemma9.7, we have 0; | B;((d{,d}), ..., (d]",dy"))
(i =1,2),and hence 0 & Bi((dll, dzl), .o, dy,dy) (@ =1, 2), where O is the least
element of K. Therefore, 0 j= (B, V B»)((d!, dzl), ..., (d",dy")). Thus we have
H,+ A¥ B,V Bs. O

We can show the following in the same way as the above.

Corollary 9.2 Let T be a set of formulas satisfying the condition (x) in Theorem9.2.
Then H,. + T" has DP.

Lemma 9.8 Let p be aunary predicate variable, S a sentence. Then, 3x(S A p(x) D
Yyp(y)) satisfies the condition (x) in Theorem9.2.
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Proof Suppose otherwise. Then, there exist a substitution instance I of Jx(S A
p(x) D Vyp(y)) and Kripke-frame models ((M;, D), =1) and ((My, D,), =2)
such that / is true in both of them but [ is not true in the pointed join model
O 1 (My, D) ® (M3, D»)), =). We may assume that the / contains no free vari-
ables other than vy, ..., v,, and these variables are distinct from x and y. There
exist two formulas B(vy, ..., v,) and C(w, vy, ..., v,) of £ having no free vari-
ables other than vy, ..., v, and w, vy, ..., v,, respectively, such that [ is obtained
from Ix (S A p(x) D Vyp(y)) by substituting C (w, vy, ..., v,) to all occurrences of
p(w) (here w is a fresh variable) and replacing S by B(vy, ..., v,). Thus, I is of the
form:
Ax(B(y, ..., v) AC(x,v1,...,0,) DYYC(y,v1, ..., 0,)).

For the sake of simplicity, we assume n = 1. Since I is not true in the pointed
join model, there exist an element a € {0} 1 M; @ M, and a d € D'(a) such
thata # 3x(B(d) A C(x,d) D VyC(y,d)). Suppose a € M;. Then, by Lemma9.7,
it holds that a ¥ Ix(B(mw(d)) A C(x, m(d)) D VyC(y, m1(d))). This contradicts
the assumption that I is true in ((My, D;), =1). Therefore, a ¢ M;. Similarly,
we have a ¢ M, and hence a = 0. Since 0; =; Ix(B(w;(d)) A C(x, w;(d)) D
VyC(y, m;i(d))) fori = 1, 2, there exists; € D(0y) and s, € D,(0;) such that0; =;
B (d)) A C(s;, mi(d)) D VyC(y, m;(d)) (i =1,2). Therefore, by Lemma9.7, we
have 0; = B(d) A C((s1, $2),d) DVyC(y,d) (i =1,2).

Now we have two cases: 0= B(d) A C((s1,52),d) and O} B(d) A
C((s1, $2),d). The former case implies 0 = B(d) A C((s1, $2),d) D VyC(y, d).
That is, 0 = 3Ix(B(d) A C(x,d) D VyC(y,d)). Next, we assume the latter case
where 0 = B(d) A C((s1, 52),d). Then, we have 0; = B(d) A C((s1, 52), d), and
hence 0; =VyC(y,d) (i =1,2). If it holds that O = C(¢,d) for every ¢ €
D'(0), then we have that 0 =VyC(y,d), and hence we trivially have 0 =
B(d) A C((s1,$2),d) DVyC(y,d). That is, we have 0 = 3x(B(d) A C(x,d) D
VyC(y,d)). Thus we have that there exists + € DT(0) such that 0 & C(z, d).
Consider the sentence B(d) A C(t,d) D VyC(y,d). We have that 0 = B(d) A
C(t,d), and that m =VyC(y,d) for every m # 0. Hence, we have that 0 =
B(d) A C(t,d) D VyC(y,d). Therefore, it holds that 0 = 3x(B(d) A C(x,d) D
VyC(y, d)). This contradicts the assumption. (I

We give here a proof of a result of Minari (1986) and Nakamura (1983) in this
setting.

Corollary 9.3 (cf. Minari 1986 and Nakamura 1983) H, 4+ 3x(p(x) D Yyp(y)) has
DP but lacks EP.

Proof Take a fresh propositional variable g. Then, Ix(p(x) D Vyp(y)) is equiva-
lent to 3x((¢ D g) A p(x) D Vyp(y)) in H,. By Lemma9.8, 3x(p(x) D Yyp(y))
satisfies the condition (x) in Theorem 9.2, and hence we have the conclusion. (I

Now, we prove Lemma9.6. Let S be a set of finite non-degenerate subdirectly
irreducible Heyting algebras. Recall that QJ(A) (A € S) is of the form Jv(S D
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(p(v) D Vyp(y))) with S being a sentence. Then, QJ(A) is equivalent to Jv(S A
p(v) D Vyp(y)). From Lemma9.8, it follows that Q J (A) satisfies the condition ()
in Theorem9.2. By Corollary 9.2, it holds that H, + {QJ(A) ; A € S} has DP. This
completes the proof of Lemma9.6.

9.5 Strongly Independent Sequence of Modified Jankov
Formulas—Jankov’s Method for Predicate Logics

In this section, we show the following Lemma9.9, and then the main Theorem
(Theorem 9.4). Recall that {H;}, -, is the sequence of finite subdirectly irreducible
Heyting algebras introduced in Sect.9.3.2 and that {H;}; -, satisfies three conditions
(A1), (A2) (in Sect.9.3.1), and (A3) (in Sect.9.3.2).

Lemma 9.9 {QJMH,)}; -, is strongly independent.

For the proof, we use algebraic Kripke sheaf semantics for super-intuitionistic
predicate logics. The algebraic Kripke sheaf is a framework for extended semantics
obtained from a Kripke base equipped with a domain-sheaf and a truth-value-sheaf .
A domain-sheaf is a covariant functor which integrates interpretations of equality
into Kripke semantics for predicate logics.® A truth-value-sheaf is a contravariant
functor which provides each possible world with an algebraic structure of “truth
values” at the world.” In this paper, we use a simplified version of algebraic Kripke
sheaves, called Q2-brooms, and apply a result in Suzuki (1999).

In Sect.9.5.1, our simplified algebraic Kripke sheaf semantics is introduced. In
Sect.9.5.2, toolkit (a definition, lemmata, and notation) needed later is presented. In
Sect.9.5.3, we prove Lemma 9.9 and then Theorem 9.4.

9.5.1 Special Algebraic Kripke Sheaves

Definition 9.11 (cf. Suzuki 1999) A Kripke base M can be regarded as a category
in the usual way. A covariant functor D from a Kripke base M to the category of all
non-empty sets is called a domain-sheaf over M, if D(0Op;) is non-empty. That is,

6 Dragalin (1988) and Gabbay (1981) introduced Kripke frames with the equality, each of which is a
Kripke frame equipped with a family of appropriate equivalence relations on the individual domains
as the interpretation of equality. A pair K = (M, D) of a Kripke base M and a domain-sheaf D over
M is called a Kripke sheaf (for super-intuitionistic predicate logics). Each Kripke sheaf is obtained
from a Kripke frame with the equality as the quotient sets of domains by the equivalence relations
together with the family of canonical projections.

7 In the original Kripke semantics, each possible world has two possibilities for each formula: true
or not-true. In this setting, from a viewpoint of algebraic semantics, each possible world has 2 as
the set of truth values. Instead of 2, we take an algebra P(a) for each a (¢ M) as the set of truth
values at a (cf. Suzuki 1999).
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(DS1) D(Oyp) is a non-empty set,

(DS2) for every a,b € M with a <y b, there exists a mapping D, : D(a) —
D(b),

(DS3) Dg, is the identity mapping of D(a) for every a € M,

(DS4) D, = Dpc o D,y forevery a,b,c €e M witha <y b <py c.

Intuitively, D(a) is the set of individuals at the world a € M. Foreachd € D(a) and
each b € M with a <y b, the element D,;,(d) € D(b) is said to be the inheritor of
d at b. According to this intuition, each A (¢ L[D(a)]) with a <y b has its unique
inheritor AP» (¢ LID(b)]). The AP» is denoted simply by A, ;. In this paper, we
deal only with domain-sheaves with the following additional condition:

o (=1{0,1,...}) ifa =0y,

(DSS5) foreverya e M, D(a) = { 0} otherwise.

Thus, D,;’s are trivially determined as follows:

. Jiifa=b=0m,
Dap (i) = {O otherwise,
forevery i € D(a). Then, for every a # Oy, the inheritor A, , of A € L[D(a)] ath
is identical to A.

The category H of all non-degenerate complete Heyting algebras with arrows
being complete monomorphisms between complete Heyting algebras. A contravari-
ant functor P from a Kripke base M to the category H is called a truth-value-sheaf
over M. That is,

(TVS1) P, is a non-degenerate complete Heyting algebra: P(a) =
(P(a), N, U%, —2,0%, 1),

(TVS2) for every a, b € M with a <y b, there exists a complete monomorphism
Pup 2 P(b) — P(a),

(TVS3) P,, is the identity mapping of P (a) for every a € M,

(TVS4) P,. = P, 0 Py foreverya,b,c e Mwitha <y b <y c.

A triple K = (M, D, P) of a Kripke base M, a domain-sheaf D over M, and a
truth-value-sheaf P over M is called an algebraic Kripke sheaf . Intuitively, P (a) is
the set of truth values at a. If a <y b (i.e., b is accessible from a), the P,;, sends
computations of truth values in P (b) into P(a).

Let Qbe {l/n;n=1,2,...}U{0}. With the natural ordering, <2 is a complete
Heyting algebra having the greatest element 1 and the least element 0. The lattice
order on €2 is denoted by <g or simply <. In this paper, we deal only with algebraic
Kripke sheaves with the following condition:

Qifa = OM,

(TVSS) foreverya e M, P(a) = { 2 otherwise.
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Thus, P,;’s are essentially set-inclusions up to the identification: 1, = 1 = 1g and
02 = 0 = Og. Then, our algebraic Kripke sheaves are characterized by the Kripke
base M. Moreover, by (DS5), we may regard our algebraic Kripke sheaf as a Kripke
frame for propositional logics, except at the least element Oy of its Kripke base. To
make the difference clear, we will call an algebraic Kripke sheaf satisfying (DS5)
and (TVS) an Q-broom. An Q-broom having M as its Kripke base is denoted by
BM).

A mapping V which assigns each pair (a, A) of ana € M and an atomic sentence
A € L[D(a)]to an element V (a, A) of P(a) is said to be a valuation on (M, D, P),
if a <m b implies V(a, A) < P, (V (b, Ay b)), where < is the lattice order of
P(a). In our setting, P(a)’s are all trivial subalgebras of 2 = P(On), and P,’s
are set-inclusions. Thus, this condition can be written simply as: a <y b implies
Via, A) <q V(b, A, ). We extend V to the mapping which assigns to each pair
(a, A) of an @ € M and a sentence A € L[D(a)] an element V (a, A) of P(a) as
follows:

Va,ANB)=V(a,A)NV(a, B),

Va,Av B)=V(a,A)UV(a, B),

V(Cl, AD B) = mb;agMb(V(bv Aa,b) - V(b, Ba,b)),
V@, =A) = Npaeys(V B, Aap) = 0),

V@, YxAG) = Moy Nucni V B Aas @),
Via,3IxA(x)) = UueD(a) V(a, A(n)).

Note that operations of Heyting algebra in the right hand sides are those of 2. In the
original definition in Suzuki (1999), these induction steps, especially of D, —, and V,
are slightly more complicated. However, by the virtue of (TV5), these simple steps
work well.®

A pair (8, V) of an Q-broom B and a valuation V on it is said to be an Q-broom
model (in the general case, an algebraic Kripke-sheaf model). A formula A of L is
said to be frue in an Q-broom model (B, V), if V (Oum, A) = 1. A formula of £ is said
to be valid in an Q-broom B, if itis true in (B, V') for every valuation V on 8. The set
of formulas of £ that are valid in B is denoted by L(8B) . The following propositions
are fundamental properties of algebraic Kripke sheaf semantics (cf. Suzuki 1999).

Proposition 9.7 (cf. Proposition9.5) For every Q-broom model (B(M), V), every
a,b € M, andeverysentence A € L[D(a)], ifa <m b, thenV (a, A) <q V(b, Ay ).

Proposition 9.8 (cf. Propositions 9.4 and 9.6) For each Q2-broom B, the set L(B) is
a super-intuitionistic predicate logic.

8 In Suzuki (1999), the N, U, —, 0 must have appropriate superscripts -¢ and -?, and appropriate
P,p’s in front of V’s in the right-hand sides.
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9.5.2 Toolkit for -Brooms

Definition 9.12 (cf. Suzuki 1999) Let M be a finite Kripke base. Take the Jankov
formula J(O(M)) and replace all occurrences of p,,,, in J(OM)) by F (ie.,
Ax(p(x) D Vyp(y))). Then, we denote the resulting sentence by J(M; F).

The following Lemma gives the relationship between QJ(O(M)) and J(M; F)
in Q-brooms.

Lemma 9.10 In every Q-broom, the sentence (g D Axr(x)) D Ix(q D r(x)) is
valid, where q and r are a propositional variable and a unary predicate variable,
respectively.

Proof Let C and D be ¢ D 3xr(x) and Ax(g D r(x)), respectively. Let V be an
arbitrary valuation on an Q-broom B(M) = (M, D, P). Note that for each b # Oy,
we have that V (b, 3xr(x)) = V (b, r(0)) and that the inheritor r (i)o,, » of r(i) at b
is r(0) for every i € @ = D(Om). Then, for every b # Oy, we have

V(b.C)=[\(V(c.q) = V(e.Ixr(x)) : ¢ > b}

=(\V(c.q) > V(e r(0) ; ¢ > b}
=V(b,q D r(0))

= V(b,3x(g D r(x)))

=V(b, D) .

Hence, itholds that V (Op, C D D) =) [{V(OM, C)—> VOm, D)}U{V(D,C) —>
V(b,D); b +# OM}] = V(Opm, C) — V(0m, D). Therefore, it suffices to show that
V(Om, C) < V(Oum, D). Let us check the value V (Op, C):

V(Om, C)
= V(Om, g D Ixr(x))

= ﬂ{V(a,q) — V(a,3xr(x)) ; a € M}
=MV Oum. ) = V(Ou. Fxr(x))} UV (b, q) — V(b Ixr(x)) : b # Oni}]
= ﬂ [{V(Om, @) = V(Op, 3xr(x)) U{V (b, q) > V(b,r(0) ; b # Om}] .

We have two cases: (1) V(b,q) — V(b,r(0)) =0 for some b # Oy, and (2)
V(b,q) - V(q,r(0)) =1 forevery b # Om.

Suppose that (1) holds. Since 0 belongs to {V (b, g) — V (b, r(0)) ; b # Om}, we
have V (Op, C) = 0 < V(Om, D). Next, suppose that (2) holds. Since {V (b, g) —
V(b,r(0)); b #0m} = {1}, we have V(Om, C) = V(Om, g) = V(Onm, Ixr(x)).
Since V(Op, 3xr(x)) = max;c,{V(Om, r(i))}, there exists an iy € w such that
V (Om, 3xr(x)) = V(Om, r(ip)). Hence, it holds that
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[ VO (i) if VOy. 7o) < V Oy, @),
Y Ou. €) ‘{ £V (Or. @) < V (O, r(io)).

To calculate V (Op, D), we put
vi = V(Om, g Dr@))
for each i € w, and we have V (Op, D) = max;¢, v;. Let us check the value v;:

vi =V (Om, g D)
=V, q) > V@, roy.a) ; a €M}
= ([{VOm. ) > VOm, ri)} U V(b q) > Vb, 7(0)) ; b # Om}] -

By the assumption (2), it holds that {V(b,q) — V(b,r(0)) ; b # Om} = {1}.
Therefore, we have v; = V(Om, g) — V(Oy, 7(0)). If V(Ou, 7(ig)) < V(Om, q),
we have V(Om, C) = V(Owm, 7 (ip)) = vi, < maX;e, Vi = V(Om, D). If V(Oum, q) <

V(Om, r(ip)), we have v;; = 1 = V(Om, D) > V(Owm, C). O

From this Lemma and Proposition 9.8, it follows that (A D IxB(x)) D Ix(A D
B(x)) is valid in every 2-broom model, where A does not contain x as a free variable.
Thus, we have the’

Lemma 9.11 In every Q-broom model, J(M; F) D QJ(O(M)) is valid.

Next we recall a Lemma in Suzuki (1999). We describe the Lemma in the setting
of the present paper.'® This Lemma asserts that QJ(O(M)) and J(M; F) have a
property similar to that of the original Jankov formula shown in Lemma9.1.

Lemma 9.12 (¢f Lemma9.1 and Suzuki 1999; Lemma 4.10) Let M be a finite
Kripke base such that O(M) satisfies the condition (A3) in Sect.9.3.2. For each Q2-
broom B(N) with N having at least two elements, if QJ(OM)) ¢ L(B(N)), then
OM) is embeddable into a quotient algebra of O(N).

Proof (Sketch) Suppose that QJ(O(M)) ¢ L(B(N)). Then, by Lemma9.11, we
have J(M; F) ¢ L(B(N)). Since J(M; F) is obtained from J(O(M)) by replacing
Dy DY the sentence F, the original Jankov formula J(O(M)) is not valid in B(N).
This implies that J(O(M)) is not valid in the Heyting algebra'! (O(M) / *) ® Q2

9 Since Ix(g D r(x)) D (g D Ixr(x)) is provable in H,, it follows that (¢ D Jxr(x)) and Ix(g D
r(x)) are equivalent in every ©2-broom model. Thus, J(M; F) is equivalent to QJ(O(M)) in every
Q-broom.

10 The condition (A3) is denoted by (#) in Suzuki (1999). In Lemma 4.10 of Suzuki (1999), F is
replaced by an arbitrary sentence.

1 The algebra (O(M)/ * ) @ Q is the sum of O(M) /x and 2. Here, O(M) /« is the quotient algebra
of O(M) modulo * = [xom)), Where [xoa) is the filter generated by the second greatest element
*om) of O(M)). Note that (O(M) / * ) @ Q is denoted by O(M) <1 Q in Suzuki (1999).
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From Lemma9.1, it follows that O(M) is embeddable into a quotient algebra of
(O(M) / * ) @ Q2. By (A3), we have that O(M) is embeddable into a quotient algebra
of ON). O

Lemma 9.13 Let M be a finite Kripke base. Then QJ(O(M)) is not valid in B(M).
Proof Let B(M) be (M, D, P). Define a valuation V by

lifae O,

for every a € M and every O € O(M), and

)1 if a # Oy,
Via, pi)) = { 1/G + 1) ifa = Oy,
for every a € M and every i € D(a). Take an a # Oy. Since V(a,Vyp(y)) =
Mp=a Vb, p(0)) =1, we have that V(a, F)=V(a, p0) D Vyp(y)) =
Mp=a(1 = VB, Yyp(¥) ) =(p=o V(b,Yyp(y)) = 1. Thus, it holds that
Via, p(0) DVyp(y)) =V(a, F) =1 for every a # Oy. Next, check that
V(Om, Yyp(¥) < (Nicw VOm, p(i)) =0. For a fixed ie€w, we have
that V(Om, p(0) D Yyp() = NyemtV (@, p()oy.a) = V(a, Yyp(y)} <
V(Om, p@@)) = V(Om, Vyp(y)) = 1/ + 1) — 0 = 0. Thus, wehave V (Om, F) =
0.

Consider an assignment v on O(M) defined by

v(po) = {a; V(a, po) = 1}if O # M\ {Om},
PO)=114:V(a, F) =1} if 0 =M\ {Om},

for every O € O(M). Then, v is nothing but the assignment vp, that makes the
Jankov formula not true in O(M).

Claim. Let X be a propositional formula having no propositional variable other
than {po ; O € O(M)}. By X', we denote the formula obtained from X by replacing
all occurrences of p.,y, by the sentence F. Then, we have V (a, X') € {0, 1} for
every a € M and that v(X) ={a ; V(a, X') = 1}.

This Claim can be proved by induction on the length of X. The Basis-part is
already clear by the discussion just after the definition of V. We check the Induction
Steps. Suppose that X is of the form Y D Z. Take an arbitrary a € v(Y D Z). Then
for every b > a, either b ¢ v(Y) or b € v(Z). By the induction hypothesis, we have
that {V (b, Y"), V(b, Z")} C {0, 1} forevery b € M, and v(Y) = {c; V(c,Y') = 1}
and v(Z) ={c; V(c, Z") = 1}. Thus, for every b > a, either V(b,Y') =0 or
V(b, Z') = 1. Therefore, we have V(b,Y') — V (b, Z') = 1 for every b > a, and
hence V(a, Y’ D Z’) = 1. Next take an arbitrary b ¢ v(Y D Z). There exists b > a
suchthatb € v(Y)and b ¢ v(Z). By the induction hypothesis, we have V (b, Y’) = 1
and V (b, Z') = 0. Thus, V(a, Y’ D Z') = 0. Therefore, for every a € M, we have
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Va,Y DZ)e{0,1}andv(Y D Z)={a; V(a,Y' D Z') = 1}. Other cases can
be proved similarly. This completes the proof of the Claim.

From this Claim, it follows that M = lpa) = v(/\SOM))) = {a ;
V(a, \ A(OM))) = 1}. Thatis, we have V(a, A\ A(O(M))) = 1 foreverya € M.

Note that V (Op, QJ(OM)) = max;c,{V (Om, /\ A(OM)) D (p(i) D Yyp()))}.
Let us check forani € w:

V(Om, /\ AOM)) S (p(i) > ¥yp(y)
=V /\ AOM))) = V(a. (p(i) D ¥yp())oy.a) : a € M}
= (V@ (p(i) D ¥yp(¥)oy.a) : @ € M}

< V(Om, p(i) D Vyp(y))
=0

Therefore, we have V (Oyp, QJ(OM)) = 0. O

As we already mentioned in Examples 9.1 and 9.2, we have the correspondence
between subdirectly irreducible Heyting algebras and Kripke bases. When they are
finite, we have more exact correspondence:

Fact 9.3 (1) For each finite subdirectly irreducible Heyting algebra A, the OP(A)
is isomorphic to A.
(2) For each finite Kripke base M, the POM) is isomorphic to M.

Thus, we may identify finite subdirectly irreducible Heyting algebras and finite
Kripke bases. In the rest of this paper, we denote by N; the Kripke base corresponding
to H; (i < w). Thatis, N; = P(H;) and H; = O(N;) foreachi < w.

9.5.3 Proofs of Lemma 9.9 and the Main Theorem

The proof of Lemma 9.9 proceeds similarly to the proof of Corollary 9.1 by the virtue
of the discussion of the previous subsection. Define L; = H, + QJ (H;) for each
i < w. We show that {L;}; -, is strongly independent. Pick an arbitrary iy € w. Then,
for every j # iy, the H; is not embeddable into any quotient algebra of Hj,. Thus,
by Lemma9.12, it holds that QJ(H;) € L(B(N;,))) for every j # io. Therefore,
U#io L; € L(B(N;,)). By Lemma9.13, we have QJ(N;) ¢ L(B(N,,))). Hence,
Li, € U, 4, L. This completes the proof of Lemma9.9.

Theorem 9.4 (Main Theorem) There exits a continuum of PEI’s having disjunction
property but lacking existence property.

Proof By Lemma9.2, for every I C w, the logic H, + {QJ(H;) ;i € I} is a PEI
lacking EP. By Lemma9.6, for every I C w, this logic has DP. By Lemma9.9,
{OJH;)}i -, is strongly independent. Thus, we have the conclusion. [l
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By examining the definition of {QJ (H;) ; i < w}, we have shown that {QJ(H;) ;
i < w}1is arecursively enumerable sequence of concrete predicate axioms schemata.

Corollary 9.4 There exits a continuum of PEI’s having none of DP and EP.

Let Lin* be (g(x) D q(y)) V (g(y) D g(x)), where g is a fresh unary predicate
variable. Then, it is obvious that H, + Lin™ is a PEI without DP. We have the

Lemma 9.14 Lin* is valid in every Q-broom B.

Proof Let V be a valuation on B(M). If a € M and a # Oy, the inheritors
of Vy((p(i) D p(y)) vV (p(y) D p(i)), (p@) D p(j)) vV (p(j) D p(i)),and p(i) D
p(j) € LIDOw)] at a are Vy((p(0) D p(y)) Vv (p(y) D p(0)), (p(0) D p(0)) v
(p(0) D p(0)),and p(0) D p(0), respectively. Clearly, V (a, p(0) D p(0)) = 1,and
hence for a # Oy,

Via,Vy((p(0) D p(y) VvV (p(y) D p(0))))
= ﬂ{V(b, (p(0) D p0) Vv (p0) D p(0)); b > a}
=1.

And also,

V(Om, p() D p(j))
= [V @, p(®) = V(b, p(0)) ; b # O} UV Om, p(i)) = V(Om, p())}]
=V(Om, p()) = VOm, p(j)).

Therefore,

V(Om, Lin®) = V(Om, (p(i) D p(j) v (p(j) D p(i)))
=VOm, p) > p() U V©Om, p(j) D p@))
= (V(Om, p(D) = V(Om, p()) YU (V(Om, p(j)) = VOm. p()))
=1

Thus, Lin* is valid in B(M). O

Let us consider the sequence {Lin* A QJ (H;)}; ., of sentences. Then, by putting
K, =H, + Lin* A QJ(H;) (i < w), we can show that {K;}; _,, is strongly indepen-
dent. It is clear that for every non-empty subset S of {K; ; i < w}, the logic S
fails to have DP and EP. This completes the proof of Corollary 9.4.'

Note that the sequence {Lin* A QJ (H;)}; -, is recursively generated.

12 In fact, Corollary 9.4 can be shown as a corollary to the proof in Suzuki (1995; p. 184). Let F
and W be AxAy(p(x) A p(y) D Vzp(z)) and \/?:l(q(x,-) O \/j#i g(x;)), respectively. By putting
H, + F + VVZ as L iI)V Suzuki (1995; p. 184), we can show that there exists a Conti~nuunﬂl’ of logics
between H, + F + W5 and H, + (3xp(x) D Vxp(x)) V (r vV —r). Since H, + F + W, fails to
have DP and EP, all of these logics lack EP and DP. Note that H,, + (3xp(x) D Vxp(x)) V (g V —q)
is the greatest PEIL.
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9.6 Concluding Remarks

We constructed a recursively enumerable set of concrete predicate axiom schemata.
By adding these schemata to H,, we obtained a strongly independent sequence of
predicate extensions of intuitionistic; and this sequence yields a continuum of pred-
icate extensions of intuitionistic logic each of which has DP but lacks EP.

This result suggests that although PET’s are living near to intuitionistic logic, the
diversity of their nature seems rich. In other words, logics among PEI’s are fascinating
from the logical point of view and yet to be explored.

We have four types of continua of logics: “with EP and DP,” “without EP and DP,”
“with DP but without EP,” and “with EP but without DP.” Other than the last one,
three of them can be obtained by recursively enumerable construction of concrete
axiom schemata. Recall that DP ad EP are regarded as “hallmarks” of constructivity of
intuitionistic logic. It seems interesting that continua of logics with/without properties
closely related to constructivity are constructively generated by sequences of axiom
schemata. However, for the continuum: “with EP but without DP,” we do not have
such a sequence of axiom schemata. So we pose a

Problem. Does there exist a recursively enumerable and strongly independent
sequence of axiom schemata such that all the logics yield by this sequence are PEI's,
have EP, and fail to have DP?

‘We make two Remarks on the consideration of the Problem.

Remark 9.1 As shown in Suzuki (2021), if an intermediate logic L has EP, then L
has DP, provided that L has a very weak DP: L = A v (p(x) D p(y)) impliesL - A
whenever A contains no occurrence of the symbols: p, x, and y. Note that this weak
DP seems natural for reasonable logics such as logics complete with respect to a
class of Kripke bases or to a class of complete Heyting algebras. (Even classical
logic possesses it.) Thus, it is not straightforward to create semantically a logic that
has EP and does not have DP

Remark 9.2 In Suzuki (2021), we gave a method to create a PEI with EP but without
DP from a given logic with EP. Let H* be the superintuitionistic predicate logic H +
dxp(x) D Vxp(x), where p is a unary predicate variable. Then, H* is the greatest
superintuitionistic predicate logic having the same propositional part as H. If L is an
intermediate predicate logic having EP, then L. N H* has EP but lacks DP, provided
that L is NOT a PEIL

If we try to use this method to solve the problem affirmatively, we need appro-
priate logics with EP. Ferrari and Miglioli (1993) gave a continuum of intermediate
predicate logics having both of EP and DP. These logics are all not PEI’'s. However,
their logics are non-recursively generated. Hence, the resulting logics by this method
are not recursively generated. We cannot use their logics to solve the Problem. On
the other hand, (Suzuki 1999)’s strongly independent sequence are recursively gen-
erated, but we cannot apply the method to them, because these logics are PET’s (they
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are fixed points of the A-operation. cf. Suzuki 1996). Hence, we cannot use these
logics neither.
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10.1 Introduction

Vadim A. Yankov is well-known as a mathematical logician and philosopher, a spe-
cialist in constructive logic, and a pupil of Andrei A. Markov (1903-1979), who
established the Russian school of constructive mathematics and theory of algorithms.
He is also known for his political activity in USSR as a political dissident and former
political prisoner. However, his contribution to the history and philosophy of math-
ematics is not generally known. Part of his contribution was presented for the first
time by the author (Vandoulakis 2015).

Yankov’s contribution to the history of mathematical logic and the foundations of
mathematics is connected with his participation in Markov’s school and the founda-
tional debates in the Moscow milieu of mathematicians of the 20th century.

His first contribution concerns the preservation of Markov’s attitude towards
Luitzen Egbertus Jan Brouwer’s (1881-1966) intuitionistic mathematics that was
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exposed from the viewpoint of his (constructive) mathematics. Yankov succeeded in
making Markov’s views on Brouwer’s intuitionism public by suggesting exposing his
views in the endnotes to the Russian translation of Heyting’s Intuitionism (Heyting
1956) published in Moscow in 1965. These endnotes are the only historical record of
Markov’s views on Brouwer’s program of intuitionistic foundations of mathematics.

The second contribution concerns Yankov’s commentary on Aleksandr S. Yesenin-
Vol’pin’s’ (1924-2016) works related to ultra-intuitionistic foundations of mathe-
matics that were reprinted in a volume dedicated to Esenin-Vol’pin (Finn and Daniel’
1999).

There is a peculiar relation between Yankov, Markov and Esenin-Vol’pin. Their
general relation is conceptual since all of them held constructivist views on the foun-
dations of mathematics. However, Yankov followed Markov’s constructivist view-
point, whereas Esenin-Vol’ pin formulated his ultra-intuitionistic program proceeding
from the substitution of Markov’s principle of potential realizability with his con-
cept of factual (practical) realizability (Esenin-Vol’pin 1959). Thus, in some sense,
Esenin-Vol’pin’s program was formulated as a more strict finitistic alternative to
Markov’s program of constructive mathematics.

On the other hand, their relation also involves a political aspect: in 1968, Yankov
and Markov co-signed the famous letter of the 99 Soviet mathematicians addressed to
the Ministry of Health and the General Procurator of Moscow asking for the release
of imprisoned Esenin- Vol pin (Finn and Daniel’ 1999, 328-330). As aresult, Yankov
lost his job at the Moscow Institute of Physics and Technology (MIPT).

10.2 Logic and Foundations of Mathematics in Russia
and the Soviet Union and the Rise of Constructive
Mathematics

Before proceeding to the appraisal of Yankov’s contribution, we will outline the
historical background against which Yankov and Esenin-Vol’pin developed their
activities. Generally, we will describe the context within which foundational debates
and constructive mathematics were advanced in Russia and especially during the
Soviet era.

It appears to be an enigmatic question, how constructive mathematics appeared in
the Soviet Union. Hostile attitudes towards logic were widespread during the Soviet
era; they can be traced back to medieval Rus’. The view that logic was a product of the
West alien to the Slavic mentality was propounded by Pyotr Chaadaev’s (1794—1856)
declaration that “the syllogism of the West is unknown to us” (Chaadaev 1991, I,
93). Nevertheless, scholastic logic was introduced in Muscovite Rus’ by Sophronios

! Transliterated also as Esenin-Volpin, Yessenin-Volpin, and Esénine-Volpine.
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Leichoudis (1652-1730), who taught for the first time a systematic course of Aris-
totelian logic in the Moscow Slavo-Graeco-Latin Academy in 1690 (Vandoulakis
2014).

During the 18th century, traditional logic was included as a necessary subject in
the university curricula. The founding decree of the Moscow University explicitly
states that the professor of philosophy must also teach logic (Vernadsky 1972, 389).
Further, traditional Aristotelian logic was also introduced in the Corps of Noble
Cadets, established in 1731. During the second half of the 18th century, textbooks in
traditional logic were compiled by Russian authors, such as prefect of the Moscow
Slavo-Graeco-Latin Academy Makary (Mark) Petrovich (1734-1765), Aleksandr
Nikolsky (1755—-1834) and others (Anelis 1992, 30-32).

Beginning from the Petrine era (1682—1725), we observe a shift of interest from
the traditional logic to research in the field of logic current in the West, namely in
the algebra of logic. Platon S. Poretsky (1846—1907) is possibly the most notable
representative of Russian researchers in the algebra of logic with several significant
contributions (Bazhanov 2007, 147—-163). Euler’s best-known contribution to logic
is the logic diagrams, called Eulerian circles, invented in Berlin. They are part of
his famous Lettres a une Princesse d’Allemagne, written between 1760 and 1762
and addressed to Friederike Charlotte of Brandenburg-Schwedt and her younger
sister Louise. However, their first publication (Euler 1768) occurred while he was
in Saint-Petersburg. Research beyond the sphere of traditional logic was initiated by
Alexander N. Radishchev (1749-1802), who advanced a logic of relations that is
absent in traditional Aristotelian logic (Silakov and Stiazhkin 1962, 15).

During the 19th century, foundational studies were advanced at Kazan Univer-
sity. They concern Lobachevsky’s studies in the foundations of geometry, notably
the advance of an ‘imaginary’ geometry based on a negation of the axiom of par-
allels. Following a similar way (Béziau 2017), and working within the framework
of Aristotelian logic, but simultaneously criticising traditional Aristotelian logic and
the contemporary algebra of logic, Nikolai A Vasiliev (1880-1940) advanced an
‘imaginary’ logic without the laws of contradiction and excluded middle (Vasiliev
1989). His contribution marks the beginning of non-Aristotelian logic in Russia
(Bazhanov 2001, 2016). However, it also marks the beginning of foundational stud-
ies in logic. Nikolai N. Luzin (1883-1950) viewed Vasiliev’s logic as logic without
Law of Excluded Middle and thereby as anticipation, in a certain sense, of Brouwer’s
(1881-1966) intuitionistic logic (Vandoulakis and Denisova 2020, 21-22).

Besides, an intellectual contact between the Russian logicians with Western devel-
opments in the field of foundational studies was established by many translations.
Among them, the debate between Louis Couturat (1868—-1914) and Henri Poincaré
(1854-1912) on logicism that took place in the Revue de Métaphysique et des Morales
(Poincaré 1905, 1906) became known in Russia in 1915 (Poincaré and Couturat
2007). Couturat’s Les Principes des Mathématiques (1905a) was translated and pub-
lished in Saint Petersburg in 1913, and his L’Algébre de la logique (1905b) in Odessa
in 1909. Bernard Bolzano’s (1781-1848) Paradoxien des Unendlichen was published
in Odessa in 1911 (Bolzano 1851).
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After 1918, several crucial developments in logic remained unknown for a long
time, such as the work of Gottlob Frege (1848-1925) and the functional approach to
logic. Frege’s works became a subject of study quite later, in 1959 by Boris V. Bir-
jukov (1922-2014), on the suggestion of Sofia A. Yanovskaya (1896-1966). Hence,
during the early Soviet era, there was no immediate experience of the sensational
situation with the discovery of logical paradoxes in Frege’s system and the subse-
quent formulation of competent foundational programmes for the reconstruction of
mathematics. Instead, logic and foundational studies had a relatively independent
development and were centred around two central axes:

(1) The challenge of the universal validity of the laws of logic.

(2) The doubts against the abstraction of the actual infinite, which included the
concept of the actual infinite of the series of natural numbers and the involvement
of the axiom of choice in the continuum.

The questions around the first axis appear mainly in logic by challenging the laws
of contradiction and excluded middle initiated by N.A. Vasiliev. The second group of
problems appear in the circles of the Moscow school of theory of functions, notably
in the works of N.N. Luzin (1883-1950).

N.N. Luzin adopted a decisive view against the actual infinite, including the infin-
ity of the set of natural numbers. His views were formed under the influence of the
French function theorists, notably Emile Borel (1871-1956), in 1905-06 (Demidov
2018a,b). In a letter to Pavel A. Florensky (1882-1937), dated August 1915, Luzin
writes

“There is no actual infinite! When we dare to talk about it, in fact,
we always talk about the finite and about the fact that after n there is
n+1 ...; that’s all!” (Demidov 2018a, 342 (my translation)).

The same idea is repeated in his Lecons sur les ensembles analytiques et leurs
applications

“Ce que nous appelons l’infini actuel, ce n’est (ou ne serait) que le
fini fixe et tres grand” (Lusin 1930, 322).

Further, to Luzin is ascribed the following bold statement

“The series of natural numbers does not seem to be an absolutely
objective structure. It seems to be an artifact of the brain of the math-
ematician who happens to be speaking about the natural numbers”
(Demidov, S. S.; Levshin 2016 (1999), 12).

‘What is meant is the actual infinite of the series of natural numbers, which Luzin
views as a creation of a mathematician’s mind.

By referring directly to Luzin, Pyotr Konstantinovich Rashevsky (or Rashevskii)
(1907-1983) states some original reflections on the nature of the series of natural
numbers. In his view, the mathematical idea of the actual infinite of natural numbers
is unnecessary in natural science. Physicists need a mathematical theory of natural
numbers, in which the numbers could acquire a “blurred meaning” when they become
too great. For a mathematician, adding a unit changes the number. However, what
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changes for a physicist if a molecule is added into a container with gas? If we adopt
this idea, we must abandon our standard concept that any number of the natural
series can be obtained by successive counting of units. Rashevsky notes that this
conception challenges the principle of mathematical induction, and the ‘“numbers”
of such a hypothetical natural series would be objects of another nature (Rashevsky
1973, 244). These reflections anticipate in some sense Esenin-Vol’pin’s ideas on the
natural series and his criticism of the principle of mathematical induction, but also
ideas advanced within the strict finitist approach concerning the sorites paradox and
vague predicates (Magidor 2012; Dean 2018).

Ideological hostility towards logic and the philosophy of mathematics did not
favour the development of mathematical logic and the discussion on foundational
problems during the early Soviet period. How then a whole trend in the foundations of
mathematics suddenly appeared, notably Andrei A. Markov’s school of constructive
mathematics and theory of algorithms? Nagorny points out that Markov’s switch to
constructivism happened at the end of World War II, when ideological pressure was
intense, leading to denouncing several sciences, such as cybernetic and mathematical
logic (Nagorny 1994, 469).

Kolmogorov is commonly considered as starting point in the history of mathe-
matical logic and foundational studies in the Soviet Union (Mints 1991), marked by
his seminal paper on the principle of excluded middle (Kolmogorov 1925), in which
the classical propositional calculus is embedded into an intuitionistic system, called
later “the minimal (propositional and predicate) calculus”. However, this is not the
whole historical picture. We showed above that there was a constant interest in logic
and the foundations of mathematics since the 19th century. This current continues
during the early Soviet era. However, it was underground, unofficial, and has not been
adequately described in histories of mathematical logic in the Soviet Union, which
focus on the demonstration of the commitment of Soviet logicians working in the field
of the foundations to the ‘orthodoxy’ of Marxist ideology (Kiing 1961; Bochenski
1961, 1973; Bazhanov 1995). Information about this period is very scarce. Much
evidence was communicated in personal memories and very often in oral narratives.
For instance, Izabella G. Bashmakova (1921-2005) recalled that A.N. Kolmogorov
hosted an informal “seminar” or gathering at his home before the Department of
Mathematical Logic at the Moscow Lomonosov University was established in 1959.
Markov was a regular participant of it. Alexandr S. Kuzichev, a specialist in combi-
natory logic, also confirmed the work of this seminar. However, it is unknown what
topics were discussed in these gatherings, for how long it functioned and how regular
it was.

Nevertheless, it is historically confirmed that there was a standard practice during
the Soviet period to discuss topics of common interest, be it mathematics, science,
or literature, in an informal environment of unofficial gatherings of people who get
together, called ‘kruzhki’ (literally, little circles). In Moscow, there were circles led
by Kolmogorov, Alexandrov, Markov, Gelfand and others (Gerovitch 2013, 2016).
Kushner mentions a gathering in the mid-1960s, in a dacha near Moscow, where 1.G.
Bashmakova, A.S. Kuzichev, S.A. Yanovskaya and himself were attending Markov’s
reading of his poems (Kushner 1993, 183). In St. Petersburg (Leningrad), the history
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of mathematics circles was described by Fomin et al. (1996). These circles func-
tioned outside the official mainstream and served as underground forums of open
discussion and dissemination of knowledge.? Therefore, an underground current of
an unrecorded oral tradition of mathematical logic and the foundations of mathemat-
ics remained alive during the Soviet era, which was a significant factor in creating
the most remarkable generation of mathematical logicians.

On the other hand, the official environment remained hostile to mathematical
logic and the major foundational programmes for years. Philosophers of mathe-
matics, like Vladimir Nikolaevich Molodshij (1906-1986), were directly opposite
to Platonism underlying George Cantor’s set-theoretic “paradise”, but also criti-
cal to the ideas of the French “effectivists,” like Emile Borel (1871-1956), Henri
Lebesgue (1875-1941), René-Louis Baire (1874—1932), which were close to some
of Brouwer’s ideas. Their ideas were perceived as “subjective idealism” and a vari-
ation of Ernst Mach’s (1838—1916) philosophy of science (Molodshij 1938, 53, 78).
The hostility was strengthened by the fact that Nikolai Nikolaevich Luzin (1883—
1950), who was viewed as an adherent to the ideas of the French “effectivists” was
accused as “active counter-revolutionary” and persecuted (Molodshij 1938, 78—84;
Demidov and Levshin 1999). Thus, David Hilbert’s (1862—1943) formalistic phi-
losophy and Brouwer’s intuitionism were officially considered trends of idealistic
philosophy (Molodshij 1938, 35). Even such a notable mathematician as Aleksandr
Yakovlevich Khinchin (1894-1959) did not escape from a subjective exposition of
Brouwer’s ideas (Khinchin 1926).

The change of the official attitude against mathematical logic in the Soviet Union
is substantially associated with the activities of two scholars working outside the
field of logic, namely in the history and methodology of mathematics, notably Sofya
Aleksandrovna Yanovskaya (1896-1966) and Adolf Pavlovich Yushkevich (1906—
1993). Sofya Yanovskaya was one of Yushkevich’s teachers in the gymnasium when
the Yushkevich family returned to Odessa after 1917.

Yushkevich translated Herman Weyl’s (1885-1955) book Philosophie der Math-
ematik und Naturwissenschaft under the concise title On Philosophy of Mathematics
(Weyl 1934) with an introduction by Yanovskaya that for long remained in the Soviet
Union a primary source of information about the Western developments in the phi-
losophy of mathematics. Thus, Brouwer’s ideas became initially known to the Soviet
scholars through Weyl’s perception of them. Two years later, Yushkevich translated
Heyting’s Survey of Research on Foundations of Mathematics (Heyting 1936) with
an introduction by Kolmogorov.

Yanovskaya was the editor in Russian of classical logical Western books, such as
David Hilbert and Wilhelm Ackermann’s (1896—1962) Grundzuge der Theoretischen
Logik (Hilbert and Ackermann 1928) in 1947, Alfred Tarski’s (1901-1983) Intro-

21t seems that this practice was also popular in other countries of the Soviet block. For instance,
the Hungarian mathematician Dénes Nagy remembers a similar kind of “seminar” or gathering
on history of mathematics, which he regularly visited, hosted by classical scholar and historian of
mathematics Arpad Szab6 (1913-2001) at his home. Despite his international recognition, Szabé
was persecuted by the Hungarian authorities because of his support to the Hungarian Uprising of
1956.



10 On V. A. Yankov’s Contribution to the History of Foundations of Mathematics 253

duction to the Logic and Methodology of Deductive Sciences (Tarski 1940) in 1948,
George Pélya’s (1887-1985) Mathematics and Plausible Reasoning (Pélya 1954) in
1957, Rudolf Carnap’s (1891-1970) Meaning and Necessity (Carnap 1947) in 1959,
Alan Turing’s (1912-1954) “Computing Machinery and Intelligence,” (Turing 1950)
translated as Can Machines Think? in 1960. Moreover, Yanovskaya delivered for the
first time a course on mathematical logic in the Faculty of Mathematics and Mechan-
ics at the Moscow Lomonosov University in 1936 and established a research seminar
there in cooperation with Ivan Ivanovich Zhegalkin (1869-1947) and Pyotr Sergeye-
vich Novikov (1901-1975) in 1943. In 1957, Novikov became the head of the newly
established department of mathematical logic at the Steklov Mathematical Institute
of the USSR Academy of Science. In 1959, Markov became the head of the newly
established department of mathematical logic at the Moscow Lomonosov University
and joined the leadership of the seminar. These developments mark the institutional-
isation of mathematical logic as a recognised mathematical discipline in the Soviet
Union.

Gradually, the anti-Platonic orientation of Brouwer’s philosophy of mathematics
started to be attractive to Soviet philosophers because it was considered compatible
with the principles of dialectical materialism. During the thaw, severe criticism gave
its place to efforts to release the mathematical content of Brouwer’s intuitionism
from his general philosophical viewpoint. In this line, Brouwer’s concept of intuition
was studied, particularly by the Soviet philosopher Valentin Ferdinandovich Asmus
(1894-1975) (Asmus 1963) who distinguished intuition as used in mathematical
problems and mathematical creative imagination from intuition used in philosophical
contexts, which is irrelevant to mathematics.

10.3 Yankov’s Contribution to the History of Constructive
Mathematics

During the 1950s, Markov’s constructive mathematics was flourished and started to
be perceived as an approach on foundations of mathematics alternative to intuition-
ism. However, in the absence of rival foundational programmes in the Soviet Union,
such as logicism, formalism, and intuitionism in the West, Markov’s constructive
mathematics cannot be viewed as a direct reaction to the logical paradoxes. It orig-
inates from the debates on the concept of actual infinite, which were developed in
the Moscow school of the theory of functions that go back to Luzin and his circle
(Demidov 2018a,b). Although Markov’s constructive mathematics can be consid-
ered as a variation of intuitionistic mathematics (Troelstra and van Dalen 1988, 1,
3-4), the source out of which it came was Markov’s research in applied mathematics,
notably on the theory of normal algorithms which he mainly advanced while he was

3 Yanovskaya was attacked by V.P. Tugarinov and L.E. Majstrov (1950) for these two publications,
and was compelled to reply to the critics (Yanovskaya 1950). See also Yanovskaya’s reply to Iwasaki
(1977) on a number of related questions.
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in Leningrad in the course of his research on the identity problem for semigroups
(Markov 1954a).

Markov’s constructivism has never acquired the status of a trend in Soviet phi-
losophy of mathematics. No ‘constructivist philosophy of mathematics’ was ever
formulated neither by Markov or his followers nor by the Soviet philosophers of
mathematics. This fact was partly caused by the reluctance of the mathematicians of
Markov’s school, including Markov himself, from publicly expressing their philo-
sophical views. They preferred to remain on the solid ground of mathematical proving
activity. This stance was reasonable, provided that Markov became a target of attacks
by philosophers and mathematicians, ardent champions of Marxist philosophy, as
Nagorny reports (Nagorny 1994, 469).

Moreover, the school included repressed and persecuted mathematicians, such
as Nikolai M. Nagorny (1928-2007), who was sent to a GULAG camp with his
wife (as they revealed to me in 1990), Vadim A. Yankov, and others. None of
Markov’s pupils became a professor at the department of mathematical logic of
the Moscow Lomonosov University or a fellow at the Steklov Mathematical Insti-
tute of the Academy of Sciences (Nagorny 1994, 469). Vadim Yankov was involved
in the dissident movement, arrested in 1982 and sentenced to four years in prison
and three years in exile. He was given amnesty and released in January 1987, and
rehabilitated on 30th October 1991.

Boris Abramovich Kushner (1941-2019) indicates that Markov had a concep-
tion of constructive mathematics. Kushner witnessed a curious encounter between
Markov and Errett Albert Bishop (1928-1983) in 1966 during the International Math-
ematical Congress held in Moscow. He recalls that when he was ready to enter the
office of the department of mathematical logic on the sixteenth floor of the main
building of the Moscow Lomonosov University, he heard voices inside, and Bishop
rushed out, followed by Markov with an enigmatic smile and one of his closest
associates (whom Kushner does not name) who repeated excitedly “But he has no
standpoint!” Kushner implies that a debate between Markov and Bishop was taken
place during which it was revealed that Markov had a philosophical or methodolog-
ical standpoint, whereas Bishop was concerned with “live” mathematical activity
without following any elaborate conception (Kushner 1993, 188-190).* However, if
Markov had some philosophical or methodological viewpoint, as Kushner implies,
what this ‘constructivist’ viewpoint was?

4 That Bishop lacked any methodological standpoint is a rather exaggerated claim. Kushner does not
ascribe this view to Markov, but to his anonymous associate. The first chapter of his book (Bishop
1967, 1-10), entitled “A Constructivist Manifesto” contains what Kushner calls “an inspired” stand-
point (Kushner 1993, 190). Further, Bishop summarizes the principles of his methodological view-
point in (Bishop 1983). Billinge argues that Bishop

“did his mathematics in a constructive manner for explicitly philosophical rea-
sons.”

Nevertheless, Bishop’s philosophical ideas “cannot be rounded out into an adequate philosophy of
constructive mathematics” (Billinge 2003, 177).
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By the time of the International Mathematical Congress in Moscow, Markov’s
“standpoint” underlying his constructive mathematics was sketched in 1950 (Markov
1950) and outlined in 1962 (Markov 1962). These works can be characterised pri-
marily as methodological; they briefly expose the methodological principles of con-
structive mathematics but avoid discussing philosophical problems. Markov’s philo-
sophical views are nowhere formulated. In lack of explicit formulation of Markov’s
philosophical standpoint, Nikolai Nagorny, for instance, believed that Markov was
possibly a positivist, as said to me in 1990.

Fortunately, we have evidence about Markov’s views on other foundational pro-
grams because of Yankov, who had the brilliant idea to suggest to Markov add in the
Russian edition of Heyting’s Intuitionism a new person—“Con,”—representing the
constructivist, in Markov’s sense. Thus, “Con” enters in a peculiar one-sided dialogue
with Heyting’s fictional persons “Class,” “Form,” “Int,” “Pragm,” and “Sign,” which
represent classical mathematics, formalism, intuitionism, pragmatism and signifi-
cism, respectively. “Con” entertains the extraordinary privilege that he can criticise
all other representatives of the team without himself being liable to criticism! (Van-
doulakis 2015).

“Con” focuses his criticism predominantly against Brouwer, whom he perceives
as his principal antagonist. He essentially ignores the other representatives, except
David Hilbert, to which he devotes a sarcastic comment about his program to “save”
the “valuable” mathematical results that lacked content:

“what to save and why?” (Heyting (Markov) 1956, 162 (my transla-
tion)).

This comment should be taken to mean that Markov, like Brouwer, rejected clas-
sical mathematics, specifically mathematical results about the abstract existence of
mathematical objects, obtained by indirect proof that cannot be found by an ‘algo-
rithmic’ procedure.

10.4 Markov’s Philosophy of Constructive Mathematics

Because of Yankov’s initiative, we have today evidence about Markov’s view pri-
marily on intuitionistic mathematics from the point of view of what could be called
“Markov’s philosophy (or methodology) of constructive mathematics.” This evi-
dence is given in Markov’s endnotes to Heyting’s Intuitionism, which includes
“Con’”’s criticism. This philosophy of constructive mathematics evolves around cer-
tain principal points outlined below that Markov advances while criticising Brouwer’s
views.
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10.4.1 Mathematical Objects

Markov admits only constructive objects in mathematics. By constructive objects,
he means not mentally constructed objects, like in intuitionism, but concrete objects,
like the letters of an alphabet, that is a (finite or infinite) collection of discernible
signs. Thus, mathematical objects are real objects obtained as an outcome of a pro-
cess executable in a computer. Hence, constructive mathematics studies constructive
processes and constructive objects generated by them. By constructive processes are
meant step-by-step processes which from certain initial configurations of signs, new
configurations are formed following defined formation rules. It should be noted that
the concepts of “constructive process” and “constructive object” remain undefined.

Markov agrees with Brouwer that the study of constructive objects requires a new
form of logic.” However, on the question of what logic is required, they diverge:
for the latter, it is intuitionistic logic, but for the former, it is the constructive (in
Markov’s sense) mathematical logic. Nevertheless, both these logics are free from
the Law of the Excluded Middle.

10.4.2 The Infinite

Markov considers that the infinite is introduced in mathematics by abstraction (ide-
alisation). He distinguishes between the “unclear” (in Markov’s view) abstraction of
the actual infinite, which is used to introduce (unintuitable) complete infinite total-
ities, and the abstraction of potential realizability® that abstracts from any practical
spatial, temporal or material limitations on our capacity of constructing (concrete
or abstract) mathematical objects. This abstraction enables us to conduct reasoning
on as lengthy constructive processes and as large constructive objects as required.
Therefore, constructive objects are only those, which are not generated by abstrac-
tions more powerful than the abstraction of potential realizability.
Markov assumes a philosophical stand about abstractions in the late 50s:

“Abstractions are necessary for mathematics; however, they must not
be devised for their own sake and lead where there is no return down
to “earth”. We should always remember to pass from abstract thinking
to practice as a necessary step of human cognition of objective reality.
In case that the possibility of such a passage is turned out to be too
doubtful, it is necessary to reconsider the abstractions applied and
try to modify them.” (Markov 1958, 315-316 (my translation)).

3 On this point there is a fundamental divergence between both Markov and Brouwer, on the one
hand, and Bishop, on the other hand, who does not assumes any constructive logic for his construc-
tivisation of mathematics.

6 This term was introduced by Markov during the second half of 1940s.
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In line with this thesis, Markov understands Brouwer’s mental constructions as
potentially realisable since they have (practically) realisable material constructions
as archetypes. In this way, he reinterprets Brouwer’s idea of potential infinite in terms
of his abstraction of potential realizability in an attempt to “return down to earth”.

10.4.3 Mathematical Existence

Markov identifies mathematical existence not with constructability, like Brouwer,
but with the potential realizability of a construction. As stated already in 1962,

“in constructive mathematics, the existence of an object with given
properties is considered proved only when a way of potentially real-
isable construction of the object with these properties is indicated.”
(Markov 1962, 9 (my translation)).

However, it should be emphasised that this construction is not perceived as a
process evolving in time like in Brouwer’s concept of creative subject or Kripke’s
scheme. An object exists whenever it can be indicated as a complete finite word in
an alphabet or given by a pair (letter, algorithm), and it is known that the algorithm
applies to the letter. If such a pair cannot be constructed, or the algorithm’s appli-
cability cannot be established, this does not mean that the object does not exist. An
object does not exist only when the impossibility for the object to be constructed is
proved. For instance, if the inapplicability of the corresponding algorithm is proved.
In this case, the object under consideration does not exist eternally.

10.4.4 Normal Algorithms

Markov rejected Brouwer’s concept of infinitely proceeding sequences, which is not
defined by a definite law but can be an object of ever-creating mental construction.
He regarded it as non-evident and possibly non-constructive. A possible explanation
for Markov’s view might be the indeterminacy or eventual impossibility of practical
realisation of the acts of determination of the successive components of the sequence.
The following comment suggests this explanation:
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I cannot but feel sorry for the man whom you are ready to force to do
so many [acts of] “free choice” or “dice drops.” My understanding
of the infinitely proceeding sequence is more humane [than yours]
since a computer can efficiently execute algorithms. Moreover, what
is most important is that my understanding is constructive because the
concept of the algorithm can be standardised, which makes possible
the coding of an algorithm and its recording by “letters” in a fixed
alphabet. In turn, algorithms themselves can become constructive
objects. It is possible to apply other algorithms to them, which is
very important in constructive analysis.Your infinitely proceeding
sequences are not constructive objects, and I cannot manage them.
(Heyting (Markov) 1956, 166 (my translation)).

Thus, Markov suggests his concept of the normal algorithm that he discovered in
his study on the identity problem for semigroups.

Accordingly, Markov reinterprets Heyting’s concept of spread (given in terms of
the spread-law and the complementary law) by using the concept of normal algorithm
instead of the concept of law. However, under the new understanding of the concept
of spread, in Markov’s sense, the fan theorem is no longer true (Zaslavsky and Tseitin
1962).

10.4.5 Church Thesis

Church Thesis was stated independently by Alonso Church (1903-1995), Emil Leon
Post (1897-1954) and Alan Turing in 1936 (Olszewski et al. 2006, 7) and expressed
the fact that certain refinements of the concept of the algorithm (such as, for instance,
the concepts of the recursive function, A-definable function, Turing machines, etc.)
are adequate explications of the broad intuitive concept of algorithm.

In Markov’s constructive mathematics, the Church Thesis assumes the form of
the principle of normalisation of algorithms, which states that every verbal algorithm
in an alphabet V is equivalent with respect to V to some normal algorithm in V, or,
concisely, every verbal algorithm is normalisable.

Church Thesis is a point of fundamental divergence between Markov’s construc-
tive mathematics and intuitionism. Heyting considers this thesis in two subsequent
papers (Heyting 1962, 1969), arguing against its adoption.

10.4.6 The Concept of Number and the Continuum

Markov’s concept of natural number is essentially the same as the intuitionistic
understanding presented in Heyting’s Intuitionism. For Markov, natural numbers
are defined as words of the form |, | |, | | |, and so forth, over the alphabet |. The
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abstraction of potential realizability does not allow the formation of “infinite” words
or the collection of “all” words over a given alphabet taken for a completed totality.

By adding to the natural numbers all the words of the form —N, where “—" is a
new letter and N is a natural number, we get the integers.

Further, rational numbers are understood as words of a certain type over the
alphabet {I, —, /} (“—" is the sign of minus, ““/” is the sign of fraction). A constructive
sequence of rational numbers is a normal algorithm that maps every natural number
into a rational number.

A pair of normal algorithms (encoded appropriately by a word) is a constructive
real number if the first algorithm is a constructive sequence of rational numbers and
the second effectively estimates the rate of convergence of this sequence.

This kind of constructive continuum has essential properties that do not occur in
the classical continuum. For instance, all constructive real functions are continuous,
i.e., no real function can have a constructive discontinuity at any point (Tseitin 1962).

10.4.7 Constructive Mathematics is a Technological Science

This idea is not fully developed by “Con” in Heyting’s Intuitionism. “Con” criticises
Heyting’s view that mathematics studies certain functions of the human mind and,
therefore, it is more akin to philosophy, history, and the social sciences (Heyting
1956, 3rd ed. 1971, 10). Markov’s objection is based on the argument that a human,
together with his mental constructions, is part of nature. Mental constructions, such
as the construction of greater and greater natural numbers, have material archetypes
in reality. Moreover, mental constructions, such as complex algorithms, are initially
conceived as mental constructions but are implemented afterwards as computer pro-
grams. Consequently, mental constructions are not considered by Markov as falling
under social sciences.

This line of argumentation is advanced in an unfinished manuscript written dur-
ing the last months of Markov’s life that N. Nagorny published in 1987. In this
manuscript, it is stated that constructive mathematics is essentially engineering

“because [constructive mathematics] investigate and supply instru-
ments, applied in various spheres of human activity. In this respect,
it is like engineering” (Markov 1987, 212 (my translation)).

Thus, Markov’s view on constructive mathematics is a viewpoint of a specialist
primarily interested in the applications of mathematics. At this point, it seems that
Markov meets Bishop. Thus, Markov’s viewpoint can be possibly more adequately
characterised as a metamathematical (methodological) viewpoint with naturalistic
philosophical underpinnings.

It is noteworthy that Heyting examined Markov’s comments expressed in the
endnotes in the third edition of his Intuitionism in 1971. Thus, because of Yankov’s
contribution, these endnotes served as a starting point of a historical “dialogue”
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initiated between the mathematical schools of Brouwer’s intuitionism and Markov’s
constructivism.

It should be clarified that Markov’s notes do not offer an overall comparison
between his version of constructive mathematics and intuitionism as exposed in
Heyting’s Intuitionism. Certain fundamental divergences are not examined here, for
instance, the so-called Markov’s principle of constructive selection [Markov 1954b,
1956, 1962]. According to this principle, if a constructive process, given by some
prescription, is not potentially infinite, then the process terminates. The principle
is essential for the proof of certain theorems in Markov’s mathematical analysis.
However, the intuitionists do not accept it because it involves an ad hoc use of an
indirect argument. Moreover, it remained controversial and insufficiently evident
even among some Markovian constructivists (Kushner 1973, 45).

Markov does not provide a detailed account of his constructive logic in comparison
to Brouwer’s intuitionistic logic. The semantics for Markov’s constructive logic has
profound differences from that of intuitionistic logic and was a later development; it is
based on the idea of a hierarchy of (formal) languages (Markov 1974a,b,c,d,e,f, g).

10.5 Yankov on Esenin-Vol’pin’s Ultra-Intuitionism

In contradistinction to Markov’s achievements, which are presented in due detail
in the Soviet bibliography in the history of mathematics, Esenin-Vol’pin’s work
on foundations of mathematics was not presented or analysed in the early Soviet
historiography of mathematics. For instance, his name is absent in (Kurosh et al.
1948).

The first references to Esenin- Vol pin can be found in (Kurosh et al. vol. 1, 1959).
S.A. Yanovskaya, who wrote the section on mathematical logic and foundations
of mathematics, gives due merit to Esenin-Vol’pin’s achievements. According to
A.S. Kuzichev’s oral evidence, Yanovskaya had made substantial efforts by exerting
her influence on the political hierarchy of the Communist Party to protect Esenin-
Vol’pin, release him from the forced hospitalisation, and secure his right to publish his
works. Esenin-Vol’pin’s results on axiomatic set-theory (Esenin- Vol pin 1954, 1957)
are extensively presented in the above volume, namely his version of axiomatic set
theory without the axiom of choice is mentioned, in which the continuum hypothesis
and Suslin hypothesis are not derivable (Kurosh et al. vol. 1, 1959, 20-22,90-91, 99).
Special emphasis is given to his criticism of the abstraction of potential realizability
and the principle of mathematical induction. Further, Esenin-Vol’pin’s concept of
factual realizability is discussed. Yanovskaya notes that this concept is not evident
from the classical point of view and is not formalisable in a traditional logical system.”

7 An attempt to formalize Essenin-Vol’pin’s ultra-intuitionistic viewpoint was undertaken by Geiser
(1974) by means of nonstandard analysis. Nonstandard analysis provides a possible interpretation of
some aspects of Esenin-Vol’pin’s proof-theoretic concepts (Esenin-Vol’pin 1961, 1970; Yessenin-
Volpin 1981) that can give a proof of consistency for Zermelo-Fraenkel set theory. Geiser’s proof
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Yanovskaya outlines Esenin-Vol’pin’s foundational program to prove the consistency
of classical set theory by ultra-finitistic means (Kurosh et al. vol. 1, 1959, 24-25).8

In the section on topology, P.S. Aleksandrov and V.G. Boltyansky mention Esenin-
Vol’pin’s early contribution to abstract topology (Esenin-Vol’pin 1949a,b), notably
the theory of dyadic bicompacta (Kurosh et al. vol. 1, 1959, 232).

The exposition of Esenin-Vol’pin’s results in (Shtokalo et al. 1966-1970, 1968,
vol. 3,457; vol. 4.2, 439-440) is more concise and adds nothing essentially new com-
pared to Yanovskaya’s survey. Four significant contributions are mentioned (Esenin-
Vol’pin 1954, 1959, 1960, 1967); the second and the fourth of them were reprinted
in a volume dedicated to Esenin-Vol’pin (Finn and Daniel’ 1999). The first two
sections of the last volume are devoted to philosophy and logic. The first section
contains Esenin-Vol’pin’s major work on the ultra-intuitionistic program of foun-
dations of mathematics (Esenin-Vol’pin 1993) and Finn’s commentary on it. The
second section contains four works (Esenin-Vol’pin 1959, 1967, 1971, 1999) and
Yankov’s concise commentary.

10.5.1 On the Concept of Natural Numbers and “Factual
(Practical) Realizability”

Yankov associates Esenin-Vol’pin with the trend of Brouwer’s intuitionism, which
reduced mathematics from the clouds of set theory to the earth of the (potentially
infinite) sequence of natural numbers and the sequences isomorphic to it. However,
Esenin-Vol’pin challenged the concept of the (potentially infinite) sequence of nat-
ural numbers. He believed that the assumption that one can reach any number by
successive steps, beginning from the unit, contains a powerful idealisation.” Esenin-
Vol’pin claims that neither a human nor a machine can reach a number if it is too
great, e.g. numbers of the form 10'2.!9 Therefore, he suggests abandoning the ideal-
isation of the (potentially infinite) sequence of natural numbers in an analogous way
that Brouwer abandoned the idealisation of actual infinite. This thesis is the core of
Esenin-Vol’pin’s viewpoint.

Consequently, Essenin-Vol’pin considers the human mind capable of grasping
and handling only the small finite, although also able to understand the potentially
infinite. Thus, the large finite may also be understood in a potential or modal sense.
Accordingly, Essenin-Vol’pin challenges Markov’s concept of abstraction of poten-
tial realizability, which he substitutes with his assumption of factual (practical)
realizability and the related principle of mathematical induction. In sum, he suggests
substituting the concept of the infinite with the concept of unrealisable. This assump-

concerns a weak system of set theory with a Dedekind infinity axiom. To this effect, Geiser is
compelled to define a non-classical concept of proof.

8 A reconstruction of Esenin-Vol’pin’s consistency proof was given by Gandy (1982).
9 Cf. Rashevsky’s reflections presented earlier.
10 Cf (Isles 1992).
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tion leads to another picture, in which, as Yankov notes, there exist many “sequences
of natural numbers” in this case, which are not isomorphic.!! One of them might be
“shorter” or “lengthier” than the other. Although this situation might appear to be
paradoxical, there is no contradiction in it. Thus, Yankov concludes that this kind of
mathematics is legitimate.

10.5.2 On the Ultra-Intuitionistic Program of Foundations
of Mathematics

Esenin-Vol’pin interprets the classical Zermelo-Frenkel set-theoretic mathematics
in ultra-intuitionistic terms. This interpretation is constructed on the assumption
that different sequences of natural numbers exist so that some of them are closed
under certain operations and cannot reach other sequences. In this way, classical
mathematics is proved consistent from the standpoint of ultra-intuitionism. However,
the appeal to assumptions diminishes the value of the proof, according to Yankov.
To support his view on this point, Yankov also communicates the opinion of Pyotr
Novikov expressed personally to him. Yankov’s cautious attitude towards Esenin-
Vol’pin’s result is not groundless. Pavel Pudldk’s view is more vividly expressed

“He claimed that he proved the consistency of a set theory up to
some large number n using a finitistic argument. Unfortunately his
arguments were obscure and I have not met anybody who could
explain to me, what actually Esenin-Volpin proved” (Pudldk 1996,
66).

Esenin-Vol’pin’s program attracted the attention of Paul Bernays (1888—1977) and
Kurt Godel (1906-1978). Bellotti presents an exchange of letters between Bernays
and Godel in 1962-1963 with an extensive discussion on Esenin-Vol’pin’s program
and the possibility of proof of the consistency of classical mathematics in the ultra-
intuitionistic framework (Godel 2003, 204-233). Godel shows a sceptical attitude,
but Bernays is more sympathetic to Esenin-Vol’pin, although ultimately unconvinced
by his program (Bellotti 2008, 14-17).

Yankov adopts a moderate view and poses certain open questions.

1T See also (Isles 1981).
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“The mathematicians have to deal with them [Esenin-Vol’pin’s
works] and give an answer to the questions: can ultra-intuitionism be
interpreted in classical mathematics or an appropriate extension of
it? In this case, what do the ultra-intuitionistic theorems mean when
translated into the classical language? Or, maybe this is not possible?
However, if, as Esenin-Vol’pin demanded, all classical mathematics
can be embedded into ultra-intuitionism, what enrichment is attained
compared to classical mathematics?

When this is done, we will be able to evaluate the content and sig-
nificance of the titanic work to which A.S. [Esenin-Vol’pin] devoted
most of his energy and life” (Finn and Daniel’ 1999, 117-118 (my
translation)).

Consequently, Yankov considers Esenin- Vol pin’s ultra-intuitionistic program an
unfinished project, possibly not unified, but admitting various approaches.

Research on Esenin-Vol’pin’s program continues, and many interesting results
have been obtained. Nevertheless, no satisfactory reduction of the infinite to the
(“hyper”)-finite, in some sense compatible with Esenin-Vol’pin’s insight, was
attained. A survey of these attempts is given by Bellotti (2008). An interpretation
of ultra-finitism in terms of feasibility was proposed by Parikh (1971). However, his
interpretation is not inspired by the view of reduction of the infinite to the finite.
Instead, it is motivated by an “anthropomorphic” view of mathematics. Another
interpretation was advanced by Engeler (1981), who is guided by explaining why
finite minds can perceive infinite totalities (Engeler 1981, 347).

10.5.3 Esenin-Vol’pin’s Works on Modal and Deontic Logics

A last noticeable contribution of Yankov is the inclusion in the volume (Finn and
Daniel’ 1999) of three works of Esenin-Vol’pin (1967, 1971, 1999) that remained in
the shadow of his ultra-intuitionistic program. The last work was published during
the 1970s; however, as Elena Lysanyuk informed me, it is impossible to find an
original copy. Thus, Yankov has also contributed in this way to the preservation of
Esenin-Vol’pin’s legacy.

Although Yankov does not touch these works in his commentary, they have
become a subject of modern research. S.M. Kuskova’s (2012) study on deontic logic
is devoted to the first two works. She pays attention to Yesenin-Vol’pin’s concept of
“tactics” as the set of orders correlated with suitable situations and his hierarchy of
tactics which, in her view, enables us to explain the principles of Kant’s autonomic
ethics and legislative systems. On the other hand, Olga S. Kovalevich and Elena
N. Lisanyuk (2015) associate the works mentioned above with agent-oriented and
indeterministic approaches to deontic logic.
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10.6 Conclusion

As shown, Russia and USSR followed a different way from Western development
in the history of foundational studies. Russia passed through the Western stages
of the development of logic, i.e., established intellectual contacts with scholastic
logic and the algebra of logic up to the 19th century. However, the Soviet logicians
did not experience the sensational situation with the logical paradoxes in set theory
that gave rise to foundational studies in the West. Frege’s works were translated
into Russian much later, and the philosophies of the great foundational programs—
logicism, formalism, and intuitionism—were not widespread during the early Soviet
era because of the official hostile attitude towards them.

Reflexion over the foundations of mathematics appeared in Russia and the USSR
concerning the fundamental concepts of mathematical analysis and the theory of
functions. These reflexions are connected with the concept of actual infinite, chal-
lenged by N.N. Luzin, under the influence of the French school of theory of functions,
notably Emile Borel. The controversies about the actual infinite were widespread in
the milieu of the Moscow mathematical school at the beginning of the 20th century,
and the idea of cautious or negative attitude towards the actual infinite remained
alive in the underground mathematical circles of Moscow. The rejection of the actual
infinite is the starting point of both trends developed in Moscow during the Soviet
period—Markov’s constructivism and Esenin- Vol pin’s ultra-intuitionism. Neverthe-
less, none of these trends had ever become official, despite their evident anti-platonic
orientations. On the contrary, several of their members were persecuted.

Yankov’s place in the history of foundational studies in the Soviet Union is crucial
because of his association with these schools. His significant contribution is the
preservation of Markov’s views about Brouwer’s intuitionism and, to a lesser extent,
to Hilbert’s formalism. He achieved to get a historical “instant shot” of Markov’s
views advanced by 1965 by including Markov as a peculiar interlocutor of Brouwer
and Hilbert in the Russian translation of Heyting’s Intuitionism. Markov’s dialogue
with Heyting’s fictional persons initiated a real dialogue between Markov and the
intuitionists since Heyting responded to it in the third edition of his book in 1971.
Moreover, it offers the necessary historical material to reconstruct the principles
underlying Markov’s “philosophy of constructivism.”
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Chapter 11 ®)
On V. A. Yankov’s Existential i
Interpretation of the Early Greek

Philosophy. The Case of Heraclitus

Tatiana Yu. Denisova

Abstract In this paper, we examine Yankov’s interpretation of the early Greek phi-
losophy and particularly the idea of anthropological (and even existential) problem-
atic in it. Examining his broad research program in the case of Heraclitus, we show
that Yankov’s contribution is that he transformed an earlier vague hypothesis about
the existential problematic in the early Greek philosophy into a research problem.
He challenged the interpretation of the early Greek philosophy as natural philosophy
and rejected its reduction to the model of the genesis and structure of the world, in
which man stands as a neutral observer.

Keywords V.A. Yankov - Early Greek philosophy - Heraclitus - Existential
problematic - Ontology

Mathematics Subject Classification: 01A20, 01A99, 03-03

11.1 Introduction

The plurality of interpretations of philosophical texts and even the conflict of inter-
pretations (P. Ricoeur) is considered the norm and indicates their depth and multi-
layeredness. Philosophical ideas, concepts and teachings live in a particular way; they
are problematised anew and interpreted within new cultural contexts and remain open
to subsequent interpretations. However, in reality, any attempt at an unconventional
interpretation of a classical text, different from its “classical” reading, is often met
with envious rejection by the professional community, accusations against the author
for amateurism, or it is just ignored.

The history of interpretations of the texts of the early Greek philosophers starts
from the very beginning of their appearance. These interpretations are divided into
“standard” or “classical,” i.e., established interpretations, and “unconventional,” i.e.,
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not recognised by the scientific community. Any attempt to say a new word in the
interpretation of classical texts always has the risk of either repetition or excessive
liberty. V.A. Yankov’s An Interpretation of Early Greek Philosophy is just such an
attempt undertaken by a leading logician and philosopher of mathematics that calls
for another look at familiar texts.

The research novelty and value of Yankov’s analysis of early Greek philosophy
is the following: firstly, his examination proceeding from the ontological and meta-
physical nature of the early Greek philosophical constructions and, secondly, that he
reveals their existential meaning.

11.2 A General Outline of V.A. Yankov’s Interpretation
of Early Greek Philosophy

The idea to study the history of human thought through the prism of existential
problems is stated by V.A. Yankov for the first time in his article “A Sketch of an
Existential History,” published in 1998. The idea has met then harsh criticism, which
to a great extent is justified.

As per its title, “Sketch,” the article gives the idea of a sketch that needs improve-
ment and is needed for the author only to catch the main idea in mind and fix it on
paper. It is pretty chaotically built, suffers from stylistic negligence, contains several
controversial historical interpretations and even factual errors, the references do not
support its statements, and the conclusions are not justified. However, Yankov’s aim
to link different cultures into a single semantic whole and track their development in
time, taking the existential idea as the central axis, seems new and promising.

By the existential idea, Yankov means!

“the deep self-understanding of man, which usually does not reach
conscious manifestation, but is expressed in the whole way of his
actions, as their basis, as a truly existential force” (Yankov 1998, 3).

Self-understanding of man is a part of his entire picture of the world, but, as
Yankov emphasises, it is a particular part, the basis of its constitutive power, with
which all the other parts are correlated. Yankov formulates in the article a research
program aiming to

“reveal and describe the existential types of man, a hidden or semi-

hidden understanding of oneself and the world in the main historical
cultures” (Yankov 1998, 3)

The expected outcome of this program would be an “existential history”, that is,
a history of human development and his entire picture of the world. Yankov neither
fulfils nor even set before himself the task of creating an integral “existential history,”
but his undoubted merit is the very idea of viewing human history from this point of
view.

I All translations of quotations from Yankov’s works are mine.
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A few years later, he implements this program in his book An Interpretation of
Early Greek Philosophy (Yankov 2011) with Greek natural philosophy, significantly
narrowing the field of his analysis. However, the original project is impressive in
its scale. In his research, he gives a panorama of the Greek picture of the world of
the 5th century BC, an epoch-making milestone in the history of humanity, which
required a radically new way of understanding the world and man in it.

11.3 On the Ontological Essence of Early Greek Philosophy

Based on extensive material, Yankov convincingly shows that the Greek natural
philosophers, who are often presented as naive materialists who were looking for a
common fundamental principle of the world in certain tangible, visible substances,
actually tried to comprehend the a priori metaphysical form of the world, which
predetermined the ontology of its objective spheres and intelligible meanings.

The early Greek philosophies are primarily metaphysical because they are related
to the a priori foundations of the world, its ontological structure. Yankov claims
that the Greeks transformed the idea of knowing the world inherited from the East,
replacing the Eastern “vision of the concrete” with the Greek contemplation of the
Whole. Creating metaphysical models, discovering universal ontological laws and
formulating categories, the Greeks realise a unique view of the world as an ordered
whole, consistent in all its parts. This striving for integral contemplation and meta-
physics thinking is manifested in all spheres of intellectual and artistic creativity of
the Greeks.

As Yankov notes, Greek geometry is not just a body of knowledge necessary
for utilitarian purposes. The theory of regular polyhedra is not just the result of
observations over specific three-dimensional objects but a movement towards the
classical understanding of the geometric concepts of point, line, and surface (Yankov
2011, 9). Yankov points out that the intention for integral contemplation is reflected
in the very word Yewpia (theoria which means viewing, speculation, contemplation
(Peters 1967, 194)), created by the Greek philosophers, as well as in the representation
of knowledge about the world in abstract concepts, logical and rhetorical schemes,
and artistic canons.

11.4 On the Existential Ideas in the Early Greek Philosophy

The ontological concepts of the early Greek philosophers also include an existential
aspect of the general scheme of the world order. This aspect is neither an anthropo-
morphisation of natural forces (like in the mythological models) nor a projection of
human relations, values and connections onto the world (like in Eastern philosophy).
It is an attempt to look at the world objectively—what it is in itself, and not through
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the eyes of man, and what is man’s place in this world, how can he live in it, how
to embed the meanings of his finite existence into the objective order and rhythm of
the infinite world.

Yankov’s critics perceived the existential line in the analysis of early Greek phi-
losophy as an accidental and optional element of a generally quite “faithful” inter-
pretation, as a hypothetical idea that was a “side effect” of his amateurism and
unprofessionalism for which he was accused.

However, Yankov talks about it as a principal thesis. He says that the traditional
interpretation of the early Greek philosophers as materialists and hylozoists never
satisfied him:

“The vital nerve of their thinking was too attached to the Greek tragic
worldview to allow them, rising over the man and the universe, to
engage in cold-blooded calculation from which to build the world”
(Yankov 2011, 7).

He admits that he was fascinated by the opportunity to reinterpret the Milesians
in terms of the Chinese Qi. Greece felt, he notes, the strong influence of Eastern
culture, in particular, Asia Minor, and knew about its scientific achievements and
religious ideas, but

“the Greek man, perceiving this theme, plays it in the Greek way, so
that in interaction with the Eastern ideas he appears as a man who
creates his world from within, by free deployment” (Yankov 2011,
8).

This is the specific Greek way of thinking: the free creation of man and the world.
Yankov affirms the freedom of the Greek mind as its most important characteristic.
He argues that the Greeks perceive the world as a rationally organised and rationally
explicable system and a place for the free play of various forces. The man in the Greek
outlook is by no means only a part of the cosmos and a part of the polis, subordinate
to the Whole, determined in his actions by the rigid, that is, the indestructible Ananke
(Yankov 2011, 57). The primary quality of man is freedom. The main content of his
life is the ‘agon’ (competition or contest) (Burckhardt 1999). These two qualities are
the conditions for the emergence of philosophy and the creative nature of the entire
Greek culture.

Yankov believes that the first who felt liberation from the power of Ananke was
Pherecydes of Syros (fl. 6th century BC). Syros is an island belonging to the Cyclades,
and this is important because, as Yankov says, the entire Cycladic culture was influ-
enced by the Cretan civilisation and the “Minoan sense of a freely floating world”
(Yankov 2011, 59). Starting with Pherecydes,

“Ananke disappears from the history of the origin of the gods and
men. The story itself is placed not in the context of the “megalithic”
necessity, as it was the case with Hesiod, but in the context of infinite
space-time, where everything which was created and born feels free”
(Yankov 2011, 59).
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Ananke, or, more precisely, the theme of fate in general, does not disappear from
Greek thought. It simply plays a definite role in the life of the Greeks, different from
the role of the blind and omnipotent Roman Fatum. Ananke

“goes through the deeds of kings and heroes who act from within,
realising the human meaning. Not by avoiding Ananke, but by par-
ticipating in it, as a spontaneous and free creature, the man realises
his own meaning” (our emphasis) (Yankov 2011, 58).

Ananke equates the man and the gods in everything, except immortality and mor-
tality; that is, both are not only equally subordinate to Ananke, but both, as Yankov
emphasises, are equally free in self-realisation, in the “free struggle of their powers.”

The most crucial idea of Yankov, which became the core of his interpretation
of early Greek philosophy, is his statement about individualism as a characteristic
feature of Greek culture, and thereby about the personal responsibility for man’s
existence, about man’s loneliness before the world, about man’s personality princi-
ple and the possibility and value of personal choice. Individualism does not mean
renouncing man’s involvement in the everyday affairs of the polis and rejecting the
perception of the world as a shared home. Yankov points to an utterly harmonious
combination of these characteristics:

“Individualism appears on stage and pervades the entire history of
Greece, although at its very beginning it is combined with a vivid
sense of the community of the polis and even the whole of Hellas”
(Yankov 2011, 11).

Further, it will be shown how both these ideas are justified by V.A. Yankov on the
example of his interpretation of Heraclitus’ philosophy.

11.5 On the History of Existential Interpretations
of the Early Greek Philosophy

The idea of the anthropological nature (anthropologically) of Greek philosophy,
especially of the early Greek philosophy, and even more the idea of the presence
of existential problematics in it, is not simply generally unacceptable in the modern
historiography of philosophy. It is perceived as an amateurish assault on the academic
tradition and meets sharp criticism. Moreover, this tradition has been preserved for
many decades and supported by highly authoritative historians of philosophy.

Since the end of the 19th century, textual studies have tended towards hyper-
criticism against the doxography of the pre-Socratics. The interpretations of the
pre-Socratics by the Stoics, who viewed the ethical components of their teachings,
were declared doxographic aberrations (John Burnet (1930); Harold Cherniss (1951);
Walter Burkert (1972)). Among the interpretations of Heraclitus prevailed the phys-
icalist interpretation that goes back to Aristotle, and the relativistic interpretation,
originating from Plato.
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Andrei V. Lebedeyv, one of the most profound contemporary researchers of Her-
aclitus, notes with bitterness that the physicalist interpretation of Heraclitus, which
prevailed because of the works of G.S. Kirk (1954) and M. Marcovich (1967), led to
the belief that Heraclitus’ ethical fragments from the Stobaeus collection were forg-
eries. Any references to ékmpwotg (ekpyrosis—conflagration), reality as a flow, or
the concept of fate, were considered uncritical. What seemed unimportant or sense-
less from the standpoint of analytical philosophy was removed from the history of
Greek philosophy (Lebedev 2014, 97-98). Furthermore, stereotypes associated with
the concept of “pre-Socratics” continue to exist even in our modern times. Since the
boundary between the early Greek and classical philosophy is associated with the
anthropological revolution of Socrates, it was implied that there was not and could
not be any anthropological problematics before Socrates.

Thus, W.K.C. Guthrie (1906-1981), in his History of Greek Philosophy (1962),
confines himself to the observation that Socrates’ turn to anthropological issues was
the beginning of the change of the interest of philosophers from the Universe to man
and, accordingly, this is the boundary between the pre-Socratics and the classical
period of Greek philosophy. He connects the theme of the soul (psyche) and fate in
Heraclitus with his religious views:

“Whatever his views about the soul and its fate, we may be sure
that they will not be purely rational or without religious overtones”
(Guthrie 1962, 7).

Catherine Osborne, in her survey of the teachings of the pre-Socratic philosophers,
notes that the pre-Socratics (including Heraclitus) present only different descriptions
of the physical world, which differ between them in the first principles that underlie
the world and ensure its unity (the One, the Fire, the four elements, or other princi-
ples). In the chapter devoted to Heraclitus, she does not even mention his doctrine
of the soul (Osborne 2004, 35).

In The Oxford Handbook of Pre-Socratic Philosophy (Curd and Graham 2009),
we find the enduring tradition of division of the pre-Socratics again into two groups:
the physiologists, who were looking for the material principle of the world, and the
Pythagoreans, focused on a mathematical, formal description of reality. The collec-
tion presents studies on the pre-Socratics that give a new, thematically more complex
picture of their views. Specifically, the relationship between theology, epistemology,
cosmology, metaphysics is examined, and a fresh look at the formation of the pre-
Socratic philosophy is advanced. However, the anthropological problematics is not
touched in any of them, even indirectly.

Perhaps the exception among the researchers of Greek philosophy is the Irish
scholar Eric R. Dodds (1893-1979). In his work, The Greeks and the Irrational
(2004), he claims that anthropological problematics was present among the Greeks.
He justifies his view by appealing to Homer and finding evidence of manifestations
of shame (Dodds 2004, 26). It is essential that the manifestations concern shame and
not guilt. Shame differs from guilt. Shame is determined by one’s ideas about what
must be done; guilt is defined by social conventions. Consequently, Homeric man
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is already characterised by a behaviour peculiar to a personality. In the history of
Greek thought, there is convincing evidence about reflection over this behaviour.

Several authoritative researchers (Charles H. Kahn 1979; Roderick T. Long)
recognise the ethical components of Heraclitus’ teachings in the interpretations of
the Stoics. However, as A.V. Lebedev puts it?

“the positivist Heraclitus created by Burnet is not going to concede
his place” (Lebedev 2014, 74).

The situation in Russian historiography of Greek philosophy is similar. The Rus-
sian philosopher and publicist of the 19th century Sergei N. Trubetskoy (1862—1905)
categorically states that

“Man as a person did not exist for the ancient consciousness” (Tru-
betskoy 1890 (2010), 235 (my translation)).

Outstanding Russian researcher of antiquity Aleksei F. Losev (1893—1988)
noticed that in early antiquity, there was no term denoting the personality and, in
general, the Greeks

“had a poor idea of the exclusivity and peculiarity of the human
personality” (Losev 1975, 538 (my translation)).

In his view, the widespread, starting with Homer, Heraclitus and Democritus, term
psyche (soul) indicated not the uniqueness of man, but something material (breath)
that connects man with the Cosmos. Hence, he concludes that

“the Greeks simply did not have a sense of personality, as most of
the peoples of the Middle East did not have” (Losev 1975, 538 (my
translation)).

On the other hand, he notes, contradicting to himself, that

“anation that reached a certain level of culture and civilisation cannot
but have a sense of personality” (Losev 1975, 537-538 (my transla-
tion)).

The Greek tragedians Aeschylus, Sophocles, Euripides, did not know the term
“personality,” but their tragedies are built on the tragedy of the personalities’ fate,
not just of their soul, notes Losev. As a result, he comes to a strange conclusion:

“As for early classical Greece, with the tremendous development of
the sense of personality here, the personality itself remained only
an appendage of the Cosmos, a kind of its emanation, its offspring,
not always even obligatory and necessary” (Losev 1975, 538 (my
translation)).

2 We use the author’s unpublished translations into English available at his site https:/varetis.
academia.edu/AndreilLebedev. However, Yankov used Lebedev’s earlier Russian translations of the
Fragments of the Pre-Socratics (Lebedev 1989).
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In other words, there is a sense of personality, but at the same time, there is
no freedom of decisions and actions because this personality is just a dispensable,
accidental emanation of the Cosmos.

The authoritative Russian and Soviet classical philologist Olga M. Freidenberg
(1890-1965) emphatically asserts:

“The only form of ancient philosophy is cosmology and ontology”
(Freidenberg 1998, 330 (my translation)).

Georgian philosopher Merab Mamardashvili (1930-1990) is categorical on this
point:

“Greek thought, starting with Parmenides and ending with Aristotle,
is non-anthropological, non-psychological, unethical and maximally
non-humanistic” (Mamardashvili 2009, 67-68 (my translation)).

At the same time, Mamardashvili points out that in classical Greek culture (in
myth, in tragedy), there is a figure of a hero whom he called “the foundation of
himself” (Mamardashvili 2009, 33). The hero, in Mamardashvili’s understanding, is
the one who

“becomes the beginning of the reasons for his actions (...), who
does not participate in the cohesion of natural causes and actions”
(Mamardashvili 2009, 35 (my translation)).

The condition of this phenomenon of grounding himself Mamardashvili calls
conscience.

A contemporary Russian specialist in the history of ancient Greek philosophy,
Gennady Drach, devotes to this problem a specialised monograph entitled The birth
of ancient philosophy and the beginning of anthropological problematics, where,
along with the general statement that anthropological problematics is crucial for
philosophy as a whole, notes that

“the anthropological status of early Greek philosophy still needs a
justification” (Drach 2003, 13 (my translation)).

In Drach’s interpretation, anthropology pervades all Greek natural philosophy,
cosmogony turns out to be connected with the worldview problematic, the ideas
of justice and fate, and the conceptions of Parmenides, Thales, Anaximander,
Anaximenes are characterised by an anthropomorphic vision of the world (Drach
2003, 289).

In our view, the following idea of a modern philosopher of science, Anatoly V.
Akhutin, concerning the place of man in the cosmos in the early Greek thought, is
well-grounded and, besides, brilliantly resolves the contradictions inherent in the
viewpoints discussed above.
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“Greek philosophy, as a product of the Greek mind, says that man here
has already gained autonomy in the world, but he has not yet opposed
himself to it. He is no longer lost in the world (and in himself),
in the immensity and overwhelming power of the natural forms,”
which is characteristic of the East, is not entirely woven into the
variegated fabric of myths, is not subject to the obsessive givenness
of the custom. He stands face to face (mind to mind) with the world
but does not leave the world for an autonomous Being” (Akhutin
2007, 143 (my translation)).

Concerning Heraclitus in particular, A.V. Lebedev’s standpoint is convincing and
deeply grounded on the study of texts and the linguistic and cultural contexts. On
the grounds of his new translation of Heraclitus’s texts, he declares that

“The “Stoic” Heraclitus, i.e. the ethical, political and theological
thinker, is much more authentic and closer to his Ephesian prototype
than the physicalist Heraclitus of Aristotle or the relativist epistemol-
ogist of Plato” (Lebedev 2014, 98).

Heraclitus was neither an abstract metaphysician, much less a “physicist,” writes
Lebedev. Otherwise, why would he condemn the “polymathy” of his contemporaries
who studied the nature of individual things? The work of Heraclitus was ethical and
political and was undertaken in order

“to show the similarities and differences in the organisation of the
world and the norms of behaviour of gods and men (that is, nature and
society), and to demand from co-citizens to bring the political, legal,
moral and religious standards adopted by the Greeks of his time in
line with the “divine” eternal standards; to bring local human forms
of “justice,” based on the subjective opinion (86&a), in line with the
universal and shared-by-all (§vvov) Justice (Atkn), corresponding to
the objective and natural order of things (katat @volv)” (Lebedev
2014, 99).

Besides that, Lebedev emphasises that Heraclitus’ cosmos

“consists not of elements or corpuscles, but of “mortals and immor-
tals,” “gods and men,” that is, of living wills” (Lebedev 2014, 100).

However, for what reason, despite the obvious facts and the non-obvious conclu-
sions, Greek philosophy is traditionally denied of the “anthropological” aspect and
the presence of existential problematics?

Probably, this is due to a superficial interpretation of the texts, or, perhaps, inter-
pretive inertia to follow an established tradition, the fear of imposing on the Greeks
retrospectively ideas generated in another time, a different mentality. However, a
more serious reason is the unjustified contraposition of ontology and anthropol-
ogy. When it is argued that Greek philosophy was “non-anthropological” because it
focuses exclusively on ontology, it appears to be a preference for the object of study.
The ontology of Greek philosophy means focusing on the essence of things. Greek
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philosophy does not at all ignore the man and does not perceive him as a “dispensable
emanation of the Cosmos,” but tries to understand him proceeding from the general
foundations of the world, its fundamental principles, that is, it turns to the beginnings,
starts from the beginnings.

11.6 The Complexity of the Interpretation of Heraclitus

This section will focus on V.A. Yankov’s analysis of existential ideas in Heraclitus
of Ephesus, who is recognised as one of the most profound and most controversial
thinkers in the history of philosophy.

To an inexperienced mind, the reason for the mysteriousness of Heraclitus is
quite apparent. Firstly, twenty-five centuries separate us from him, and, secondly,
his teachings have come down to us in a few fragments (about one hundred in total),
commentaries to them and retellings-interpretations of thinkers of subsequent eras
Leonardo Tardn writes about this:

“The interpretation of Heraclitus will always remain controversial.
The main reasons are his peculiar mode of expression, the fragmen-
tary character of the evidence, and the very way ancient authors
quoted his sayings” (Tardn 1986, 1).

Therefore, it may seem that we could understand him unmistakably if his teaching
reached us in full. However, as M. Heidegger rightly notes in his Lectures on Hera-
clitus, it was his contemporaries, and not the descendants of Heraclitus, who, despite
the availability of the philosopher’s work in its entirety, called him okotelvog (“The
Dark”). Thus, the ancients had no advantage in understanding Heraclitus since it was
too new and unfamiliar for them and beyond their life and intellectual experience.

E. Fink, in the seminar on Heraclitus, carried out by him together with M. Hei-
degger, talks about the primary intention of the interpretation of Heraclitus:

“Confronted with his texts, left to us only as fragments, we are not so
much concerned with the philological problematic, as important as
it might be,” as with advancing into the matter itself, that is, toward
the matter that must have stood before Heraclitus’ spiritual view”
(Heidegger and Fink 1979), 3).

Any interpretation is dialogical, and the interpretation of the teachings of one
philosopher by another philosopher is always a meeting of two texts, and the result of
this meeting is unpredictable. It is possible to understand a thinker only by thinking,
and if genuine thinking is audacity, according to Heidegger, then any attempt to
interpret it is inevitably an audacious and risky response to a challenge. As Heidegger
puts it, the reason for the “darkness” of Heraclitus is not in the (intentionally or
accidentally) obscure way of expressing his thoughts but in the thought itself, which
is unusually profound and new.
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“Heraclitus is thus 6 Xxotewvog, ‘The Obscure,” not because he
intentionally or unintentionally expresses himself in a manner that is
incomprehensible, but rather because every merely reasonable think-
ing excludes itself from the thinking of the thinker (i.e., from essential
thinking)” (Heidegger 1994, 24)

In general, it must be said that interpreting a philosophical text is always extremely
difficult and risky. However, this risk is justified. As Heidegger notes,

“Discerning minds understand that Heraclitus speaks in one way to
Plato, in another to Aristotle, in another to a Church Father, and in
others to Hegel and to Nietzsche. The respective difference of each
dialogical interpretation of thought is a sign of the unspoken fullness
to which even Heraclitus himself could only speak by following the
path of the insights afforded him. Wishing to pursue the ‘objectively
correct’ teaching of Heraclitus means refusing to run the salutary risk
of being confounded by the truth of a thinking” (Heidegger 1985,
105-106).

Is it possible, in principle, to be sure of the correctness of an interpretation?
Are there methodologies or criteria enabling us to establish the correctness of the
interpretation of a philosophical text?

The problem lies in the limits of freedom of interpretation, the right to one’s
interpretation. Vladimir V. Bibikhin (1938-2004), a prominent Soviet and Russian
philosopher, best known for his translations of Martin Heidegger, notes in his Reading
Philosophy:

“We always knew how to read, extracting what we need, but to let the
other be oneself, this kind of reading would be worthy of learning, if
it is possible at all” (Bibikhin 2009, 30 (my translation)).

The distortion of someone else’s meaning and the subordination of someone else’s
thought to our own goals are typical troubles of an interpreter. However, if we wish
to “let the other be oneself,” how do we do it? To follow pedantically the letter of
someone else’s text or to try to be inspired by the spirit of its creator? V.V. Bibikhin
says that

“A philosophical thing does not scare of movement, reinterpretation,
even distortion; in this sense, it differs from a natural thing that a
rude attitude can break it, but a rude attitude cannot break a firmly
worked philosophical thing” (Bibikhin 2009, 31 (my translation)).

Moreover, V.V. Bibikhin claims that

“a fantastic, extreme interpretation sometimes works better than a
correct one” (Bibikhin 2009, 31 (my translation)).

Why is it better? A correct interpretation follows the letter of the text, allowing
at any moment to rely on what is said directly and unambiguously. A “fantastic” or
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imaginary interpretation is a more free reading; it results from the meeting of two
texts (two minds, two intellectual experiences), one of the author, the other of the
interpreter, and their dialogue.

There is a beautiful Greek word, &punyavio, which aptly describes a situation of
understanding and interpretation. &punyavia means confusion, perplexity, difficulty,
inability to see the way out in essential questions. This term denotes the inapplicabil-
ity of a mechanical approach to explaining the world using technical methods. The
conceptions of the pre-Socratics are clear and smooth, complete and logical only
in the expositions for the first-year students and even for non-philosophical facul-
ties. The texts of the pre-Socratics are not smooth, not only because they are poorly
preserved, in fragments, but first of all, because the pre-Socratic philosophers had a
sense of the uncertainly and unreliability of their guesses, the constructive insuffi-
ciency of their theoretical constructions, the artificiality of their visions of the world.
Philosophy does not lead out of the state of confusion but introduces it; it does not
answer but poses questions; it does not teach ready-made truths but encourages the
birth of thought.

Eugene Fink, in the seminar with Heidegger on Heraclitus mentioned above,
makes a critical statement:

“We remain restless and are unable to rely on a sure interpretation
of the Greeks. For us, the Greeks signify an enormous challenge”
(Heidegger and Fink 1979), 3).

At the end of the seminar, he is still full of doubts about the legitimacy of free
interpretation:

“Our question is whether, not in a new turn toward what the Greeks
have thought, we can encounter the Greek world with our new expe-
rience of Being” (Heidegger and Fink 1979), 161).

By claiming that existential problematics is present in early Greek philosophy,
that is, attributing to the ancient man a sense of loneliness, the tragedy of personal
responsibility for his choices, we have the risk of being criticised that we look at him
from our “distance,” imposing our vision upon him. In contrast, the Greeks might
have had no idea of this concept. However, as Mikhail M. Bakhtin (1895-1975)
notes,

“the ancient Greeks did not know the most important thing about
themselves, that they were the ancient Greeks and never called them-
selves so” (Bakhtin 1986, 506 (my translation)).

Modern man can read in the actions of the Greeks more than they could read
themselves. It is necessary to have formed a sense of personality, the experience of
awareness of the personality principles of modern European man to formulate the
emerging intuitions of personality, self-awareness and personality values.
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11.7 V.A. Yankov on the Traditional Interpretation
of Heraclitus

V.A. Yankov warns against being overly enthusiastic about the idea of seeking direct
embodiment (confirmation) of one’s ideas in early Greek philosophy. Thus, he says
that one should not follow Hegel,

“who saw in the ancient embodiment almost his central thought”
(Yankov 2011, 222)

Interpretation should be creative but must not be arbitrary. It is no coincidence that
V.A. Yankov’s monograph is entitled An Interpretation of Early Greek Philosophy.
By the title of his work, the author indicates the possibility of various readings of
Greek thinkers, and in no case claims that his work is the only proper understanding
of them.

In his analysis of the teachings of Heraclitus, Yankov points out that the thinker is
usually perceived one-sidedly by reducing the wealth of his ideas to the following:

(a) the idea of the change of all existing things,

(b) the idea of admissibility of opposite statements about the same thing, and

(c) the idea of seeking for an initial material substance common of all things like
the natural philosophers.

Yankov speaks about this with a sense of bitterness

“When one tries to imagine in full what all subsequent European
thought owes to Heraclitus, becomes inevitably amazed and seems
very strange that people can recall in their memory only his famous
dictum névto petl (Yankov 2011, 222).

Unfortunately, this saying became not only the hallmark of Heraclitus but, for
many people, a synopsis of his entire philosophy.

In Yankov’s view, the problem is not only the wrongness of the reduction but
the illegitimacy of Heraclitus’ qualification as the author of precisely these ideas;
the misinterpretation of his main philosophical achievements. Yankov notes that the
idea of the change of the material world is one of the most important in Heraclitus’
teaching, but he is not its creator. This doctrine belongs to Pythagoras; it was restated
by Epicharmus and became known before Heraclitus. Heraclitus only included it in
his teaching, making it one of his starting points (Yankov 2011, 222).

His idea to associate fire with the primordial substance of the Universe is also
not original, claims Yankov. Heraclitus could have accepted it under the influence
of the Pythagoreans, particularly Hippasus, who considered fire to be the primordial
substance (Yankov 2011, 222-223).

Besides, Yankov considers the credit to Heraclitus for inventing dialectics® as
“pure misunderstanding.” He shows that the combination of opposites in pairs in

3 This view was held by G. W. F. Hegel and Friedrich Engels.



284 T. Yu. Denisova

Heraclitus (clean-dirty, life-death, and the like) does not mean compatibility of oppo-
site characteristics in one object, but different contexts of understanding this object,
that is, different points of view: water is not clean and dirty at the same time, but
clean for the fish and dirty for the man. There is no contradiction or dialectic in this,
and the qualification of an object depends not on the object itself but the evaluating
subject.

Yankov declares that he intends to penetrate the core of Heraclitus’s views, leaving
aside his physics and cosmology (Yankov 2011, 224) and focusing on the doctrine
of the Logos and the doctrine of the soul,

“The two main complexes of Heraclitus’s ideas that laid the founda-
tion for many branches of European thought” (Yankov 2011, 249).

The problems of the Logos and the human soul are ontologically related, in
Yankov’s view. They are permeated with existential meaning because the close-
ness to the Logos sets and determines the degree of a man’s closeness to his destiny
and purpose the degree of meaningfulness of his existence.

11.8 Yankov’s Predecessors About Heraclitus’ Existential
Ideas

Yankov is not the first scholar who attempts to connect Heraclitus’s ideas with exis-
tential problematics.

Plutarch talks about Heraclitus as a philosopher who teaches about the loneliness
of the human “T”, locked in his own body, like in an island, and also holds the idea
that a man, like everything existing, is born and dies daily, without possessing a one
and forever given to him essence. It is easy to see that the idea of the inescapable
loneliness of every human being and the idea of the realisation of the essence in the
process of existence are fundamental, characteristic existential ideas.

Friedrich Nietzsche (1844—1900) recognised himself in the tragic fate of the mis-
understood loner Heraclitus. He talks about the unparalleled loneliness of Heraclitus,
implying not so much his solitary existence as the impossibility of sharing thoughts.
Although, as Nietzsche admits, it is common for any philosopher to “pave his way
alone,” the loneliness of Heraclitus was unique. Nietzsche writes about him,

“The feeling of solitude, however, that pierced the Ephesian hermit
of the temple of Artemis, we can intuit only when we are freezing
on wild desolate mountains of our own. No all-powerful feeling of
compassionate emotions, no desire to help, to heal, to save, stream
forth from Heraclitus. He is a star devoid of atmosphere” (Nietzsche
1962, 67)

A convincing interpretation of the human dimension of Heraclitus teachings
belongs to the Greek philosopher Kostas Axelos (1924-2010). In his view, for Her-
aclitus, man is a whole that is a part of a larger whole—the Cosmos. The formation
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of the human is included in the formation of the Cosmos, participates in it. We call
this dimension of Heraclitean thought, writes Axelos, anthropological in lack of a
better term. What is important is that

“this anthropological dimension does not surpass the others since,
like all of them, it originates from the same central core of his thought.
In the ‘bays’ of this anthropological dimension, we meet physiolog-
ical, psychological and existential themes” (Axelos 1974, 223 (my
translation)).

Thus, Axelos does not question the anthropological dimension of Heraclitus’
teachings. He considers it to be on a par with the rest aspects, the cosmological,
epistemological, political, and, notably, include the existential issues in the anthropo-
logical dimension of Heraclitus’s teachings. Hence, Axelos makes a critical remark,
which, most probably, Yankov would agree with, since he follows a similar position

“All these topics, sorted by us, but not by Heraclitus, are not gathered
together in some special place, since anthropology does not yet have
its special separate place” (i.e. in knowledge, philosophy — T.D.)
(Axelos 1974, 224 (my translation)).

Thus, the rejection of the anthropological aspect in Heraclitus, because he has no
special section devoted to man, is untenable. Heraclitus does not have a systematic
scheme of some practical anthropology, as Axelos emphasises. The essence of his
anthropological aspect is that in his teaching, for the first time in the history of
thought, something happens that “paves the way that can lead man to the heart of the
universe,” and this ‘something’ is man’s search of himself, his attempt to understand
himself and through this understanding to come closer to the understanding of the
Universe. The point is not to view the world by human eyes and thus see a world
model constructed by the man by his ability to view and understand something.

The fact is that Heraclitus was the first who speculated that there is a common
code for both man’s understanding of himself and the world. While thinking, the
man tries to comprehend himself, but the concept of thinking and thinking ability
itself has a universal meaning. Axelos perfectly grasped the essence of Heraclitus’
reasoning about the Logos and the soul, saying that the search for oneself is not
entirely psychological since man is an organic part of the Universe. The Ego and the
Universe are interdependent, he claims. A mystical path leads from one to the other
(Axelos 1974, 225). Heraclitus’s anthropology is not psychological, but existential,
since it is not about what man feels while existing in the world, but about the meaning
of his existence within the Whole, how this meaning of private existence is related
to the Being and meanings of the Whole.

Similar ideas, independently of K. Axelos, are presented in his book by Yankov,
although Yankov is not aware of Axelos’ work. Let us consider this in detail below.
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11.9 The Existential Dimension of the Doctrine of Logos

Yankov’s analysis of Heraclitus’s texts proceeds from the recognition of two equally
essential axes of his teaching:

(i) the problem of the unity of Logos, and
(ii) the problem of man.

The division in these two problems is only conventional, apparently, for the con-
venience of interpreters. Heraclitus presents them in profound unity: reflections on
the Logos are permeated with the anthropological problematics, and the theme of
man and human existence acquires meaning only in the context of its inclusion in
the meanings of the Whole, and accord with the rhythm and order governed by the
Logos.

The relation between the Logos and man sounds full of indignation and despair in
the famous sentence of Heraclitus about the inability of most men to hear the voice
of the Logos and follow it:

“Of this Truth, real as it is, men always prove to be uncomprehending,
both before they have heard it and when once they have/heard it” (DK
22 B1; M 1) (Marcovich 1967, 6).

However, what is the Logos? What does it mean to hear its voice? Why is it so
crucial for the man to hear the voice of the Logos? Moreover, why men do not hear
it?

The concept of the Logos is one of the most complex and ambiguous and is
rendered, depending on the context, as “word,” “speech” (collection of words), “dis-
course,” “reason,” “ground,” “account,” “plea,” “proportion,” “order.” Since Hera-
clitus, in the teaching of which this is a fundamental concept, it occurs pretty often
in the history of Greek thought.

So, according to David Hoffman,

99 < 99 <

“Logos, the noun, occurs only twice in Homer, (Iliad 15.393; Odyssey
1.56). When it does occur, it signifies speech. Used just 0.10 times per
10,000 words in Homer, and 3.09 times per 10,000 words in Hesiod,
the frequency of logos jumps to 24.06 in Herodotus and 28.92 per
10,000 in Aeschylus, and reaches its single-author high with 45.79
uses per 10,000 words in Isocrates” (Hoffman 2003, 30).

Heraclitus called /logos both the generating and governing principle of the Uni-
verse, as well as his teaching because he was confident that he had succeeded in
deciphering the grammar of the Cosmos, translating it into human language and
expounding it in his treatise: ok €uog 0 Adyog, which means “this Logos is not
mine,” or, in Marcovich’s rendering,

“If you have heard [and understood] not me but the Logos” (DK 22
B50; M 26) (Marcovich 1967, 113).
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According to Heraclitus, the principle of the existence of the Logos is
&v dropépov Eovut@ This expression can be rendered as “the one which is differing
within itself”, that is, the principle of unity. Although the world exists and moves
because of the struggle of opposites, a proper view presupposes their finding within
a single whole, their inclusion into the universal interconnection of everything with
everything. Yankov puts it this way:

“The parts find their true meaning when they are understood as rooted
in a whole. Logos generates this self-consistent in all parts multiplic-
ity” (Yankov 2011, 226).

That is why

“it is wise to agree that all things are one” (DK 22 B50; M26) (Mar-
covich 1967, 113).

“To know everything as one” provides the original, the root meaning of the word
logos. According to Hoffman’s assumption, the concept of logos comes from the
word legein, which means “to gather”:

“The noun logos, according to Liddel, Scott and Jones, is derived
from the verb legein. Therefore an inquiry into the root meaning of
logos must begin with an inquiry into the root meaning of legein.The
root meaning of legein comes from the Indo-European stem legwhich
means “To collect; with derivative meaning ‘to speak’.” (Hoffman
2003, 28-29).

In Homer, one of the first who made use of this concept, its meaning is closer to
“to gather”,

“all the uses of legein in Homer have a unifying sense, it must be
closer to ‘to gather’ than to ‘to speak’ (Hoffman 2003, 29).

According to Yankov, the Heraclitean Logos not only comprehends the Universe
as a self-consistent whole, not only unites disparate parts into one meaningful picture
but also generates this semantic unity, produces the world in such a way that

“all parts have their semantic place within a single meaning” (Yankov
2011, 226).

All parts, including man. That is why Heraclitus says,

“Those who will speak [i.e. act | with sense must rely on what is
common to atlas a city relics on its law, and much more firmly: for
all human laws are nourished by one law, the divine law: for it extends
its power as far as it will and is sufficient for all [human laws] and
still is left over” (DK 22 B114; M 23) Marcovich 1967, 91].

For human life to have meaning in the Whole, and, thereby, to have meaning in
general, man must hear the voice of the Logos.
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What does it mean to hear the voice of the Logos?

To hear the Logos means to think about the Being, the Whole, the Infinite, which
are inaccessible to empirical experience, i.e., to pass over a fundamentally different
intellectual space, rise above the tradition, mythological discourse, the habit of object-
oriented thinking.

To hear the voice of the Logos means to perceive the world as a whole, to feel its
rhythm and order, to view the structure, purposefulness, and laws, in virtue of which
the Whole remains a Whole and includes man as a necessary part of it. Nonetheless, in
ordinary, physical and psychological everyday life, man views the empirical connec-
tions of concrete things without exceeding the framework of empirical observations,
mental habits, stereotypes of perception of the cognisable and easily describable
world with the help of generally understood verbal cliches.

Heraclitus’ call to hear the voice of the Logos is a call to try to view things as
they are, the connections between them as they are, to discover for itself the world
of beings in their logic of cause and effect. In Mamardashvili’s words,

“The logic of things as they are is what is called the Logos by the
Greeks” (Mamardashvili 2009, 60 (my translation)).

Does this mean that to establish contact with the Logos, one must leave the visible,
everyday world and enter another higher, invisible world? No, the Greeks did not set
such a task, and no other world existed for them. Everything was this-worldly for the
Greeks; everything was here; everything was revealed; it was open in certain aspects
of existence. The task is not to view something else but to view this only one thing
differently. The task that Heraclitus sets before man concerns the way of thinking,
the way of understanding.

Why is it important to hear the voice of the Logos?

The Logos in Heraclitus is a “generating term”. To hear the Logos is to be in
contact with the world so that these contacts give rise to meanings in man’s mind, to
be able to view the coherence, unity, completeness and harmony of the world behind
the finite individual things. There is no other world besides this one, and the task is
not to find another world but in a deep, meaningful view. Hearing the voice of the
Logos makes human life meaningful and, thereby, genuinely human.

It may seem that Heraclitus was trying to convey his teaching to people, but they
either resisted or were incapable of learning, and this didactic helplessness drove
him to despair, for which he became known as “the weeping philosopher.” However,
what did Heraclitus want to convey, whom to teach? What is about his teaching?

Mamardashvili (2009) notes that all commentators of Heraclitus face the same
question: of which doctrine Heraclitus could be considered the author? Of the doc-
trine of the flow and change of things, which is commonly called “becoming?” Of
the doctrine of the harmony of the world? Of the teaching of the combination of
opposites? or of something else? Mamardashvili concludes that there is no teaching
of Heraclitus but an attempt to create a special syntax, a distinctive semantic figura-
tive structure, with the help of which it would be possible to talk about the Being.
Heraclitus “invents” a new syntax because the object language, by which the world
of things is described and understood, is not suitable for the interpretation of the
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Being that does not have object expression. To hear the voice of the Logos requires
to abandon the visual objectness of the vision of the world and the language that
names visible things and indicates the visible connections between them.

The “Logoi” of Heraclitus generate a sense of aunyavia. In this way, they awaken
thought. Their value is not that they explain something and answer questions; on the
contrary, they induce questioning where everything is “clear,” they are puzzling,
triggering some mechanisms of generating thought.

Heraclitus did not intend to convey to his listeners a set of guaranteed true ready-
made theses that constitute a “theory of Being.” His task was to provoke the birth of
meanings in every individual consciousness.

There is no “theory of Being,” just as there is no ready-made plan of Being.
Mamardashvili explains that peculiar to the Greek thought is the understanding of
what happens and exists in the world as a “present cohesion,” a spontaneous folding
of events and things, not given beforehand, without guarantees. There is no structure
of Being once forever; everything comes to be and becomes in agreement with each
other, not with some original plan. To get closer to the truth of Being, man needs to
learn to view this universal coherence and harmony:

“If you have heard [and understood] not me but the Logos, it is wise
to agree that all things are one” (DK 22 B 50; M 26) (Marcovich
1967, 113).

The delusion of men is that they do not feel the one world, the one common Logos,
i.e. the unity of the meanings of the Logos for all. Thus, they live according to their
understanding as if they were sleeping:

“The waking share one common world, whereas the sleeping turn
aside each man into a world of his own” (DK 22 B 89; M24) (Mar-
covich 1967, 99).

Men form their knowledge about the world by trusting their ears and eyes, but
what they view in the world is only their ‘barbaric’ souls are ready for that:

“Evil witnesses are eyes and ears for men, if they have souls that
do not understand their language” (DK 22 B 107; M13) (Marcovich
1967, 47).

According to Heraclitus, outside the Logos, human existence is meaningless.
Hoffman formulates Heraclitus’ idea of the place of man in the world in the following
way:

“Inlogos human Being gathers itself out of the world. In logos human
Being gathers itself into conflict with the world. In this conflict the
human comes to know itself as a being in a world of beings” (Hoffman
2003, 42).

Why do men not hear the voice of the Logos?
Complaining about the barbaric souls of men, Heraclitus nevertheless understands
why they are deaf to the voice of the Logos:
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“It is because of want of (human) confidence that it [the Logos?]
escapes men’s knowledge” (DK 22 B 86; M12) (Marcovich 1967,
43).

Occasionally, we can see what Heidegger called “the lumen of Being,” that is,
what is inconsistent with everyday life, is not commensurate with it, the Other relative
to its dimensions, tasks and values. However, in “privileged moments,” this seldom
happens because it is impossible to be in this ultimate state all the time.

An encounter with something great, genuine requires compatibility, commensu-
rateness and personal response; for this reason, it is frightening. It is easy to be
religious, but it is hard to be a believer. It is easy to be law-abiding, but it is challeng-
ing to have a genuinely civic consciousness. It is easy to rush into battle on command,
but it is difficult to display true valour. Mamardashvili writes about this:

“Since Being is not a thing, not a substance, then there are no guar-
antees for man: by discovering the Being, man does not lean against
something solid, immobile, high, does not sit on it as if it were a solid
foundation of his existence” (Mamardashvili 2009, 64).

Therefore, the cognition of the Being, the ability to hear it, is tragic and compli-
cated in itself.

The Logos and the human mind (“soul”)

The second “centre of Heraclitus’s thinking,” as Yankov calls it, that is the second
problem, which, in his view, is not inferior in importance to the problem of the unity
of the Logos, is the problem of man, formulated as the problem of the mind (yoyxn—
“soul”) (Yankov 2011, 246). However, both these “centres” are closely interrelated
and are examined by Yankov exactly in their interrelationship.

In his teaching, Heraclitus does not just touch the question of the immortal-
ity/mortality of the soul, thus including the discussion started by the early Greek
philosophers and continued later in the classical and Hellenistic eras. He turns the
question of the immortality of the soul into a subject of special examination. He con-
siders it in connection with the most significant ontological and existential issues: the
principles of the world order and man’s place in the world. The “soul” for Heraclitus
is not just material evaporation, part of his physiology, as many of his contemporaries
thought. The “soul” is that by which the man occupies a special place in the Whole
of the Cosmos. It establishes its communion with the meaning of the Whole, its
structure, its articulated coherence. The “soul” gives a man separateness and draws
him into the unity of the Logos. The unity with the Logos testifies to the “ontological
perfection of the soul.” Therefore, according to Heraclitus, “soul” is the meaning of
life, as Yankov points out (Yankov 2011, 247).

Men view the world differently, not because their sensory abilities are different or
even false, but because physical senses are not sufficient to know the world. The world
is cognised not by eyes and ears but by the mind (“soul”). A man participates in the
immortal Logos in virtue of the immortality of his soul and man’s ability to cognise
it. The more fire-mind in his soul, the more he can comprehend the Fire-Logos.

Cognition of the Logos makes man’s life meaningful since following the voice
of the Logos takes part in the Whole and gives a place and purpose to his particular
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existence in this common Whole, making his existence not accidental. The more
meaningful life a man lives, the more chances his soul has for immortality.

Convinced in the immortality of the soul, Heraclitus is far from the Pythagorean
idea of the transmigration of souls. He is closer to the idea of Anaximenes, who
explained the immortality of the soul by the immortality of its airy substrate. However,
Heraclitus goes further than these views and points out that the soul, in its eternal
existence, does not remain the same; it changes. Heraclitus conveys its properties
through the characteristics of the physical body (dry—wet) or through the elements
that permeate space (fire—moisture), using them, of course, metaphorically.

The fire of the Logos permeates the human soul, and the drier (wise) it is, the more
is filled with the fire of the Logos, which is not enough for the “wet” barbarian souls.
Yankov writes that “to indulge in the “water” component for the soul is disastrous”
(Yankov 2011, 246) because it is a fortiori disconnected from the Logos, separated
from the Whole, and as a result, it is mortal. In other words, the after-death destiny
of souls is different and depends on what a man was during his lifetime. Since the
Cosmos exists cyclically, like “a regularly igniting and dying fire,” when the cosmos
flares up, the souls are tested for their strength:

“Fire, having come suddenly upon them, will judge and convict all
(living beings)” (DK 22 B 66; M 82) (Marcovich 1967, 435).

According to Neoplatonist philosopher Olympiodorus the Younger (c. 495-570),
Heraclitus believed that an uneducated soul dies immediately upon leaving the body,

“and the educated soul, tempered by virtues, persists <until> the
conflagration (¢xkmdpwotg) of the whole world” (DK 22 B 116a)
(Lebedev 2014, 204).

Obviously, in Heraclitus, the physical composition of every individual soul is
unique, different from others. This is a fundamental difference of his idea of the
immortality of the soul from all other authors. The soul is not just immortal, like
other souls, it is not just included in the Whole of the common to all cosmos, like
other souls, it can, according to Heraclitus, contain more or less of the divine fire,
that is, it can be to a more or less extent participant to the Logos. Yankov highlights
this peculiarity of Heraclitus’s conception, distinguishing it from the Anaximenes’s
viewpoint, which is the closest one:

“If in Anaximenes, every soul participates in the divine as part of the
boundless, active and divine air, in Heraclitus, the participation of
the soul in the divine is determined by the portion of the fire, which
carries in itself” (Yankov 2011, 241)

Consequently, not every soul becomes immortal, but only the one that participates
in the Logos-Fire with its fiery dry part. In any case, this is logical. The more essential
the fiery part of the soul, the more it can continue to exist as a separate part of the
common fire, concludes Yankov. The souls of the heroes are immortal, unlike the
souls of men living with senses, desires and emotions, but they acquired immortality
not by chance, not as a gift, but because they deserve it. A perfect, dry soul is the
result of a man’s efforts, and, accordingly, the immortality of his soul is his merit.
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Every soul has, to a certain degree, grains of fire. However, what is most important,
is that every soul has to a different degree the possibility (although different) of
cognition and communion with the Logos. The Logos must be sought in one’s soul,
as Yankov emphasises, but this is not easy since the Logos is outside of the ordinary,
familiar things and needs efforts to establish contact with it. What was accessible to
the fiery soul of Heraclitus himself was inaccessible to most lazy wet souls.

Yankov notes an additional probable reason for man’s inability to hear the voice
of the Logos: the epithymia (desire) and thymos (anger) that fill the soul. In this
way, Heraclitus anticipates Plato’s idea of the three-partite soul, consisting of the
rational (logistikon), the “spirited” (thymoeides), and the appetitive (epithymetikon),
concludes Yankov (Yankov 2011, 243). In Heraclitus, the rational corresponds to
the fire and the thymos and epithymia to the moisture of the soul. In support of his
conclusion, he cites two Heraclitean passages:

“It is not better for men to get all they want” (DK 22 B 110; M71)
(Marcovich 1967, 390),

and

“It is hard to fight with the heart’s desire; for whatever it wishes it
buys at the price of soul” (DK 22 B 85; M70) (Marcovich 1967, 386).

It is crucial that the soul of one man does not only differ from the soul of another
man in its composition, and thereby in its properties, but it is capable of growing,
changing:

“Soul has a (numerical) ratio which increases itself” (DK 22 B115;
M112) (Marcovich 1967, 569).

Heraclitus makes clear that thymos and reason are choices of man. Thus, none
and nothing (the deity, the circumstances, the chance, the complexity of a task) is
responsible for the incomprehensibility of the Logos, but only man himself. Man
is responsible for the degree of his participation in the Logos of the Cosmos. He
determines to which extent he participates in the life of the Whole. Thus, he defines
the degree of meaningfulness of his existence.

11.10 Conclusion

Yankov’s most significant contribution is that he highlighted the idea of anthropolog-
ical problematics in the early Greek philosophy, which has been stated before him
as a vague hypothesis, of some deviant interpretive trend, into a research problem.
He challenged the interpretation of the early Greek philosophy as natural philosophy
exclusively and rejected its reduction to the modelling of the genesis and structure
of the world, in which man stands as a neutral observer.

The reason existential and anthropological problematics are rejected in the early
Greek philosophy should be sought in the narrow interpretation of the concept of
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“existence.” The latter is reduced to the experience of the tragic and inescapable
loneliness, which the Greeks did not have. The Greeks were aware of their separate-
ness in this world, assumed responsibility for existence, felt guilt and shame for their
actions without blaming fate or the gods. Nevertheless, they never felt abandoned
into the world, did not suffer from orphanhood or eventuality. They were aware that
they participate in the world, and the meaning of their life co-participates in the
meanings of the Cosmos depends on them, influences them, is consonant with them.

In his research, Yankov does not examine any earlier unknown texts of the early
Greek philosophers; he works with the same sources of Heraclitus’ ideas as most
other researchers, i.e., with the fragments and the comments published by H. Diels
and the translation of the fragments into Russian and comments by A.V. Lebedev.
However, the idea of programmatic research on the existential aspects of the early
Greek philosophy (in our study, confined to the case of Heraclitus) is achieved by
Yankov because of the novel perspective he adopted and his hermeneutic boldness.
Heraclitus’s known texts are interweaving with each other in a new way and, consid-
ered from a new standpoint, give at the end a convincing, uncommon reconstruction
of the teachings of Heraclitus. Yankov’s book is not just another systematic account
of the history of early Greek philosophy, well-founded with texts, but an original
interpretation of the early Greek worldview, explaining (among other things) the
cause of the “Greek miracle.”
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On V. A. Yankov’s Hypothesis of the Rise | ¢
of Greek Mathematics
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Abstract The paper examines the main points of Yankov’s hypothesis on the rise
of Greek mathematics. The novelty of Yankov’s interpretation is that the rise of
mathematics is examined within the context of the rise of ontological theories of
the early Greek philosophers, which mark the beginning of rational thinking, as
understood in the Western tradition.
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12.1 On Yankov’s Motivation to Study the Rise of Rational
Thinking

It may seem strange that Vadim A. Yankov, a known mathematical logician and
philosopher, a specialist in constructive logic, suddenly decided to study early Greek
philosophy and early Greek mathematics. The outcome of his enormous work is his
book An Interpretation of Early Greek Philosophy (Yankov 2011) that numbers over
850 pages! It is neither a textbook nor an encyclopedia on the early Greek philosophy
but a profound study on the beginnings of mathematics, philosophy, and generally
rational thinking.

Yankov is not the first scientist who became interested in the history of
mathematics or the history of philosophy. In the first half of the twentieth century,
several mathematicians showed interest in the history of Greek mathematics. Bartel
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Leendert van der Waerden (1903—1996) turned to the history of mathematics in his
later years (van der Waerden 1954, 1967, 1983, 1985). However, van der Waerden
does not touch philosophy in any of his works on Greek mathematics. Hans Freuden-
thal (1905-1990) devoted some works on the history of Greek mathematics [1953,
1966, 1976], but the topics studied focus on rather specific questions. Logician and
historian of mathematics Oscar Becker’s (1889-1964) work in the history of Greek
mathematics is primarily connected with the pre-Euclidean theory of ratios, which
he identified in Aristotle’s Topics, and attributes to Theaetetus, and the foundational
“crisis” in Greek mathematics (Hasse and Scholz 1928) occasioned by the discovery
of incommensurability of the side and the diagonal of a square attributed to Hippa-
sus of Metapontum (c. 530—c. 450 BC) (Becker 1933—-1936). Becker is also the first
who noticed that most of Euclid’s proofs do not require the use of the principle of
excluded middle. On the other hand, Yankov’s project to study the rise of mathemat-
ics in combination with the appearance of Greek philosophy has no precedent in the
historiography of science.

In the second half of the twentieth century, several philosophers of science turned
to Greek science and philosophy. First, Karl Popper (1902—-1994) proclaimed to go
back to the beginning of philosophy, notably the pre-Socratics [1958-1959, 1998].
Popper interprets the pre-Socratic philosophers not as creators of “natural philosoph-
ical” conceptions but as the discoverers of first theories or intuitions and fascinating
cosmological explanations, which were brilliant insights but not the result of observa-
tion. Popper rejects the Baconian viewpoint, according to which science starts from
observation and then slowly and cautiously proceeds to theories. He claims that this
was not the way of thinking of the pre-Socratic philosophers, who conceived bold,
revolutionary, and most portentous ideas in the whole history of human thought, not
by observation, but by reasoning (Popper 1958—1959, 4). According to Popper, their
way of thinking shows how actually science advances.

Although Yankov is unaware of Popper’s appeal to return to the pre-Socratics,
his project has many similarities. Denisova, in her paper in this volume, soundly
emphasises that

“Yankov convincingly shows that the Greek natural philosophers,
who are often presented as naive materialists who were looking for
a common fundamental principle of the world in certain tangible,
visible substances, actually tried to comprehend the a priori meta-
physical form of the world, which predetermined the ontology of its
objective spheres and intelligible meanings” [Denisova 2022, 273].

Furthermore, Thomas S. Kuhn (1922-1996) points that

“Only the civilisations that descend from Hellenic Greece have pos-
sessed more than the most rudimentary science” (Kuhn 1962/69,
168).

Thus, the problem of the rise of mathematics and philosophy, i.e., the question of
the appearance of rational thinking that became the pillar of European civilisation,
is central in modern philosophy of science because the idea of Greek origins of sci-
ence is in the borderline of the distinction between science and other, earlier modes
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of thought that are generally understood as inferior. This question of demarcation
between science and non-science is central to the modern philosophy of science. In
this respect, Yankov’s attempt to approach this problem, undertaking a comparative
analysis with the non-European philosophical thinking, primarily Chinese philoso-
phy, is fully justified.

An apparent direct motivation for Yankov to study the question of the rise of Greek
mathematical and philosophical thinking was my PhD Thesis On the Formation of
Mathematical Science in Ancient Greece (Vandoulakis 1991) that was prepared at
the Department of History and Methodology of Mathematics and Mechanics and
submitted to the Faculty of Mathematics of the Moscow M.V. Lomonosov in fulfil-
ment of the requirements for the Degree of “Candidate of Science.” Earlier, Yankov
did not publish anything on the rise of Greek mathematics.

Yankov was a referee of my Thesis. In his speech before the Committee on 4th
October 1991, he states explicitly the reason that motivated him to develop his sub-
sequent project.

“Despite the highly abstract conceptual level of modern mathemat-
ics and its “ideological” ramifications, its fundamental concepts are
rooted in intuition. Consequently, when mathematics reaches a new
level, it always makes sense to wonder whether these roots can be
traced back to that mathematics which, apparently, for the first time
exceeded the limits of the technique of counting and made a decisive
step towards both proof and the intellectual intuition associated with
it.” [Minutes of the PhD Session dated 4th October 1991].

In his interpretation of early Greek philosophy, Yankov focuses on several issues
highlighted in my dissertation: the problem of the finite and the infinite, and thereby of
the finitary and infinitary methods of handling the infinite and the modes of reasoning
about it; the problem of truth and falsity in its close connection with the problem of
meaningfulness and meaninglessness; the problem concerning linguistic expressions,
their meaning and reference, and others.

In the sequel, we will focus on Yankov’s hypothesis of the rise of Greek mathe-
matics.

12.2 Outline of Yankov’s Hypothesis of the Rise of Greek
Mathematics

Yankov focuses on the appearance of proof in ancient Greece. The Greek concept
of proof is a distinctive feature of European civilisation since it does not appear,
for instance, in Hindu, Chinese or Japanese mathematics. We will outline the main
points of Yankov’s hypothesis in due detail since it is nowhere exposed in the English-
language literature. Yankov’s hypothesis was exposed in [ Yankov 1997, 2000, 2001,
2003] before appearing in his major monograph (Yankov 2011). In his research,
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Yankov relies on Lebedev’s Russian edition of the Fragments of the pre-Socratic
philosophers (Lebedev 1989).

(1) As first textual evidence of proof, Yankov considers Hippocrates’ of Chios
(c. 470—c. 410 BC) proofs on lunules, reported by Simplicius. These proofs are not
strict since Hippocrates lacked the concept of the ratio of magnitudes (lines, angles,
figures, solids), although Simplicius does not comment on that (van der Waerden
1954, 132). Yankov observes that two possible proofs preceded Hippocrates’s propo-
sitions:

i The proof that the sum of angles of a triangle is two right angles mentioned
by Proclus, which according to Aristotle (384-322 BC) and Geminus (fl. 1st
century BC), was proved for “all three kinds” of triangles (equilateral, isosceles
and scalene triangles) (Hankel 1874).

ii The proof of the infinite divisibility of magnitudes found in the Scholium 1 to
Book X of Euclid’s Elements (Heiberg 1883—-1916, vol. V, 414-417). Although
it is doubtful that the Scholium contains the exact text of the Pythagoreans, the
main idea of the proof is conveyed.

(2) Proclus reports a classification of proofs, ascribed to Porphyry (c. 234—c. 305
AD) (Morrow 1970, 198-199):

(a) arguments that proceed from starting points that are subdivided into

(a;) those which proceed from common notions, that is, from self-evident propo-
sitions.
(az) those which proceed from previously demonstrated propositions.

(b) arguments that proceed fo the starting points, which are either affirmative of
them or destructive and are subdivided into

(by) those that affirm first principles are called “analyses” and their reverse pro-
cedures “syntheses”.

(by) those that are destructive are called reductio ad absurdum
(M elg 10 &adOvatov amddelELg).

Yankov notes that the method of analysis and synthesis is rather a heuristic discovery
method that may lead to a result whenever all the steps of the arguments are invertible,
since it assumes proof from a possible state of affairs, not from a fact. Thus, Yankov
claims that this kind of reasoning was possibly advanced later.

The mode of reasoning by reductio ad absurdum is close in logical structure
to the reasoning by analysis. Both concern an inference of a proposition B from a
proposition A. However, in the case of analysis, A is assumed as possible, and B is
the starting point, whereas, in the case of the reductio ad absurdum, B is assumed to
be false, and A is the starting point.

Yankov argues against Arpad Szab6’s (1913-2001) view that the reasoning by
reductio ad absurdum comes from the Eleatic philosophers, notably Parmenides.
He notes that such an argument can be found earlier in Anaximander’s proof that
the Earth floats very still in the centre of the infinite (apeiron), not supported by
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anything. In any case, the mode of reasoning by reductio ad absurdum is a common
method of reasoning in everyday life when somebody states, for instance, “John did
not come; otherwise, I would have seen him.” This is because, according to Yankov,
no denial can be proved by any other method, except by reductio ad absurdum; this
is part of the meaning of negation. Thus, the method of reductio ad absurdum could
not have appeared without the prior development of methods of proving affirmative
statements; the latter is primary. Accordingly, the proof by reductio ad absurdum
could have appeared when a problem, the solution of which is negative, made its
appearance.

Yankov conjectures that such a problem could occur for the first time in
Pythagorean arithmetic: from a given oblong (€tepopnkng) number the one side
of which has double units than the other to construct a square number equal to
the former. This statement of the Pythagorean theory of even and odd numbers is
exposed in Propositions 21-29 of Book IX of Euclid’s Elements. This statement can
be demonstrated using the methods of pebble arithmetic and could be discovered by
the early Pythagoreans or even by Pythagoras himself.

Another problem that requires reasoning by reductio ad absurdum could be the
division of the octave in music theory. Although this is equivalent to the previous
arithmetical statement, this equivalence cannot be perceived immediately.

Yankov assumes that Porphyry’s meta-methodological observations are based
upon an already existing practice of mathematical proving. In Yankov’s view, the
idea of proof by reduction to common notions, i.e., in the sense of (a;), comes
possibly from the practice of the mathematicians when they noticed that in various
proofs, they had to repeat the same reasoning.

Further, Yankov claims that the first proofs concerned evident statements proved
by visual reasoning over a figure, as discussed by Wilbur Richard Knorr (1945-1997)
(Knorr 1975, 59-74). He notes that in the pre-Platonic period, the proofs were closely
associated with the figures they referred to because the objects of mathematics were
still perceived as real, not abstract, objects. Non-intuitive concepts and reasoning,
i.e., not associated with some figure, could appear at this stage in the theory of music.

(3) Yankov distinguishes a primary stage of development of proof when reasoning
is predominantly visual in character and concerns real objects. To this stage, he
associates Thales’ geometry, which concerned real objects (points, lines, etc.) drawn
on some medium, and the proofs were conducted by visual reasoning based on mirror
symmetry, rotation or folding. This is a kind of “empirical” geometry, as called by
Proclus

“attacking some problems in a general way and others more empiri-
cally (aiocdntikdtepov)” [Proclus (Morrow) 1970, 52].

(4) Between Thales’s geometry and Pythagoras’s mathematics, Yankov picks
Mamercus, mentioned immediately after Thales in Proclus’s list of geometers and
before Pythagoras. Of him, nothing is known beyond Proclus’s poor information:

“brother of the poet Stesichorus, is remembered as having applied
himself to the study of geometry” [Proclus (Morrow) 1970, 52].
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Nevertheless, Yankov conventionally calls “Mamercovian” the pre-Pythagorean
geometry to which he ascribes the use of the first three Postulates exposed in Euclid’s
Elements, Book I, namely,

1. To draw a straight line from any point to any point.

2. To produce a finite straight line continuously in a straight line.

3. To describe a circle with any centre and radius.

These three postulates go beyond the geometry of figures drawn on some medium;
they define geometry not as a science of real objects drawn and immediately per-
ceivable but about line segments and figures wherever they are found on a plane or
in space.

He also ascribes to this period the appearance of the method of proof by indication
(0e1é1c) and application of areas (Epoppoyn T@V xwpiwv). Nevertheless, this kind
of “Mamercovian” geometry concerns also real objects; however, a new “ideal”
element appears in it, which is the notion of the “direction to the infinite.”!

(5) The concept of the infinite (&nelpov) appears in Anaximander’s (c. 610—c. 546
BC) philosophy to designate an original principle (&pyn) of the world. The apeiron
is understood as a spatially indefinite, unbounded, limitless substance

“from which arise all the heavens and the worlds within them”
(Theophrastus Physic Opinion, fr. 2, Diels 1879. Dox. 476) (Bur-
net 1930, 52).

In Yankov’s view, Anaximander’s concept of apeiron has a dynamic aspect,
involving the notion of tending to the infinite. Consequently, according to Yankov,
this philosophical concept is naturally correlated with the concept of the indefinite
extension of a line.

(6) In the Pythagorean philosophy, the apeiron is complemented by a limiting prin-
ciple: the boundary (mépoag). The One or the unity (10 €v) is the product of the impo-
sition of the peras upon the apeiron. Yankov adopts the view that the Pythagorean
unit was understood as an atomic physical entity; however, the question of divisibility
of the unit was not stood yet at that time. Thus, Pythagorean arithmetic, as it appears
in the expositions of the Neo-Pythagoreans, such as Nicomachus of Gerasa (c. 60—c.
120 AD) (D’Ooge 1926), concerns various configurations of units in the above sense.
Here, Yankov heavily rests on the results of my research initially exposed in my PhD
Thesis and later in (Vandoulakis 2009).

Concerning the discrepancy between Becker (1936) and Knorr (1975, 147-
148) on the representation of numbers using pebbles (31& yfHewv), Yankov puts
under question the notion of “representation” of numbers by the Pythagoreans. The
Pythagoreans identified the numbers with the configurations of units. Hence, there
was no need for the numbers to be “represented.” We can talk about the representation

! The lack of historical evidence about Mamercus had met some skepticism by Izabella G. Bash-
makova that she expressed in our discussions. Nevertheless, she recognized that for the major
“heroes” of Greek mathematics, historical evidence is inadequate or completely absent (e.g. Thales,
Pythagoras, Euclid, Diophantus). In our view, Mamercus appears in Yankov’s conception not as a
“hero” (to whom one could ascribe certain notable discoveries) but as “boundary point” that marks
two distinct periods of Greek mathematics characterised by Yankov in logical terms.
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of numbers when the latter are understood abstractly, like, for instance, in Euclid’s
Elements. However, the Pythagorean numbers configurations are not necessary to be
unique, and, thereby, different variants could be used, including those of Becker and
Knorr.

Consequently, the “Mamercovian” period is characterised by reasoning over
indefinitely extended configurations, both in arithmetic and geometry, which Yankov
contrasts with Thales’s geometry of finite drawings. The pebbles used by the early
Pythagoreans are real physical entities that represent the unit; the units are the real
objects of Pythagorean arithmetic. In the early geometry, a concrete drawing could
represent some indefinite configuration of geometric objects; however, this config-
uration consisted of points, lines, angles, and other objects, drawn on a medium, so
that reasoning over them did not involve any ideal element.

(7) Rigor in reasoning over ideal entities appears when they are constituted in
our mind and preserve in operations what is embedded in them by our mind. This
aspect of the “constitution” of objects is essential in both Pythagorean mathematics
and the associated mystical generation of the world out of numbers. Anaximander’s
spontaneously generated apeiron is replaced by the Pythagoreans by the vision of
an orderly generation of the world by the successive addition of units and the con-
struction of arithmetic configurations. This insight explains the mystical experience
related to the cosmogonic construction, highlighted by Walter Burkert (1931-2015)
(Burkert 1962). The cosmogonic construction generates arithmetic construction.

(8) According to Proclus,

“Pythagoras transformed mathematical philosophy into a scheme of
liberal education, surveying its principles from the highest down-
wards and investigating its theorems in an immaterial (&bAwg) and
intellectual (vogep®g) manner” [Proclus (Morrow) 1970, 52-53].

Proclus’s assessment is commonly considered unjustified. However, Yankov
focuses on Proclus’s characterisation of Pythagorean investigations as “immaterial”
and “intellectual” and suggests the following interpretation. The passage expresses
Pythagoras intention to release mathematics from its “material” model of concrete
physical objects, such as the pebbles and concrete geometric drawings, but possibly
did not complete his project. This was realised by the later Pythagoreans. Therefore,
the passage fuses Pythagoras’s program with its subsequent realisation by his pupils,
who ascribed their achievements to their teacher.

(9) The Pythagoreans probably attempted to construct a geometry modelled upon
the arithmetic of units (monads). In this kind of geometry, a line segment would have
had consisted of a great, yet finite, number of units (monads). However, this kind of
discrete “monadic” geometry could not be advanced for internal reasons—it could
not yield important affine and metric concepts. Besides, it could not be developed in
virtue of the proposition of the infinite divisibility of magnitudes talked about in the
Scholium 1 to Book X of Euclid’s Elements mentioned above.

This impasse paved the way for the introduction of ideal geometrical entities,
namely a point understood as “that which has no part,” a line as “that which has
no breadth,” a surface as that “which has length and breadth only.” Accordingly, the
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geometric magnitudes were divided into three kinds—Tlines, figures, and solids—and
the comparison could be made among magnitudes of the same kind.

This marks a turning point in the development of geometry. In place of Thales’
“empirical” geometry or the geometry of the “Mamercovian” period or the possible
“monadic” geometry of the early Pythagoreans appeared the geometry of magnitudes,
advanced by the Pythagoreans of the 5th century. This new geometry was later
exposed in Euclid’s Elements, Book I and II, in a version possibly reworked by
Euclid.

The appearance of the geometry of magnitudes also means that the real physical
objects of geometry were replaced by ideal initial objects, such as those described
in Euclid’s Definitions 1, 2, and 5. This ultimately realises Pythagoras’s intention
to release mathematics from its “material” content of concrete physical objects and
investigate theorems in an “immaterial” (60 wc) and “intellectual” (voep®g) manner,
as Proclus states. However, Yankov ascribes not to Pythagoras but Hippasus the
development of the geometry of magnitudes, i.e., the geometry, in which segments,
figures, angles, and solids are treated as magnitudes.

(10) Hippasus is usually associated with the discovery of incommensurability (of
the side and diagonal of a square), although the latter is not explicitly ascribed to Hip-
pasus by any ancient writer. Further, a foundational “crisis” (Hasse and Scholz 1928)
occasioned by the discovery of incommensurability is emphasised in the traditional
historiography of mathematics (Becker, van der Waerden, and others).

Yankov adopts Szabd’s criticism of this interpretation (Szabd 1969, 123-127),
remarkably, that no traces of this “crisis” have been survived. This interpretation
was challenged later also by Knorr (2003, 39—42) and Fowler (1999, 289-302), but
Yankov does not refer to them.

Yankov believes that the discovery of incommensurability had no tragic conse-
quences for the Pythagoreans. Nevertheless, a revolution took place, and evidence
about this revolution has been survived. This revolution is the discovery of the infi-
nite divisibility and lack of common measure for all magnitudes of the same genus
(segments or plane figures). The proof of the discovery of the infinite divisibility,
as it appears in the Scholium 1, is not proof “within geometry” as understood in
the Elements. Yankov associates it with the “Mamercovian” style of geometry. In
Yankov’s view, the discovery of the infinite divisibility paved the way for creating the
geometry of magnitudes, which he considers a “revolution” in mathematics. Without
the awareness of the infinite divisibility, the well-known method of anthyphairesis
that enables discovering new kinds of incommensurables would be impossible.

Nevertheless, Yankov seems sceptical about several historical questions:

e Did the discovery of infinite divisibility precede the creation of the theory of
magnitudes and their ratios? Or
e The theory of magnitudes was advanced earlier within the “empirical” geometry?

He notes that there is no trace of the notion of infinite divisibility of the world in
Parmenides’ fragments. The first evidence about the notion of infinite divisibility of
the world is found in Zeno of Elea. In any case, we cannot categorically assert that
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the beginning of the development of the geometry of magnitudes is the discovery of
infinite divisibility, although it is very plausible.

(11) The ontology associated with the last version of geometry faced some dif-
ficulties. The continuum became a conglomeration of an infinite number of points,
each of which lacked magnitude. This concept is challenged in Zeno’s of Elea (c.
495—c. 430 BC) paradoxes of plurality. The idea disputed by Zeno is that the world
consists of “points.”

In reaction to Zeno’s challenge, Anaxagoras (c. 500—c. 428 BC) conceived the
idea of a physical world consisting of actual infinitesimals. Such magnitudes were
known to Greek geometers. Proclus mentions the horn-like (kepatoedng) angle
(between the circumference of a circle and a tangent), which is less than a right angle
since it is less than an acute angle but is not an acute angle. However, there is no
evidence that Anaxagoras used horn-like angles to illustrate his physical theory.

(12) Moreover, this kind of continuum has not a standard order, like the order in
Pythagorean arithmetic. The objects of geometry (points, lines, segments, figures)
had to be considered as “given,” not “generated,” although generation is not excluded
yet from something already given. The primary givenness of an entity could not be
overcome.

Thus, although Pythagorean arithmetic and the new geometry now dealt with ideal
objects, they were opposite in spirit. The numbers (linear, plane, solid) were under-
stood as generated and potentially infinite (Vandoulakis 2009), whereas geometry
had to do with the “ocean” of the apeiron, i.e., faced with the concept of the actual
infinite. This development determined the route of the axiomatisation of mathematics
in ancient Greece.

Arithmetic, in virtue of its constructive nature, did not need identification of
certain primary principles (&pyoi) to be developed. The (full) axiom of mathematical
induction was never formulated in Greek arithmetic (see also (Vandoulakis 2009)).
To talk about “principles” or “beginnings” is needed when the objects of mathematics
are given beforehand and not generated. In this case, we must guess or imagine the
relationship between the given objects to conduct reasoning over them. In geometry,
the initial objects—points, lines, surfaces—are understood as given, i.e., some ideal
givenness.

(13) Yankov claims that the first abstract mathematical concept introduced to
mathematics by the Pythagoreans was the ratio of numbers. Yankov agrees with
Szabd that this concept might have appeared in music due to experiments on the string
length of a monochord. These experiments led to the discovery of the concordant
musical intervals (the octave, fifth and fourth) that correspond to the number ratios
2:1, 3:2 and 4:3, respectively. In this case, the concept of ratio might have appeared
outside mathematics out of experimentation.
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12.3 An appreciation of Yankov’s Hypothesis

Yankov’s hypothesis is a profound conception of the rise of Greek mathematics, and
primarily of the Greek concept of proof, which is systematically examined in rela-
tionship to the development of ontology in early Greek philosophy. It is impossible
to review and comment on all aspects of Yankov’s hypothesis in this paper, so we
will focus on certain points that seem to us the most important.

1. Yankov, as a logician, views parallelism between the ontology underlying the
early Greek mathematical theories with ontological conceptions developed in early
Greek philosophy. Thus, he associates Anaximander’s apeiron, particularly its aspect
of tending to the infinite, with the concept of the indefinite extension of a line, i.e.,
the “Mamercovian” pre-Pythagorean geometry.

Further, the arithmetic of finite pebbles configurations is associated with the
Pythagorean doctrine of generation of things by the imposition of the peras upon
the apeiron. The use of this principle is mentioned in the Neo-Pythagorean exposi-
tions of arithmetic (Vandoulakis 1991, 2009). However, Yankov uses this parallelism
to explain the mystical experience related to the cosmogonic orderly construction
highlighted by Burkert.

The appearance of the geometry of magnitudes is associated with Zeno’s logical
paradoxes, which involve a concept of the world perceived as a conglomeration of
an infinite number of points.

These are not the only possible parallelisms between early Greek mathematics
and pre-Socratic philosophy. I have claimed that there is a relationship between the
Parmenidean semantic conception and the Pythagorean arithmetic. This relation can
be expressed as follows:

“Parmenides’ theory of truth may have been reached through a pro-
cess of reflection on Pythagorean arithmetic in which truth was iden-
tified with genetic constructability.”

In other words, Pythagorean arithmetic could have served as a model for Par-
menidean semantics (Vandoulakis 2020).

Therefore, there is a relationship between early mathematical practice and certain
philosophical conceptions of the early Greek philosophers. However, this does not
mean that these conceptions are straightforward generalisations from the mathemat-
ical practice of the time; they are not philosophies of mathematics of those times.
They are speculative philosophical conceptions concerning man and the world, in
the shaping of which we can trace the role that early mathematical practices have
probably played.

2. Yankov’s view that the objects of Hippocrates’s geometry are perceived as real
objects is textually supported, although Yankov does not seek textual evidence. In
Simplicius’s fragment on the calculation of the area of some Hippocratic lunules, we
meet a kind of reference to geometric objects which is not commonly used by other
Greek mathematicians, namely the following locutions are used (Fig. 12.1):

(a) “The point on which A stands” (or, “is marked by A”) (10 €¢’ (;) A) refers to a
point.
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Fig. 12.1 This figure is A
taken from (Bulmer-Thomas, E H
1939, 1, 242) Al
Z
A K ke B

(b) “The line on which AB stand” (or, “is marked by AB”) (| €¢’ 1~1 AB) refers to
a line segment.

(c) “The trapezium on which EKBH stands” (or, “is marked by EKBH”)
(10 tpaméCiov €@’ oo EKBH) refers to a figure, notably a trapezium.

Thus, the letters used in Fig. 12.1, do not name geometrical objects (the point,
the line segment or the trapezium, respectively), and the locution
used—10 £¢° @, 7| £¢° N, 10 £¢° co—mean “stand on.” This is not the way that
Euclid uses for referring to mathematical objects designated by line segments. In
Hippocrates, the letters serve as markers or indicators to label or indicate concrete
geometrical objects in the figure. Thus, for Hippocrates, AB is not the name of diam-
eter, as in modern mathematical symbolism. AB is a visible sign pattern that points
to the diameter, i.e., it is a “label”, pointing to the diameter in Fig. 12.1. Its function
is to help the reader to identify the diameter in the figure. Therefore, letters in Hip-
pocrates’ text are signs that provide (spatial) evidence of the object being designated
(Papadopetrakis 1990; Vandoulakis 2017).

3. Yankov is right when he claims that the development of proving affirmative
statements precedes the methods of proving negative statements. Negative statements
are not found in the texts of Hippocrates of Chios on the quadrature of the lunules,
quoted by Simplicius. Hippocrates’s visual mode of notation described above does
not name geometrical objects but serves as an index or marker indicating concrete
geometrical objects; this is not compatible with an abstract concept of negation.

Negative statements are not also found in Book II of Euclid’s Elements, which is
considered of early origin. Negation is alien to Parmenides. His ontological universe
is a positive, true Being, lacking negative facts (Vandoulakis 2015).

There is no trace either of any concept of negation in the Pythagorean version
of arithmetic, even in its elaborate expositions by Neo-Pythagorean authors (Nico-
machus, Theon, and others). This kind of arithmetic concerns affirmative sentences
stating something ‘positive’ that the construction of some configuration can confirm.
No statements postulating the existence of a number identified by a negative property
(or lack of a property) or statements asserting the impossibility of construction is
ever formulated in the extant sources (Vandoulakis 2009).

It was Plato who first examined the structure of simple statements and defined
negation in a way close to the concept of logical negation, irrespectively of their
linguistic expression by the two Greek words: pfy or o¥. Euclid, in his Elements,
deliberately uses both these forms as logical negations in the style of Plato (Van-
doulakis 2015).
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As regards the mode of reasoning by reductio ad absurdum, it also appears in
dialectical reasoning of refutation (€Aeyyoc), where the truth of a proposition P is
checked. If the proposition leads to absurd, then we conclude that the negation of
P is true, i.e., that not-P holds. This kind of refutation is “intuitive” and compatible
with the Pythagorean style of visual arithmetic. The need to employ reasoning of this
kind appears from the problem of examination of hypotheses that seem “intuitively”
to be true but turn out to be false. One example of such an “intuitive” hypothesis
is the Pythagorean notion that all segments are commensurable (Waszkiewicz and
Wojciechowska 1990, 88; Cf. Gardies 1991).

The Eleatics may have taken over this method of reasoning from the mathe-
maticians, as the Kneales have conjectured [Kneales 1962, 8], notably from the
Pythagorean arithmeticians, or they might have invented it independently in the pro-
cess of developing dialectics. However, the need for such a mode of reasoning in
dialectics is slightly different from that in arithmetic. In dialectics, it stems from the
necessity to formulate and reject choices or alternatives, rejecting incompatible (yet,
not necessarily contradictory) alternatives.

Wherever reasoning by reductio ad absurdum was invented, be it in Pythagorean
arithmetic, as a hypothesis-checking method, or in Eleatic dialectics, as a method
of refutation of one of the alternative options, the event was closely connected with
the logical problems of negation and the definition of truth for negative facts both
solved by Plato. Thus, the problem of negation is a connecting link between Greek
philosophy and mathematics (Vandoulakis 2015).

4. Yankov adopts the view that Greek arithmetic was never axiomatised. As I
have demonstrated, Euclid’s arithmetical Books are not constructed using axiomatic
assumptions. Euclid’s arithmetic lacks the concept of absolute number or any elabo-
rated concept of equality. It is constructed as ‘formal’ theory of numbers, designated
by segments, which serve as a kind of ‘formalisation’ of the metalinguistic concept of
‘multitude’ (r An90og). The only “principle” or “starting point” of Euclid’s arithmetic
system is the unit. Assuming the existence of units in nature, that is, in an ontolog-
ical sense that is never applied in arithmetical reasoning itself, Euclid proceeds to
introduce new kinds of numbers through effective procedures.

Even when reasoning is conducted over infinite processes, where a form of the
principle of infinite descent, the least number principle and mathematical induction
are used, no use of the abstraction of actual infinite is involved. These uses do not
go beyond finitary arithmetic (Vandoulakis 1998). As Yankov emphasises, there was
not any internal reason for the axiomatisation of arithmetic by the Greeks. Although
the Greek mathematicians applied the axiomatic approach to geometry, arithmetic
seems to have been developed based on effective procedures in a way described in
(Vandoulakis 1998). This approach also concerns the (Neo-)Pythagorean arithmetic,
as shown in (Vandoulakis 2009).

Consequently, the underlying ontology of Greek arithmetic is an expanding uni-
verse of numbers increasing (potentially) ad infinitum, beginning from a designated
object called the unit (monas). In the second chapter of his first Prologue, where he
considers the Limit and the Unlimited as common ontological principles of math-
ematics, Proclus explains that although the number can increase ad infinitum, any
given number is finite:
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“For number, beginning with the unity, is capable of indefinite
increase, yet any [individual] number you choose is finite.” [Proclus
(Morrow), 1970, 5].

This cannot be an ontology for geometry, which is associated with the question
of infinite divisibility, specific to the domain of the continuous. In this way, Yankov
refocuses historical research from the general question of the axiomatisation of math-
ematics to the more specific question: How did the axiomatisation of geometry occur
in ancient Greece?

Moreover, as Yankov clarifies, the objects of geometry (points, lines, segments,
figures) had to be considered as “given,” not “generated” (like the objects of arith-
metic) although generation is not excluded, yet from something already given. In
this context, Yankov paves the way for a reexamination from a new perspective of
Euclid’s Data (Aedopéva), which deals precisely with the question of what magni-
tude can be considered as “given” in geometrical problems. In this context, the Data
can be viewed as a work of meta-mathematical nature.

5. As we stated above, Yankov distinguishes between two traditions of pre-
Euclidean geometry: Thales’s “empirical” geometry, which concerns real objects
(points, lines, etc.) drawn on some medium, and proofs conducted by visual rea-
soning based on intuitive principles (mirror symmetry, rotation or folding) and the
“Mamercovian,” pre-Pythagorean geometry which also deals with real objects but
a new “ideal” element makes its appearance in reasoning: the notion of “tending to
the infinite,” which goes beyond the geometry of the (bounded) drawn figures.

It is noteworthy that a similar distinction, although not identical and based on
different grounds, was suggested by W.R. Knorr. Namely, he states:

“I find it possible to distinguish two quite different styles in the
Euclidean plane geometry:

(i) One approach, designatable as ‘topological,” predominates in
Books I, III, and VI. The primary objective is the examination of
the topological relations of point, line, plane, plane figure; the angle
is of particular interest; the triangle is the principal plane studied, ...
inequalities are often introduced.

(ii) A second approach. which we may call ‘metrical’, is central to
Books II, IV, X and XIII and parts of Book VI; there is an overlap
with the content, but not the mode of presentation of the latter parts
of Book I. The principal problem is the measurement of area; ... the
basic figure of study is the rectangle, with the special case of the
square; equalities are always at issue, never inequalities. ...
Tradition (i) represents the older material. the characteristically Ionic
geometry, and its most brilliant representative and first systematiser
was Hippocrates of Chios (c. 410 BC). ...

Tradition (ii) material is much younger. Only in the time of Theodorus
did the formalisation of the more elementary portions even begin (cf.
Book II). (Knorr 1975, 6-7).
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Knorr defines two styles of geometric thinking: a “topological”” and a metrical one.
On the other hand, Yankov’s criterion is the reasoning conducted over mathemati-
cal objects. He claims that the objects are real in both traditions, but the geometry
on a drawing medium is studied in the Ionian tradition, whereas the “Mamerco-
vian” geometry goes beyond the “topological” features of figures and studies figures
anywhere on the plane or in space.

12.4 1In Lieu of a Conclusion

Yankov’s monograph is the first systematic attempt to study the rise of Greek math-
ematics in relation to the appearance of early Greek philosophy. Both phenomena
concern the rise of rational thinking, but the two fields were studied by historians
of science and historians of philosophy separately. Yankov focuses on questions of
ontology in philosophy and mathematical theories and their possible relationship.

Although Yankov characterised his hypothesis of the rise of mathematics as spec-
ulative (hypothetical, philosophical), his insights are profound and reasonable and
provide a new consistent narrative of the historical development of logical thinking
in mathematics and philosophy and their interrelationship. Unfortunately, this paper
cannot touch the wide variety of facets elaborated in scrupulous detail in his semi-
nal monograph. Nevertheless, we hope that it contributes to the acquaintance of the
scholarly community with a work that deserves due attention.
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