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Preface

The 8th International Conference on Artificial Intelligence and Security (ICAIS
2022), formerly called the International Conference on Cloud Computing and Secu-
rity (ICCCS), was held during July 15–20, 2022, in Qinghai, China. Over the past seven
years, ICAIS has become a leading conference for researchers and engineers to share
their latest results of research, development, and applications in the fields of artificial
intelligence and information security.

We used the Microsoft Conference Management Toolkit (CMT) system to manage
the submission and review processes of ICAIS 2022. We received 1124 submissions
from authors in 20 countries and regions, including the USA, Canada, the UK, Italy,
Ireland, Japan, Russia, France, Australia, South Korea, South Africa, Iraq, Kazakhstan,
Indonesia, Vietnam, Ghana, China, Taiwan,Macao, etc. The submissions cover the areas
of artificial intelligence, big data, cloud computing and security, information hiding, IoT
security, multimedia forensics, encryption and cybersecurity, and so on. We thank our
Technical Program Committee (TPC) members and external reviewers for their efforts
in reviewing papers and providing valuable comments to the authors. From the total
of 1124 submissions, and based on at least three reviews per submission, the Program
Chairs decided to accept 166 papers to be published in three LNCS volumes and 168
papers to be published in three CCIS volumes, yielding an acceptance rate of 30%. This
volume of the conference proceedings contains all the regular, poster, and workshop
papers.

The conference program was enriched by a series of keynote presentations, and the
keynote speakers included Q.M. Jonathan Wu and Brij B. Gupta, amongst others. We
thank them for their wonderful speeches.

There were 68 workshops organized in ICAIS 2022 which covered all the hot topics
in artificial intelligence and security. We would like to take this moment to express our
sincere appreciation for the contribution of all the workshop chairs and participants.
We would like to extend our sincere thanks to all authors who submitted papers to
ICAIS 2022 and to all TPC members. It was a truly great experience to work with such
talented and hard-working researchers. We also appreciate the external reviewers for
assisting the TPC members in their particular areas of expertise. Moreover, we want to
thank our sponsors: ACM, ACM SIGWEB China, the University of Electronic Science
and Technology of China, Qinghai Minzu University, Yuchi Blockchain Research Insti-
tute, Nanjing Normal University, Northeastern State University, New York University,
Michigan State University, the University of Central Arkansas, Dublin City University,
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Université Bretagne Sud, the National Nature Science Foundation of China, and Tech
Science Press.

April 2022 Xingming Sun
Xiaorui Zhang

Zhihua Xia
Elisa Bertino



Organization

General Chairs

Yun Q. Shi New Jersey Institute of Technology, USA
Weisheng Ma Qinghai Minzu University, China
Mauro Barni University of Siena, Italy
Ping Jiang Southeast University, China
Elisa Bertino Purdue University, USA
Xingming Sun Nanjing University of Information Science and

Technology, China

Technical Program Chairs

Aniello Castiglione University of Salerno, Italy
Yunbiao Guo China Information Technology Security

Evaluation Center, China
Xiaorui Zhang Engineering Research Center of Digital

Forensics, Ministry of Education, China
Q. M. Jonathan Wu University of Windsor, Canada
Shijie Zhou University of Electronic Science and Technology

of China, China

Publication Chair

Zhihua Xia Jinan University, China

Publication Vice Chair

Ruohan Meng Nanjing University of Information Science and
Technology, China

Publicity Chair

Zhaoxia Yin Anhui University, China



viii Organization

Workshop Chairs

Baowei Wang Nanjing University of Information Science and
Technology, China

Lingyun Xiang Changsha University of Science and Technology,
China

Organization Chairs

Genlin Ji Nanjing Normal University, China
Jianguo Wei Qinghai Minzu University and Tianjin University,

China
Xiaoyu Li University of Electronic Science and Technology

of China, China
Zhangjie Fu Nanjing University of Information Science and

Technology, China
Qilong Sun Qinghai Minzu University, China

Technical Program Committee

Saeed Arif University of Algeria, Algeria
Anthony Ayodele University of Maryland Global Campus, USA
Zhifeng Bao Royal Melbourne Institute of Technology,

Australia
Zhiping Cai National University of Defense Technology,

China
Ning Cao Qingdao Binhai University, China
Paolina Centonze Iona College, USA
Chin-chen Chang Feng Chia University, Taiwan, Republic of China
Han-Chieh Chao National Dong Hwa University, Taiwan, Republic

of China
Bing Chen Nanjing University of Aeronautics and

Astronautics, China
Hanhua Chen Huazhong University of Science and Technology,

China
Xiaofeng Chen Xidian University, China
Jieren Cheng Hainan University, China
Lianhua Chi IBM Research Center, Australia
Kim-Kwang Raymond Choo University of Texas at San Antonio, USA
Ilyong Chung Chosun University, South Korea
Martin Collier Dublin City University, Ireland
Robert H. Deng Singapore Management University, Singapore
Jintai Ding University of Cincinnati, USA
Xinwen Fu University of Central Florida, USA



Organization ix

Zhangjie Fu Nanjing University of Information Science and
Technology, China

Moncef Gabbouj Tampere University of Technology, Finland
Ruili Geng Spectral MD, USA
Song Guo Hong Kong Polytechnic University, Hong Kong,

China
Mohammad Mehedi Hassan King Saud University, Saudi Arabia
Russell Higgs University College Dublin, Ireland
Dinh Thai Hoang University of Technology Sydney, Australia
Wien Hong Nanfang College of Sun Yat-Sen University,

China
Chih-Hsien Hsia National Ilan University, Taiwan, Republic of

China
Robert Hsu Chung Hua University, Taiwan, Republic of China
Xinyi Huang Fujian Normal University, China
Yongfeng Huang Tsinghua University, China
Zhiqiu Huang Nanjing University of Aeronautics and

Astronautics, China
Patrick C. K. Hung University of Ontario Institute of Technology,

Canada
Farookh Hussain University of Technology Sydney, Australia
Genlin Ji Nanjing Normal University, China
Hai Jin Huazhong University of Science and Technology,

China
Sam Tak Wu Kwong City University of Hong Kong, China
Chin-Feng Lai Taiwan Cheng Kung University, Taiwan, Republic

of China
Loukas Lazos University of Arizona, USA
Sungyoung Lee Kyung Hee University, South Korea
Hang Lei University of Electronic Science and Technology

of China, China
Chengcheng Li University of Cincinnati, USA
Xiaoyu Li University of Electronic Science and Technology

of China, China
Feifei Li Utah State University, USA
Jin Li Guangzhou University, China
Jing Li Rutgers University, USA
Kuan-Ching Li Providence University, Taiwan, Republic of China
Peng Li University of Aizu, Japan
Yangming Li University of Washington, USA
Luming Liang Uber Technology, USA
Haixiang Lin Leiden University, The Netherlands



x Organization

Xiaodong Lin University of Ontario Institute of Technology,
Canada

Zhenyi Lin Verizon Wireless, USA
Alex Liu Michigan State University, USA
Guangchi Liu Stratifyd Inc., USA
Guohua Liu Donghua University, China
Joseph Liu Monash University, Australia
Quansheng Liu University of South Brittany, France
Xiaodong Liu Edinburgh Napier University, UK
Yuling Liu Hunan University, China
Zhe Liu Nanjing University of Aeronautics and

Astronautics, China
Daniel Xiapu Luo Hong Kong Polytechnic University, Hong Kong,

China
Xiangyang Luo Zhengzhou Science and Technology Institute,

China
Tom Masino TradeWeb LLC, USA
Nasir Memon New York University, USA
Noel Murphy Dublin City University, Ireland
Sangman Moh Chosun University, South Korea
Yi Mu University of Wollongong, Australia
Elie Naufal Applied Deep Learning LLC, USA
Jiangqun Ni Sun Yat-sen University, China
Rafal Niemiec University of Information Technology and

Management, Poland
Zemin Ning Wellcome Trust Sanger Institute, UK
Shaozhang Niu Beijing University of Posts and

Telecommunications, China
Srikant Ojha Sharda University, India
Jeff Z. Pan University of Aberdeen, UK
Wei Pang University of Aberdeen, UK
Chen Qian University of California, Santa Cruz, USA
Zhenxing Qian Fudan University, China
Chuan Qin University of Shanghai for Science and

Technology, China
Jiaohua Qin Central South University of Forestry and

Technology, China
Yanzhen Qu Colorado Technical University, USA
Zhiguo Qu Nanjing University of Information Science and

Technology, China
Yongjun Ren Nanjing University of Information Science and

Technology, China
Arun Kumar Sangaiah VIT University, India



Organization xi

Di Shang Long Island University, USA
Victor S. Sheng Texas Tech University, USA
Zheng-guo Sheng University of Sussex, UK
Robert Simon Sherratt University of Reading, UK
Yun Q. Shi New Jersey Institute of Technology, USA
Frank Y. Shih New Jersey Institute of Technology, USA
Guang Sun Hunan University of Finance and Economics,

China
Jianguo Sun Harbin University of Engineering, China
Krzysztof Szczypiorski Warsaw University of Technology, Poland
Tsuyoshi Takagi Kyushu University, Japan
Shanyu Tang University of West London, UK
Jing Tian National University of Singapore, Singapore
Yoshito Tobe Aoyang University, Japan
Cezhong Tong Washington University in St. Louis, USA
Pengjun Wan Illinois Institute of Technology, USA
Cai-Zhuang Wang Ames Laboratory, USA
Ding Wang Peking University, China
Guiling Wang New Jersey Institute of Technology, USA
Honggang Wang University of Massachusetts-Dartmouth, USA
Jian Wang Nanjing University of Aeronautics and

Astronautics, China
Jie Wang University of Massachusetts Lowell, USA
Jin Wang Changsha University of Science and Technology,

China
Liangmin Wang Jiangsu University, China
Ruili Wang Massey University, New Zealand
Xiaojun Wang Dublin City University, Ireland
Xiaokang Wang St. Francis Xavier University, Canada
Zhaoxia Wang Singapore Management University, Singapore
Jianguo Wei Qinghai Minzu University and Tianjin University,

China
Sheng Wen Swinburne University of Technology, Australia
Jian Weng Jinan University, China
Edward Wong New York University, USA
Eric Wong University of Texas at Dallas, USA
Shaoen Wu Ball State University, USA
Shuangkui Xia Beijing Institute of Electronics Technology and

Application, China
Lingyun Xiang Changsha University of Science and Technology,

China
Yang Xiang Deakin University, Australia



xii Organization

Yang Xiao The University of Alabama, USA
Haoran Xie The Education University of Hong Kong, China
Naixue Xiong Northeastern State University, USA
Wei Qi Yan Auckland University of Technology, New Zealand
Aimin Yang Guangdong University of Technology, China
Ching-Nung Yang National Dong Hwa University, Taiwan, Republic

of China
Chunfang Yang Zhengzhou Science and Technology Institute,

China
Fan Yang University of Maryland, USA
Guomin Yang University of Wollongong, Australia
Qing Yang University of North Texas, USA
Yimin Yang Lakehead University, Canada
Ming Yin Purdue University, USA
Shaodi You Australian National University, Australia
Kun-Ming Yu Chung Hua University, Taiwan, Republic of China
Shibin Zhang Chengdu University of Information Technology,

China
Weiming Zhang University of Science and Technology of China,

China
Xinpeng Zhang Fudan University, China
Yan Zhang Simula Research Laboratory, Norway
Yanchun Zhang Victoria University, Australia
Yao Zhao Beijing Jiaotong University, China
Desheng Zheng Southwest Petroleum University, China
Qi Cui Nanjing University of Information Science and

Technology, China

Organization Committee

Tao Ye Qinghai Minzu University, China
Xianyi Chen Nanjing University of Information Science and

Technology, China
Zilong Jin Nanjing University of Information Science and

Technology, China
Yiwei Li Columbia University, USA
Yuling Liu Hunan University, China
Zhiguo Qu Nanjing University of Information Science and

Technology, China
Huiyu Sun New York University, USA
Le Sun Nanjing University of Information Science and

Technology, China
Jian Su Nanjing University of Information Science and

Technology, China



Organization xiii

Qing Tian Nanjing University of Information Science and
Technology, China

Qi Wang Nanjing University of Information Science and
Technology, China

Lingyun Xiang Changsha University of Science and Technology,
China

Zhihua Xia Nanjing University of Information Science and
Technology, China

Lizhi Xiong Nanjing University of Information Science and
Technology, China

Leiming Yan Nanjing University of Information Science and
Technology, China

Li Yu Nanjing University of Information Science and
Technology, China

Zhili Zhou Nanjing University of Information Science and
Technology, China

Qi Cui Nanjing University of Information Science and
Technology, China



Contents – Part I

Artificial Intelligence

DDG-Based Optimization Metrics for Defect Prediction . . . . . . . . . . . . . . . . . . . . 3
Yong Chen, Chao Xu, Jing Selena He, Sheng Xiao, and Fanfan Shen

Link Prediction Based on Sampled Single Vertices . . . . . . . . . . . . . . . . . . . . . . . . . 17
Wenxin Jiang, Bolun Chen, Zifan Qi, and Yongtao Yu

Operation Configuration Optimization of Power Gas Energy Hub System
Considering NOx Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Xueqin Zhang, Xudong Wang, Jing Duan, Wei Chen, Xiaojun Sun,
and Jinyue Xia

Fire Detection Approach Based on Vision Transformer . . . . . . . . . . . . . . . . . . . . . 41
Otabek Khudayberdiev, Jiashu Zhang, Ahmed Elkhalil,
and Lansana Balde

Construction and Application of Air Pollutant Concentration Prediction
Model Based on Multivariate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Li Xin, Pengrui Li, Shuai Zeng, and Yujie Liang

Research on Management Optimization of College Student Apartment
Based on MCR Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Longruidi Shang, Yao Tang, Wenzheng Yu, Xin Yao, and Hanxiaoya Zhang

Sub-base Station Power Optimization Based on QoS and Interference
Temperature Constraints for Multi-user Input and Output . . . . . . . . . . . . . . . . . . . . 80
Hongwei Li, Xiaoli He, Yu Song, Weijian Yang, Haimin Yi,
Xiaodong Yin, and Zhen Zeng

Resource Allocation for D2D Communication Underlaying Cellular
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Zhen Zeng, Xiaoli He, Lun Li, Yu Song, Hongwei Li, HaiMin Yi,
and XiaoDong Yin

Application Research of Safety Helmet Detection Based on Low
Computing Power Platform Using YOLO v5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Mengxi Chen, Rong Kong, Jianming Zhu, Lei Wang, and Jin Qi



xvi Contents – Part I

Application Research of MES in Intelligent Manufacturing Training
Factory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Zhou Li, Guwei Li, and Zhengyuan Li

Design of Temperature Monitoring System Using Distributed Intelligent
CAN Bus Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
Yu Su, Lingjuan Hou, Sinan Li, and Zhaochang Jiang

Distant Supervised Relation Extraction Based on Sentence-Level
Attention with Relation Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
Jing Li, Xingjie Huang, Yating Gao, Jianyi Liu, Ru Zhang,
and Jinmeng Zhao

Dual Attention Mechanisms Based Auto-Encoder for Video Anomaly
Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Jiatao Gu, Jing Zeng, and Genlin Ji

Radar Fusion Monocular Depth Estimation Based on Dual Attention . . . . . . . . . . 166
JianYu Long, JinGui Huang, and ShengChun Wang

Application of Artificial Intelligence in Financial Risk Management . . . . . . . . . . 180
Wanting Hu and Yixian Chen

Research on Commercial Sector Electricity Load Model Based
on Exponential Smoothing Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Huifeng Yan, Xuyang Yu, Dawei Li, Ying Xiang, Jian Chen, Zhiyong Lin,
and Jingwen Shen

Research on Dynamic Monitoring of Train Running Part Using Integrated
Detection System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
Sha Wen, Qingmao Ren, Yunzhi Shao, and Binhui Tang

Identification of Terrace Boundaries from DEMs Using Multidirectional
Hill-Shading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
Peng Liu, Kai Zeng, Ji Dai, and Wen Dai

Graph Regularization Based Multi-view Dictionary Learning for Person
Re-Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
Yang Dai and Zhiyuan Luo

LTDTS: A Lightweight Trash Detecting and Tracking System . . . . . . . . . . . . . . . 240
Zijun Yu, Jin Liu, and Xingye Li

Deep Learning Feature-Based Method for FY3 Image Inpainting . . . . . . . . . . . . . 251
Li Feng, Feihu Huang, Yan Zhang, and Jinrong Hu



Contents – Part I xvii

Let the Big Data Speak: Collaborative Model of Topic Extract
and Sentiment Analysis COVID-19 Based on Weibo Data . . . . . . . . . . . . . . . . . . . 264
Tianjie Luo, Ran Li, Zhe Sun, Fuqiang Tao, Manoj Kumar, and Chao Li

An Improved Cuckoo Search Algorithm Using Elite Opposition-Based
Learning and Golden Sine Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276
Peng-Cheng Li, Xuan-Yu Zhang, Azlan Mohd Zain, and Kai-Qing Zhou

Model Study on Integrated Thermal Management System of New Energy
Bus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
Zhiguo Li, Bojing Cheng, and Ying Wang

Chinese Sentence Similarity Calculation Based on Modifiers . . . . . . . . . . . . . . . . 301
Fangling Wang, Shaoqiang Ye, Diwen Kang, Azlan Mohd Zain,
and Kaiqing Zhou

Animation Generation Technology Based onDeep Learning: Opportunities
and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
Zunfu Wang, Fang Liu, and Xue Zhang

Variations of Solar Radiation in Typical Resource Regions of China
During 1961–2016 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326
Wenzheng Yu, Mingxuan Zhu, Aodi Fu, Li Shao, Haitao Liu,
Tianliang Chen, and Hanxiaoya Zhang

Quantum Fuzzy K-Means Algorithm Based on Fuzzy Theory . . . . . . . . . . . . . . . . 348
Min Hou, Shibin Zhang, and Jinyue Xia

Rolling Bearing Fault Diagnosis Method Based on Multiple Efficient
Channel Attention Capsule Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Kang Wu, Jie Tao, Dalian Yang, Hewen Chen, Shilei Yin, and Chixin Xiao

Research on E-commerce Customer Churn Based on RFM Model
and Naive Bayes Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
Yuan Tang, Yupeng Li, and Guang Sun

A Multi-task Learning Framework for Semantic Segmentation in MLS
Point Clouds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382
Xi Lin, Huan Luo, Wenzhong Guo, Cheng Wang, and Jonathan Li

Research on Force Control of Spherical Fruit and Vegetable End-Effector
Based on Data-Driven Control Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
Zhenze Liu, Jingquan He, Shoutao Li, Dikai Dong, Yu Du, and Lei Jin



xviii Contents – Part I

Research on ECG Signal Classification Based on Data Enhancement
of Generative Adversarial Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405
Jian Liu, Xiaodong Xia, Xiang Peng, Jiao Hui, and Chunyang Han

Association Extraction and Recognition of Multiple Emotion Expressed
in Social Texts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420
Jiajun Zou, Sixing Wu, Zhongliang Yang, Chong Chen, Yizhao Sun,
Minghu Jiang, and Yongfeng Huang

A CNN Based Visual Audio Steganography Model . . . . . . . . . . . . . . . . . . . . . . . . . 431
Ru Zhang, Hao Dong, Zhen Yang, Wenbo Ying, and Jianyi Liu

A Survey of Multi-label Text Classification Based on Deep Learning . . . . . . . . . . 443
Xiaolong Chen, Jieren Cheng, Jingxin Liu, Wenghang Xu, Shuai Hua,
Zhu Tang, and Victor S. Sheng

Interpreting Convolutional Neural Networks via Layer-Wise Relevance
Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457
Wohuan Jia, Shaoshuai Zhang, Yue Jiang, and Li Xu

Classification and Application of Teaching Evaluation Text Based on CNN
and Stacked Bidirectional LSTM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468
Youlin Liang, Shiying Wang, Lu Wang, Zhiqiang Liu, Xianhao Song,
and Jiening Yuan

Research on Classroom Teaching Behavior Under the Influence
of Information Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485
Weijie Yuan, Yanpeng Wu, Chenxue Zhu, Changling Peng,
and Zhichen Gao

Research on Kinematics Analysis and Trajectory Planning of Loading
Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 500
Da Xu, Zhaoyang Wang, Hua Li, Xiaochuang Wang, and Zhendi Cao

Text Sentiment Analysis Based on Improved Naive Bayes Algorithm . . . . . . . . . 513
Xinfei Li, Xiaolan Xie, Jiaming Wang, and Yigang Tang

A Study on a Remote Sensing Image Classification Method Incorporating
Multi-scale Feature Extraction and Channel Attention Mechanism . . . . . . . . . . . . 524
Juan Hu, Xinran Du, Hanyang Wang, Ting Jin, and Houqun Yang

Research on EVRP of Cold Chain Logistics Distribution Based
on Improved Ant Colony Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 537
Jiye Cui, Daqing Wu, and Romany Fouad Mansour



Contents – Part I xix

A Spatial-Temporal Integration Analysis to Classify Dynamic Functional
Connectivity for Brain Disease Diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549
Gaoxu Xu, Yin Liang, Shanshan Tu, and Sadaqat ur Rehman

5GMessageCooperativeContentCachingScheme forBlockchain-Enabled
Mobile Edge Networks Using Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . 559
Mei Du, Siyuan Sun, Ligang Ren, Dong Tian, and and Yifei Wei

A Survey of Deep Learning for Named Entity Recognition in Chinese
Social Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 573
Jingxin Liu, Jieren Cheng, Ziyan Wang, Congqiang Lou, Chenli Shen,
and Victor S. Sheng

A Survey on IPv6 Security Threats and Defense Mechanisms . . . . . . . . . . . . . . . . 583
Ning Liu, Jing Xia, Zhiping Cai, Tao Yang, Bingnan Hou, and Zhilin Wang

Research on the Detection of Causality for Textual Emotion-Cause Pair
Based on BERT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 599
Qian Cao, Charles Jnr.Asiedu, and Xiulan Hao

Cigarette Packaging Quality Inspection Based on Convolutional Neural
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 614
Zhijun Xu, Shuxi Guo, Yuefeng Li, Jianchao Wang, Yinuo Ma,
and Lee Henna

Research on Pear Tree Flowering Period Prediction Method Based
on Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 627
Qi Gao, JinMeng Du, JingFang Su, and Annan Gilmore

Research on Environmental Assessment Method of Meteorological
Observation Station Detection Based on Panoramic Image Processing . . . . . . . . . 639
Haichuan Li, Lijing Xu, Zhaoyang Shi, Xiang Wang, Jiashuo Li,
and Gunase Manogaran

An Alphapose-Based Pedestrian Fall Detection Algorithm . . . . . . . . . . . . . . . . . . . 650
Xiaodong Zhao, Fanxing Hou, Jingfang Su, and Lane Davis

Application of MEA Optimized Wavelet Neural Network Model in Traffic
Flow Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 661
Qian Yu and Haibo Wang

Energy Reduction Method by Compiler Optimization . . . . . . . . . . . . . . . . . . . . . . . 672
Sheng Xiao, Jing Selena He, Jingwen Yang, Xiaomeng Hong,
and Jinke Luo



xx Contents – Part I

Review on Intelligent Processing Technologies of Legal Documents . . . . . . . . . . 684
Guolong Zhao, Yuling Liu, and E. Erdun

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 697



Contents – Part II

Artificial Intelligence

Remface: Study on Mini-sized Mobilenetv2 and Retinaface . . . . . . . . . . . . . . . . . 3
Zhengran Wang, Tao Wu, Yifan Wang, and Yuke Li

Research on Application of Principal Component Analysis in 3d Video
Dimension Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Shuwen Jia, Tingting Yang, and Zhiyong Sui

Single Platform Passive Location Algorithm Using Position Information
and Azimuth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Jiayu Bai, Xiaoyu Li, Shijie Hu, Chenjing Su, Hang Lei, Weizhong Qian,
Cong Zhang, and Yutra Abel Zenebe

DCAL: A New Method for Defending Against Adversarial Examples . . . . . . . . . 38
Xiaoyu Lin, Chunjie Cao, Longjuan Wang, Zhiyuan Liu, Mengqian Li,
and Haiying Ma

Anomaly Detection Model for Key Places Based on Improved YOLOv5 . . . . . . . 51
Wang Yuanxin, Yuan Deyu, Yuyan Meng, and Ding Meng

Non-contact Heart Rate Detection Based on Fusion Method of Visible
Images and Infrared Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Juncun Wei, Jiancheng Zou, Jiaxin Li, Zhengzheng Li, and Xin Yang

Intelligent Data Analysis System Based on Edge Computing . . . . . . . . . . . . . . . . . 76
Keyu Wang, Weizhong Qian, Xi Yang, Xiaohu Li, Caiqiong Yang,
Shuqin Yue, and Xiaoyu Li

Portfolio Optimization Based on Quantum HHL Algorithm . . . . . . . . . . . . . . . . . . 90
Qinghai Li, Hao Wu, Weizhong Qian, Xiaoyu Li, Qinsheng Zhu,
and Shan Yang

Infrared Ship Video Target Tracking Based on Cross-Connection
and Spatial Transformer Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Zhaoying Liu, Junran He, Ting Zhang, Ran Tang, Yujian Li,
and Muhammad Waqas

Whale Optimization Algorithm Based on Artificial Fish Swarm Algorithm . . . . 115
Xiong Bo, Feng Wenlong, and Jin Zhang



xxii Contents – Part II

An Underwater Image Color Correction Algorithm Based on Underwater
Scene Prior and Residual Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Mengxing Huang, Jinjin Ye, Shenghan Zhu, Yang Chen, Yuanyuan Wu,
Di Wu, Siling Feng, and Feng Shu

An Improved TextRank-Based Method for Chinese Text Summarization . . . . . . . 140
Xin Zheng, Tiantian Zhou, Yintong Wang, and Shuo Li

Lhasa Dialect Recognition of Different Phonemes Based on TDNN Method . . . 150
Kuntharrgyal Khysru, Yangzhuoma Qie, Haiqiang Shi, Qilong Sun,
and Jianguo Wei

A Power Grid Equipment Fault Prediction Model Based on Faster RCNN
and Video Streaming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Youjun Feng, Jinman Luo, Zhaocong Wen, and Zirui Yao

A Wireless Transmission Model of Power Grid Equipment State Based
on Compressed Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Liyuan Liu, Jinman Luo, Piao Liu, and Ruijing Ye

Multi-sequence Satellite Image Cloud Removal Based on Dual Residual
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
Changcheng Xiao and Xi Wu

Research on Rumor Detection Based on RoBERTa-BiGRU Model . . . . . . . . . . . . 194
Guowei Fan, Tao Wu, and Yamei Lei

ANovel PruningMethod Based on Correlation Applied in Full-Connection
Layer Neurons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
Shuoyu Dong, Xiaozhang Liu, Xiulai Li, Gengquan Xie, and Xin Tang

Big Data

Research and Application of Carrier User Viscosity Evaluation Method
Based on CNN Algorithm Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Rui Ban, Hongding Wang, Yufei Hao, and Salem Osman

A Non-autonom SIR Model in Epidemiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
Yannan Qian

Anomaly Detection of Underwater Sensor Data Based on Temporal
and Spatial Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
Na Liu, Dandan Chen, Haijie Huang, Xiangdang Huang, Qiuling Yang,
and Neal N. Xiong



Contents – Part II xxiii

Knowledge Sharing Behavior for Academic Users of Social Media and Its
Empirical Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Xiaoyu Chen, Shiqi Zhang, Xiaowen Fan, Huan Liu, and Yacong Li

Airport Cargo Volume Forecasting Based on Equal Dimensional and New
Information Grey Markov Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
Hang He, Haining Ding, Shuyue Liu, Yao Li, and Jinghui Zhang

Community Detection Based on Topology and Node Features in Social
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
Guangliang Gao, Aiqin Sun, and Haiyan Gu

Development of Intelligent Integrated Energy System Based on MVC . . . . . . . . . 289
Bo Zhang, Bin Lv, Liang Tang, Hongtao Qi, Yuanjie Zheng, Pin Wang,
Shikang Zhang, Xiaowei Liang, and Jinyue Xia

Study on IoT Big Data Direction in Civil Aviation . . . . . . . . . . . . . . . . . . . . . . . . . . 300
Hai Tang and Huan Zhang

Evaluation of the Impact of Haze with Uncertain Probabilistic Linguistic
Term Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310
Yun Wu and Chen Jin

Research on the Application of Ant Colony Clustering in Commodity
Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321
Zuyan Li and Guang Sun

Prediction of the Total Phosphorus Index Based on ARIMA . . . . . . . . . . . . . . . . . 333
Jiang Wu, Jianjun Zhang, Wenwu Tan, Yifu Sheng, Sirao Zhang,
Liangqing Meng, Xiongwei Zou, Haijun Lin, Guang Sun, and Peng Guo

Research on Regional Development Efficiency and Influencing Factors
of China’s Ocean Energy Equipment Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . 348
Ruhao Ma, Haiwen Du, Fansheng Meng, and Dongjie Zhu

EAC-GAN: Semi-supervised Image Enhancement Technology to Improve
CNN Classification Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360
Lihao Liu, Zhao Qiu, Jiale Lin, Mengyang Li, Qianfan Liu,
and Hancheng Huang

A Comprehensive Utilization Model of Informationization Teaching
Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
Huan Jin, Mingfang Jiang, Si Chen, Yin Jiang, Xiyuan Liu,
and Zhichen Gao



xxiv Contents – Part II

SRPAIS: Spectral Matching Algorithm Based on Raman Peak Alignment
and Intensity Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
Yundong Sun, Yuchen Tian, Xiaofang Li, Rongning Qu, Lang Cheng,
Shitao Peng, Jianna Jia, Dongjie Zhu, and Zhaoshuo Tian

A Semantic Representation Scheme for Medical Dispute Judgment
Documents Based on Elements Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 400
Siyao An, Tianhao Wang, Lirui Wang, Mingjun Zhong, and Baili Zhang

Study on the Portrait of Online Learners’ Personality and Attitude . . . . . . . . . . . . 415
Tao Xu, Maoyang Zou, Zhongyue Fan, Yuxin Chen, Yiran Zhang,
and Pan Min

Cloud Computing and Security

Research on Resilience Cloud Environment Capability Evaluation System
Under Complex Cyber Threat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 427
Gui Liu, Wei Xia, Haijiang Xu, Yongyong Dai, and Wansu Chen

A New Stock Forecasting Model by Hidden Quantum Markov Models . . . . . . . . 438
Junyi Lu, Yong Hu, Xiaoyu Li, Qinsheng Zhu, Hao Wu, and Shan Yang

Review of Detection and Avoidance of Interference Among Multiple
Applications in Software-Defined Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 448
Jiangyuan Yao, Shengjun Lin, Chunxiang Xu, Min Jing, Deshun Li,
Minrui Wang, and Xingcan Cao

Intelligent Optimization Method of Microservice Redeployment
for Communication Power Supply and Computer Room Environment
Monitoring Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460
Chi Zhang, Cheng Qian, Jiaxing Qu, Zhou Fang, Yinggang Sun,
and Chao Ma

Test Traffic Control Based on REST API for Software-Defined Networking . . . . 473
Jiangyuan Yao, Minrui Wang, Weiping Yang, Shuhua Weng,
Zheng Jiang, Min Jing, Deshun Li, and Xingcan Cao

A Study of Heterogeneous Database Integration Based on Web Service
and XML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487
Minna Xia, Lei Xiang, Ying Wang, and Yang Liu

Formal Verification of Security Protocols: ProVerif and Extensions . . . . . . . . . . . 500
Jiangyuan Yao, Chunxiang Xu, Deshun Li, Shengjun Lin,
and Xingcan Cao



Contents – Part II xxv

Secure Evaluation of Discrete Sine Transform in Homomorphic Encrypted
Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 513
Huicong Zeng, Zhiwei Cai, Peijia Zheng, Hongmei Liu, and Weiqin Luo

Efficient and Secure Outsourced Image Watermarking in Cloud Computing . . . . 526
Xiongjie Fang, Ruopan Lai, Zhipeng Zhou, Ziyang Chen, Peijia Zheng,
and Wei Lu

Research on SQL Injection Defense Technology Based on Deep Learning . . . . . 538
Weiyu Shi and Xiaoqian Liu

Efficient Management and Analysis Mechanism of Power Internet
of Things Resources Based on Blockchain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 550
Liandong Chen, Rui Xin, Kai Cheng, Jing Lin, and Shaoyong Guo

Research Progress and Trend of Coflow Time-Optimal Scheduling in Data
Center Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 560
Deshun Li, Ganghua Cao, Lu Xiao, Jiangyuan Yao, and Xingcan Cao

IoT Data Blockchain-Based Transaction Model Using Zero-Knowledge
Proofs and Proxy Re-encryption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 573
Hao Guo, Jieren Cheng, Janghao Wang, Tao Chen, Yuming Yuan,
Hui Li, and Victor S. Sheng

Adaptive Optimization of Dynamic Heterogeneous Network Topologies:
A Simulated Annealing Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587
Ming Zhuo, Peng Yang, Junyi Chen, Leyuan Liu, and Chenrui Liu

An SIR Model with Two Kinds of Local Information Based Behavioral
Responses in Complex Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 613
Yuhang Zhang, Jie Xu, Chengyi Gao, Guanghui Su, Fan Yang,
Shuang Zhou, Jiaying Li, and Yuren Feng

Multimedia Forensics

A Novel Method to Evaluate the Privacy Protection in Speaker
Anonymization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 627
Wei Liu, Jiakang Li, Chunyu Wei, Meng Sun, Xiongwei Zhang,
and Yongqiang Li

Capturing the Lighting Inconsistency for Deepfake Detection . . . . . . . . . . . . . . . . 637
Wenxuan Wu, Wenbo Zhou, Weiming Zhang, Han Fang, and Nenghai Yu

An Edge-Aware Transformer Framework for Image Inpainting Detection . . . . . . 648
Liangpei Hu, Yuanman Li, Jiaxiang You, Rongqin Liang, and Xia Li



xxvi Contents – Part II

Research on Cooperative Formation Motion Control Method of Multi
Ground Unmanned Platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 661
Wu Meng

Research on UAV Forensics and Its Key Technologies . . . . . . . . . . . . . . . . . . . . . . 670
Guangjun Liang, Zhen Jia, Xueli Ni, Xiangmin Guo, and Lingling Xia

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 681



Contents – Part III

Encryption and Cybersecurity

Research on Offense and Defense of DDos Based on Evolutionary Game
Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Tengteng Zhao, Wei Zhang, Xiaolong Li, Wenjing Wang, Xu Niu,
and Hui Guo

A Method of Data Distribution and Traceability Based on Blockchain . . . . . . . . . 16
Bin Gu, Yunfeng Zou, Dongyang Cai, and Huanyu Fan

Data Provenance in Large-Scale Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Yunan Zhu, Wei Che, Chao Shan, and Shen Zhao

A Vulnerability Detection Algorithm Based on Transformer Model . . . . . . . . . . . 43
Fujin Hou, Kun Zhou, Longbin Li, Yuan Tian, Jie Li, and Jian Li

Research on Video Falsity Detection Based on Publisher and Publishing
Environment Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Xvhao Xiao, Xiaojun Li, Junping Yao, Shaochen Li, and Bilal Anwar

Intrusion Detection Model Based on KNN-AE-DNN . . . . . . . . . . . . . . . . . . . . . . . 71
Hongtao Chen, Shuo Guo, Yanbo Shi, Weixuan Wei, and Kaidi Wang

A Framework for Unknown Traffic Identification Based on Neural
Networks and Constraint Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Lu Kang, Qingbing Ji, Lvlin Ni, and Jiaxin Li

An Efficient Certificate-Based Encryption Scheme Without Random
Oracles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Lan Guo, Yang Lu, Qing Miao, Guangao Zu, and Zhongqi Wang

A Rational Hierarchical Quantum State Sharing Protocol . . . . . . . . . . . . . . . . . . . . 108
Huali Zhang, Bichen Che, Zhao Dou, Hengji Li, Yu Yang, Xiubo Chen,
and Jian Li

Blockchain-Based Efficient Incentive Mechanism in Crowdsensing . . . . . . . . . . . 120
Qiulu Jiang, Wunan Wan, Zhi Qin, Jinquan Zhang, Hui Han,
Shibin Zhang, and Jinyue Xia



xxviii Contents – Part III

BFAC-CS: A Blockchain-Based Fine-Grained Access Control Scheme
for Complex Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Huailin Pu, Wunan Wan, Zhi Qin, Jinquan Zhang, Qiulu Jiang,
Shibin Zhang, and Jinyue Xia

Thoughts on the Application of Low-Interactive Honeypot Based
on Raspberry Pi in Public Security Actual Combat, LIHRP . . . . . . . . . . . . . . . . . . 144
Jing Shi, Mingyang Chen, and Jiazheng Jiao

Multi-objective Dual-Route Planning Algorithm for Grid Communication
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Xiaojun Gou, Shunhui Luo, and Liang Xiao

Blockchain Cross-Chain Research Based on Verifiable Ring Signatures . . . . . . . 171
Zhe Li, Zhiwei Sheng, Wunan Wan, Shibin Zhang, Zhi Qin,
Jinquan Zhang, and Jinyue Xia

A Routing Algorithm for Node Protection in Wireless Sensor Network
Based on Clustering Ant Colony Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
Xiao Feng, Yuanzheng Wang, Tengfei Dong, Yingxia Liao, Yixin Zhang,
and Yi Lin

Deep Learning Network Intrusion Detection Based on Network Traffic . . . . . . . . 194
Hanyang Wang, Sirui Zhou, Honglei Li, Juan Hu, Xinran Du,
Jinghui Zhou, Yunlong He, Fa Fu, and Houqun Yang

A Survey of Consensus Mechanism Based on Reputation Model . . . . . . . . . . . . . 208
Yuanshen Li, Jieren Cheng, Hui Li, Yuming Yuan, and Victor S. Sheng

A Survey on Ethereum Illicit Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
Meng Li

Detect Adversarial Examples by Using Feature Autoencoder . . . . . . . . . . . . . . . . 233
Hongwei Ye, Xiaozhang Liu, Anli Yan, Lang Li, and Xiulai Li

Effect of Language Mixture on Speaker Verification: An Investigation
with Amharic, English, and Mandarin Chinese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
Firew Tadele, Jianguo Wei, Kiyoshi Honda, Ruiteng Zhang,
and Wenhao Yang

A WGAN-Based Method for Generating Malicious Domain Training Data . . . . 257
Kaixin Zhang, Bing Huang, Yunfeng Wu, Chuchu Chai, Jiufa Zhang,
and Zhengjing Bao



Contents – Part III xxix

A Data Reconciliation Model Based on QLDPC for Satellite-Ground
Quantum Key Distribution Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Wenting Zhou, Jie Liu, Bao Feng, Xiao Ye, Tianbing Zhang,
Yuxiang Bian, and Wenjie Liu

Information Hiding

Noise Simulation-Based Deep Optical Watermarking . . . . . . . . . . . . . . . . . . . . . . . 283
Feng Wang, Hang Zhou, Han Fang, Weiming Zhang, and Nenghai Yu

Behavior Steganography in Social Network via Secret Sharing . . . . . . . . . . . . . . . 299
Xuan Zhu, Qun Mo, Fengyong Li, Lei Zhang, and Chuan Qin

A Chaotic Image Encryption Algorithm Based on Sub-block Spiral Scans
and Matrix Multiplication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
Yongjin Xian, Xingyuan Wang, Xiaoyu Wang, Qi Li, and Bin Ma

Robust Video Watermarking Using Normalized Zernike Moments . . . . . . . . . . . . 323
Shiyi Chen, Yi Chen, Yanli Chen, Limengnan Zhou, and Hanzhou Wu

An Improved ImageAuthenticationMethodUsingQRCodeWatermarking
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337
Xiaomei Liu, Bolin Zhang, Yuchen Wen, Xin Tang, and Haibo Su

A Cyberspace Security Knowledge System Based on Knowledge Graph . . . . . . . 349
Bin Ma, Dongqi Li, Chunpeng Wang, Jian Li, Gang Li, and Xinan Cui

Multi-carrier Steganography Algorithm Based on Executable Program . . . . . . . . 363
Zuwei Tian and Zhichen Gao

Efficient Fragile Privacy-Preserving Audio Watermarking Using
Homomorphic Encryption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
Ruopan Lai, Xiongjie Fang, Peijia Zheng, Hongmei Liu, Wei Lu,
and Weiqi Luo

Robust Multi-watermarking Algorithm for Medical Images Using
Patchwork-DCT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
Yuan Li, Jingbing Li, Chunyan Shao, Uzair Aslam Bhatti, and Jixin Ma

Spatial Image Steganography Using a Correlational Model . . . . . . . . . . . . . . . . . . 400
Jiangqun Ni, Yichen Tong, Xianglei Hu, Wenkang Su, and Xiangui Kang

Spatial Image Steganography Incorporating Adjacent Dependencies . . . . . . . . . . 412
Yichen Tong, Jiangqun Ni, Wenkang Su, and Xianglei Hu



xxx Contents – Part III

IoT Security

A Trust-Based Malicious Detection Scheme for Underwater Acoustic
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 427
Kun Liang, Shijie Sun, Xiangdang Huang, Qiuling Yang,
and N. Xiong Neal

Multi-level Federated Learning Mechanism with Reinforcement Learning
Optimizing in Smart City . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
Shaoyong Guo, Baoyu Xiang, Liandong Chen, Huifeng Yang,
and Dongxiao Yu

A Scheme to Improve the Security of IoT Communication . . . . . . . . . . . . . . . . . . . 455
Junjie Fu, Xiaoliang Wang, Yuzhen Liu, Qing Yang, and Frank Jiang

Energy Efficiency Maximization for UAV and Electric Vehicle Assisted
Mobile Edge Computing on the Edge Side . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469
Qiang Tang, LinJiang Li, Jin Wang, Gwang-jun Kim, and Bin Tang

Risk Assessment of Electric Energy Metering Automation System Based
on Bayesian Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 482
Weihua Li, Shaocheng Wu, Yue Ma, Tao Liu, Yali Bai, and Jinxin Zuo

Dynamic Encryption of Power Internet of Things Data Based on National
Secret Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 496
Jing Zhou, Qian Wu, Jin Li, and Jiaxin Li

Research on Power Mobile Internet Security Situation Awareness Model
Based on Zero Trust . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507
Zaojian Dai, Nige Li, Yong Li, Guoquan Yuan, Xinjian Zhao, Ran Zhao,
and Fan Wu

A New Transparent File Encryption Method Based on SM4 for Android
Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 520
Yuheng Li, Yongzhong Li, and Shipeng Zhang

Calibration of Multi-dimensional Air Pressure Sensor Based on LSTM . . . . . . . . 532
Tao Wang, Pengyu Liu, Wenjing Zhang, Xiaowei Jia, Yanming Wang,
and Jiachun Yang

A Survey of Traffic Classification Technology for Smart Home Based
on Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 544
Jie Chen, Yaping Liu, Shuo Zhang, Bing Chen, and Zhiyu Han



Contents – Part III xxxi

Efficiency Improvement Method of Flyback Switching Power Supply
Based on Quasi-Resonance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 558
Jianbin Liu, Sha Li, Zhe Zhang, and Jie Zhang

Distributed State Estimation for Topology Random Switching in Sensor
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 572
Peng Yan and Yao Xiang

Blockchain Enable IoT Using Deep Reinforcement Learning: A Novel
Architecture to Ensure Security of Data Sharing and Storage . . . . . . . . . . . . . . . . . 586
Xuetao Bai, Shanshan Tu, Muhammad Waqas, Aiming Wu, Yihe Zhang,
and Yongjie Yang

Mobile Internet Access Control Strategy Based on Trust Perception . . . . . . . . . . . 598
Lu Chen, Xinjian Zhao, Ran Zhao, Guoquan Yuan, Song Zhang,
Shi Chen, and Fan Wu

Fine-Grained Access Control for Power Mobile Service Based on PA
Network Under Zero-Trust Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 612
Yong Li, Lu Chen, Nige Li, Ziang Lu, Zaojian Dai, and and Fan Wu

Multi-device Continuous Authentication Mechanism Based
on Homomorphic Encryption and SVM Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 625
Wei Gan, Xuqiu Chen, Wei Wang, Lu Chen, Jiaxi Wu, Xian Wang,
Xin He, and Fan Wu

A Binary Code Vulnerability Mining Method Based on Generative
Adversarial Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 639
Ji Lai, Shuo Li, and Qigui Yao

Simulation Research on Iron Core Air Gap of Energy-Taking Current
Transformer (CT) Based on Ansys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 651
Pingping Yu, Zihui Xu, Xiaodong Zhao, and Eugene Murray

A Rapid Device Type Identification Method Based on Feature Reduction
and Dynamical Feature Weights Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 663
Xiuting Wang, Xiangyang Luo, Shaoyong Du, Lingling Li, Yang Yang,
and Fenlin Liu

MGDP: Architecture Design of Intelligent Detection Platform for Marine
Garbage Based on Intelligent Internet of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . 678
Ning Cao, Yansong Wang, Xiaofang Li, Rongning Qu, Yuxuan Wang,
Zhikun Liang, Zijian Zhu, Chi Zhang, and Dongjie Zhu



xxxii Contents – Part III

Dark Chain Detection Based on the IP Address . . . . . . . . . . . . . . . . . . . . . . . . . . . . 689
Jingwen Fang, Qian Shao, Zhongyi Xu, Penghui Li, Baotong Chen,
and Haoliang Lan

High-Reliability Mapping Algorithm Based on Network Topology
Characteristics in Network Slicing Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . 700
Zhonglu Zou, Hao Xu, and Yin Yuan

New Generation Power System Security Protection Technology Based
on Dynamic Defense . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 710
Xiaowei Chen, Hefang Jiang, Shaocheng Wu, Tao Liu, Tong An,
Zhongwei Xu, Man Zhang, and Muhammad Shafiq

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 723



Artificial Intelligence



DDG-Based Optimization Metrics for Defect
Prediction

Yong Chen1(B), Chao Xu1, Jing Selena He2, Sheng Xiao3, and Fanfan Shen1

1 School of Information Engineering, Nanjing Audit University, Nanjing 211815, China
chenyong@nau.edu.cn

2 Department of Computer Science, Kennesaw State University, Kennesaw 30144-5588, USA
3 Information Science and Engineering Department, Hunan First Normal University,

Changsha 410205, China

Abstract. Software defect prediction helps improve software quality and allo-
cate software test resources reasonably. Many defect prediction models based
on software metrics have been proposed. However, the existing software metrics
are mainly focused on structure information of source code, and the semantic
information is lacking. Compilation optimization is the result of deep analysis of
program semantics, and intuitively we believe that it should reflect the semantic
information of the program in some ways to help defect prediction. Based on the
optimization options widely used in the current compiler, this paper extracts 40
compilation optimization metrics based on DDG of program, and proposes seven
types of metrics models that designed by different metrics sets. The relationship
between compilation optimization metrics and software defect predictions was
evaluated by 10 commonly used classifiers. Experimental results show: a) Compi-
lation optimization metrics have a significant impact on the recall rate of software
defect prediction. b) Static code metrics combined with compilation optimization
metrics can improve the performance of software defect prediction in most clas-
sifiers. c) Code size optimization metrics and performance optimization metrics
have their characteristics, combined both of them can get better performance in
software defect prediction.

Keywords: Compilation optimization · DDG · Software metrics · Software
defect prediction

1 Introduction

In all aspects of people’s lives, the proportion of software is increasing, and the problems
caused by software defects are becoming more and more serious. However, with the
improvement of software scale and complexity, it is more and more difficult to detect
software defects. Substantial researches have gone into developing predictive models
and tools which help software engineers and testers to quickly narrow down the most
likely defective parts of a software code [1–4].
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Defect prediction models often derive a number of metrics and feed into statistical
or machine learning classifiers. Substantial researches are based on source code level
features such as Halstead features based on the number of operators and operands,
McCabe features based on dependencies, CK features for object-oriented programs, etc.
However, those features are the shallow representation of the program in source code
level. And the deep syntax information of the program is lack. To acquire the semantic
information of program to assist software defect prediction, many researchers use deep
learning technology to automatically extract software semantic features based on the
Abstract Syntax Tree (AST) of source code [5–8]. However, defect characteristics are
deeply hidden in programs’ semantics and they only cause unexpected output in specific
conditions [9].Meanwhile,ASTsdonot show the executionprocess of programs; instead,
they simply represent the abstract syntactic structure of source code.

Compiler is an important tool for program transformation, and it is also the most
thorough system for program grammar and semantics analysis.Many defects of program
semantics are notified to users by compilingwarnings, such as “warning: unused variable
x”, “warning: variable x is used uninitialized whenever if condition is false”, et al.
However, the compiler does not prevent users from writing redundant and invalid code,
because it can be removed by compilation optimization. Compilation optimization is
an important part of compiler, which is based on program semantics analysis. As we
all know, if a program has more redundant code, its quality will be worse. Therefore,
in some situation, software defect is more sensitive in compilation optimization. For
example, Fig. 1 shows two code snippets for time delay function that is often used in the
embedded system.

1 void delay10()
2 {
3 volatile int i;
4 for(i=0;i<10;i++);
5 }

1 void delay10()
2 {
3 int i;
4 for(i=0;i<10;i++);
5 }

(b) clean code(a) buggy code

Fig. 1. Motivation example

In the example, both code snippets define a function of “delay10” that is to take up
10 integers add cycles by loops. It is often used in embedded system to satisfy the timing
constraints. The only difference of both is that the type definition of the variable “i”.
In the left code, the type of “i” is modified with “volatile” to indicate that the variable
needs to be read from the memory every time it is used to plays a role of delay, but
the right code does not which will be seen as the buggy. However, the defect cannot be
detected not only in the traditional model, but also in the ASTs based model. Because
the number of lines, operators, operands and even the ASTs of the right code are the
same as those of the left code. But from the perspective of redundant code, the variable
“i” is a local self-increasing variable with no other side effect. Without the “volatile”,
the code associated with it can be seen as the redundant code and will be deleted by
compilation optimization, which make the “delay10” function become empty and the
defect was revealed.



DDG-Based Optimization Metrics for Defect Prediction 5

Therefore, we think that if the features related to compilation optimization are added,
the software defects will be better predicted. In this paper, we proposed the Data Depen-
dency Graph (DDG) based optimization metrics to investigate the relationship between
compilation optimization options and software defect. Firstly, we propose a set of DDG-
based optimization metrics, that is derived of different optimization option of compiler,
such as “O0” for no optimization, “O2” for general optimization, “Os” for code size
optimization, et al. Within a compiler, the source code is usually converted to the inter-
mediate representation (IR) of the compiler. IR is the normalized representation of source
code semantics, and compilation optimization is usually performed on it. Therefore, for
acquiring the direct and normalized information of the optimization feature, the DDG is
constructed over the compiler IR. Specifically, LLVM is used as our experimental com-
piler and LLVM IR were used to measure the compilation optimization metrics. Then,
to measure our proposed optimization metrics, two open source projects from GitHub
is analyzed and the file-level defect flag of them is extracted by manual according to the
committing lists. Finally, based on the two open source projects, we empirically evaluate
the relationship between defect prediction and compilation optimization metrics by 10
commonly used classifiers with different metrics combinations.

The main contributions of this paper are as following:

• Based on compilation optimization, 40 new software defect metrics are construct-ed.
The new metrics can enhance the ability of software defect prediction at the semantic
level.

• Seven metrics models are constructed from seven aspects: pure static code metrics
(CM), pure compilation optimizationmetrics (GAM), pure performance optimiza-tion
metrics (GO12M), pure code size optimization metrics (GOsM), mixed static code
metrics and compilation optimizationmetrics (CGAM),mixed static codemetrics and
performance optimization metrics (CGO12M), mixed static code met-rics and code
size optimizationmetrics (CGOsM). And 10 different commonly used classifiers were
used to evaluate their influence on software defect prediction.

• Experiments show that the quality of software defect prediction can be improved in
many classifiers by combining the 40 new compilation optimization metrics proposed
by this paper, especially in recall rate.

The outline of this paper is as follows. In the next section, we briefly introduce the
related work. Section 3 describes our proposed Compilation Optimization Metrics, and
the experimental are setup and evaluated in Sect. 4.We conclude the paper and highlights
future directions in Sect. 5.

2 Related Work

Defect predictionmetrics provide objective, reproducible and quantifiablemeasurements
about a software product, and researches have studied it for a long time. Daskalantonakis
categorize software metrics based on their intended use as product, process and project
metrics [10]. Zhou Yuming et al. [11] conducted an in-depth analysis of the correlation
between metrics based on object-oriented programs and program module defects. Fur-
thermore, they found that class size metrics have potential mixed effects in analysis and
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will influence the performance of defect prediction model [12–14]. Therefore, they pro-
posed amethod based on linear regression to try to remove thismixed effect. Finally, they
conducted an in-depth analysis of the correlation between the package-modularization
metrics proposed by Sarkar et al. [15] and the cohesive metrics based on program slices
and program module defects [16]. Jiang et al. [17] measure software defects based on
the number of developers that touched a code unit, the experience of the developer, and
interaction and cognitive behaviors of developers.

Recently, with the rapid development of deep learning technology and the increas-
ing demand for semantic-based software defect prediction, many researchers explore the
application of deep learning methods in software defect prediction. They use deep learn-
ing technology to automatically extract the semantic features of programs for building
the defect prediction model. Wang et al. [5] leveraged DBN for software defect predic-
tion. They used selected AST sequences taken from source code as input to the DBN
model, which generate new expressive features, and used machine learning models for
classification. Li et al. [6] proposed a CNN based defect prediction model, which lever-
agedword embedding and aCNNmodel for defect prediction. Their experimental results
show that the defect prediction performance of the CNN model is better than [5]. Zain
et al. [7] proposed the 1D-CNN, a deep learning architecture to extract useful knowledge,
for identifying and modelling the knowledge in the data sequence, reducing overfitting,
and finally, predicting whether the units of code are defects prone. There is also research
on deep defect prediction targeting assembly code [8]. It leveraged a CNN model to
learn from assembly instructions.

3 Compilation Optimization Metrics

In this section, we will explain the compilation optimizationmetrics that were developed
for the purpose of our study.

For the most popular compilers (such as GCC, LLVM, etc.), they have a lot of
optimization options for different optimization goals. But for ease of use, the compiler
usually encapsulates multiple optimization options with similar goals into a simple
one (such as O2, Os, etc.). Since our paper explores the impact of different compiler
optimizations on software defect prediction, the Compilation Optimization Metrics are
built primarily based on these simplified optimization options. Specifically, different
compilation optimization options will produce different optimization codes. In order to
analyze the impact of different compilation optimization options on the code, we build
the data dependency graph (DDG) of the program based on LLVM IR.

A DDG of program is a directed graph, G = (V , E)where v is the set of vertices
{v1, v2 . . . vn} and E is the set of directed edges {〈vi, vj

〉
, 〈vk , vl〉 . . .}. However, in the

DDG, each vertex rsepresents an IR, and the directed edges show the data dependencies.
If IR vimust execute before IR vj, there is one directed edge from vi to vj.

In order to better extract program structure and semantic information,we divideDDG
nodes into three categories according to the IR instructions. One is the control node, such
as “br”, “b”, “call”, “cmp”, etc. One is computing nodes, such as “add”, “sub”, “mul”,
etc. The third type ismemory operation nodes including “load” and “store”. Accordingly,
we construct 9 types of edges to represent the relationship between different types of
nodes.



DDG-Based Optimization Metrics for Defect Prediction 7

Based on the DDG of the program, we extracted the following metrics (shown in
Table 1) as the compilation optimization metrics, which contain 48 metrics. In the table,
the “i” and “j” represent one of above three DDG type.

Table 1. Compilation optimization metrics list.

Metrics name Definition

Nodei The number of nodes with type i under optimization option ‘-O0’

Edgei,j The number of edges from node with type i to node with type j under
optimization option ‘-O0’

O1_Nodechangei The increased number of nodes with type i under optimization option
‘-O1’ compared to the optimization option ‘-O0’

O1_Edgechangei,j The increased number of edges from node with type i to node with type j
under optimization option ‘-O1’ compared to the optimization option
‘-O0’

O2_Nodechangei The increased number of nodes with type i under optimization option
‘-O2’ compared to the optimization option ‘-O0’

O2_Edgechangei,j The increased number of edges from node with type i to node with type j
under optimization option ‘-O2’ compared to the optimization option
‘-O0’

Os_Nodechangei The increased number of nodes with type i under optimization option
‘-Os’ compared to the optimization option ‘-O0’

Os_Edgechangei,j The increased number of edges from node with type i to node with type j
under optimization option ‘-Os’ compared to the optimization option
‘-O0’

4 Dataset and Experimental Setup

4.1 Dataset

In our experiments, we use Tesseract-OCR and bitcoin project as our study datasets.

• Bitcoin is an experimental digital currency that enables instant payments to anyone,
anywhere in theworld. Bitcoin uses peer-to-peer technology to operate with no central
authority: managing transactions and issuing money are carried out collectively by
the network. It is known as the first implementation of the blockchain.

• Tesseract-OCR is a free and open source OCR engine for image recognition. By
1995, it had become one of the three most accurate recognition engines in the OCR
industry. It can read images in various formats and convert them into text in more than
60 languages.

To collect the defects of the datasets, we use the git command to get the right version
source code of the two projects. Then, the shell command shown in Fig. 2 is executed,
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and the fixing information are acquired by time. Finally, we manually flag the defect
files combined with the issue information and fixing information in GitHub. The defect
information of the two projects is shown in Table 2.

for 

done

f in $(find ~/benchmark/<PROJECTNAME> -maxdepth 3 -name "*.[cpp|c]" ) ; do

echo -n $f >> ../fixNum.txt

echo -n ":" >> ../fixNum.txt

git log --grep='[F|f][i|I][X|x]' --after="<ReleaseTime>" 

--pretty=oneline $f|sed -n '$=' >>../fixNum.txt

echo "" >>../fixNum.txt

Fig. 2. Shell command for extracting fixing information in GitHub.

Table 2. Summary of the datasets used in the experiments.

Project Release version Release time Clean Buggy

Bitcoin v0.16.0 2018.2.23 172 74

Tesseract-ocr 3.05.00 2017.2.17 121 112

4.2 Metrics Models

To Evaluate the Relationship Between Optimization Metrics and Defect Prediction, Our
Experiments Evaluate Seven Types of Metrics Models as Following.

• CM: it includes the static code metrics from the SourceMonitor, which is shown in
Table 3. It is baseline of our experiments;

• GAM: it includes all of our proposed compilation optimization metrics, which
evaluates the influence of the all compilation optimization to defect prediction;

• GO12M: it includes the metrics of Nodei, Edgei,j, O1_Nodechangei,
O1_Edgechangei,j, O2_Nodechangei, O2_Edgechangei,j, refer to the performance
optimization. It evaluates the influence of the performance optimization to defect
prediction;

• GOsM: it includes the metrics of Nodei, Edgei,j, Os_Nodechangei, Os_
Edgechangei,j, which refer to the code size optimization. It evaluates the influence of
the code size optimization to defect prediction;

• CGO12M: it includes metrics both in CM and GO12M, which evaluates whether the
performance optimization metrics can improve the performance of code static metrics
in defect prediction;

• CGOsM: it includes metrics both in CM and GOsM, which evaluates whether the
code size optimization metrics can improve the performance of code static metrics in
defect prediction;

• CGM: it includes metrics both in CM and GAM, which evaluates whether the com-
pilation optimization metrics can improve the performance of code static metrics in
defect prediction.
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Table 3. Static code metrics by SourceMonitor.

Metrics name Definition

Lines The number of lines in whole file

Statements The code lines of executable code for a module (not blank or comment)

%Branch The percent branch statement

%Comments The percent lines with comments

ClassesDefs The number of classed defined

Methods/Class Average methods implemented per Class

Avg Stmts/Method Average statements per Method

Max Complexity Line number of most complex method

Max Depth Line number of deepest block

Avg Depth Average block depth

Avg Complexity Average complexity

Functions The number of functions

4.3 Performance Metrics

To evaluate the performance of our approach, we computed Precision, Recall, and F-
measure. Thesemetrics arewidely used inmachine learning and datamining to assess the
effectiveness of classification algorithms. We estimated the values of Precision, Recall,
and F-measure based on four statistics: True Positives (TP), False Positives (FP), False
Negatives (FN), TrueNegatives (TN). Their definitions are as follows: if a file is classified
as defective when it is truly defective, the classification is a TP. If the file is classified as
defective when it is actually clean, then the classification is a FP. If the file is classified
as clean when it is in fact defective, then the classification is a FN. Finally, if the issue
is classified as clean and it is in fact clean, then the classification is TN.

We use the above statistics to estimate Precision, Recall, and F1 score by Eq. (1),
Eq. (2) and Eq. (3), respectively.

precision = TP

TP + FP
(1)

Recall = TP

TP + FN
(2)

F1 = 2∗Precision∗Recall
Precision + Recall

(3)
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In order to better evaluate the impact of different compilation optimization options
on software defect prediction, we use the relative improvement rate to CM as the actual
evaluation value, which are calculated by Eq. (4). In Eq. (4), mtr represents one of
the three metrics above, mod presents one of the 7 metrics models in this paper. V mod

mtr
represents the mtr performance value on the modmetrics model. And Ipr mod

mtr represents
the improvement rate by the mtr performance metric on the mod metrics model.

Iprmodmtr = Vmod
mtr − VCM

mtr

VCM
mtr

(4)

4.4 Experimental Methodology

In the experimental, we compare the performance of the purely metrics (which contain
only 12 static code metrics) and hybrid metrics (which combined 12 source code metrics
with our proposed 9 optimization metrics). The classifiers used in this study are selected
for their common use in the software engineering defect prediction literature, which is
shown in Table 4. These classifiers are using the default settings as specified inWeka. All
classifications are carried out on the Weka experimenter with ten-fold cross-validation,
which is a standard way of estimating the accuracy of a prediction engine in data mining.
The outline of the experimental flow is shown in Fig. 3.

Table 4. Classifiers used in the study.

Name in Weka Description

BayesNet Bayes Network classifier

NaiveBayes Naive Bayes classifier using estimator classes

NaiveBayesUpdateable An updateable multinomial Naive Bayes classifier

MultilayerPerceptron A classifier that uses backpropagation to learn a multi-layer
perceptron to classify instances

IBk K-nearest neighbor classifier

KStar K* is an instance-based classifier, that is the class of a test instance is
based upon the class of those training instances similar to it, as
determined by some similarity function

AdaBoostM1 Boosting a nominal class classifier using the Adaboost M1 method

J48 A classifier based on a pruned or unpruned C4.5 decision tree

RandomForest A classifier based on a forest of random trees

RandomTree A classifier based on a tree that considers K randomly chosen
attributes at each node
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Fig. 3. The outline of the experimental flow.

4.5 Results and Analysis

Table 5 and Table 6 show the Recall improvement and Precision improvement on the
two projects of dataset by the Eq. (4), respectively. They are evaluated by 10 different
classifiers with default setting in Weka. All values are average values for each single
10-fold cross-validation.We repeated 10-fold cross-validation 10 times tomake sure that
results are not biased by the data distribution of one specific 10-fold cross-validation.

Table 5 shows that for all classifiers, the recall rate of all other six compilation opti-
mization added metrics modes are better than that of CM model. Comparing GO12M,
GOsM and GAM, we can see that GO12M and GOsM have their own characteristics
for different classifies. For example, by the NaiveBayesUpdateable classifier, GO12M
get the highest improvement rate and GOsM get the lowest value. But by the Multi-
layerPerceptron classifier, the situation is just the opposite. On average, GAM which
combined GO12M and GOsM get the better results. It achieves 11.95% to Tesseract-
OCR and 9.16% to Bitcoin. by Comparing the metrics models with CM metrics and
no CM metrics, we can see that the recall rate has not been greatly improved by CM
metrics added. Some classifies, such as BayesNet, get no better results. These show that
compiler optimization metrics plays an important role in finding more software defects.

In the prediction precision, it can be seen from Table 6 that, without the source
code static metrics, GO12M, GOsM and GAM get a lower precision for some classi-
fies. Furthermore, in RandomForest, all six metrics models are not better than CM in
precision evaluation. From the previous motivation example, we can see that the addi-
tion of optimization factors is mainly to help us find more defects. In fact, we have not
found a very intuitive example to improve the precision of defect detection. However,
combined with the source code static metrics, the compilation optimization metrics all
get better precision performance. The average improvement of CGAM also achieved
5.91% to Tesseract-OCR and 6.39% to Bitcoin. Therefore, to obtain the higher predic-
tion precision, we recommend combining static code features when using compilation
optimization metrics.

In order to comprehensively evaluate the impact of compilation optimization options
on software defect prediction, we further evaluated the improvement rate of F1 scores.
Figure 4 and Fig. 5 show the improvement by F1 score on the two projects of dataset.
They are evaluated by the Eq. with mtr = F1.



12 Y. Chen et al.

Ta
bl
e
5.

R
ec
al
li
m
pr
ov
em

en
tt
o
C
M

by
D
if
fe
re
nt

M
od
el
s.

M
od
el
s

Te
ss
er
ac
t-
O
C
R
(%

)
B
itc

oi
n
(%

)

G
O
12
M

G
O
sM

G
A
M

C
G
O
12
M

C
G
O
sM

C
G
A
M

G
O
12
M

G
O
sM

G
A
M

C
G
O
12
M

C
G
O
sM

C
G
A
M

B
ay
es
N
et

2.
08

2.
08

3.
80

2.
08

2.
08

3.
80

14
.0
7

4.
61

14
.0
7

14
.0
7

4.
61

14
.0
7

N
ai
ve
B
ay
es

11
.6
0

8.
84

13
.2
4

12
.9
8

8.
84

22
.7
4

9.
12

9.
12

9.
12

9.
12

9.
12

11
.0
7

N
ai
ve
B
ay
es

U
pd
at
ea
bl
e

24
.1
0

10
.4
4

17
.0
7

24
.1
0

16
.5
6

20
.0
2

16
.9
7

3.
34

10
.7
9

16
.9
7

3.
34

10
.7
9

M
ul
til
ay
er

Pe
rc
ep
tr
on

0.
83

5.
83

1.
92

3.
29

5.
83

10
.2
0

3.
17

10
.4
5

3.
64

3.
17

10
.4
5

3.
64

IB
k

6.
13

12
.4
9

18
.9
2

6.
13

14
.3
5

20
.7
9

5.
32

9.
79

13
.5
7

6.
72

9.
79

13
.5
7

K
St
ar

12
.6
8

19
.9
7

14
.2
7

14
.2
4

19
.9
7

19
.7
8

1.
23

7.
32

10
.3
3

1.
23

7.
32

10
.3
3

A
da
B
oo

st
M
1

21
.6
1

13
.9
6

21
.6
1

21
.6
1

16
.5
1

21
.6
1

7.
73

11
.8
5

11
.3
3

7.
73

11
.8
5

11
.3
3

J4
8

10
.8
9

12
.5
2

12
.5
2

12
.4
1

12
.5
2

12
.9
8

10
.7
1

4.
35

4.
52

10
.7
1

4.
35

9.
54

R
an
do

m
Fo

re
st

2.
77

7.
85

7.
86

4.
56

7.
85

7.
86

1.
67

6.
92

4.
77

5.
25

6.
92

10
.7
4

R
an
do
m
T
re
e

4.
72

7.
61

8.
29

6.
25

7.
61

8.
29

11
.1
0

4.
64

9.
45

9.
94

6.
30

13
.9
2

A
ve
ra
ge

9.
74

10
.1
6

11
.9
5

10
.7
6

11
.2
1

14
.8
1

8.
11

7.
24

9.
16

8.
49

7.
41

10
.9
0



DDG-Based Optimization Metrics for Defect Prediction 13

Ta
bl
e
6.

Pr
ec
is
io
n
im

pr
ov
em

en
tt
o
C
M

by
D
if
fe
re
nt

M
od

el
s.

M
od
el
s

Te
ss
er
ac
t-
O
C
R
(%

)
B
itc

oi
n
(%

)

G
O
12
M

G
O
sM

G
A
M

C
G
O
12
M

C
G
O
sM

C
G
A
M

G
O
12
M

G
O
sM

G
A
M

C
G
O
12
M

C
G
O
sM

C
G
A
M

B
ay
es
N
et

6.
81

1.
18

6.
81

7.
95

1.
64

8.
17

1.
73

0.
00

2.
15

2.
40

1.
07

4.
63

N
ai
ve
B
ay
es

0.
76

–4
.0
8

1.
53

2.
02

–3
.0
1

3.
23

3.
24

–2
.4
9

4.
47

4.
42

–1
.6
1

5.
44

N
ai
ve
B
ay
es

U
pd
at
ea
bl
e

0.
76

–6
.9
9

1.
53

1.
62

–6
.6
2

2.
94

0.
98

0.
98

2.
95

1.
02

1.
79

17
.4
4

M
ul
til
ay
er

Pe
rc
ep
tr
on

1.
66

4.
10

6.
83

2.
24

5.
64

8.
24

2.
95

0.
00

4.
96

4.
51

1.
30

8.
76

IB
k

0.
00

7.
00

9.
01

1.
80

7.
29

10
.9
9

1.
36

2.
57

3.
93

1.
92

3.
16

3.
98

K
St
ar

–6
.9
0

6.
75

16
.6
9

-5
.3
5

8.
16

16
.8
8

0.
00

9.
17

9.
17

1.
38

9.
75

11
.0
2

A
da
B
oo

st
M
1

–3
.4
8

–9
.0
7

–3
.4
8

1.
18

–0
.1
1

1.
19

2.
49

–2
.4
9

–0
.2
6

3.
71

–1
.6
3

5.
19

J4
8

0.
25

–9
.6
6

0.
32

1.
10

0.
01

1.
70

0.
17

–3
.7
1

3.
26

1.
18

–3
.4
8

3.
90

R
an
do

m
Fo

re
st

–4
.4
9

–4
.3
5

–3
.1
7

–3
.7
5

–2
.8
8

–1
.5
1

–1
.3
9

–2
.6
5

–0
.6
0

–0
.1
4

–2
.6
3

2.
07

R
an
do
m
T
re
e

4.
13

–4
.3
3

5.
87

4.
94

–2
.6
9

7.
25

0.
00

–2
.9
6

0.
08

0.
23

–2
.8
3

1.
48

A
ve
ra
ge

–0
.0
5

–1
.9
4

4.
19

1.
38

0.
74

5.
91

1.
15

-0
.1
6

3.
01

2.
06

0.
49

6.
39



14 Y. Chen et al.

From the Fig. 4 and Fig. 5, we can see that the F1 score of GAM is better than CM
for all classifiers on the dataset. For most classifiers, GO12M and GOsM can also get
better F1 score than CN. The results show that the compilation optimization metrics can
get better defect features than the traditional metrics. However, GO12M and GOsM are
biased towards some classifiers. In Bayes-based classifiers and J48 classifier, GO12M
can obtain better F1 score, even higher than GAM, such as NaiveBayesUpdateable and
J48. But for the KStar and RandomForest classifiers, the F1 score of GO12M is low.
On the contrary, GOsM has relatively smaller F1 score in Bayes-based classifier and
J48 classifier, but can obtain higher F1 score in KStar and RandomForest classifiers.
In addition, for most classifiers, the F1 scores of GO12M and GOsM are lower than
GAM. Therefore, GO12M and GOsM have complementary roles. When using multiple
classifiers for ensemble machine learning methods, the GAM is recommended.

9.71%

-4.0%

0.0%

4.0%

8.0%

12.0%

16.0%

20.0%

GO12M GOsM GAM CGO12M CGOsM CGAM

Fig. 4. F1 score improvements to CM in tesseract-OCR.

By comparing CGO12M with GO12M, CGOsM with GOsM, and CGAM with
GAM, we find that after combining CM metrics, compilation optimization metrics can
get better software defect prediction performance. On average, CGAM can achieve
9.10% performance improvement compared with CM, including 9.71% for tesseract-
OCR project and 8.48% for Bitcoin project.
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Fig. 5. F1 score improvements to CM in Bitcoin.

5 Conclusion

In this paper, in order to explore the relationship between compilation optimization and
software defect prediction, first we propose a set of software defect metrics based on
compilation optimization, which is measured by DDG-based IR of compiler. Then, we
construct seven kinds of metrics models based on different combination of metrics, and
use 10 common classifiers to measure the relationship between each metrics models and
software defect prediction. From the experimental results, we can see that:

• Compilation optimization metrics is a better choice to express the software defects
features. Static code metrics combined with compilation optimization metrics can
improve the performance of software defect prediction.

• Compilation optimization metrics have a significant impact on the recall rate of soft-
ware defect prediction. For most classifiers, compilation optimization metrics can
significantly improve the recall rate of software defect prediction.

• Code size optimization metrics and performance optimization metrics have their own
characteristics, we can combine both of them to get better performance in software
defect prediction.
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Abstract. Link prediction is an important issue in the field of data mining. It
has been deeply researched in the computer field. With the rapid development of
complex networks, the link prediction method has been continuously developed
and improved. In practice, we do not need to score each pair of vertex pairs, but
only predict a part of the information that the user is interested in. Therefore,
we propose a method of link prediction based on sampling single vertex. Finally,
we verify the prediction effect of our algorithm through several real network
experiments.

Keywords: Local random walk · Complex network · Link prediction

1 Introduction

In the real world, from the nervous system to the ecosystem, from road traffic to the
Internet, from the ant colony structure to the human social relationship, can be described
as a complex network system. Within these network systems, nodes are numerous indi-
viduals, and the interrelationship between them is represented as a link between nodes.
Complex networks are a kind of topology approximation of complex systems. In the
process of construction, due to time and space or experimental conditions, there are
inevitably errors or redundant links, and many potential links are not detected. Fur-
thermore, complex networks tend to evolve dynamically over time, and their links are
constantly added or removed. Therefore, it is necessary to predict missing links and
future links based on known network information, which is the problem of network link
prediction [1–3].

In social network analysis, link prediction can also be used as a powerful auxil-
iary tool for accurately analyzing the structure of social networks. For example, online
social networks have developed very rapidly in recent years, and link prediction can
reveal potential users’ recommendations to users [4]. In the analysis of social relations,
potential connections between people can be found [5, 6]. The idea and method of link
prediction can also be used to judge the type of an academic paper and collaborators
in the academic network [7]. The link prediction method can also be directly used for
information recommendation, which can be used for recommending customers’ prod-
ucts in e-commerce [8], and can also be used for e-mail prediction [9], judging a mobile
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phone in a wireless communication network. Whether the user has a tendency to switch
operators. In the monitoring of the network of criminals, link predictions are needed to
discover hidden connections between criminals to prevent crime or terrorist activity. It
can be used to analyze mixed-types of data by predicting possible links [10]. Links in
the Internet of Things affect the routing performance and node reachability in the net-
work, and link prediction can find possible links between nodes in the network to help
optimize routing algorithms [11]. Link prediction can also be used to discover hidden
links in the Tor dark web, and provide assistance to the government in combating illegal
and immoral criminal activities [12]. By studying the link relationship between the data,
the electronic network record data can be archived and managed, and it can be converted
and stored in common databases using international standards [13]. Link prediction can
discover the possible contact between people suffering from infectious diseases in real
life and other people, thereby reducing the spread of the virus and protecting susceptible
people [14].

Link prediction research not only has a wide range of practical applications, but also
has important theoretical research significance. For example, the study of link predic-
tion can also theoretically help people understand the mechanism of complex network
evolution [15]. Due to the large number of statistics describing the characteristics of the
network structure, it is difficult to compare different mechanisms. Link prediction can
provide a simple and fair comparison platform for evolutionary network mechanisms,
thus promoting theoretical research on complex network evolution models.

In the link prediction, the most important method is the similarity-based method.
The similarity index includes the local similarity index and the global similarity index.
The local similarity index includes the common neighbor index [16], the jaccard index
[17], AA index [18], PA index [19], the local similarity index is simple to calculate,
but due to the limited amount of information used, the prediction accuracy is low, and
the global indicator is based on the global path or global random walk, considering the
global topology between the vertices. Information has high prediction accuracy, such
as Katz index [20], ACT index [21], cos+ index [22], RWR index [23], SimRank index
[24], but the global indicator is usually calculated.

For the vertex link prediction query problemmentioned above, if the global indicator
is used, it is impossible to calculate a certain class because of the globality of its calcu-
lation. It still needs the overall prediction to calculate, and the calculation is very large.
For this reason, we adopt appropriate reduction. The idea of precision, which reduces
the amount of calculation of the indicator, completes the link prediction query about the
vertex in a shorter time.

This paper mainly predicts the possible connected edges of the vertices of interest
in the network. After expansion, it can also be used in the link prediction of the whole
network. The sampling method is used to design the method.

2 Local RandomWalk and Evaluation Index

Global-based random walk indicators tend to be computationally complex and therefore
difficult to apply on large-scale networks. Liu Weiping and Lu Linyuan [25] proposed a
similarity index based on network local random walk, LRW (local random walk), which
only considers the random walk process of finite steps.
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2.1 LRW

A particle t starts from the node vx and πxy(t) is defined as the probability that the
particle just reaches the node vy at time t + 1, then the system evolution equation can
be obtained.

πx(t + 1) = PTπx(t), t ≥ 0 (1)

where πx(0) is a vector of N × 1, in which only the first element is 1 and 0 otherwise,
i.e., πx(0) = ex. Matrix P = [pxy], pxy = axy/kx. axy is the element of adjacent matrix
A, kx is the degree of x. Set the initial resource distribution of each node to qx , then the
similarity of the t-step random walk is:

sLRWxy (t) = qx · πxy(t) + qy · πyx(t) (2)

1. Superposed random walk
On the basis of LRW, adding the t step and the previous results to get the value

of SRW, i.e.:

sSRWxy (t) =
∑t

l=1
sLRWxy (l) = qx

∑t

l=1
πxy(l) + qy

∑t

l=1
πyx(l) (3)

The above formulas (1), (2), and (3) calculate that SRW involves the multiplica-
tion of n × n-order matrices, and the calculation amount of each iteration is O(n3).
For large-scale networks, the amount of calculation is obviously large, and for related
link predictions that only query one or several vertices, it is obviously a waste of
time to use these formulas.

Currently, there are three commonly used indicators to measure the accuracy of
link prediction algorithms: AUC [26, 27], Precision [28], and Ranking Score [26].

The main evaluation indicators of link prediction are as follows:

2.2 AUC

ACU is short for area under the receiver operating characteristic curve, which measures
the accuracy of the algorithm as a whole. It refers to the probability that the score of an
edge in the test set is higher than the score of a randomly selected edge that does not
exist.

The AUC value is the area within the range of the ROC curve. Generally speak-
ing, the more accurate the prediction, the higher the AUC value. We assume that there
are n1 existing edges and n2 non-existent edges in the network graph. Then there are
a total of n = n1 + n2 edges in the network. We assume that {e1, e2, · · · , en1} and
{en1+1, en1+2, · · · , en} are the set of known and unknown edges, respectively, and si is
the score of edge ei. Then for link prediction, the steps to draw the ROC curve are as
follows:

• Calculate the score values of all unknown edges and arrange them in descending order.

Let the sequence of the sorted edges be:
{
e

′
1, e

′
2, · · · , e

′
n

}
.
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• Plot the coordinate axis of the ROC curve. The ordinate is the proportion of known
edges in the test set, and the abscissa is the proportion of non-existent links.

• Finally, plot theROCcurve. Starting from the origin of the coordinates, if the unknown
link belongs to an edge in the test set, then draw a step along the ordinate direction. If
the unknown link belongs to a non-existent link, then draw a step along the abscissa.

Figure 1 shows an example of drawing an ROC curve. We assume that there are 7
connections in the network, namely: a, b, c, d, e, f , and g. Among them, a, b, c, and d,
are edges that exist, and e, f , and g are edges that do not exist. We assume that after
prediction, the corresponding scores of each edge are: {sa, sb, sc, sd , se, sf , sg}, where:
sa > se = sb > sf > sc > sd > sg .

f

c

d
g

a

e, b

0 1/3 2/3 1

0

1/4

1/2

3/4

1

proportion of non-existing link
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ti
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n
k

Fig. 1. Schematic diagram of ROC curve drawing.

We sort all edges according to the score, from largest to smallest. First, start from the
origin of the coordinate system, because edge a has the largest score and is an existing
edge, so the curve moves up one step. Next, edge e and edge b are the existing link and
the non-existing link respectively, and se = sb, so the curve moves one step along the
diagonal. For edge f , since it is a non-existent edge, the curve moves one step to the
right. Repeat this process until all edges have been traversed to the end. The area of the
shaded part under the ROC curve is the value of AUC, namely: 7.5/12 = 0.625.

In fact, when calculating the AUC value, we do not need to draw the ROC curve
graph. Divide the known connection E into two parts: training setET and test setEP . The
AUC value can be expressed in a simpler way as follows: each time an edge randomly
selected from the test set EP is compared with an edge randomly selected from the set
U − E of non-existent edges, if the score value of the edge in the test set is higher than
the score value of the non-existent edge, 1 points are added; if the two points are equal
in value, 0.5 points are added. Independently compare n times. If there are n

′
times in

the test set that the score value of an edge is higher than the score value of an edge that
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does not exist, there are n′′ times that the two points are equal, so AUC is defined as:

AUC = n′ + n′′

n
(4)

Obviously, if all scores are randomly generated, then the value of AUC is 0.5.
Therefore, the larger the AUC value, the higher the accuracy of the prediction algorithm.

Weuse the above formula to calculate theAUCvalue of the legend. There are 4 known
edges and 3 non-existent edges, so a total of 3 × 4 = 12 comparisons are required. In
12 comparisons, the number of scores of edges in the test set greater than that of edges
in the non-test set is 7, which are: Sa > Se, Sa > Sf , Sa > Sg, Sb > Sf , Sb > Sg, Sc >

Sg, Sd > Sg . And, so n′ = 7, n′′ = 1, so AUC = (7 + 0.5)/12 = 0.625, the result is
consistent with Fig. 1.

Obviously, the higher the Precision value, the higher the accuracy of the link
prediction algorithm.

2.3 Precision

Precision only considerswhether the topL edges in the target user rating list are predicted
accurately. If there are m predictions that are accurate, that is, there are m of the top L
edges in the test set, then Precision is defined as:

precision = m

L
(5)

Obviously, the higher the Precision value, the higher the accuracy of the link
prediction algorithm.

2.4 Ranking Score

Ranking Score mainly considers the position of the edges in the test set in the final
ranking. Let H = U − ET be the set of unknown edges, and ri represents the ranking
of unknown edges i ∈ EP in the ranking. Then the Ranking Score of this unknown edge
is RSi = ri/|H |, Where |H | represents the number of elements in the set H, traverse all
the edges in the test set, and get the Ranking Score value:

RS = 1

|Ep|
∑

i∈EP

RSi = 1∣∣EP
∣∣

∑

i∈EP

ri
|H | (6)

Obviously, the smaller the value of RS, the higher the accuracy of the link prediction
algorithm.

3 The Idea of Sampling

Our idea is to limit the link query of vertex x to several paths starting from x and not
exceeding t. Since such a path may be many, it takes a lot of time to exhaust these paths.
We use the sampling method.
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For the calculation of formula (3), the key lies in the calculation of the pair. We use
the sampling method to calculate the approximation so that the error from the true value
is less than the given value ε.

If assume Pt(x) is A set of paths starting from x that do not exceed t in length. If
p ∈ Pt(X ), we define d(p) to be the distance from the vertex x to y in p. Then πxy(t) can
be rewritten:

πxy(t) = 1

|Pt(x)|
∑

p∈Pt(x)I(d(p) = t) (7)

Here the function

I(d(p) = �) =
{
1 d(p) = �

0 else
(8)

If assume Qt(x) is the k-sampling set of paths starting from x does not exceed t, we
use the following π

∧

xy(�) to approximate πxy(�):

π
∧

xy(�) = 1

k

∑
p∈Qt(x)

I(d(p) = �) (9)

Since Pt(x) and Qt(x) are different (actually Qt(x) ⊆ Pt(x), π
∧

xy(�) as the approx-
imation of πxy(�), but the larger k, that is, the more samples, the smaller the error, the
next step is to choose the appropriate k value, so that the error |π∧xy(�)−πxy(�)| is within
the given range ε.

We use the Hoeffding bound to determine the k value under the error threshold ε,
which is Eq. 10:

k ≥ ln( δ
2 )

−2ε2
(10)

If k is satisfied (10), the probability of 1 − δ is such that the error is less than ε.

4 Methods

We use a random walk method to generate a set of random walk paths of length t Qt(x).
All paths start from vertex x and form a path of length t by random walk. On each node,
the path is selected according to the transition probability.

If it is a non-weighted graph, let the adjacency matrix be A = [aij], if it is a weighted
graph, or if the vertex has a graph of attributes, the weight on the edge or the attribute
similarity matrix is W = [wij], we define the random transition probability from vertex
vi to vj as:

tij = wij∑
vk∈�(vi)wik

(11)

Here Γ (vi) is a set of direct neighbor nodes of vi.
Random walks generate the algorithm of set a:



Link Prediction Based on Sampled Single Vertices 23

Algorithm 1. GeneratePath(x, L, R)
Input: x: target vertex
R: Number of sample paths;
L: Length of path;
W: Adjacency matrix or weight matrix;
Output: :Sample path set
1: Calculate transition matrix based on Eq. (8); ; 
2: for k = 1 to R do
3: is the k-th path
4: Starting from x, Select a vertex in the transfer matrix, denoted as x1
5: x1 joins Pk

6: for j = 1 to L do
7: Starting from x1, select the next vertex in according to the transi-

tion           
probability, denoted as x2

8: x2 joins Pk
9: x1 = x2;
10: end for j
11: ;
12: end for k
return 

The basic idea of the algorithm is as follows:

Algorithm 2. Node_LP(x)
Input: x: target vertex;
: error boundary;
: probability;

t : length of path;
Output: the ratings of x and ,ℓ
1: Calculate the k value according to formula (9)
2: GeneratePaths(x, t, k) (Generate k paths starting from x and having a length 

of t, stored in )
3: For each P in do
4: For i = 1 to t do
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5 Experimental Results and Analysis

This paper uses six representative networks [29]: Protein Interaction Network (PPI),
Scientist Cooperation Network (NS), US Power Network (Grid), Political Blog Net-
work (PB), Router Network (INT). And the American Airlines Network (USAir), their
statistical properties are shown in Table 1.

Table 1 shows the characteristics of each network. Among them, N and M respec-
tively represent the number of nodes and edges in the network. Nc is the number of
connected groups in the network and the number of nodes in the largest connected
group. For example, in the USAir network, 332/1 means that there is 1 connected group
in the network, and the largest connected set contains 332 nodes. e is the efficiency of
the network, C is the clustering coefficient of the network, r is the assortativity of the
network, and K is the average degree of the network.

Table 1. Topological properties of 6 experimental networks.

Networks N M Nc e C r K

USAir 332 2126 332/1 0.440 0.749 −0.228 12.807

PB 1224 19090 1222/2 0.397 0.361 −0.079 31.193

NS 1461 2742 379/268 0.016 0.878 0.462 3.754

PPI 2617 11855 2375/92 0.180 0.387 0.454 9.060

Grid 4941 6594 4941/1 0.056 0.107 0.004 2.669

INT 5022 6258 5022/1 0.167 0.033 −0.138 2.492

We use ten algorithms such as: CN, Salton, Jaccard, Sorenson, HPI, HDI, LHN-I,
PA, LP and Katz to experiment in six real networks. Next, compare the accuracy with
the Node_LP algorithm of this article. Each of the experimental results is the average
of the predictions and evaluations obtained by performing 100 random divisions of the
original data set (including 90% of the number of links) and the test set (including 10%
of the number of links). In Node_LP, we perform AUC calculation on the subgraph
calculated for each vertex. We test the set of edges and select the vertices corresponding
to the subgraphs and the edges of the remaining vertices. We use the AUC evaluation
method as the evaluation index of the algorithm.

Regarding the AUC evaluation methods, the experimental results are shown in Table
2.

From Table 2, we can see that our Node_LP algorithm has the largest AUC value in
the three real data sets of USAir, PB, and NS. In the PPI, Grid, and INT data sets, our
algorithm can obtain and the rest of the algorithms. Almost the same effect. This shows
that the algorithm of this paper is very robust.
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Table 2. Comparison of prediction accuracy of 11 algorithms when measured by AUC.

USAir PB NS PPI Grid INT

CN 0.9366 0.9218 0.9404 0.8987 0.5896 0.5451

Salton 0.9230 0.8739 0.9377 0.8980 0.5896 0.5552

Jaccard 0.8854 0.8714 0.4903 0.7691 0.4926 0.7770

Sorensen 0.8876 0.8720 0.9267 0.8980 0.5987 0.5640

HPI 0.8602 0.8502 0.9504 0.8969 0.5957 0.5512

HDI 0.8698 0.8681 0.9248 0.8979 0.5896 0.5569

LHN_I 0.7194 0.7541 0.9391 0.8941 0.5896 0.5631

PA 0.8233 0.8179 0.6147 0.7817 0.4677 0.6183

LP 0.9329 0.9267 0.9312 0.9395 0.6205 0.6230

Katz 0.9110 0.9232 0.9272 0.9196 0.6375 0.3732

Node_LP 0.9780 0.9691 0.9723 0.9897 0.8965 0.9120

6 Conclusion

Link prediction is an important issue in the field of data mining. It has been deeply
researched in the computer field. With the rapid development of complex networks, the
link prediction method has been continuously developed and improved. In practice, we
do not need to score each pair of vertex pairs, but only predict a part of the informa-
tion that the user is interested in. Therefore, we propose a sample-based single-vertex
link prediction method. Our method can effectively reduce the prediction time without
changing the topological features of the data set, and achieve better prediction result.
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Abstract. Since industrialization, people’s demand for energy has reached an
unprecedented level, and is increasing with the development of the times. In the
21st century, countless environmental and energy problems are in front of us. The
shortage of resources, environmental degradation and global warming all remind
us that we need to make changes to deal with the coming energy disaster. In the
process of energy supply, it will not only consume energy, but also emit a large
number of polluting gases, such as carbon dioxide and nitrogen oxides. In order to
improve the efficiency of energy utilization and reduce the emission of polluting
gases, energy hub (EH) is proposed. Energy hub is an important model to ana-
lyze the coupling effect of multiple energy sources. It can improve the utilization
efficiency of multiple energy systems and reduce the emission of polluting gases.
However, in the related research of many energy hubs, few optimization schemes
take into account the emission of nitrogen oxide n0x. In this paper, particle swarm
optimization (PSO) will be used to construct a method considering nitrogen oxide.
The optimization model of x emission electric gas energy hub is used to solve this
problem.

Keywords: Energy hub · Integrated energy · Particle swarm optimization ·
Cogeneration · Nox emission

1 Introduction

Most of the existing research on optimal dispatching of integrated power and gas energy
system takes the optimal economy as the goal, and is fully launched from the per-
spectives of dispatching mode, equipment and technical means to improve operation
performance, coping with prediction error, taking into account environmental impact
and so on. Literature [1] established a CCHP microgrid including renewable energy and
energy storage. Considering the conversion efficiency between different energy sources,
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taking the operation cost as the objective function, it cooperatively optimized the multi
energy flow in the system to meet the needs of users with multiple loads. Reference [2]
discussed the influence of natural gas system equipment and gas price on power system
unit combination earlier. Reference [3] discussed the influence of natural gas system
equipment and gas price on power system unit combination earlier. Considering the gas
transmission constraints of fuel conversion units and natural gas network, literature [4]
analyzes the interaction between power system and natural gas system with the goal of
minimizing the operation cost of power system. In reference [5], the author will CO2
emissions are considered in the energy hub system, and the energy hub is optimized by
genetic algorithm. P2g proposed in document [6] considers the two-stage energy flow
of electricity to hydrogen and electricity to natural gas, and combines the hybrid energy
storage system with microgrid to ensure the economy and environmental protection of
the system when wind power is connected to the grid. According to the literature [7], air
pollution control technology is mainly used to reduce the emissions of nitrogen oxides,
sulfur dioxide, particulate matter and other air pollutants produced by fossil fuel power
plants. Moreover, according to the literature [8], nearly 1/2 of the nitrogen oxides and
more than 1/3 of the sulfur dioxide emissions in China come from the power industry.
Therefore, this paper will design an optimization model considering NOx emission to
solve this problem.

2 Energy Hub

According to reference [9], energy hub is an input-output port model that describes the
exchange and coupling relationship between source load network in integrated energy
system. According to the literature [10], the combination of different energy carriers in
the energy hub has many advantages, such as increasing system stability, power gen-
eration flexibility and optimizing operation potential. The energy hub is equivalent to
a multi energy conversion center, with multiple input and output interfaces for various
types of energy, connecting the supply side and load side. All kinds of energy can be
converted, regulated and stored in the energy hub. The energy hub can also connect var-
ious current energy networks, such as power network, natural gas network, cooling and
heating network and transportation network, so as to realize energy exchange between
different energy networks. The coupling matrix of the energy hub is shown in formula
(1). Assuming that the input energy flow of the energy hub is p = [P1,P2, . . . ,PN], and
the output energy flow is L = [L1,L2, . . . ,LN], the coupling matrix C is determined by
the scheduling factor νAnd energy conversion efficiency η Composition, characterizing
the distribution and conversion relationship of energy flow. It is generally determined
by the type of internal conversion device, conversion efficiency, input energy distribu-
tion coefficient and internal topology of the energy hub. In the process of energy hub
operation, energy conversion efficiency η. The scheduling factor V is learned by the
algorithm of artificial intelligence, so that the optimal solution of energy distribution
can be planned.
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The electricity gas integrated energy system is shown in Fig. 1. The energy transmis-
sion part of the system is composed of power network and natural gas network, which
are coupled with each other through gas-fired power plant and energy hub.

The energy hub can be regarded as the connecting link between the power network
and the natural gas network and the users. It contains a variety of equipment such
as energy transmission, energy conversion and energy storage. The electric energy Pe
and natural gas Pg at the input port of the energy hub come from the superior power
network and natural gas network respectively. After coordination and cooperation of
connecting elements (transformer and gas transmission pipeline), energy conversion
elements (electric to gas equipment based on carbon capture, cogeneration unit, gas-
fired boiler and heat pump) and energy storage elements (heat storage equipment and
gas storage equipment), Meet the user’s electrical load Le, thermal load Lh and gas load
Lg through the output port. According to literature [11], electric energy can be converted
into natural gas through electric gas conversion equipment. According to the literature
[12], the electric gas conversion equipment absorbs carbon dioxide and releases oxygen
in the reaction process, so the device can be regarded as a green energy production
equipment. In addition to providing the absorption path of new energy, it also plays an
important role in low-carbon environmental protection and energy conservation.

Fig. 1. Operation diagram of power gas energy hub system.
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3 Particle Swarm Optimization (PSO)

Particle swarm optimization algorithm is one of heuristic algorithms, which was first
proposed in literature [13] by American psychologist Kendy and electrical engineer
Eberhart. This algorithm imitates the process of birds, fish and other swarm organisms
in nature to cooperate in the process of looking for food. It can mainly solve practi-
cal problems such as multi-objective optimization, nonlinear integer and mixed integer
constrained optimization, signal processing, neural network training and so on. PSO
algorithm corresponds the feasible solution of the optimization problem to a particle in
the search space. Particles find the individual optimal particle and global optimal particle
under the current number of iterations at a certain speed. Through continuous iteration,
full competition and cooperation, the search for the optimal solution in the search space
is finally realized.

Particle swarm optimization (PSO) firstly initializes particle swarm randomly in
feasible solution space and velocity space, that is, determines the initial position and
velocity of particles. There are m particles in d-dimensional space, in which the position
and velocity of the ith particle are expressed as Xi = [Xi, 1,Xi, 2, . . .Xi,D], and
VI = [vi, 1,VI, 2, . . .VI,D], respectively. In each iteration, the optimal position PI, D
and population extreme value experienced by each particle at each time are determined
according to the fitness of each particle. By tracking these two best positions, swarm
particles continuously update their own speed and position according to formula (2) and
formula (3).

Vi,d (t + 1) = W × vi,d (t) + c1 × r1
(
Pi,d (t) −xi,d (t)

) + c2 × r2
(
Gi,d (t) − xi,d (t)

)
(2)

xi,d (t + 1) = xi,d (t) + vi,d (t + 1) (3)

where: I = 1, 2,…, m, d = 1, 2,…, D. ω Is the inertia weight factor, t is the number of
current iterations, C1 and C2 are learning factors, which are generally taken as 2, and R1
and R2 are random numbers evenly distributed between 0 and 1. In addition, in order to
prevent particles from flying out of the search range in the iterative process, the particles
can be limited by setting the velocity interval Vmin, Vmax and position interval Xmin,
Xmax of particles.

Particle swarm optimization (PSO) can effectively solve the problem of scheduling
factor V in the coupling matrix of energy hub. After several iterations, the optimal
solution of the scheduling factor V is obtained.

4 Objective Function

4.1 Emission Cost

NOx is a polluting gas produced by both coal-fired units and gas-fired units. At present,
power plants are generally equipped with low NOx combustion equipment and selective
catalytic reduction equipment to reduceNOxemissions.Among them, the operation state
of selective catalytic reduction equipment is related to the output power of coal-fired
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units and gas-fired units. Only when the output power of coal-fired unit and gas-fired unit
is greater than the critical threshold, the selective catalytic reduction equipment can be
started. In addition, the NOx emission characteristics of coal-fired units can be described
by quadratic function, and the NOx emission characteristics of combined cycle gas units
are related to output power.

According to reference [14], when the output power of the combined cycle gas unit
is lower than the critical threshold, the lean premixed combustion mode with low NOx
emission intensity is switched to the diffusion combustionmodewith highNOx emission
intensity. Therefore, when the gas units are combined cycle gas units, and the coal-fired
units and gas units are equipped with low NOx combustion equipment and selective
catalytic reduction equipment, the NOx emission models of coal-fired units and gas
units can be described as different piecewise functions, as shown in formula (4) and
formula (5).
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At the same time, the second formula above is also applicable to the combined
thermal power unit in the energy hub. The NOx emission of the gas-fired boiler is
directly proportional to its heating capacity, as shown in formula (6).

QNOx
j = QNOx

CHPj
+ μ

NOf

GFNj
SGFηGFj, j ∈ ΩEH (6)

This paper uses penalty price transforms the multi-objective optimization problem
into a single objective optimization problem. The product of penalty factor and emission
is the emission cost of the system, as shown in Formula (7).

Fpc =
∑

t∈�T
ρNOxQNOx

t (7)

4.2 System Operation Cost

The operation cost of environmental economic dispatching of the electricity gas inte-
grated energy system includes the fuel cost of coal-fired units, the gas production cost
of natural gas wells and the operation cost of energy hubs, as shown in formula (8).

Foc =
∑

t∈�T

[∑
i∈�cu

ρiψ(Pit) +
∑

ω∈�cw
ρωQωt +

∑
j∈�zt

Cjt

]
(8)

where Cjt represents the operation cost of energy hub J in period T, which is composed
of the operation cost of electric to gas equipment, the operation cost of heat storage
equipment and the operation cost of gas storage equipment, Represents the operation
cost of power to gas equipment in energy hub J.
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4.3 Objective Function

The ultimate goal of the power gas energy hub system considering NOx emissions is to
maximize the total system revenue and reduce NOx emissions, so as to achieve a balance
between system revenue and NOx emissions. Therefore, when the sum of emission cost
and system operation cost of the system tends to be the minimum, it is the objective
function of the system, as shown in Eq. (9).

minF = Foc + Fpc (9)

5 Constraint Condition

5.1 Power System Constraints

Active power balance constraint See Eq. (10)

NG∑
i=1

PGi,t +
Ngf∑
i=1

Pgfi,t +
Nw∑
i=1

Pwi,t +
Npv∑
i=1

pvit +
NCHP∑
i=1

PCHPi,t +
NB∑
i=1

PPbi,t =
NP2G∑
i=1

PP2Gi,t + PDt + Ploss

(10)

Bus voltage and branch power flow constraints See Eq. (11). Vmin, Vmax repre-
sents the maximum and minimum voltage of the i-th bus, Si represents the power flow
distribution on the i-th branch, and S represents the maximum power flow distribution
on the i-th branch

V

i
|Sfow,i|≤Smaxfow,j

minimaxi
}

}
(11)

Climbing power constraint See Eq. (12). Uri, Dri respectively represent the rising
rate constraint and falling rate constraint of the ith unit, Pit represents the power of the
ith unit at time t, P represents the power of the ith unit at time t − 1

Pi,t − Pi,t−1 < URi

Pi,t−1 − Pi,t < DRi

}
(12)

Output power constraint See Eq. (13).

P
gfi

mingfi,
max
zfi

P

CHPi

0≤Pwi,≤Pwr
0≤PP2Gi,

≤PmaxP2Gi
0≤pvi,s≤pv(Ktmax())

minCHPij
max
CHPij

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(13)
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5.2 Energy Hub Constraints

Thermal node equilibriumconstraint SeeEq. (14).WhereQhij represents the heat storage
capacity at time t, Hdt represents the heat demand at time t, and H_loss represents the
heat loss.

∑Nc||p
i=1

QCHPi,t +
∑NHou

i=1
QHOUi,t+i = 1NHSQHi, t = HD.t + Hloss (14)

Thermal constraints of cogeneration and heating units See Eq. (15). Where Q repre-
sents the maximum and minimum values of the heat generated by the ith cogeneration
generator, and Qmin represents the maximum andminimum values of the heat generated
by the ith heating unit.

Q

CHPi
Q
minHOUt,ν

max
HOUi,j

HOUi
minCHPid

max
CHPi,ρ

⎫⎪⎬
⎪⎭

(15)

5.3 Natural Gas System Constraints

Gas node equilibrium constraint See Eq. (16). Where Q represents the gas output of
the ith equipment at time t, Q represents the gas storage at time t, Q represents the gas
demand at time t, and Q represents the gas loss.

∑NM
i=1

QSi,t +
∑NM

i=1
QP2Gi,t +

∑NM
i=1

Qgi,t =
∑Nc?p

i=1
LCHPl,t +

∑Ngf
i=1

Lgfi,t + QD.t + Qloss (16)

Pressure and airflow constraints See Eq. (17). Where: P represents the maximum
and minimum pressure between node m and node n

P

mri
0≤Qmn≤kmn

√
(P2

m−P2
n)

minmrni
max
m−ni

⎫⎬
⎭ (17)

5.4 Energy Storage Equipment Constraints

Charge discharge power constraint See Eq. (18) Where: Emax represents the maximum
energy storage equipment capacity of different storage types.

−ESDCi,max
0 ≤ PSDDi, ≤ Emax

}
(18)

6 Example Analysis

6.1 Example Description

In order to verify the feasibility and applicability of the energy hub, it is applied to
IEEE-30 node standard test system [15] and Belgium 20 node natural gas system [16].
The system node wiring diagram is shown in Fig. 2 and Fig. 3.
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Fig. 2. IEEE-30 node system wiring diagram.

Fig. 3. Belgium 20 node natural gas system.

This paper will illustrate the operation of energy hub under different configuration
environments through 5 examples. The configuration is as follows.

Example 1: study the original energy hub configuration without including any renewable
energy or energy storage equipment.
Example 2: add energy storage equipment on the basis of example 1 for research.
Example 3: the energy hub includes renewable energy and p2g devices, but does not
include energy storage equipment.
Example 4: the energy hub contains only renewable energy.
Example 5: all energy output is included in the energy hub. All energy in the energy hub
operates.
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6.2 Simulation Results

Through the comparative analysis of voltage, power loss, load node temperature and
natural gas pipeline pressure in the calculation example, this paper explains the impact
of different configurations on the operation of energy hub. The comparison results are
shown in Figs. 4, 5, 6 and 7.
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Fig. 4. Voltage on bus in different examples.

Fig. 5. Power loss in different examples.

The daily variation of voltage in the five examples is shown in Fig. 4. From 1 a.m. to
4 p.m., the load demand is small and the voltage change is small. During the period from
4 pm to 24 PM, the load demand is large. At this time, the power loss will increase with
the increase of load demand and decrease with the decrease of load demand, as shown
in Fig. 5. Without the support of renewable energy and energy storage equipment, the
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Fig. 6. Node temperature of heat load in different examples.

Fig. 7. Pipeline pressure at load node in different examples.

voltage change and power loss change most in example 1. In example 5, since the energy
hub includes all energy output, the voltage change and power loss change are the smallest.
Figure 6 compares and analyzes the impact of different energy hub configurations on
the temperature of the heating system at the heat load node. Since the heat load demand
is relatively small from 1 a.m. to 3 p.m., the temperature change in the five examples is
small in this time period. The temperature change in example 1 is the largest, and the
temperature change in example 5 is the smallest. The pressure variation in the natural
gas pipeline in the five examples is shown in Fig. 7. As can be seen from the figure,
the pressure of natural gas pipeline will change with the change of load and available
energy. Due to the lack of renewable energy and energy storage equipment in example
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1, the highest pressure drop occurs at this time. Therefore, the gas generator generates
more electric energy to meet the power load. In example 5, due to the reduction of power
required by the gas generator and the existence of p2g unit, the pressure change is the
smallest.

6.3 Comparative Analysis of Numerical Examples

As shown in Fig. 8, when the NOx emission penalty price is less than 5 times or greater
than 8 times the benchmark value, theNOx emission penalty price has little impact on the
operation cost of environmental economic dispatching of the electricity gas integrated
energy system, and the emission cost will increase in proportion with the increase of
NOx emission penalty price. However, in order to reduce the NOx emission from the
environmental and economic dispatching of the power gas integrated energy system,
when the NOx emission penalty price is equal to 6 or 7 times the benchmark value, the
output power of coal-fired unit G1 and cogeneration unit chp1–chp2 will increase to
start the selective catalytic reduction equipment, Therefore, in these two scenarios, the
operation cost of environmental economic dispatching of electric gas integrated energy
system has been significantly improved.

Fig. 8. Emission cost and operation cost under different NOx emission penalty price scenarios.

In each example, the total operating cost, CO2 emission and system loss are calcu-
lated respectively. Taking the power on, heat and gas costs of bus 2 as the reference, the
power, heat and gas costs of each node as the index, and considering the loss, the power,
heat and gas costs of each node are calculated, as shown in Table 1.

In example 1, due to the low price of natural gas, CHP unit is the main source of
power supply and heating during the day. In addition, due to the increase of the feed
path of the gas system, the natural gas loss also increases. However, with the increase
of daytime load, CHP can not meet these loads and can only be purchased from Hou,
which increases the operation cost and carbon emission.
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Table 1. Operation results under different Energy Hub configurations.

Numerical example 1 2 3 4 5

Social results/$ 38790 39150 68580 55620 70560

NOx emissions/Kg 65.1 58.1 48.8 47.8 46.1

Power loss/MWh 18.1 18.1 18 17.9 17.8

Heat loss/Kj/h 99.2 94.1 97.3 97.2 93.9

Gas loss/mˆ3/h 2.115 1.998 2.016 2.034 1.989

Power load/MWh 151 152 157 141 160

Comparedwith example 1 and example 2, example 3 has been significantly improved
in terms of social benefits, carbon emissions and energy consumption due to the addi-
tion of renewable energy, but the loss also increases due to the lack of energy storage
equipment in the energy hub. Compared with example 3, the absence of p2g device in
example 4 reduces its social benefits, carbon emissions and energy loss.

The example shows that considering the penalty cost of NOx emission and car-
bon trading mechanism, the NOx emission of electricity gas integrated energy system
will be reduced. In addition, according to the sensitivity analysis of different scenar-
ios, with the increase of various influencing parameters, the total cost of environmental
economic scheduling of electric gas integrated energy system will increase or decrease
monotonically. However, in different scenarios, due to various factors such as shutdown
of selective catalytic reduction equipment or startup of electric to gas equipment, the
changes of operation cost and emission cost of environmental economic dispatching of
electric to gas integrated energy system will be more complex.
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Abstract. Considering the rapid development of embedding surveil-
lance video systems for fire monitoring, we need to distribute systems
with high accuracy and detection speed. Recent progress in vision-based
fire detection techniques achieved remarkable success by the powerful
ability of deep convolutional neural networks. CNN’s have long been the
architecture of choice for computer vision tasks. However, current CNN-
based methods consider fire classification entire image pixels as equal,
ignoring regardless of information. Thus, this can cause a low accuracy
rate and delay detection. To increase detection speed and achieve high
accuracy, we propose a fire detection approach based on Vision Trans-
former as a viable alternative to CNN. Different from convolutional net-
works, transformers operate with images as a sequence of patches, selec-
tively attending to different image parts based on context. In addition,
the attention mechanism in the transformer solves the problem with a
small flame, thereby provide detection fire in the early stage. Since trans-
formers using global self-attention, which conducts complex computing,
we utilize fine-tuned Swin Transformer as our backbone architecture that
computes self-attention with local windows. Thus, solving the classifica-
tion problems with high-resolution images. Experimental results con-
ducted on the image fire dataset demonstrate the promising capability
of the model compared to state-of-the-art methods. Specifically, Vision
Transformer obtains a classification accuracy of 98.54% on the publicly
available dataset.

Keywords: Vision transformer · Self-attention · Convolutional neural
networks · Fire detection · Image classification

1 Introduction

The rapid development of digital camera technologies and video/image process-
ing techniques, increasingly involved in different spheres of our modern era.
Thereby, there is a significant benefit to utilizing fire detection systems with
a computer vision-based approach, then traditional techniques [1]. Fire occurs
suddenly and spreads in a short time, causing ecological and financial losses.
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By developing the latest fire detection systems, we can prevent and reduce large-
scale fire disasters.

Utilizing video-based fire detection techniques, we can get several advantages
such as; monitoring open, wide-range areas in 24 h, availability information of size
and location, and quick response by analyzing incidents in real-time [2]. More-
over, nowadays, closed-circuit television systems are installed in many spaces. In
connection with this, promote the development of a video-based fire detection
system is advisable [3].

Plenty of innovative methods have been proposed, build in accurate and
timely fire detection systems. Among them, computer vision and image process-
ing techniques constitute a multitude. In [6] the state-of-the-art fire detection
methods are compared and evaluated.

There are three main phases in process of image fire detection algorithm,
which are image processing, feature extraction and fire detection [7]. Due to
a specific characteristic of flame and consider the complex condition of scenes
where fire occurs, such as deference environment, unfavourable weather con-
ditions, shadows, fire-like objects, make detection fire on images challenging
task. Image recognition algorithms based on convolutional neural network mod-
els demonstrate better performance than traditional methods by automatically
learn and extract complex fire-image features [4].

Though the newest fire detection algorithms based on computer vision tech-
niques have high detection accuracy and sufficient speed, the applications based
on these approaches still have some limitations [5]. Current fire detection algo-
rithms mostly considered image fire detection as a classification task. The algo-
rithms classify the entire image into one class. However, not all pixels useful. In
image classification tasks, target foreground objects should have preference over
the background. But convolution operations apply for all pixels, leading to extra
computation cost and redundant information.

CNN automatically learns and extracts low-level features such as edges and
corners by applying convolutional filters for the whole image. However, due to
specific characteristics of fire, high-level features can exist in different scene
images. For example, at the beginning of the fire, a small flame can occur in
buildings, in cars, and dense environments. But applying high-level filters to all
images leads to more computational costs.

Another limitation of convolutions is related spatial-distance concepts. To
avoid extensive calculation, convolutional filters are constrained to operate with
small regions. But, the long-term interaction between semantic concepts is essen-
tial. Previous approaches consider increase kernel size, expand depth of the model
or apply other operations such as dilated convolutions, non-local attention layers
and global pooling. But these methods lead to insolvencies such as additional
modules and computational costs.

To address to aforementioned issues we propose Vision Transformer approach
for fire detection on images. Summarizing our work we can express as follows:
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Fig. 1. An overview of standart Vision Transformer architecture

1) We avoid the pixel-convolutional operation on images, and propose spatial
attention method converting the feature map into set a sequence of patches
by exploring transformer architecture for fire detection.

2) We train and fine-tune model using Swin Transformer [24] as our backbone
architecture for fire detection on images.

3) Finally, we evaluate proposed model with other state-of-the-art methods with
publicly available dataset. Comparison results show that proposed method
outperforms fire detection methods based on CNN archived by 98.54% accu-
racy.

Fig. 2. An overview of Swin Transformer Structure
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Fig. 3. Modified module of Multi-Head Self Attention

2 Related Work

2.1 CNNs Based Fire Detection

There has been a lot of research into the development of systems that could
detect fire with high accuracy indoor and outdoor environment. With the devel-
opment of CNN in the field of computer vision, many researchers have invested
in improving systems for detecting fire in images.

Pionering study in this research appliying CNN [19] propose two different
models based on Deep CNN, VGG16 and ResNet50. Modifying Resnet50 by
adding extra fully connected layers the authors achieved high accuracy, and
showed effectiveness Resnet50 over VGG16 on detection fire on images.

Considering involving more machine learning approaches in [15] proposed fire
prevention method utilizing two models, Adaboost-MLP and Adaboost-LBP
under similar designed CNN as AlexNet. AlexNet shows his excellent perfor-
mance in fire detection and other authors [17] also utilize modified AlexNet
model as their backbone architecture. Minimizing damage of fire to environment
authors proposed effective disaster management system.

In another work [20], authors achieved detection efficiency by reducing
parameters SqueezeNet under target problems. In order to minimize cost and
flexible installation on CCTV cameras, the size of model was reduced by using
small convolution with no dense. Case studies were investigated in [16] with four
object detection CNN models such as SSD, R-FCN, Faster-RCNN and YOLO
v3. The authors focused their module mainly on region proposal functions. By
implementation their proposed method for each models, authors achieved higher
performance with YOLO v3 than other models. In [23] authors offered an accu-
rate fire detection approach consists of combination of three modules under
AlexNet backbone. Utilizing efficiently multiscale feature extraction, implicit
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deep supervision and channel attention mechanism, model demonstrates signif-
icant results in size and accuracy.

2.2 Vision Transformer

In [13], Vision transformer (ViT) demonstrated how transformers could replace
standard convolutional in deep learning networks on large-scale computer vision
dataset. The Transformer follows the encoder-decoder architecture, with the
ability to process sequential data in parallel without relying on any recurrent
network.

Given an image X, it is divided into a sequence of non-overlapping patches
p as an individual token, and the dimension d of each patch equals to p × p × c,
where c is a number of channels. The length n of sequence patches (x1, x2, ..., xn)
define as n = hw/p2. In standard ViT size of patches equal 16 × 16 or 32 × 32.
Overview of standard ViT architecture illustrated in Fig. 1.

2.3 Linear Embedding

In the linear embedding layer, the sequence of patches is linearly projected to
a 1D vector by a learned embedding matrix E. In the next stage, embedding
representation with the additional classification token (CLS) are concatenated,
here (CLS) token used for classification purpose. To maintain the spatial arrange
of the patches as the same as input image, the positional information Epos is
encoded and add to the patch representations. In summary, the output of linearly
embedding layer z0 can express as in Eq. 1.

z0 = [cls;x1E;x2E; ...xnE] + Epos ,

E ∈ R
(p2c)×d,

Epos ∈ R
(n+1)×d

(1)

2.4 Vision Transformer Encoder

The next stage summary of linearly embedding layer z0 pass to the Transformer
Encoder module, as shown in Fig. 1(b). The encoder consists L identical layers,
and each layer contains two main subcomponents, a multi-head self-attention
block (MSA) and a fully connected feed-forward dense block (MLP). MLP con-
sists of two dense layers with GeLU activation between them. Both components
of the encoder use residual skip connection, among with a normalization layer
(LN). The output of each component express as:

z′
� = MSA (LN (z�−1)) + z�−1, � = 1 . . . L (2)

z� = MLP (LN (z′
�)) + z′

�, � = 1 . . . L (3)
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As can be seen in Fig. 2 the first element of sequence z0l passed throw classi-
fication block for prediction class can be expressed as function;

y = LN
(
z0L

)
(4)

2.5 Multi-head Self-Attention Layer (MSA)

A self-attention mechanism is a central component of transformers, which deter-
mine the interactions between all sequence entities for the build prediction task.
The primary role of self-attention is to capture the interaction amongst all z
sequences by encoding each entity in terms of global contextual information.
The self-attention head learns attention weights by computing three learnable
metrics weights. As shown in Fig. 1 (c), three weights matrices are generated
for each input sequence as Query

(
WQ ∈ R

n×dq
)
, Key

(
WK ∈ R

n×dk
)
, and

Value
(
WV ∈ R

n×dv
)
, where n is the sequence of entities and d is the embed-

ding dimension. The input sequence X first projected onto these weight matri-
ces as Q = XWQ, K = XWK and V = XWV . The output A ∈ R

n×dn of
self-attention layers expressed as

A = softmax

(
QKT

√
dq

)

V (5)

Next, the value of each patch embeddings vector is multiplied by A and find
the patch with high attention scores

SA(z) = V · A (6)

After that, all the attention heads concatenated and projected through a
feed-forward layer with learnable weight W , the output of MSA expressed in
equation ()

MSA(z) concat (SA1(z);SA2(z) . . . SAn(z)) W (7)

In our work, we follow a recent trend of attention based neural networks in
Computer vision and extensively evaluated Vision Transformer models. Inspired
by high accuracy, a hierarchical feature representation and achievement state of
the art result in many image classification task we build upon our fire detection
methon under [24] model. In order to reduce training time we utilized pretraied
model from timm library [25]

3 Proposed Method

As shown in Fig. 2, architecture consists of four stages. In the first step, an
image of size 224 × 224 × 3 passes through a patch splitting module and is sub-
divided into non-overlapping patches. Each patch (p) is viewed as an individual
token, and its feature is a set of a concatenated raw pixels of the RGB image.
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Fig. 4. Shifted windows method of Swin-T for computing self-attention

To generate a hierarchical form, with increasing depth of the network, patch
merging layers decrease the number of tokens. Thereby, the first patch merging
layer concatenated with the features of each neighboring group patches with
2 × 2, and a linear layer receive concatenated features as the dimension of 4C.
This operation decrease the number of tokens and output dimension by a mul-
tiple of 2 × 2 = 4, and 2C respectively. In the next 2nd stage, tokens with size
H
8 × W

8 pass-through patch merging module. The same operation continues in
stage 3 and stage 4, with the output resolution of H

16× W
16 and H

32× W
32 respectively.

In the next stage, produced patch tokens path through several Swin Trans-
former blocks with modified self-attention computation. The Transformer blocks
keep the number of tokens with size

(
H
4 × W

4

)
and together with the linear

embedding are referred to as stage 1.

Table 1. Architecture of Swin Transformer (Swin-T)

Stage Output size Swin-T

Stage 1 4 × (56 × 56) con 4 × 4, 96-d, LN, [(win.size 7 × 7, dim 96, head 3)×2]

Stage 2 8 × (28 × 28) con 2 × 2, 192-d, LN [(win.size 7 × 7, dim 192, head 6)×2]

Stage 3 16 × (14 × 14) con 2 × 2, 384-d, LN [(win.size 7 × 7, dim 384, head 12)×6]

Stage 4 32 × (7 × 7) con 2 × 2, 768-d, LN [(win.size 7 × 7, dim 768, head 24)×2]

3.1 Swin Transformer Block

Swin Transformer is created by modified the normal multi-head self-attention
module (MSA) (as described above) in a Transformer block with a window-
shifted module, with the rest of the layers remaining the same. Module illustrated
in Fig. 3. Swin Transformer blocks are made up of a shifted window-based MSA
module followed by a 2-layer MLP with GELU non-linearity in between. Each
MSA module and MLP is preceded by a LayerNorm (LN) layer, and each module
is followed by a residual connection.

3.2 Shifted-Window Based Self-Attention

Transformer architecture applied for image classification conducts global self-
attention as computation tokens with each other to find interrelation between
them. By computing self-attention within the local window, the modified module



48 O. Khudayberdiev et al.

reduces the number of computing operations for high-resolution images. The
windows are set by equally partition the image in a non-overlapping way. Let
suppose each window keep M × M patches, the computation of a window based
MSA’s patches on the image are h × w shown in equation:

Ω(W − MSA) = 4hwC2 + 2M2hwC (8)

Computation process with softmax function is the same as mentioned in
Sect. 2.

3.3 Shifted Window Partitioning in Successive Blocks

As shown in Fig. 4, the first module employs a standard window partitioning
method that begins with the pixel in the top-left corner, and the 8 × 8 feature
map is equally divided into 2 × 2 windows of size 4 × 4 (M = 4). After that,
the next module takes over a window configuration that is shifted from that of
the preceding layer by mapping the windows by

(⌊
M
2

⌋
,
⌊

M
2

⌋)
pixels from the

regularly divided windows. Swin Transformer block with shifted window divided
method, computed as:

ẑl = W − MSA
(
LN

(
zl−1

))
+ zl−1

zl = MLP
(
LN

(
ẑl

))
+ ẑl

ẑl+1 = SW − MSA
(
LN

(
zl

))
+ zl

zl+1 = MLP
(
LN

(
ẑl+1

))
+ ẑl+1

(9)

The shifted window partitioning approach introduces connections between
neighboring non-overlapping windows in the previous layer and is found to be
effective in connections between neighboring non-overlapping windows in the
previous layer and is found to be effective in the image classification task-other
parts of the proposed method similar as standard Vision Transformer as we
mentioned above in section II, detailed structure illustrated in Table 1.

4 Experimental Results and Discussion

In this section, we first provide the details about the datasets, data augmen-
tation techniques, implementation details, and evaluation metrics. Then, fire
detection performance of the proposed method is compared and analyzed with
other existing CNN-based methods.

4.1 Dataset

Dataset: To evaluate the proposed method, we chose “FD-dataset” [6] for its
large size and image frames captured in challenge scenes on the video. The base
of this dataset consists of two well-known benchmark dataset [7,8] and additional
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images collected by authors. The dataset includes 25 000 images for training,
10 000 for validation, and 5000 for testing. Table 2 describe detailed information
of dataset.

Table 2. Fire detection dataset description

Class Training set Validation set Testing set Total

Fire 17 500 5 000 2 500 25 000

No Fire 17 500 5 000 2 500 25 000

Table 3. Precision, Recall, Fscore and accuracy between our method and other tech-
niques

Method Precision (%) Recall (%) F1-score (%) Accuracy (%)

[19] 84.8 97.6 0.90 90.0

[20] 84.6 91.3 0.87 87.3

[17] 83.3 93.2 0.87 87.2

[22] 88.0 98.0 0.92 92.3

[23] 93.5 97.4 0.95 95.3

Ours 95.6 98.7 0.97 98.5

In addition, authors tried to create dataset with more realistic characteris-
tic fire accident scenes with different circumstances such as forest fire, burning
buildings, accidents with cars, boat fires, etc. Figure 5 demonstrates some exam-
ples of images from “FD-dataset”. Moreover, the non-fire folder in the dataset
contains challenging images such as night lighting, glare lights, burning clouds,
sunset, red colour elements, and fire-like objects.

4.2 Data Augmentation

To the best of my knowledge, in fire and smoke detection, compared with other
image classification fields, there are not many publicly available dataset, which
can increase the performance of proposed models. Since Transformers do not
inherently encode inductive biases to deal with visual data, the model needs
a large amount of data, to figure out image-specific properties. To obtain and
train with the same size of images, we use an extensive data augmentation tech-
nique. Data augmentation generate new images from the existing dataset by
applying various manipulation techniques. Standard methods include geometric
transformation and colour augmentation strategies.

Because of the specific characteristics of the fire scene, vision-based fire mon-
itoring systems can transmit low-quality captured images, the consequence of
unfavourable weather conditions, obstruction by other objects, random noise,
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etc. Considering these factors, we utilize more sophisticated data augmentation
techniques, such as Cutout [9], Mixup [10], and CutMix [11]. These novel meth-
ods solved the aforementioned issues in fire detection, with challenging scenes,
occluded objects, random noise, etc. We use the same strategies in our model as
[12], which increase accuracy and robustness for different kinds of attacks.

Fig. 5. Some example of dataset.

4.3 Implementation Details

We used a model pretrained on ImageNet-1K [26], and fine-tuned it for fire
detection purpose on FD-dataset. The model was trained and evaluated with
Pytorch framework on PC with Intel Core i7 CPU and NVIDIA GeForce GTX
1080 TI. Specifically, the AdamW optimizer was selected with 100 epochs for
training. The initial learning rate was 0.001, weight decay equals 0.05, and batch
size is 64.

Recall =
TP

TP + FN
(10)

Precision =
TP

TP + FP
(11)

Fscare =
recall × precision
recall + precision

(12)

Accuracy =
TP + TN

TP + FN + FP + TN
(13)

4.4 Compared with CNN-Based Fire Detection Methods

Inspired by recent progress achieved models with data augmentation techniques,
we trained our model on benchmark dataset with standard augmentation and
with aforementioned more sophisticated techniques. Evaluating results on test



Fire Detection Approach Based on Vision Transformer 51

data show better results with Cutout, Mixup and CutMix techniques, as illus-
trated in Table 1.

To demonstrate the advantage of our approach, we compare Transformer
based fire detection with other existing CNN based methods. We conduct exper-
iments on publicly available dataset named “FD-dataset” [20] and analyze per-
formance models with the same technique as mentioned in [20] such as precision,
recall, F1-score and accuracy, detailed comparison models illustrated in Table 3.
The most important aspect of fire detection is accuracy; therefore the experi-
mental results are addressed mostly in terms of accuracy.

Our approach achieved 98.54% accuracy with “FD-dataset” without augmen-
tation and 99.4% accuracy with sophisticated augmentation techniques. Vision
Transformer based fire detection method outperformed other CNN based fire
detection techniques such as Alexnet, VGG16 and ResNet50. The experimental
results are shown

Ct = f ′
t ◦ Ct−1 + it ◦ tanh

(
WX

c ∗ Xt + WH
c ∗ Ht−1 + bc

)

in L/sum = Lcls + α Table 2.

5 Conclusion

Consider the complex condition of scenes where fire occurs, we need to distribute
fire monitoring systems with high accuracy and detection speed. In this study,
we show a viable alternative to CNN and propose a fire detection approach
based on Vision Transformer. We follow a recent trend of attention based neu-
ral networks and avoid the pixel-convolutional operation. To increase detection
speed and achieve high accuracy, we propose a fire detection approach based
on Vision Transformer. Specifically, the attention mechanism in the transformer
provide detection small flames in early stage. Since transformers using global self-
attention, which lead computational costs, we utilize Swin Transformer architec-
ture that computes self-attention with local windows. Providing the classification
with high-resolution images. Comparison results over state-of-the-art and pro-
posed fire detection models demonstrate superiority over the rest of the latter.
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Abstract. For many years, as humans wreak havoc on nature, there are fewer
and fewer vegetation on the earth, natural disasters have become more frequent,
and air pollution has become more and more serious. However, because air pollu-
tion is a global problem, its influencing factors and development trends are very
complicated. Therefore, finding the factors that affect the changes in the concen-
tration of pollutants and explaining the relationship between the concentration of
air pollutants and the influencing factors is of great significance for humans to
understand the trend of changes in the concentration of air pollutants. This paper
designs a grey prediction model based on fractional order to predict the pollutant
concentration of three non-interfering monitoring points at the same time, and
compares the calculated deviation with the measured value to judge whether it is
used in the prediction of atmospheric pollutant concentration. With regard to the
problem of regional coordinated forecasting, in this paper, a Bayesian network
model is constructed to conduct coordinated forecasting of atmospheric pollutant
concentration in four interfering regions. The experimental results on the data set
show that the algorithm in this paper is suitable for predicting the concentration
of air pollutants.

Keywords: Pollutant concentration · Fractional order · Grey model · Bayesian
network · Collaborative forecast

1 Introduction

Air Pollution is one of the serious and major environmental problem worldwide [1]. The
release of air quality forecast can provide scientific basis for the environmental protection
departments timely. The establishment of air quality forecastmodel of city environmental
governance is very necessary [2]. The pollution affects the society, and endangers the
survival of life on earth leading to several health hazards such as asthma, lung cancer etc.
and environmental hazards such as global warming, acid rains, eutrophication and many
more [3]. Air pollutants include sulfur dioxide (SO2), nitrogen dioxide (NO2), carbon
monoxide (CO), ozone (O3), PM2.5 andPM10, etc., and their hazards are serious [4]. The
three major pollution causing components of environmental air are SO2 concentration,
NO2 concentration and the particulate matter (PM)[5].
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The prediction of air pollutants is a key research field in the meteorological commu-
nity. Precise predictions of the concentration of air pollutants can prompt people to go
out and protect themselves and reduce the harm to the body caused by air pollution.With
the vigorous development of computer technology and the continuous updating of infor-
mation technology, machine learning and deep learning have become important tools to
promote people’s detection and prediction methods. The data processing and analysis
of deep learning are used to achieve the purpose of predicting the concentration of air
pollutants. At present, it is an issue that urgently needs research by scientific researchers.
There are few obstacles to air computing; however as the associated data have spatial
characteristics. The first problem facedwas the insufficient air quality monitoring station
because of the higher cost of building and maintaining a station, it is costly to get labeled
fine grain air quality training data [6]. The traditional air quality prediction method is to
install specific sensors in the residential area, collect air in the community, get basic air
monitoring index data and meteorological data, then use some algorithms to process the
data, and finally predict the air quality[7].

Although the methods adopted by the above-mentioned researchers have shown
good results, there are still some shortcomings. First of all, the previous research on
atmospheric predictionwas limited to the studyof a certain region.With different regions,
most of the established models will be inapplicable. On the other hand, in the past,
scientific researchers’ research on collaborative prediction models was basically applied
to the prediction of natural disasters such as earthquakes and landslides, but not to the
prediction of atmospheric pollutant concentrations.

In response to the above problems, this paper first proposes a grey model method
based on fractional order. The data in the data set from May 10th to May 18th, 2021 are
selected as a set of continuous time series and input into the model after preprocessing,
then make predictions. After comparing the predicted values with the actual measured
values, the pollutant concentration values of the threemonitoring pointsA, B, andC from
July 13 to July 15, 2021 are predicted. Then, a Bayesian network model is proposed to
coordinate the forecast of atmospheric pollutant concentration at four monitoring points
A, A1, A2, and A3, so as to improve the forecasting effect of atmospheric pollutant
concentration. The position distribution of the four monitoring points in the coordinate
system is shown in Fig. 1.

The main contributions of this paper are as follows:

1) On the basis of the gray prediction model, a fractional-level gray prediction model
is proposed, which can be applied to the air pollutant concentration prediction at the
three monitoring points of A, B, and C at the same time.

2) Based on the problem that the pollutant concentration in adjacent areas has a cer-
tain correlation, a Bayesian network model is proposed for regional collaborative
forecasting.

3) The experimental results prove that the grey prediction model based on frac-
tional order and the Bayesian network model have good accuracy in predicting
the concentration of regional air pollutants.



56 L. Xin et al.

Fig. 1. Schematic diagram of the relative position of each monitoring station. A (0, 0) A1
(−14.4846, −1.9699) A2 (−6.6716, 7.5953) A3 (−3.3543, −5.0138)

2 Related Work

Air quality is closely related to people’s daily life because of fast industrialization and
urbanization, and it also plays an important role in the comprehensive evaluation of
environment [8].

The weather forecasts we know now include short-term, medium-term and long-
term. The short term is the forecast of the weather in the next three days, the medium
term is the forecast of the weather in 10 days, and the long term is the forecast of more
than 10 days, even a month or even a year. Short-term weather conditions are easy to
predict, mainly because the influence of interfering factors and uncertain factors are
relatively small. And with longer time, interfering factors and uncertain factors will be
more and more, which lead to the serious uncertainty of the climate change. At this
time, the deviation between the predicted result and the actual result may be large, so
the predicted result is difficult to be used as a basis.

2.1 Forecast Based on Grey Model

There are already many models that can be used for atmospheric prediction. Fang Wei
et al. proposed that the air quality prediction model based on time-space similarity
LSTM selects more effective data for training at the time and space level, and the effect
of prediction error is increased by 8% [9]. Huang Chuntao and others proposed a study
on the prediction of PM2.5 and PM10 concentrations in Guangzhou based on deep
learning. Based on air quality monitoring data and meteorological monitoring data,
they constructed random forest models, XGBoost models, long and short-term memory
networks, and gated loop units, respectively. The network model predicts the average
daily concentration value [10].
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2.2 Forecast Based on Bayesian Network Model

Over the years, in the research of collaborative forecasting models, a large number of
scientific researchers have tried to build various models to improve the accuracy of
collaborative forecasting. Guo Chaozhen and others researched the general model of
collaborative comprehensive forecasting IGDSS, using the intelligent decision-making
method of comprehensive earthquake forecasting IGDSS-Bayesian network design and
implementation, and established a Bayesian network analyzer for comprehensive earth-
quake forecasting. The system has been applied in Fujian Province. Earthquake Bureau
Prediction Center [11]. Liu Shijun and others used the method of correlation analysis
to focus on the correlation between the monthly average concentration of the same air
pollutants in the Beijing area and the closer Shijiazhuang area. The impact of air quality
[12].

3 Related Work

This section first introduces the design process of the gray prediction model based on
fractional order, and then introduces the Bayesian network model.

3.1 Grey Prediction Model Based on Fractional Order

Thedata of consecutive days in a year is a time series.When a single time series is used for
forecasting, the sample size of a single time series may be too small to meet the predicted
demand, or some data may have anomalies, causing large fluctuations in the series. It can
be obtained that the gray modeling method can be used to predict the time series with the
unit of day. For example, use the data fromMay 10 to 18, 2021 as a set of time series for
GM(1,1) prediction. Then process the result to get the original time series forecast value.
This is the basic idea of theGM(1,1)model (GM(1,1)Model, referred to asGM(1,1)). The
GM(1,1) model is different from the traditional gray forecasting method. Its data is not
limited to smooth data, which broadens the application range of gray forecasting. Based
on the GM(1,1) model, coupled with the fractional accumulation operator, a fractional
GM(1.1) model (referred to as FGM(1,1)) is constructed to effectively improve the
prediction accuracy. The modeling steps of the FGM(1,1) model are as follows:

1. The data sequence of consecutive days in a year is shown in Eq. (1):

x(0)
(t) =

{
x(0)(1), x(0)(2), · · · , x(0)(m)

}
, (t = 1, 2, · · · , n) (1)

where t represents the specific pollution factor, x(0)(k) represents the actual average
measured concentration of the pollution factor in one day on the corresponding date.

2. Data inspection Before making grey prediction, it is necessary to inspect the original
data landline ratio. Among them, the grade ratio inspection formula is shown in
Eq. (2). The grade ratio inspection formula was proposed when the gray model was
created, so the gray model based on fractional order can make the test effects better.

σ(k) = x(0)(k − 1)
/
x(0)(k) (2)



58 L. Xin et al.

If the level ratio is verified to meet σ(k) ∈
(
e
−2/(n + 1), e

2/(n + 1)

)
, then the

data sequence can be considered suitable for GM (1,1) modeling. If the level ratio
does not meet the above conditions, you need to do some special processing on
the data so that it meets the above conditions. Data processing methods often used
include translation and transformation.

3. To construct the generated data sequence, it is necessary to accumulate the original
data sequence once, which is recorded as shown in Eq. (3):

x(1)
(t) =

{
x(1)(1), x(1)(2), · · · , x(1)(m)

}
(3)

where x(1)(k) = ∑k
i=1 x

(0)(i), (k = 1, 2, · · ·m).

Generate a sequence of equal weights Z(1)
(t) adjacent to the mean value of x(1)

(t) ,
which is shown in Eq. (4):

Z(1)
(t) =

{
z(1)(1), z(1)(2), · · · , z(1)(m)

}
(4)

where z(1)(1) = x(1)(1), z(1)(k) = 0.5x(1)(k) + 0.5x(1)(k − 1)(k = 2, · · · ,m)

4. Build themodel: use the first-order univariate differential equation to fit the generated
data sequence X (1)

(t) to obtain the gray prediction model. Its whitening form is shown
in Eq. (5):

dx(1)

dt
+ ax(1) = b (5)

where a is the development parameter and b is the gray effect.
The parameter list is denoted as a

∧ = (a, b)T , Eq. (6) is obtained by the least
square method:

a
∧ = (BTB)

−1
BTY (6)

Where

B =

⎛
⎜⎜⎜⎝

−z(1)(2) 1
−z(1)(3) 1

...
...

−z(1)(m) 1

⎞
⎟⎟⎟⎠Y =

⎛
⎜⎜⎜⎝

x(0)(2)
x(0)(3)

...

x(0)(m)

⎞
⎟⎟⎟⎠ (7)

5. Solution and reduction: Find the solution of the whitening equation. the event
response sequence is shown in Eq. (8):

x
∧(1)

(k + 1) =
(
x(0)(1) − b

a

)
e−ak + b

a
k = 1, 2, · · · ,m − 1 (8)

Accumulate and subtract according to x
∧(1)

(k + 1) = x
∧(1)

(k + 1) − x
∧(1)

(k) to
generate a sequence of restored values:

x
∧(0) =

{
x
∧(0)

(1), x
∧(0)

(1), · · · , x
∧(0)

(m)
}

(9)
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3.2 Forecasting Model Based on Bayesian Network

Bayesian network is a decision-making method that inputs the data of four observation
points into the established network model so that they can do prediction work in a more
reasonable ratio. Bayesian network is a very effective model for expressing uncertain
knowledge and reasoning about the domain. The Bayesian network network has the
ability to deal with uncertain knowledge problems and the ability to calibrate and fuse
multiple types of information. It has a lot of application space in the prediction of
atmospheric pollutant concentration. These are mainly reflected in: First, climate change
is fickle, pollutant concentration changes are complex, and there are toomany influencing
factors; second, the concentration of air pollutants in adjacent areaswill affect each other,
which requires further research and discussion, and there is still a long way to go. The
road needs to be walked, and this idea can be used for reference by scientific researchers.
If the data of the four observation points can be fused and expressed through the model,
not only can the accuracy of predicting the concentration of atmospheric pollutants be
improved to a large extent, but also pave the way for more complex problems in the
future.

The Bayesian network can be represented by a 3-tuple N= {X,G,P}, which consists
of the following [11]:

1) A directed acyclic graphG = {V ,E}. V = {v1, v2, · · · , v‖v‖} is the node set of the
directed acyclic graph, E = {(vi, vj)}(i = 1, 2, · · · , ‖v‖, j = 1, 2, · · · , ‖v‖) is the
set of directed edges between nodes.

2) A set of random variables represented by a set of vertices in a directed acyclic graph
G = {V ,E}. X = {Xv1,Xv2, · · · ,Xv‖v‖}, where, Xvi(i = 1, 2, · · · , ‖v‖) indicates
the variable corresponding to the node.

3) A table P of conditional probabilities related to a set of nodes V. Conditional prob-
ability tables can be subjective beliefs or objective probabilities. The conditional
probability table can be described by P(Xvi|Xparent(vi)), Xparent(vi) represents
the variable set of all parent nodes of the node. It expresses the conditional proba-
bility relationship between a node and its parent node. The conditional probability
of a node without any parent node is its prior probability.

This paper establishes a Bayesian network for the coordinated forecast of air pol-
lutants between regions, and proposes to input the pollutant concentration data of four
observation points into the Bayesian network for calibration and fusion processing. An
effective system to optimize and modify the Bayesian network in a concise way.

4 Experimental Result and Analysis

This section first introduces the data set and evaluation indicators used in the experiment,
then analyzes the results of the evaluation indicators, andfinally explains the applicability
of the model.
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4.1 Dataset

The data set in this article is selected from the data provided by the organizer of Problem
B of the Huawei Cup Graduate Mathematical Modeling Contest in 2021. The data set
is about the basic long-term air quality forecast data of monitoring points, including
primary pollutant concentration forecast data, primary meteorological forecast data,
meteorological measured data and pollutant concentration measured data. The time span
of all primary forecast data is 2020-7- 23-2021-7-13, the time span of all measured data
is 2019-4-16-2021-7-13, and the total amount of data is in the order of 100,000. The
daily forecast time is fixed at 7 o’clock in the morning. At this time, the measured data
at 7 o’clock of the day and the time before, as well as the one-time forecast data of the
operation date on the current day and the previous day (the forecast time range is as
of 23:00 on the third day). The hourly measured data with the monitoring time after 7
o’clock of the day and the forecast data of the operation date on the next day and later
are not available. Due to the limitation of the monitoring data authority and the functions
of the corresponding monitoring equipment, the measured data of some meteorological
indicators cannot be obtained. For the test of the gray model based on the fractional
order, this paper selects the data input from May 10, 2021 to May 18, 2021 to build the
model to determine whether the model is applicable. For the test based on the Bayesian
network model, this article selects the data input from May 14, 2021 to May 18, 2021
to build the model to determine whether the model is applicable.

4.2 Evaluation Index

This paper uses relative error and level ratio deviation to evaluate the applicability and
robustness of the model.

4.3 The Experimental Results and Analysis

(1) Based on the fractional order grey model prediction.

Table 1. Model test results.

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/10 75.000 75.000 0.000 0.000% –

2021/5/11 67.000 64.537 2.463 3.676% −0.096

2021/5/12 62.000 63.185 −1.185 1.911% −0.058

2021/5/13 60.000 61.861 −1.861 3.101% −0.012

2021/5/14 59.000 60.564 −1.564 2.652% 0.004

2021/5/15 59.000 59.295 −0.295 0.501% 0.021

(continued)
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Table 1. (continued)

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/16 60.000 58.053 1.947 3.245% 0.037

2021/5/17 59.000 56.836 2.164 3.667% 0.004

2021/5/18 54.000 55.645 −1.645 3.047% −0.070

(i) A prediction and monitoring data contrast is shown below.
As can be seen from Table 1, we have observed and analyzed the level

deviation and relative error after themodel is established, and the results show
that the maximum value is 0.037 < 0.1 in terms of relative error and 0.037 <

0.1 in terms of level deviation, which shows that our model fits well.
(ii) The forecast and comparison of B monitoring point data are shown below:

Table 2. Model test results.

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/10 69.000 69.000 0.000 0.000% –

2021/5/11 65.000 60.717 4.283 6.590% −0.087

2021/5/12 64.000 62.154 1.846 2.884% −0.040

2021/5/13 56.000 63.626 −7.626 13.618% −0.170

2021/5/14 60.000 65.133 −5.133 8.554% 0.045

2021/5/15 68.000 66.675 1.325 1.949% 0.097

2021/5/16 76.000 68.254 7.746 10.193% 0.084

2021/5/17 69.000 69.870 −0.870 1.260% −0.128

2021/5/18 70.000 71.524 −1.524 2.177% −0.009

As can be seen from Table 2, we have observed and analyzed the level
deviation and relative error after themodel is established, and the results show
that the maximum value is 0.136 < 0.2 in terms of relative error and 0.097 <

0.1 in terms of level deviation, which indicates that our model fits better.
(iii) The forecast and comparison of C monitoring point data are shown below:
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Table 3. Model test results.

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/10 107.000 107.000 0.000 0.000% –

2021/5/11 80.000 78.606 1.394 1.742% −0.359

2021/5/12 73.000 81.584 −8.584 11.759% −0.113

2021/5/13 90.000 84.610 5.390 5.989% 0.176

2021/5/14 100.000 87.685 12.315 12.315% 0.086

2021/5/15 80.000 90.809 −10.809 13.511% −0.270

2021/5/16 90.000 93.983 3.983 4.425% 0.097

2021/5/17 103.000 97.208 5.792 5.624% 0.112

2021/5/18 99.000 100.484 −1.484 1.499% −0.057

As can be seen from Table 3, we have observed and analyzed the level
deviation and relative error after the model is established, and the results
show that the maximum value is 0.135 < 0.2 in terms of relative error and
0.176 < 0.2 in terms of level deviation, which indicates that our model fits
the requirements.

(iv) As can be seen above, we have proved that the model meets the require-
ments of this data forecast.As a result, the concentration of pollutants at the
A monitoring point and the AQI projections are shown in Table 4:

Table 4. Concentration of pollutants at observation points A and AQI forecast results.

The
forecast
date

Place Day value prediction

SO2
(µg/m3)

NO2
(µg/m3)

PM10
(µg/m3)

PM2.5
(µg/m3)

O3 max
eight-hour
sliding
average
(µg/m3)

CO
(mg/m3)

AQI Primary
pollutant

2021/7/13 Monitoring
point A

7 9 19 6 98 0.4 50 O3

2021/7/14 Monitoring
point A

7 8 20 6 104 0.4 54 O3

2021/7/15 Monitoring
point A

7 7 18 6 110 0.4 59 O3

The concentration of pollutants at observation points B and the AQI
projections are shown in Table 5:
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Table 5. Observations of Pollutant Concentrations and AQI Predictions.

The
forecast
date

Place Day value prediction

SO2
(µg/m3)

NO2
(µg/m3)

PM10
(µg/m3)

PM2.5
(µg/m3)

O3 max
eight-hour
sliding
average
(µg/m3)

CO
(mg/m3)

AQI Primary
pollutant

2021/7/13 Monitoring
point B

5 9 20 5 50 0.7 25 O3

2021/7/14 Monitoring
point B

4 9 20 5 49 0.7 25 O3

2021/7/15 Monitoring
point B

4 9 21 4 48 0.8 24 O3

C observation point dye concentration and AQI prediction as shown in
Table 6:

Table 6. C Observation Point Pollutant Concentration and AQI Prediction Results.

The
forecast
date

Place Day value prediction

SO2
(µg/m3)

NO2
(µg/m3)

PM10
(µg/m3)

PM2.5
(µg/m3)

O3 max
eight-hour
sliding
average
(µg/m3)

CO
(mg/m3)

AQI Primary
pollutant

2021/7/13 Monitoring
point C

9 22 46 21 170 0.5 110 O3

2021/7/14 Monitoring
point C

10 23 50 22 182 0.5 120 O3

2021/7/15 Monitoring
point C

10 24 55 23 194 0.5 131 O3

(2) Prediction based on Bayesian network model.

(i) The correlation coefficients for pollutant concentrations at each observation
point are shown in Table 7:



64 L. Xin et al.

Table 7. Correlation coefficients for pollutant concentrations.

A1 A2 A3 A

A1 1 0.791654647 0.709303391 0.667466422

A2 0.791654647 1 0.899704653 0.918209905

A3 0.709303391 0.899704653 1 0.965342304

A 0.667466422 0.918209905 0.965342304 1

A1 A2 A3 A

(ii) The forecast and comparison of A monitoring point data are shown below:

Table 8. Model test results.

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/14 59.000 60.564 −1.564 2.652% 0.004

2021/5/15 59.000 59.295 −0.295 0.501% 0.021

2021/5/16 60.000 58.053 1.947 3.245% 0.037

2021/5/17 59.000 56.836 2.164 3.667% 0.004

2021/5/18 54.000 55.645 −1.645 3.047% −0.070

Table 8 shows that after the model is established, we observe and analyze
the level deviation and relative error, and the results show that the maximum
value is 0.037 < 0.1 in terms of relative error and 0.037 < 0.1 in terms of
level deviation, which shows that our model fits well.

(iii) The forecast and comparison of A1 monitoring point data are shown below:

Table 9. Model test results.

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/14 58.000 58.000 0.000 0.000% –

2021/5/15 65.000 68.392 −3.392 5.218% 0.147

2021/5/16 70.000 65.373 4.627 6.610% 0.112

2021/5/17 64.000 62.488 1.512 2.362% −0.045

2021/5/18 57.000 59.730 −2.730 4.790% −0.073

As can be seen from Table 9, we have observed and analyzed the level
deviation and relative error after the model is established, and the results show
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that the maximum value is 0.066 < 0.1 in terms of relative error and 0.1 in
terms < of level deviation, which indicates that our model fits better.

(iv) The forecast and comparison of A2 monitoring point data are shown below:

Table 10. Model test results.

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/14 70.000 70.000 0.000 0.000% –

2021/5/15 94.000 94.358 −0.358 0.380% 0.339

2021/5/16 84.000 83.813 0.187 0.223% 0.006

2021/5/17 76.000 74.446 1.554 2.044% 0.018

2021/5/18 65.000 66.127 −1.127 1.734% −0.038

As can be seen from Table 10, we have observed and analyzed the level
deviation and relative error after themodel is established, and the results show
that the maximum value is 0.02< 0.1 in terms of relative error and 0.34> 0.2
in terms of level deviation, which shows that our model fit effect is general.

(v) The prediction and comparison of A3 monitoring point data are as follows:

Table 11. Model test results.

Date The original
value

Predictive value Residual The relative
error

Level ratio
deviation

2021/5/14 58.000 58.000 0.000 0.000% –

2021/5/15 66.000 67.992 −1.992 3.018% 0.168

2021/5/16 68.000 64.363 3.637 5.349% 0.081

2021/5/17 60.000 60.928 −0.928 1.546% −0.073

2021/5/18 57.000 57.676 −0.676 1.186% 0.004

FromTable 11, we can observe and analyze the level deviation and relative
error after the model is established. The results show that the maximum value
of the relative error is 0.053 < 0.1, and the maximum value of the level
deviation is 0.168 < 0.2, which shows that our model fits well.

(vi) From the above analysis, we can see that our Bayesian network model can be
used as a collaborative forecast for four monitoring points, and the modeling
is successful.

From this, the pollutant concentration and AQI prediction results at
observation point A are shown in Table 12.:
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Table 12. Concentrations of pollutants at monitoring point A and AQI prediction results.

The
forecast
date

place Day value prediction

SO2
(µg/m3)

NO2
(µg/m3)

PM10
(µg/m3)

PM2.5
(µg/m3)

O3 max
eight-hour
sliding
average
(µg/m3)

CO
(mg/m3)

AQI Primary
pollutant

2021/7/13 Monitoring
point A

7 9 19 6 98 0.4 50 O3

2021/7/14 Monitoring
point A

7 8 20 6 104 0.4 54 O3

2021/7/15 Monitoring
point A

7 7 18 6 110 0.4 59 O3

The pollutant concentration and AQI prediction results at the observation
point A1 are shown in Table 13:

Table 13. Concentrations of pollutants at A1 monitoring points and AQI prediction results.

The
forecast
date

place Day value prediction

SO2
(µg/m3)

NO2
(µg/m3)

PM10
(µg/m3)

PM2.5
(µg/m3)

O3 max
eight-hour
sliding
average
(µg/m3)

CO
(mg/m3)

AQI Primary
pollutant

2021/7/13 Monitoring
point A1

7 12 24 7 91 0.4 46 O3

2021/7/14 Monitoring
point A1

7 11 23 5 80 0.4 40 O3

2021/7/15 Monitoring
point A1

7 10 21 4 68 0.4 34 O3

The pollutant concentration and AQI prediction results at the observation
point A2 are shown in Table 14.
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Table 14. Concentrations of pollutants at A2 monitoring points and AQI prediction results.

The
forecast
date

place Day value prediction

SO2
(µg/m3)

NO2
(µg/m3)

PM10
(µg/m3)

PM2.5
(µg/m3)

O3 max
eight-hour
sliding
average
(µg/m3)

CO
(mg/m3)

AQI Primary
pollutant

2021/7/13 Monitoring
point A2

5 16 22 6 61 0.5 31 O3

2021/7/14 Monitoring
point A2

5 16 21 5 42 0.5 21 O3

2021/7/15 Monitoring
point A2

5 15 19 4 25 0.5 19 PM10

The pollutant concentration at A3 monitoring point and the prediction
result of AQI are shown in Table 15:

Table 15. Pollutant concentration and AQI prediction results at A3 observation point.

The
forecast
date

place Day value prediction

SO2
(µg/m3)

NO2
(µg/m3)

PM10
(µg/m3)

PM2.5
(µg/m3)

O3 max
eight-hour
sliding
average
(µg/m3)

CO
(mg/m3)

AQI Primary
pollutant

2021/7/13 Monitoring
point A3

4 8 11 5 57 0.3 28 O3

2021/7/14 Monitoring
point A3

4 7 10 4 43 0.3 22 O3

2021/7/15 Monitoring
point A3

3 6 8 3 30 0.3 15 O3

4.4 Experimental Analysis Summary

Through the above experimental data analysis and results, it is known that the gray
prediction model based on fractional order can be well applied to predict the concen-
tration of pollutants at three monitoring points at the same time, and the model based
on Bayesian network can be well applied to four Cooperative forecasting of monitoring
points and forecast errors are better than other algorithms. In conclusion, our proposed
models are good predictors of atmospheric pollutant concentrations.
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5 Conclusion

This paper improves the gray model and proposes a gray prediction model based on
fractional order, which is applied to predict the concentration of pollutants at three
monitoring points at the same time. A Bayesian network model is also proposed to make
coordinated forecasting of the pollutant concentration at four monitoring points. This
experiment judges the applicability and robustness of themodel by analyzing the relative
error value and the level ratio deviation value, and confirms that the two models have a
high accuracy rate for data prediction, which is better than the existing algorithms.

There is still some room for improvement in the accuracy of air pollutant concen-
tration prediction, and more factors can be introduced when considering influencing
factors, such as whether there are factories nearby, whether it is in the city center, etc.
These are all directions that can be studied in the future.
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Abstract. The gust In recent years,MCRmodel analysis method has been widely
used in geography. It is an attempt and innovation to combine geographical theory
andmanagement practice to addMCRmodel to university apartmentmanagement
to assist decision making. In NUIST, for example, this study research resistance
surface model in university dormitory management optimization under the guid-
ance of the campus road system adjustment and improvement, optimization of
campus dormitory management and road traffic modification plan put forward the
scientific guidance, based on MCR resistance model of school teaching, scientific
research, sports, life four big area resistance situation analysis, Then, the manage-
ment of campus dormitories is optimized to form visual results through accuracy
and provide more possibilities and innovations for future university management
and planning.
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1 Preface

In recent years, MCR model analysis method has been increasingly widely used in
geography, such as the analysis of the economic activity in a certain area, ecological
analysis and interpretation of the regional influence produced by the interaction of capital
flow, traffic flow, information flow and other factors between two different regions, has
achieved certain result [1–12].

However, the current mainstream research ideas are often comprehensive analysis
of all source points [13–18], and rarely consider the classification of source points and
specific analysis of different functions when they are very different [19–24, 31–37].
At the same time, its application is also concentrated in urban and rural planning [25–
30], ecological protection and other macro fields [38–44], with little combination with
practical management, which still needs further exploration and practice [45–48].
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2021 is the opening year of the 14th five year plan. The 14th five year plan for national
economic and social development of the people’s Republic of China and the outline of
long-term objectives for 2035 put forward higher requirements for the construction and
development of “double first-class” colleges and universities, emphasizing the leading
role of innovation, advocating innovation in the construction of colleges and universities
and realizing the high-quality development of colleges and universities. Under the back-
ground of this era, addingMCRmodel to assist decision-making in university apartment
management will be an attempt and innovation of the organic combination of geography
theory and management practice; At the same time, the diversity of campus learning and
life makes it difficult to avoid the key problem of how to classify the source points and
quantify their role in the construction of MCR model.

Taking NUIST as an example, this study combined the resistance surface model
with the content of college student dormitory management planning, which has positive
theoretical and practice significance for the future innovative college planning.

2 Study Area and Research Method

2.1 Brief Introduction of the Study Area

Nanjing University of Information Engineering was founded in 1960, formerly known
as the College of Meteorology of Nanjing University, under the Central (Military Com-
mission) Meteorological Bureau. In 2000, it was under the supervision of the People’s
Government of Jiangsu Province. In 2004, it was renamed Nanjing University of Infor-
mation Engineering. It is a national “double first-class” construction university and a
key support university for the construction of high-level universities in Jiangsu. It was
born to serve the national strategy of New China and the needs of national economic
construction. It is now a central and local co-construction university mainly managed
by Jiangsu Province.

The main campus of the school is located in Jiangbei New District of Nanjing, cov-
ering an area of more than 2000 mu, with geographical coordinates of 32. 202 degrees
north latitude and 118. 717 degrees east longitude. In addition, there are university
science parks and cultural tourism parks in Jiangbei New District, Liuhe District and
Yuhuatai District of Nanjing. There are about 33000 full-time students, including about
27000 ordinary undergraduates, about 5000 postgraduates and about 1000 foreign stu-
dents (academic students). This study takes the main campus of Nanjing University of
Information Engineering as the study area, as shown in the following figure (Fig. 1):
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Fig. 1. The location map of Nanjing University of Information Science & Technology.

2.2 Methods of Study

Minimum cumulative resistance model [1]. It is derived from the weighted distance
model based on spatial distance. The model takes into account three factors: source,
spatial distance and surface resistance characteristics. The formula is expressed as
follows:

MCR = fmin
∑i=m

j=n
DijRj (1)

where,MCR refers to theminimum cumulative resistance of all source points in a certain
area to diffuse to a certain point in space; Dij refers to the outer radiation radius from
the center of the source point I to the point J in space; Rj refers to the resistance of the
source point I as the support point to the space point J in the transfer process; I is the
number of sources as support points; J is a point in space.

Source screening and classification: The main building areas of Nanjing University.
of Information Engineering are divided into four parts, namely, living area, sports area,
scientific research area and teaching area. It is determined that the sources affecting
the circulation of personnel in the area are dormitories, canteens, libraries, teaching
buildings, etc. After investigation, a total of 19 source points in four categories were
identified on campus.

Selection of resistance factors: The flow of personnel within the school mainly
depends on the road within the school. Considering the availability and quantifiable
degree of data, the road density in unit grid area is selected as the resistance factor
restricting the flow of people on the road. There are 7 types of surface features in this
area. The resistance is determined according to the flow of people in unit time of vari-
ous road personnel flow modes, Resistance classification and weight are calculated by
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expert scoring combined with analytic hierarchy process, as shown in Table 1. The resis-
tance value is calculated after the layer is grating, and the distance accumulation layer
is established by four types of source points respectively, and finally the four types of
MCR schematic diagrams of the teaching area, the scientific research area, the living
area and the sports area are generated.

Table 1. All kinds of ground features resistance grade.

Geographical
objects

Resistance
factor

Resistance
level

Resistance value Numerical
weights

canteen 0.1 ~ 0.1675 60 0.5604

Buildings (hm2) dormitory 0.17 ~ 0.335 80

teaching
building

0.335 ~ 0.67 100

greenbelt 0.67 ~ 1 60 0.2149

Grass
coverage (%)

green space 0.33 ~ 0.66 80

space 0 ~ 0.33 100

sidewalk 1 ~ 3 5 0.1469

Width of
roads(m)

one-way
street

3 ~ 5 15

dual
carriageway

6 ~ 10 25

Scrap
barriers

1 100 0.0779

Rests water area 1 100

parking
lots

1 80

The importance of four types of source points to different grades was investigated by
means of questionnaire statistics, and the questionnaire data were processed by entropy
weight method to obtain the weights of four types of source points in different grades
(Table 2). The resistance surface layers of the four sources were accumulated according
to the weights of different grades to obtain the comprehensive MCR map of the four
grades.

Each student apartment has different scores in different grade layers, so the problem
of university dormitory management can be transformed into the problem of allocat-
ing student apartments to four different grade layers with the smallest comprehensive
resistance value. The solution of this problem adopts the idea of NMDS analysis and
exhaustive verification. The NMDS analysis method is implemented in R language, and
the exhaustive method is implemented in Matlab.
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Table 2. Four grades resistance value weight.

Grade District

Experimental
region

Teaching
region

Sports
region

Living
region

First grade 0.3247 0.1128 0.1981 0.3644

Second grade 0.251 0.1476 0.264 0.3374

Third grade 0.254 0.1175 0.2558 0.3727

Fourth grade 0.3156 0.1575 0.2711 0.2558

3 Research Results

3.1 MCR Maps for Four Different Types of Sources

Fig. 2. The schematic diagram of four regional resistance surfaces.

The teaching points in the campus are concentrated in the center of the campus and extend
to the east and west along the two main roads in the campus(see Fig. 2). The teaching
points in East Quarters Group, Central Quarters Group and Western Quarters Group are
evenly distributed and located on both sides of the main roads in the school. The traffic
resistance is small, which can basically meet the needs of teachers and students for daily
teaching activities. The resistance of the scientific research area is between the teaching
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area and the living area, mainly concentrated in the vicinity of Central Quarters Group.
At the same time, there is a clear strip of east-west low resistance area, indicating that
the scientific research area is distributed along two main campus roads, extending to
the east and west sides of the campus, with low traffic resistance. Compared with the
other three layers, the distribution of facilities in the living area is more uniform and
comprehensive. From the resistance surface diagram, it can be clearly observed that there
is a wide range of low resistance value surface in the three areas of East Quarters Group,
Central Quarters Group and Western Quarters Group, as well as a strip of east-west low
resistance belt. The traffic resistance to the living facilities on campus is small, so it can
be judged that the distribution of living facilities on campus is reasonable. Sports venues
are mainly distributed on both sides of the campus. In the center of the campus, the
distribution area is small, which takes into account the East Garden area and the West
Garden area well, but there is no obvious low resistance surface in the Middle Garden
area, and the traffic resistance in the campus is slightly higher than that in the other three
areas, which is not conducive to the circulation of people between the stadiums.

3.2 Comprehensive MCR Chart for Four Grades

As shown in Table 2, the four types of source points have different weights in the four
grades, and theMCRmapsof thevarious types of sourcepoints inFig. 2 are superimposed
according to the weights to obtain the comprehensive MCR map of the four grades, as
shown in Fig. 3:

Fig. 3. The schematic diagram of resistance surface of four grades.
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As shown in the Fig. 3, the daily activities of freshmen are mainly in the teaching
area, and the areas covered by low resistance values are mainly in the teaching buildings
of East Quarters Group, Central Quarters Group andWestern Quarters Group campuses.
The use of the stadium is lower than that of the teaching area, and the resistance values of
the scientific research and canteen areas are higher. It shows that freshmen campus life
in Nanjing University of Information Engineering is mainly about study and physical
exercise, so the dormitory arrangement for freshmen should be as close as possible
to these two areas. Sophomore students pay more attention to the use of professional
software on the computer after the primary subject study of freshman year. The change
of the focus of study and research makes the research area representing the computer
laboratory have a lower resistance value, followed by the teaching area, and the sports
and living areas have the highest resistance value. The use of campus space by junior
students has not changed much compared with that of sophomore students, and the
range of low resistance value in the teaching area has further shrunk, accompanied by
an increase in the number of times used in the living area. The area of low resistance
value of campus canteen expands, and the area of sports and teaching has little change,
but it also maintains a high level of use. Compared with the other three grades, the use
of campus buildings by senior students is the highest in the living area. At the same
time, because of the reduction of schoolwork, the main activities of senior students on
campus are no longer to attend classes in the teaching building. Therefore, in the group
shape map of the senior grade, not only the range of low resistance value in the teaching
area is greatly reduced, but also the overall use of school buildings is further reduced,
and the range of low resistance value is the smallest among the four grades.

4 Discussion

At present, there are some contradictions in the arrangement of student dormitories and
apartments, and it is found that some dormitory arrangements will increase the travel
resistance of teachers and students in school. Therefore, it is considered to adjust the
management of road traffic between apartments. A grid diagram of resistance values is
established, the area formed by the closing of the resistance lines is a resistance surface,
and the resistance surface in the area which is most difficult to reach presents a peak
bulge, In the areawith lower resistance, the resistance surface is a valley, the concave part
of the low resistance line forms a trough line, and the convex part of the high resistance
line forms a ridge line. The resistance surface shape calculated by the model objectively
reflects the resistance situation of personnel flow in Nanjing University of Information
Engineering. As shown in the figure, the two main roads in the campus form a clear
area of low resistance. Most of the source points are also located on the low resistance
line, and a small number of source points are located near the low resistance area. The
resistance surface shape calculated by the model (see Fig. 4) objectively reflects the
resistance situation in the campus. Near the two main roads of the campus, two fast
lanes have been formed. One is based on Mingde Building and Changwang Building. A
fast track in the center of the campus connected by a slot line with a low resistance value;
The other is the southwest channelwithWendeBuilding as the base point (valley) and the
trough line with lower resistance value. At the same time, a belt-shaped low-resistance
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area running from east to west is formed around the two main roads. In addition, two
strategic points, saddle-shaped areas of resistance contours, are formed on the two main
roads (Fig. 4).

Fig. 4. The Schematic diagram of resistance surface of NUIST.

It can be seen from the figure that the current campus road configuration is relatively
perfect, forming a divergent road system with teaching buildings as the center, but the
more it expands to the north and south of the campus, the greater the resistance in unit
distance, the greater the axial traffic pressure, and the more difficult the traffic organiza-
tion, especially in the north and south of the campus, where a large number of student
dormitories are distributed. And the distance resistance between some dormitories and
teaching buildings, canteens and libraries also shows a greater trend, such as students
who often need to attend classes in East Quarters Group Teaching Building, but their
dormitories are arranged in Central Quarters Group or evenWestern Quarters Group, the
distance between teaching buildings and dormitories is too long, resulting in travel costs
and reducing the traffic efficiency of campus roads. From the point of view of housing
and transportation, such a road structure also causes inconvenience to daily traffic. To
sum up, two suggestions are put forward for the current inter-apartment traffic manage-
ment: 1) It is suggested to strengthen the campus traffic construction at the two saddles
of the South and North districts of Western Quarters Group, and the specific measures
can be to add bus stops and adjust bus routes. 2) Supplement on-campus vehicles such
as bicycles and electric vehicles, adjust the structure of on-campus traffic roads, and
improve on-campus traffic service facilities.
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5 Conclusion

In this paper, the area enclosed by the resistance line is the resistance surface, which is
a space-time continuum reflecting the movement of transport elements in the process of
logistics, similar to the topographic surface. In the most inaccessible area, the resistance
surface appears as a peak, and in the area with lower resistance, the resistance surface
appears as a valley. The concave part of the low resistance line forms a trough line, and
the convex part of the high resistance line forms a ridge line. According to the spatial
analysis of the minimum cumulative resistance surface, the connection route between
the source points and the radiation range can be determined.

The example of Nanjing University of Information Engineering shows that the appli-
cation pattern of resistance surface can be inter-provincial or small-scale, such as univer-
sity campuses. The special nature of the resistance surface is used to provide scientific
guidance for the optimization of campus dormitory management and the proposal of
road traffic modification scheme, and the visualization results are formed through the
precise digitization of geographic objects. The feasibility of the data is high, and the
feasibility of the scheme provided by the experimental results is good, which provides
more possibilities and innovations for future university planning.
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Abstract. In this paper, we study the transmission power allocation of the sec-
ondary base station to the secondary user in cognitive radio networks when mul-
tiple primary users (PU) and multiple secondary users (SU) adopt NOMA. In
the proposed Underlay communication scheme, the communication quality of
the primary user should be greater than the preset threshold, otherwise the sec-
ondary user communication will be interrupted. The signal-to-noise ratio of the
secondary user should be greater than the preset threshold and meet the minimum
communication quality requirements of the secondary user. Otherwise, the com-
munication of the secondary user is interrupted. Finally, on the premise of ensuring
the quality of service (QoS) of primary and secondary users, the cumulative total
interference of secondary users to primary users should not exceed the Interfer-
ence temperature threshold. Therefore, the convex optimization algorithm is used
to maximize the power coefficient of downlink allocation of radio cognitive net-
work, considering the constraints of mutual interference between secondary users,
interference between secondary users and primary users, signal-to-noise ratio of
secondary users, and interference temperature. This power distribution method is
easy to be implemented in practical systems because of its low implementation
complexity. Simulation results show that compared with the traditional orthog-
onal multiple access (OFDMA) scheme and the cooperative OMA scheme, the
proposed scheme can better allocate the power coefficients in the downlink, better
allocate the system spectrum resources, and lower the probability of secondary
user outage.

Keywords: Cognitive radio networks (CRN) · Non-orthogonal multiple access
(NOMA) · Spectrum resource allocation · Power allocation · Convex
optimization · Machine learning

1 Introduction

In recent ten years, with the continuous vigorous development of science and technol-
ogy around the world, wireless communication plays an increasingly important role in
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the whole communication industry. The rapid development of wireless communication
has led to extensive research on 5G cellular network and other fields. In the previous
research, a large part of the research has focused on the technology development of
multiple access. Each generation of communication system has its own unique multiple
access technology,which can be distinguished bymultiple access technologywhen using
multi-user system [1]. For example: Frequency division multiple access (FDMA), time
division multiple access (TDMA), code division multiple access (CDMA), orthogonal
frequency division multiplexing multiple access (OFDMA). Non-orthogonal multiple
Access (NOMA) is a popular technology in the 5th generation mobile communication
system (5G), and it is widely regarded as a very promising multiple access method by
industry people.

In NOMA, users are multiplexed based on power or code domain and they share
the frequency and time sources in the same spatial layer [3]. When NOMA is used for
transmission, users with poor channels are assigned more transmission power. NOMA
technology differs from traditionalmultiple access technology in that NOMAuses a non-
orthogonal power domain to distinguish users. The so-called non-orthogonal means that
data between users can be transmitted in the same time slot, the same frequency point,
and only rely on the difference of power to distinguish users.

Two key technologies, serial interference elimination (SIC) and power multiplexing,
are used in NOMA [5]. Serial Interference deletion (SIC) is at the sender, similar to
CDMA systems, where introducing interference information can achieve higher spectral
efficiency, but also suffers from multiple access interference (MAI) problems. NOMA
uses a SIC receiver at the receiving end formulti-user detection. The basic idea is to use of
serial interference elimination technology step by step strategy, to eliminate interference
in the received signal to judgment of users one by one, after amplitude recovery, multiple
access interference of the user signal minus from the received signal, and carries on the
judgment again for the rest of the user, so operation, until all of the multiple access
interference elimination [7]. Power multiplexing technology refers to the SIC at the
receiving end to eliminate multiple access interference (MAI), the need to receive the
signal on the user to eliminate the order of the user, and the decision is based on the
user signal power size. The base station will allocate different signal power to different
users at the transmitting end, so as to obtain the maximum performance gain of the
system and achieve the purpose of distinguishing users. Of course, NOMA technology
still faces some challenges. First of all, the non-orthogonal transmission receiver is very
complex, and the design of SIC receiver that meets the requirements also depends on
the improvement of signal processing chip technology. Second, power reuse technology
is not very mature, there is still a lot of work to do.

Cognitive radio network (CRN) makes full use of the spectrum of wireless network
due to its excellent spectrum sensing characteristics. Cognitive radio networks (CRN)
are a promising key technology in 5G [9]. Wireless spectrum is the lifeblood of mobile
communication systems, and all net-work construction and mobile application services
are indispensable. Therefore, the scientific allocation of spectrum resources is a pre-
requisite for the success of mobile communication systems, and it is related to global
roaming and the scale effect of the industrial chain [12]. However, both CRN andNOMA
are technologies that address the scarcity of spectrum resources when spectrum is used.
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Therefore,we consider that the combination ofCRNandNOMAcan effectively solve the
problems of insufficient spectrum resources and low total channel capacity of the system
in recent years. To date, most studies have looked at CRN or NOMA technologies alone
[13]. Researchers are also trying to combine these two important technologies, mainly
focusing on the maximization of the number of secondary user access and resource
allocation [14]. Although there are some studies on power distribution of sub-base sta-
tions, the consideration is not perfect. Therefore, there are still many problems in power
allocation of the sub-base station in CRN-NOMA, which is also the focus of this paper.

1.1 Related Work

In recent years, cognitive radio networks have developed rapidly, especially in the down-
link of Underlay mode. Researchers have carried out extensive research on NOMA tech-
nology. At the same time, CRN-NOMA is the main research object of the researchers.
Literature [2] presents a long-term resource allocation problem for satellite Iot downlink
system with non-orthogonal multiple access to achieve optimal decoding sequence and
power allocation. Deep learning is used to obtain the optimal decoding order, which
improves the long-term network utilization, average arrival rate and queuing delay per-
formance of NOMA downlink system. Literature [4] this paper proposes a new NOMA
downlink link scheme based on IM, the base station according to the concept of IM
service for each user to select one or more channel, and according to the concept of
NOMA distribution corresponding power level, studied their error rate, interrupt prob-
ability and computational complexity, verified the superiority of the proposed IM -
NOMA scheme. Literature [6] considers multi-user power domain non-orthogonal mul-
tiple access (NOMA) down (DL) and up (UL) communication systems with different
fading links. Probability density function (PDF) based on approximate channel gain,
as the sum of gamma distribution, is general enough and suitable for multiple NOMA
scenarios. The similar expressions of interrupt probability and interrupt floor of NOMA
UL system are derived. Literature [8] studied the performance of NOMA in two-layer
heterogeneous network with non-uniform small cell deployment, analyzed key perfor-
mance indicators such as coverage probability and accessibility rate, and analyzed and
demonstrated the influence of various network parameters on coverage probability and
accessibility rate of NOMA users by considering the channel quality of NOMA users
to the service base station. The literature [10] considered the power allocation in the
CRN-NOMA hybrid network model and maximized the number of sub-users in the
access system. The literature [11] studied in the CRN-NOMA hybrid network, under
the premise of ensuring normal communication between PU and SU, with the goal of
maximizing the number of access sub-users, a power allocation algorithmwas proposed.

1.2 Related Work

In this study, constraints on power, power factor, interference temperature and QoS
guarantee are used to optimize the power distribution factor under multi-user condition,
so as to maximize the throughput of multi-user communication.
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1.3 Organization of the Paper

The rest of this paper is organized as follows. Section2 establishes system and network
model, including system model and mathematical modeling. In Sect. 3, the solution of
the problem is proposed and the pseudo-code of the algorithm is given. The parameter
values and simulation results are given in Sect. 4. Finally, Sect. 5 concludes this paper.

2 System and Network Model

2.1 System Model

The CRN-NOMA downlink model is studied in this paper. The system adopts Underlay
spectrum sharing mode. In this system, primary and secondary users can communicate
at the same time to improve spectrum utilization in cognitive radio network. In addition,
the sub-base station and the sub-user communicate with each other through NOMA
protocol.

Fig. 1. Systemmodel ofmulti-user communication: primary and secondary users share downlink.

In Fig. 1, the systemmodel consists of a primary base station (PBT ) and two primary
users (PU), aNOMA-based secondary base station (SBT ) and four secondary users (SU).
The above base stations and users are modeled and analyzed without considering the
interference from primary users to secondary users. In the downlink, the channel gain
coefficient from SBT to SUi (i = 1,2,3,4) is expressed as hi (i = 1,2,3,4). Assuming that
SU4 is far from SBT, SU1 is close to SBT, SU2 is between SU1 and SU3, and SU3 is
between SU2 and SU4, then:

|h1|2 ≥ |h2|2 ≥ |h3|2 ≥ |h4|2 (1)

According to the principle of NOMA, SBT allocates more power to SU4 with poor
channel conditions and less power to SU1 with good channel, and linearly superimposes
multiple secondary signals to form a composite signal, which is then transmitted to the
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target user (SU1, SU2, SU3 and SU4). The signal X sent by the sender can be expressed
as:

X = √
a1Pss1 + √

a2Pss2 + √
a3Pss3 + √

a4Pss4 (2)

ai is the power allocation factor of SUi, 0 < a1 < a2 < a3 < a4 and a1 + a2 + a3
+ a4 = 1, si is the information sent by SBT to secondary users, Ps is the transmission
power of SBT. The signal received at SUi (i = 1,2,3,4) can be expressed as:

yi = hiX + ni, i = 1, 2, 3, 4 (3)

In the downlink of the communication between the secondary base station and the
secondary user, the NOMA method is used to send superposition information between
the SBT and the SU. To avoid interference between the SU and the SBT, the Successful
Interference cancelling (SIC) technology is used to eliminatemultiple access interference
when the SU receives signals. For user number 4, SU1, SU2 and SU3 interfere with SU4.
Due to the large power obtained by themselves, the mixed signal can be directly decoded
to obtain the signal S4. For 3rd user, SU1 and SU2 interfere with SU3, and S3, a signal
with high power, is decoded by SIC technology. For signal SU2, signal S1 interferes with
SU2, and the signal S2 with higher power is decoded by SIC technology. For user number
1, SU4, SU3 and SU2 have been decoded, so SU1 can be decoded directly. Therefore,
users with poor channel coefficient will be interfered by other users, while users with
better signal coefficient will be interfered less. Therefore, the SINR between users is:

SINR1 = psa1|h1|2
n1

(4-a)

SINR2 = psa2|h2|2
n2 + [

psa1|h2|2
] (4-b)

SINR3 = psa3|h3|2
n3 + [

psa1|h3|2
] + [

psa2|h3|2
] (4-c)

SINR4 = psa4|h4|2
n4 + [

psa1|h4|2
] + [

psa2|h4|2
] + [

psa3|h4|2
] (4-d)

SINRi represents the ratio of the signal of the i-th user to the interference noise. To
ensure normal communication between sub-users, the following requirements must be
met:

SINRi ≥ SINRth
i , i = 1, 2, 3, 4 (5)

SINRi
th indicates the threshold of SINR that the i-th user must meet to communicate

properly. At the same time, the power allocated by each secondary user cannot exceed
its threshold:

aips ≤ pthi (6)
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Pi
th represents the maximum available power threshold of the i-th user. For the

primary user, since the secondary user uses NOMA mode to transmit the superimposed
encoded signals, we treat the superimposed signals of the secondary user and the power
integral allocated between them as interference. The received signal can be expressed
as:

yPU = hPBT−PU
i

√
pPBT x + hSBT−PU

i
√
pPBT s + σ 2 (7)

where hiPBT−PU and hiSBT−PU are the channel gain coefficients from PBT and SBT to
PU, respectively. x is the useful signal sent by the base station to the primary user, and
s is the interference signal from the secondary base station. Assuming that the distance
between the primary base station and the secondary base station to the primary user is
the same, the power distribution factor is 0.5. Considering the noise generated by the
sub-base station to the primary user, the SINR of the primary user can be expressed as:

γ1 =
0.5

∣∣∣hPBT−PU
1

∣∣∣
2
pPBT

0.5
∣∣∣hSBT−PU

1

∣∣∣
2
pSBT + σ 2

(8-a)

γ2 =
0.5

∣∣∣hPBT−PU
2

∣∣∣
2
pPBT

0.5
∣∣∣hSBT−PU

1

∣∣∣
2
pSBT + σ 2

(8-b)

To ensure that the primary user’s QoS is not affected, the following conditions are
limited:

γi ≥ γ th
i , i = 1, 2 (9)

Interference temperature is a model for quantifying and managing interference
sources recommended by FCC at the end of 2003. At the same time, an interference
temperature threshold is set to ensure the normal operation of the authorized user system,
which is determined by the worst SINR of the authorized user system. Once the accumu-
lated interference of unauthorized users exceeds the interference temperature threshold,
the system of authorized users cannot work normally. Otherwise, both authorized and
unauthorized users can work properly. The expression is as follows:

TI (fc,B) = PI (fc,B)

kB
(10)

where k is Boltzmann’s constant with a value of 1.38 × 10–23 J/k. And PI (f c, B) is the
average interference power with frequency f c and bandwidthB. Due to interference from
primary and secondary users, the cumulative interference cannot exceed the interference
temperature threshold of the primary user. Otherwise, secondary users cannot share
spectrum resources.WhereB=1Hz, the interference temperature constraint is expressed
as:

∑4
i=1 aips|hi|2

k
≤ �th (11)
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2.2 Mathematical Modeling

Basedon the abovediscussion, inmulti-user communication, the power distribution coef-
ficient of the secondary user is optimized to maximize the throughput of the secondary
user in NOMA mode. The optimization objective expression is as follows:

max
a1,a2,a3,a4

R =
4∑

i=1

log2(1 + SINRi) (12)

s.t. SINRi ≥ SINRth
i , i = 1, 2, 3, 4 (13-a)

aips ≤ pthi (13-b)

� ≤ �th (13-c)

a1 + a2 + a3 + a4 = 1 (13-d)

0 < a1 < a2 < a3 < a4 (13-e)

Among them, (13-a) represent the QoS requirements that the primary and secondary
users must meet. (13-b) indicates that the power of the secondary user cannot exceed
the upper limit of the maximum power threshold of the secondary user. (13-c) indicates
that the cumulative interference of the secondary user to the primary user cannot exceed
the interference temperature threshold of the primary user. (13-d) and (13-e) represent
the constraints of the power allocation factor.

3 Problem Solution Method

To solve the model optimization problem, convex optimization method was used to
solve the maximum throughput. Convex optimization method needs to meet the fol-
lowing conditions: First, minimize or maximize the objective function. Second, the
objective function is either convex or concave. Finally, the feasible domain set formed
by constraints is convex.

3.1 Mathematical Modeling

For the convenience of representation, letGi = Ps|hi|2, i = 1, 2, 3, 4, From (4-a), (4-b),
(4-c), (4-d):

SINR1 = a1G1

n1
(14-a)

SINR2 = a2G2

n2 + a1G2
(14-b)
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SINR3 = a3G3

n3 + a1G3 + a2G3
(14-c)

SINR4 = a4G4

n4 + a1G4 + a2G4 + a3G4
(14-d)

In order to facilitate calculation and strictly in accordance with NOMA’s definition
of resource allocation, the farther the secondary user is from the base station, the greater
the power allocation factor is (13-d), (13-e), let a1 = 0.1, a2 = 0.2, a3 = 0.7-a4, a4 =
a4. According to the constraint condition (12), the following objective function can be
obtained:

R =
4∑

1

log2(1 + SINRi) = log2(
a1G1 + n1

n1
)

+ log2(
(a1 + a2)G2 + n2

n2 + a1G2
) + log2(

n3 + (a1 + a2 + a3)G3

n3 + (a1 + a2)G3
)

+ log2(
n4 + (a1 + a2 + a3 + a4)G4

n4 + (a1 + a2 + a3)G4
)

= log2(0.1G1 + n1) − log2(n1) + log2(0.3G2 + n2)

− log2(n2 + 0.1G2) + log2(n3 + (1 − a4)G3)

− log2(n3 + 0.3G3) + log2(n4 + G4) − log2(n4 + (1 − a4)G4)

(15)

The first and second derivatives of the objective function are calculated to judge the
convexity of the function:

∂R

∂a4
=

[
G4n3 − G3n4

(G3 + n3 − a4G3)(n4 + G4 − a4G4)

]
× 1

ln 2
(16-a)

∂2R

∂a24
=

[
(−2A3A4 − A4n3 − A3n4 + 2A3A4a4)(A4n3 − A3n4)

(
A3

(
n4 + A4 − 2A4a4 − n4a4 + A4a24

) + n3(n4 + A4 − A4a4)
)2

]

× 1

ln 2

(16-b)

In summary, it is not difficult to conclude that R is a concave function.

3.2 Maximum Throughput Optimization Based on QoS and Interference
Temperature Constraints

As can be seen from the above equation, the objective function to be optimized is a
concave function, which can be solved by convex optimization method. The following
is the transformation of constraint conditions:

SINR1 ≥ SINRth
1 =� n1SINRth

1 − a1G1 ≤ 0 (17-a)

SINR2 ≥ SINRth
2 =� (n2 + a1G2)SINR

th
2 − a2G2 ≤ 0 (17-b)
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SINR3 ≥ SINRth
3 =� (n3 + a1G3 + a2G3)SINR

th
3 − a3G3 ≤ 0 (17-c)

SINR4 ≥ SINRth
4 =� (n4 + G4(a1 + a2 + a3))SINR

th
4 − a4G4 ≤ 0 (17-d)

a1ps ≤ pth1 =� a1ps − pth1 ≤ 0 (17-e)

a2ps ≤ pth2 =� a2ps − pth2 ≤ 0 (17-f)

� ≤ �th=� � − �th=
∑i=1

3 aips|hi|2
k

− �th ≤ 0 (17-g)

In general, Lagrange multiplier method is generally used when solving convex opti-
mization problems, and Lagrange multiplier (λ, β, η) is required to be non-negative. In
addition, a1, a2 has been assumed for the optimization problems in this paper, so the
Lagrange function is as follows:

L(a4, λ, β, η) = R + λ1

[
(n3 + 0.3G3)SINR

th
3 − (0.7 − a4)G3

]

+λ2

[
(n4 + (1 − a4)G4)SINR

th
4 − a4G4

]

+β1

[
(0.7 − a4)Ps − Pth

s

]
+ β2

[
a4Ps − Pth

4

]

+η

[
0.1G1 + 0.2G2 + (0.7 − a4)G3 + a4G4

k
− �th

]

(18)

To facilitate the calculation, the above equation is converted to a dual function, and x
is minimized to obtain the lower bound of L(a4, λ, β, η), thus obtaining the dual function
g(λ, β, η):

g(λ, β, η) = min
a4

L(a4, λ, β, η) (19)

Then maximize g(λ, β, η) to approximate the minimum of the original function.

max
(λ≥0,β≥0,η≥0)

g(λ, β, η) (20)

After the above transformation, the maximum value obtained by the dual function is
less than or equal to the minimum value of the original function. In order to make these
two values equal, the following KKT conditions should be met:

∂L

∂a4
= ∂R

∂a4
+ λ1G3 − 2λ2G4 − β1Ps + β2Ps + η

(
G4 − G3

k

)
= 0 (21-a)

∂L

∂λ1
= (n3 + 0.3G3)SINR

th
3 − (0.7 − a4)G3 = 0 (21-b)

∂L

∂λ2
= (n4 + (1 − a4)G4)SINR

th
4 − a4G4 = 0 (21-c)
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∂L

∂β1
= (0.7 − a4)Ps − Pth

s = 0 (21-d)

∂L

∂β2
= a4Ps − Pth

4 = 0 (21-e)

∂L

∂η
= 0.1G1 + 0.2G2 + (0.7 − a4)G3 + a4G4

k
− �th = 0 (21-f)

The Lagrange dual function must be a concave function, so the sub-gradient descent
method is introduced to get the optimal Lagrange multiplier:

λ
(k+1)
i = λ

(k)
i − μ(k) L(λi)

L′(λi)
(22-a)

β
(k+1)
i = β

(k)
i − ν(k) L(βi)

L′(βi)
(22-b)

η
(k+1)
i = η

(k)
i − o(k) L(ηi)

L′(ηi)
(22-c)

whereμ, v, o is the iteration step of sub-gradient descent method. According to the KKT
conditions above, the expression of optimal power a distribution of SU3 and SU4 can
be solved:

(23-a)

(23-b)

Algorithm 1 performs (m+ 1) iterative solution through constraint conditions (13-a),
(13-b), (13-c), (13-d) and (13-e) to generate a feasible solution set. Algorithm 1 uses
an approximate nonconvex function that increases with each iteration and returns an
increasing sequence of target values. Since the feasible solution set is convex, algorithm1
converges to a finite value.
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Table 1. Algorithm pseudocode.

Table 2. System simulation parameters.

Parameter Value

CRN-PU 2

CRN-SU 4

Channel model PU slow Rayleigh fading

Channel model SU slow Rayleigh fading

Propagation model Range Propagation Loss

Noise AWGN

a1 0.1

a2 0.2

n1 = n2 = n3 = n4 1

h1 8

h2 7

h3 6

h4 5

4 Simulation Result

This papermainly usesMATLAB to realize the simulation results inCRN-NOMAhybrid
network. With the help of the optimization toolbox and Monte Carlo program in MAT-
LAB, the theoretical curves of OMA and OFDMA were obtained, and compared with
CRN-NOMA to verify the accuracy of the derived expressions. Table 1 above shows the
values of common parametersmentioned in this article. The simulation diagramobtained
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by using MATLAB simulation will be shown below. As expected, the proposed scheme
shows improvements in total spectral efficiency and undetected probability compared
to other schemes, as shown in Figs. 2, 3 and 4. On the other hand, the worst outcome
in terms of the variables analyzed was OMA’s policy, which demonstrated the necessity
and benefits of using CRN-NOMA (Table 2).

Fig. 2. Data throughput comparison graph for each sub-user.

As shown in Fig. 2, the transmission power of SBT fluctuates between 0dbm-
60dbm. In order to ensure that edge users get higher power allocation, simulation anal-
ysis is carried out under the condition that sub-users meet the minimum threshold of
0.5bit/Hz. As can be seen from Fig. 2, as the transmission power of SBT increases, the
power distribution method proposed in this paper presents the throughput of each user
and the total throughput of all users in the system under the condition of multi-user
communication.

Fig. 3. Comparison of the SINR and the total transmission rate of OMA, OFDMA and the
algorithm in this paper.



92 H. Li et al.

As shown in Fig. 3, when the SINR is lower than 18db, the throughput of OMA and
OFDMA is better than that of the proposed algorithm. When the SINR is between 18db-
25db, the total throughput of the proposed algorithm is higher than OMA, but still lower
than OFDMA. When the SINR is higher than 25db, the total throughput of the proposed
algorithm is higher than OMA and OFDMA. In summary, the figure demonstrates the
necessity and benefits of using CRN-NOMA for communication transmission in the
case of four secondary users at a high SINR.

Fig. 4. Comparison of SINR and outage probability of OMA, OFDMA and proposed algorithms
in this paper.

As shown in Fig. 4, when the SINR is lower than 22db, the interrupt probability
of OMA and OFDMA algorithm is better than that of the algorithm proposed in this
paper. When the SINR is at 21db, the outage probability of the proposed algorithm is
better than OMA, but still lower than OFDMA. When the SINR is higher than 22db,
the outage probability of the proposed algorithm is better than OMA and OFDMA. In
summary, the figure demonstrates the necessity and benefits of using CRN-NOMA for
communication transmission in the case of four secondary users at a high SINR.

5 Conclusions

In this article, we use an approach based on CRN-NOMA. An algorithm to obtain the
optimal power distribution coefficient is studied to optimize the spectral efficiency. This
algorithm can maximize system throughput under many constraints such as interference
temperature, QoS quality, power limit and power factor. In general, after comparing
with traditional OMA and cooperative OFDMA schemes, the performance of the system
algorithm is superior to the other two methods under the parameters established in this
paper. The CRN-NOMA method proposed in this paper can improve the performance
of PBT by improving its SINR, which can provide a reference for future work. Further
increases in the number of users can be proposed to determine the robustness of the
system as the network expands.
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Abstract. At present, resource allocation schemes based on cellular users and
D2D users have been widely concerned by the society. With the development of
society, the number of cellular users and D2D users has been increasing, but the
frequency spectrum resources of users have not been reasonably allocated. There-
fore, we propose a spatial matching algorithm (SMA) based on spatial region
division, which divides cellular regions and realizes the reuse of user spectrum
resources within the region to obtain the optimal solution of resource allocation.
Finally, numerical simulation results show that the SMA resource allocation strat-
egy is more efficient than Distance Constrained Resource Allocation (DCRA)
algorithm.

Keywords: D2D communication · Resource allocation · Cellular network

1 Introduction

With the explosion of smart devices and communication users, the current transmission
rate and traffic of cellular systems are increasing rapidly, which will make the short-
age of spectrum resources more serious. In order to solve this problem, it is urgent to
improve the transmission rate of cellular users and D2D users. It is reported that mobile
traffic will exceed monthly 120 exabytes in 2018, an increase of about 12 times over
2012 [1]. However, with the continuous research of researchers, a new technology, D2D
communication technology emerged. D2D communication in cellular network is mainly
used for local business processing, realizing direct communication between two mobile
users without going through the base station or core network. It can improve the spec-
trum efficiency of the whole system through the flexible reuse of radio resources [2].
Therefore, it can also improve the spectrum utilization and the overall performance and
capacity of the system, consume low power, and provide guaranteed quality of service.
It is expected to be adopted by the next generation of cellular networks.
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X. Sun et al. (Eds.): ICAIS 2022, LNCS 13338, pp. 94–106, 2022.
https://doi.org/10.1007/978-3-031-06794-5_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06794-5_8&domain=pdf
https://doi.org/10.1007/978-3-031-06794-5_8


Resource Allocation for D2D Communication Underlaying 95

In many scenarios, we observed that a lot of D2D users were not occupying the
spectrum all the time, they were mostly in a standby state. Therefore, we consider
using these standby users to assist active users in data transmission. However, we also
need to consider two issues. The first is whether the standby user is willing to help the
active user with the data transfer. The second problem is that in complex scenarios, the
distance between users usually limits the communication quality of the channel, and the
interference from cellular users to D2D users and from D2D users to other D2D users.

1.1 Related Works

Based on the cellular network, many scholars have carried out a detailed study on the
interference generated by D2D communication, and most of them believe that the inter-
ference is caused by D2D users using spectrum resources for channel transmission. D2D
communication in a cellular network can occur on the cellular spectrum or unlicensed
spectrum. Most of the current literature suggests using the cellular spectrum for D2D
and cellular communications. Co-channel interference between cellular users and D2D
users is a major problem. Some resource allocation methods can alleviate interference
and improve spectrum efficiency and energy efficiency, but their implementation princi-
ples are basically complicated [3–5]. Orthogonal D2D and cellular communication on
the specified cellular spectrum can completely avoid such interference [6], but compared
with other schemes, the disadvantages are also obvious: the spectral efficiency is lower.
In order to solve the problem of co-channel interference, some researchers propose an
algorithm based on graph coloring to make use of the weighted priority of spectrum
resources so that a single cellular user resource can be reused by multiple D2D users
[7].

In recent years, a lot of research has been done on collaborative D2D communica-
tion. Previous research on cooperative D2D communication focuses on spectrum and
power allocation when instantaneous channel state information (CSI) is available. In
practice, however, only statistical CSI is available. In order to allocate spectrum and
power with statistical CSI, system performance (such as outage probability, average
reachable rate) of cellular and D2D users need to be analyzed [8]. Most of these papers
have not mentioned the region division scheme of cellular users, so we propose a channel
aware space matching algorithm. By this algorithm, the previously unordered cellular
users are confined to a circular area and divided into several equally large fan areas.
In addition, efficient power control minimizes the negative effects of interference and
achieves the promised benefits of D2D communication. Two power control schemes,
namely power control Scheme 1 (PCS 1) and Power control Scheme 2 (PCS 2), were
proposed in [9] to reduce interference and provide performance analysis.

In order to expand the system throughput and ensure the fairness of resource alloca-
tion forD2Dusers, [10]We formulate anoptimizationproblemandfind the optimal cache
probability and beginning-segment size that maxi mise the cache-throughput probability
of beginning-segments. [11] proposes a joint algorithm time scheduling and power con-
trol. The main idea is to effectively maximize the number of allocated resources in each
scheduling period with satisfied quality of service requirements. The constraint problem
is decomposed into time scheduling and power control subproblems. An interference
minimization algorithm based on odd-even number of antennas is proposed [12]. The

https://doi.org/10.1007/978-3-031-06794-5_1
https://doi.org/10.1007/978-3-031-06794-5_2
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cellular connection precoding matrix is generated by minimizing the interference power
of the base station to the non-target receiver. Then, the interference suppressionmatrix of
cellular connection is obtained bymaximum SNR criterion. Finally, the internal interfer-
ence is eliminated by linear interference alignment and the maximum degree of freedom
is obtained.

Classical communication theory has revealed the great benefits of equipping users
withmultiple antennas in wireless channels. In particular, multiple antennas can enhance
the ability to interfere between cells, which is the main cause of rate decline in dense
cellular networks. However, in current cellular microwave systems, comparative studies
of the benefits of user-side MIMO are limited because it is difficult for end users to
equipmany antennas due to the size limitations of user equipment [13–15]. Therefore,we
considerwhether cooperative communication can improve the communication capability
of cellular users in devices with few antennas. Howmuch performance will be improved
through this collaborative approach? These problems require us to reach a conclusion
through algorithm calculation and data simulation.

1.2 Contributions

In this study, different fromprevious studies,wepropose a channel-aware spacematching
algorithm,which divides users in a certain area and then transmits datawith the assistance
of standby users. Therefore, spectrum resource allocation is carried out under multiple
constraints such as minimum transmission threshold, multiplexing parameters, channel
state and maximum transmission power. More specifically, our main contributions to
this work are summarized as follows:

First, we divide cellular users using channel-aware space matching algorithm to
reduce the number of cellular users in each region.

Then, the convex optimization algorithm is used to determine the nature of the
problem, and standby users are deployed to assist active users in communication, so as
to improve the communication performance of cellular users and reduce interference.

Finally, the effectiveness of the algorithm is verifiedbynumerical simulation.Numer-
ical simulation results show that the channel awareness matching algorithm can
achieve better communication performance when there are many antenna lines and the
multiplexing parameter is 1.

1.3 Organization of the Paper

The rest of this article is organized as follows. The second part establishes system
and network model, including system model and mathematical model. The third part
proposes the solution to this problem. Numerical results are given. In Sect. 4. Finally,
the fifth section summarizes this paper.
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2 System Model

This papermainly uses the uplinkof cellular users andD2Dusers, because comparedwith
the downlink, the reuse of the spectrum resources of the uplink makes the disturbance
between users less. The model is shown below.

BS

CU DU

Fig. 1. System model of D2D communication underlaying cellular network.

We consider the following scenario: a base station with L antennas, k active users in a
circular area of diameter R. In order to simplify the scenario, each user is equipped with
only one antenna, because the presence ofmultiple antenna colleagueswill also affect the
communication channel. In this paper, we propose a distributedMIMO scheme based on
channel-aware spatial matching algorithm to improve the communication performance
of cellular users.

① 
② 

③ 

④ 
⑤ 

⑥ 

D2D user

Cellular user

Base sta�on 

Fig. 2. System model of energy-aware space matching algorithm.
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As shown in Fig. 1, the system activity is divided into two phases. In the first phase,
the base station sends target data to the active user, and the standby user listens to the
data sent by the base station to the active user. In the second phase: The standby user
sends the monitored data to the active user to facilitate data processing and improve
efficiency. MIMO technology improves the data transmission rate and energy efficiency
of the entire system.

3 Space Matching Based Power Allocation Algorithm

The SMA can solve the original problem in two steps. The first step is to obtain the
multiplexing parameters. Only then can we judge whether cellular users can reuse the
spectrum resources of other users. The second part is to find the optimal solution of
power distribution on the basis of the previous step. The SMA algorithm needs to follow
two rules:

First, Cellular users in opposite regions can reuse spectrum resourceswith each other.
As shown in Fig. 2, CU in region 2 can reuse spectrum of CU in region 5.

Second, The CU in the non-opposite area cannot reuse the spectrum resources of the
CU in the opposite area. Regions 1, 3, 4, and 6 cannot be multiplexed at the same time.

The SMA should determine the spectrum reuse parameter X. As we all know, due to
the fading characteristics of wireless communication, the distance between users is the
main factor restricting the channel quality. Therefore, how to ensure good channel quality
and less interference in the state of communication, is particularly important. If cellular
users can reuse spectrum resources. According to SMAmultiplexing rules, the opposite
region of CUmultiplexing is sufficiently distant from the same CU spectrum. Therefore,
the interference between CU can be approximately ignored. cth represents CU in one
region and dth represents CU in the opposite region. Lc-B represents the distance from
cth CU to base station B, Pcth represents the transmission power of cth CU. α represents
the path loss index. R is the minimum transmission rate and n0 is noise power. On this
basis, the minimum distance for CU to reuse another CU spectrum resource must meet
the following constraints:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

log

(

1 + pcth · |Lc−B|−α

n0 + pdth · |Ld−B|−α

)

≥ rcth, (1)

log

(

1 + pdth · |Ld |−α

n0 + pcth · |Lc−d |−α

)

≥ rdth. (2)

When all variables are equal or larger than zero, the following conversion can be
performed.

⎧
⎪⎪⎨

⎪⎪⎩

pcth · |Lc−B|−α

n0 + pdth · |Ld−B|−α
≥ r̃dth, (3)

pdth · |Ldth|−α

n0 + pcth · |Lc−d |−α
≥ r̃dth · (4)
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where r̃cth = exp(r̃cth) − 1, r̃dth = exp(r̃dth) − 1, We obtain the following formula:
⎧
⎪⎨

⎪⎩

pcth ≥ r̃cth(pdth · |Ldth|−α + n0) · |Lc−B|α, (5)

|Lc−d | ≥
(
pdth · |Ldth|−α − n0r̃dth

r̃dth · pcth
)

. (6)

Take Pcth into Lc-d

|Lc−d | ≥
(

pdth · |Ldth|−α − n0r̃dth
r̃dth · r̃cth(pdth · |Ld−B|−α + n0) · |Lc−B|α

)−1/α

≥
[( |Ldth|−α

ψ

)(

1 − φ · |Ldth|−α + n0 · ψ · r̃dth
ψ · |Ldth|−α · pdth + φ · |Ldth|−α

)]−1/α
(7)

where ψ represents r̃dth · r̃cth · |Ld−B|−α · |Lc−B|α , ϕ represent r̃dth · r̃cth · |Lc−B|α · n0.
Then we consider the worst case, that is, the transmission power between CU is the least
and the channel quality is the worst. The following conclusions are obtained:

dcd = |Lc̃d̃ | ≥
⎛

⎝
pd̃ · |Ld̃ |−α − n0r̃dth

r̃dth · r̃cth
(
pd̃ · |Ld̃−B|−α + n0

)
· |Lc̃−B|α

⎞

⎠

−1/α

(8)

3.1 Problem Analysis

Based on the above research, this paper proposes a channel capacity maximization solu-
tion in the scenario of CU reusable DU spectrum resources. Where, the reuse parameter
X= {xcth, dth} (xcth, dth= 0,1) is defined. If X= 1, it means that the dj-th CU has mul-
tiplexed the spectrum resources of the cth CU in the opposite region. If X = 0, it means
that the spectrum resources of the cth CU in the oppo-site region are not multiplexed by
dth CU. The mathematical model is established as follows:

P1 : max
X ,PC ,PD

Rsum(X ,PC ,PD), (9)

s.t. log(1 + Rcth) ≥ rcth, (∀cth ∈ �C), (9a)

log(1 + Rdth) ≥ rdth, (∀dth ∈ �D), (9b)

0 ≤ pcth ≤ Pmax
cth , (9c)

0 ≤ pdth ≤ min
{
Pmax
dth

}
, (9d)

∑

cth

xcth,dth ≤ 1, (∀dth ∈ �D), (9e)

∑

dth

xcth,dth ≤ m, (∀cth ∈ �C), (9f)

xcth,dth ∈ {0, 1}, (9g)
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Rsum is the sum of the channel capacity of all users in the region, Rci is the SNR of
the cth CU, and rdth is the SNR of the dth CU. Eqs. 2–3 represent the minimum power
threshold of the transmission rate that cth and dth should achieve respectively. Formula
4 represents whether dth CUmultiplexes the spectrum resources of cth CU, and Formula
5 represents that a CU cannot be multiplexed by more than m opposite regions of CU.

3.2 Resource Allocation

In the second step, after obtaining the integer value of multiple index X, appropriate
power is allocated among the matched CU to maximize the transmission rate of the
entire network. Therefore, due to the spectrumorthogonality of different CUs, the system
transmission rate maximization problem can be divided into N sub-problems.

max{pcth,pdth}
log(1 + Rcth) +

ND∑

dth=1

x̃cth,dth log(1 + Rdth), (10)

s.t. log(1 + Rcth) ≥ r̃cth, (10a)

log(1 + Rdth) ≥ r̃dth, (10b)

0 ≤ pcth ≤ Pmax
cth , (10c)

0 ≤ pdth ≤ min
{
Pmax
dth

}
, (10d)

By substituting variables, pcth = epc̃, pdj = epd̃ :

max{
P̃cth, P̃dth

} f̂cth
(
X̂ , p̃C , P̃D

)
+

ND∑

dj=1

x̂cth,dthf̃dth
(
X̂ , P̃C , P̃D

)
, (11)

s.t. f̃cth
(
X̂ , P̃cth, P̃D

)
≥ rcth, (11a)

f̃dth
(
X̂ , P̃C , P̃D

)
≥ rdth, (11b)



Resource Allocation for D2D Communication Underlaying 101

Algorithm: SMA

(1) for cth = 1 to C do

(2) for dth = 1 to D do

(3) if cth and dth  satisfy the matching rules and smaller than dcd

(4) delete cth from C;

(5) Update: {rcth , rdth};

(6) else 

(7) dth = dth + 1;

(8) end

(9) end

(10) end

4 Simulation Result

Considering the large number of CU in real world scenarios, this will undoubtedly
increase the difficulty of simulation. So, we set up a small-scale scenario where there
are only 5 active users in a sector with multiple DU (from 2 to 10). In order to verify
the effectiveness of the algorithm, DCRA algorithm proposed by Gong Wenrong [16]
is introduced for comparison. The matching probability and average transmission rate
obtained by the SMA algorithm adopted in this paper are shown in Fig. 2 and Fig. 3
(Table 1).

In the course of the simulation experiment, it can be clearly seen from Fig. 3 that
SMA-RANDOM is usually able to obtain matching performance second only to SMA-
BEST. Considering the minimum safe multiplexing distance, matching parameters, and
channel status parameters between CU and DU, different performance curves in the
three states occur.

At the same time, we observed that SMA still achieved better performance when
compared to the other two algorithms. SMA can obtain good matching performance for
the following reasons: First, the CU of SMA can only be multiplexed by one DU, so
there is less noise interference after multiple DU multiplexed CU affects the matching
parameters and channel status parameters. Second, DCRA-AR and DCRA-PSA do not
involve the division of time-frequency resources, which is easy to causeDUmultiplexing
to be reused to CUs under the same time-frequency resources, resulting in reduced
spectrum resources and increased interference between DU.
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Table 1. Simulation scenario parameters.

Description Value

Cellular radius 500 m

Noise power 116 dBm

Numbers of cellular user 30

Numbers of D2D user 15

Path loss model 32.4 + 20*log(L/1000)

Cellular bandwidth 18 MHz

Distance of D2D pair 50 m

User noise figure 9 db

BS noise figure 5 db

Fig. 3. The matching probability.
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Fig. 4. The sinr figure of SMA.
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As shown in Fig. 4, the matching probability affects the sinr, and the higher the
matching probability, the higher the sinr obtained under the algorithmic condition. From
the sinr images of DU and CU, we can see that the derivatives and performance of
the two images are roughly similar. Overall, SMA-WORST’s worst performance was
expected, as its reuse conditions were also more stringent. At the same time, SMA-
BEST achieved optimal sinr performance, while SMA-RANDOM achieved suboptimal
sinr performance. As we all know, the larger the sinr, the more obvious the improvement
in the communication quality of the DU or CU. For the SMA-RANDOM and SMA-
BEST curves, the main difference between the two is that the latter has a 66.7% chance
of a sinr of 0-10 dB, while the odds of reaching greater than 10 dB are 24.2%. This is
because SMA-BEST select cues with the smallest Euclidean distances, which have a
smaller path fading, so higher sinr values can be achieved.

As can be seen from Fig. 5, the SMA algorithm obtains optimal sinr performance,
DCRA-PSA obtains suboptimal sinr performance, and DCA-AR has the worst perfor-
mance among the three algorithms. Similar to the image of Fig. 4, the curves of DU
and CU are roughly the same, because CU and DU are paired, and When the DU is
present, CU is present. Therefore, we take THE sinr image analysis of DU. As far as the
sinr images of DCRA-AR and DCRA-PSA are concerned, the performance of the two
is relatively close, because although DCRA-PSA and DCRA-AR divide the dedicated
spectrum for some CUs, there are also cases where CUs are not reused, so the perfor-
mance improvement is not obvious. When we compare the two algorithms of DCRA
with SMA, we can see that the performance of SMA is optimal. Taking the 0-10dB range
as an example, the probability of SMA is 89.9%, while the probability of DCRA-AR is
62.3%, and the probability of DCRA-PSA is 70.2%. This is because the SMA adopts a
strategy of separate multiplexing, and there will be no case where one CUs in DCRA is
reused by multiple DU. This also leads to the use of SMA algorithm for communication,
the noise interference generated by multiple DU under the same CU is also minimal, so
that the noise interference in the whole scene is also minimal.
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Fig. 5. The sinr figure of each algorithm.
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Fig. 6. The throughput figure of SMA.

As can be seen from Fig. 4, SMA-BEST’s sinr performance is the best, and Fig. 6
reflects a corresponding throughput relationship. In terms of the throughput image of
the DU, in the tested scene, after using the SMA-WORST algorithm, 70% of the DU
has a throughput of 0 and cannot complete normal communication. SMA-RANDOM
and SMA-BEST have a throughput of 0 without DU, and both can com-plete normal
communication. However, the latter obviously has a larger throughput range, reaching a
maximumof 140 kbps,which is 75%higher than the former’s 80 kbps. SMA-RANDOM,
on the other hand, is 100% larger than SMA-WORST’s 40 kbps, suggesting that the
former can generally provide more stable and faster communication conditions.

0 20 40 60 80

Throughput[kbps]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D
F

DU

SMA-RANDOM

DCRA-AR

DCRA-PSA

0 20 40 60 80

Throughput[kbps]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D
F

CU

SMA-RANDOM

DCRA-AR

DCRA-PSA

Fig. 7. The throughput figure of each algorithm

As can be seen from Fig. 7, the throughput performance of SMA is generally better
than that of the DCRA two algorithms. In the image of the throughput of DU, we can
see that in the 60-80 kbps range, the curves of DCRA-PSA and SMA roughly coincide,
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indicating that the limit performance of the two algo-rithms is relatively close. However,
when we look at the 20-50 kbps range, 56.2% of the former’s DU can fall in this range,
while the latter has 69% of the DU in this range, indicating that the SMA in this range
has a 12.8% increase in throughput performance compared to DCRA-PSA. Compared
to DCRA-AR’s 53.5%, the performance is improved by 15.5%. The DCRA-PSA per-
formance improvement compared to DCRA-AR is not significant because PSA only
allocates dedicated spectrum resources for some cellular users, but it is not necessarily
used for communication in the scene, and there is also interference caused by multi-DU
multiplexing.

5 Conclusion

In this paper, we study the scheme of using SMA resource allocation in the scenario
of single DU multiplexing a single CU. In order to meet the resource allocation in this
scenario, we propose a corresponding resource allocation algorithm that is called SMA.
By setting aminimumsafemultiplexing distance, the noise interference generated during
multiplexing is reduced, and different time-frequency resources are divided into different
areas, so as to improve the spectrum utilization of equipment in the same area. Finally,
in a series of simulations, we add two algorithms of DCRA to compare, which confirms
that the proposed algorithm can effectively improve the communication performance of
the partitioned scenario, and points out the advantages of the proposed algorithm.
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Abstract. Nowadays, long-distance and small target detection has
become a research hotspot in computer vision. There are various poten-
tial dangers in the construction site with complex environment, and
safety accidents often occur because of not wearing safety helmet. Due to
the large number of personnel and the changeable environment, the tra-
ditional manual inspection and video surveillance have some problems,
such as poor detection efficiency and lack of timeliness. In this paper,
we propose an improved YOLO v5 method and deployed on Raspberry
Pi. Firstly, an attention mechanism is introduced to solve the problem
that the backbone network is not sensitive to feature differences; Sec-
ondly, the loss function is improved and GFocal Loss is used to train the
model. In this paper, the helmet is carried out on the Raspberry Pi, and
the experimental results show that the improved YOLO v5 algorithm is
better than the original algorithm to detect the target, which is helpful
to the practical deployment of intelligent transportation, traffic flow and
other application scenarios.

Keywords: Target detection · Raspberry Pi · YOLO v5 · Helmet
detection

1 Introduction

With the continuous development of cities and the emergence of large-scale high-
rise buildings, casualties caused by non-compliance with construction rules and
regulations occur frequently, resulting in a large number of casualties and prop-
erty losses. Construction safety has gradually become a problem that cannot
be ignored. Among them, the wearing of safety helmet is the basic protection
and guarantee measure in construction. Wearing safety helmet correctly can
protect the safety of construction workers to a certain extent, and even avoid
some accidents. Therefore, it is necessary to check whether the safety helmet is
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13338, pp. 107–117, 2022.
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worn during the engineering operation [1,2]. At present, the construction site
mainly relies on manual inspection by management personnel and surveillance
video for detection [3]. This method may cause missed detection and error detec-
tion due to camera location, construction operation type, personnel location and
other factors. The real-time monitoring of whether the construction workers wear
safety helmets through the target detection method can not only achieve safety
supervision, but also reduce the labor cost of traditional methods.

Because of its low resolution and less information, long-distance target detec-
tion is difficult to extract effective features [4], so it has gradually become a hot
and difficult point in the field of target detection. At the same time, with the
rapid development of deep learning theory and technology [5], many deep learn-
ing networks and various mechanisms have been applied to target detection,
which makes a great breakthrough in the performance of target detection algo-
rithms [6]. SSD (Single Shot Multibox Detector) proposed by Liu et al. uses
large-scale feature maps to detect small objects and uses small-scale feature
maps to detect larger objects [7]; Kong et al. proposed Hyper multi-scale fea-
ture fusion network, which clips interesting features in different scale feature
maps and detects targets through these multi-scale features [8]; Xu et al. pro-
posed Reasoning-RCNN on the basis of Fast R-CNN network, which constructs
a knowledge graph to encode the context relationship and uses a priori context
relationship to improve the performance of target detection [9]. Yan et al. pro-
posed a feature pyramid network based on special attention mechanism, which
improves the performance of small target detection by generating target features
of different sizes into a feature pyramid [10].

In order to facilitate the deployment of remote detection, we choose the
Raspberry Pi as the carrier and applies the detection algorithm to the Raspberry
Pi for the identification and detection of the safety cap. We used the YOLO
v5 algorithm and improves it. In this paper, we use the attention mechanism
to improve the insensitivity of backbone network to feature differences and use
GFocal Loss instead of Focal Loss to train and experiment on raspberry pie. The
experimental results show that the improved algorithm has a better recognition
rate in safety helmet detection.

2 Algorithm Analysis

2.1 YOLO

Due to the inefficiency of the two-stage target detection algorithm, Redmon et
al. proposed YOLO v1 in 2015 [11]. The algorithm removes the candidate box
to extract branches and realizes feature extraction, candidate box classification
and regression through the same non-branching deep convolution network, which
makes the network structure simpler, but sacrifices the accuracy of the algorithm
to a certain extent. Then, in view of the shortcomings of YOLO v1, Redmon
and Farhadi proposed an improved model YOLO v2 [12]. The core idea is to
improve the detection accuracy through batch normalization, high-resolution
classifier, direct target frame position detection, multi-scale training and other
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operations, and train the Darknet-19 network composed of 19 convolution and
5 pooling layers to extract features to reduce the amount of computation. The
subsequently published YOLO v3 [13–15] is improved on the basis of YOLO
v2, using a new Darknet-53 residual network and FPN(Feature Pyramid net-
work) [16] for multi-scale fusion prediction, which reduces the computational
complexity of the model and increases the network depth to 53 layers to improve
the detection accuracy. YOLO v4 [17] is an improved version of YOLO v3, which
adopts SPP(Spatial Pyramid Pooling) and PANet(Path Aggregation Network)
structure in the feature pyramid structure. YOLO v5 was also proposed a few
months later. Although the official paper has not been published and the test
comparison with YOLO v4 has not been given, the test effect of YOLO v5 on
the COCO data set is more reliable, so it is also favored by many researchers.

YOLO series is a regression method based on deep learning, which solves
object detection as a regression problem rather than a classification problem.
From the point of view of its characteristics, it has the characteristics of high
speed, small model, strong generalization ability and so on.

2.2 YOLO v5

YOLO v5 is divided into four versions according to the depth and width of the
network: YOLO v5s [21], YOLO v5m, YOLO v5l and YOLO v5x. The structure
of YOLO v5 is similar to that of YOLO v4, as shown in Fig. 1:

Fig. 1. YOLO v5 network structure.

The YOLOv5 network structure is mainly divided into four parts:

– Input: The input end uses the data enhancement method Mosaic to input the
training set. After the images of the data set are randomly scaled, distributed
and cut, any four pictures are selected for stitching, as shown in Fig. 2. This
method can improve the detection effect of long-distance small targets to
a certain extent. The detection dataset is enriched by using Mosaic, which
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improves the robustness of the detection network and can reduce the training
cost. In addition, YOLO v5 adds an Auto Learning Bounding Box Anchors.
In the training, the prediction box is output on the basis of the initial anchor
frame and compared with the ground truch to calculate the gap between the
two and update them in reverse to achieve the iteration of network parame-
ters. In addition, most target detection algorithms scale the original image to
a unified ruler for detection, while YOLO v5 reduces information redundancy
by adding the least black edges through adaptive image scaling.

Fig. 2. Stitched pictures, taking the data set in this paper as an example.

– Backbone: The backbone network contains CSPDarknet 53 and Focus struc-
tures. Compared with other versions, YOLO v5 adds a new Focus structure,
which mainly increases the feature dimension of the image through slicing
operation. It should be noted that the Focus structure of YOLO v5s uses 32
convolution cores, which is less than the other three structures. The CSPDark-
net 53 structure draws lessons from the idea of CSPNet [18], and solves the
problem of gradient information repetition of network optimization in other
large-scale convolution neural network frameworks. By using CSP structure
in the backbone network, it can reduce the computing bottleneck and memory
cost, enhance the learning ability of CNN, maintain the network lightweight
while maintaining accuracy. Among them, YOLO v5s network designs two
kinds of CSP structures, CSP1 X structure is applied to backbone network,
and CSP2 X structure is applied to Neck.

– Neck: The Neck part not only contains CSP2 X structure, but also adopts
SPP module and FPN+PAN (Pyramid Attention Network) structure. The
maximum pool method is used in the SPP module, and finally the feature
images of different scales are operated by concat. FPN fuses the top fea-
ture information with the backbone network feature information through
downward sampling, and then PAN samples upward to achieve further strong
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positioning feature transmission, the two are combined to obtain information
about the characteristics of the network.

– Prediction: Including loss function calculation and NMS(Non-maximum sup-
pression). The loss function consists of three parts: GIoU(Generalized Inter-
section over Union) Loss function, Confidence Loss Function LossObj and
Localization Loss function. By using NMS to eliminate the redundant pre-
diction box and retain the prediction box with the highest confidence as the
detection result, the target detection process is completed.

3 Algorithm Improvement

3.1 SENet

SENet(Squeeze-and-Excitation Networks) [19] is a module that regulates the
channel attention mechanism, which was proposed by Hu et al. and won the
championship of the ImageNet classification competition in 2017. Its function
is to improve the attention level of useful features by learning the correlation
between various feature channels and according to the different weights of chan-
nels. By reducing the attention of the unimportant information in the current
detection task, the network can pay more attention to the useful information
in the global information, so as to improve the accuracy of the target detection
algorithm. In this paper, the SENet module is introduced into the CSPDark-
net 53 of the backbone network to solve the problem that the network model is
not sensitive to feature differences caused by the original algorithm scanning all
areas of the image with the same attention.

Fig. 3. SENet module structure.

The structure of the SENet module is shown in Fig. 3, and the operation is
mainly divided into two phases: Squeeze and Excitation. The Squeeze operation
is to perform global pooling on the input feature map (H,W,C) through global
average pooling, the pooling size is (H,W), and output (1 × 1 × C) size feature
map. The Excitation operation is to get the weight coefficient of each channel
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through the learning of the full connection layer on the basis of the feature graph
obtained by the compression operation, and then use the sigmoid function to
normalize the weights of each channel to (0,1). Finally, the output result of SENet
and the result of Basic block are scaled to realize the weighting of each channel
characteristic. Where H,W,C are the length, width and number of channels of
the global feature graph, r is the reduction coefficient, and when r is 8 or 16, the
network calculation and performance are relatively optimal [20].

3.2 Generalized Focal Loss

In the part of confidence loss function, YOLO v5 network uses Focal loss func-
tion [22] to solve the problem of serious imbalance between positive and negative
samples. The definition of Focal Loss is as follows:

FL(p, y) = {−α (1 − p)γ log (p), γ = 1 − (1 − α)pγ log (1 − p), γ = 0 (1)

where γ is an adjustable focusing parameter, and γ ∈ {0, 1}, p represents the
probability that the category label is 1, and p ∈ [0, 1].

The original Focal loss function focuses on the learning of low-quality sam-
ples, which leads to the update efficiency of the parameters of the target detection
model and affects the subsequent detection results. In the long-distance small
target detection, there is often the problem of imbalance between the foreground
class and the background class, because of the long distance of the builders in
the construction environment, as a result, the target to be detected is very small,
the resolution of collected pixels is low, and the representation ability of local
details and information is poor, resulting in a great imbalance in the number of
positive and negative samples. The deeper the network layer is, the greater the
information loss of smaller targets in the process of downward sampling is. If
the loss of positive and negative samples is dealt with the same attention, the
convergence speed of the network will be reduced, which is not conducive to the
preservation of target learning information [23].

For this reason, we introduce GFL(Generalized Focal Loss) [24] to replace
the original Focal loss function to improve the detection effect. The GFL loss
function is as follows:

GFL (pyl, pyr) = − |y − (ylpyl
+ yrpyr

)|β ((yr − y) log (pyl
) + (y − yl) log (pyr

))
(2)

where y ∈ [0, 1] is continuous and represents the IoU score of the positive sample,
when y = 0, it represents the negative sample, when 0 < y ≤ 1, it represents
the positive sample, and yl ≤ y ≤ yr; where β is a super parameter of scaling
factor, which is used to control the weight reduction rate. By extending the FL,
when the predicted value deviates from the label y, the scaling factor will become
larger and the resulting weight will become larger, the network will spend more
time to learn the sample, and the scaling factor tends to 0; the probability sum
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of pyl
and pyr

is 1, and the final prediction is the linear combination of the two,
as shown in the formula 3:

y = ylpyl
+ yrpyr

(yl ≤ y ≤ yr) (3)

The global minimum is achieved by GFL, and the joint representation of
classification score and quality estimation is directly input as the NMS score in
the reasoning process. Finally, the network will focus on high-quality samples
to improve the update efficiency of model parameters, and then improve the
convergence speed of the network.

4 Result

4.1 Experimental Environment

This experiment based on the embedded low computing power platform Rasp-
berry Pi 4B. With Broadcom 64-bit high-performance processor, the main fre-
quency is up to 1.8Ghz, include 4G RAM, 64G ROM, essentially an embed-
ded minicomputer, It’s a size of Credit Card, the Peak power consumption is
10w, and can powered by power bank or lithium battery. Its complete hardware
architecture allows the Raspberry Pi to run a full Linux version system. With
a full-featured python environment on it. The python files trained on the server
can be directly transferred to the Raspberry Pi to run, so there is no difficulty
in transplantation, and it is convenient and fast to deploy.

The hardware environment based on Raspberry Pi 4B as the core computing
node, OV7255 camera for Image capture, and power supply by the power bank.
The software environment based on the official Raspbian system, which is the
compiled version of Debian on ARM Platform, and optimizes the kernel for
Raspberry Pi, include python IDE. The training of Yolo V5 is completed on the
server side. The completed training file is directly copied to the Raspberry Pi to
run.

Fig. 4. Schematic environment of Raspberry Pi.

Since the Raspberry Pi is not configured with a display screen, we connected
to the Raspberry Pi with RDP protocol to configuration the experimental envi-
ronment. After the setup is completed, place the equipment to the construction
site and find a suitable location for Image capture.



114 M. Chen et al.

4.2 Model Training

Using the Safety Helmet Wearing-Dataset database, the images cover various
scenes, including 9044 human wearing safety helmet and 111514 normal head
(non-wearing or negative), and all images are labeled with labelimg to indicate
the target area and category. Figure 5 shows some images in the database, with
a total of 7581 images. According to the ratio of 8:2, images divided into 5957
in the training set and 1624 in the verification set.

Fig. 5. Images in the database.

The training hardware environment including Intel(R) Xeon(R) CPU E5-
2680 v3 @2.50GHz. NVIDIA Tesla K80 graphics card. Software environments
including the server with Ubuntu 14.04.6 operating system, CUDA10.1 and
cuDNN7.6.5 to accelerate the training. We use the Python 3.6 as the coding
language and the PyCharm as IDE environment, based on the Pytorch 1.8.0.
network framework. Before training, configured the relevant parameters of the
model and set the training times epoch to 100. Then the trained model file is
copied to the Raspberry Pi 4B and run the results to verified.

4.3 Result Analysis

In this paper, we use Precision, Recall and mAP (mean Average Precision) as
evaluation indexes. Comparison the experimental result of the two models is
shown in Table 1.

It can be observe from the table data the improved YOLO v5 algorithm has
a certain improvement in mAP. Although the increased attention mechanism
reduces the process speed, but it still basically suit the low computing power
platform.

The experimental results of the improved YOLO v5 algorithm are shown in
Fig. 6(b), and the experimental results of the traditional YOLO v5 algorithm are
shown in Fig. 6(a). By comparing the detection results of the experiment, it can
be found that the original algorithm only detects a few targets which are close
to each other, and misses three small targets which are farther away, while the
improved algorithm in this paper detects all 11 targets, which effectively reduces
the missing rate and enhance the construction safety.
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Table 1. Experimental results.

Models Precision/% Recall/% mAP-0.5/%

YOLO v4 91.65 85.21 89.81

YOLO v5 91.91 85.5 90.77

Improved-YOLO v5 92.24 87.32 91.11

Fig. 6. Applied on Raspberry Pi.

The Focal loss function in the original algorithm has some problems. For
instance, the imbalance numbers of positive and negative samples made the long-
distance detection with low Precision, other is the original algorithm has only
three detection layers, which leads to the low confidence of the output prediction
frame and the problem of missing detection and failing to detect long-distance
targets. We improved the Focal loss function; the detection effect is significantly
improved. Based on the analysis, this article shows that the effect of long-distance
helmet detection is better than the traditional YOLO v5. Considering the low
Computing-Rate of Raspberry Pi, YOLO v5s can be selected as the backbone
network. It can not only reduce network complexity and uplift the detection
speed, but also identify the relevant objects with a more accurate detection
rate. Through experimental verification, it is feasible to deploy YOLO v5 in
Raspberry Pi and carry out helmet detection application during construction.

5 Conclusion

An improved YOLO v5 target detection network model for helmet detection
in construction scenarios is proposed in this paper. The model is fully trained
on the server by using the training dataset, and then the trained model file
deployed on the Raspberry Pi for detection experiments. By import the SENet
module in the backbone network, enhance the attention degree of useful informa-
tion in global information. The Precision rate of the long-distance safety helmet
is improved. To train the module with Generalized Focal Loss to replace the
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Focal Loss confidence function, the Raspberry Pi long-distance target detection
mAP are improved. In future research, author will focus on how to improve the
detection speed under low Computing-Rate of Raspberry Pi with an acceptable
Precision rate. At the same time, study the detection performance under differ-
ent illumination conditions and how to improve it. To facilitate application in
some actual scenarios.
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Abstract. With the continuous impact of the epidemic, the decline of the demo-
graphic dividend and the intensification of market competition, the traditional
manufacturing industry urgently needs to transform and upgrade to intelligent
manufacturing, the demand for high-skilled talents in intelligent manufacturing is
growing, and the talent training tasks undertaken by high-skilled talent training
bases all over the country are increasing day by day. Taking a training factory of
intelligent manufacturing high-skilled talents in Wenzhou as a sample, this paper
studies the application ofMES in the training base, discusses the information con-
struction ideas of talent training base, and promotes the high-quality development
of high-skilled talent training in the base.

Keywords: Intelligent manufacturing · Training base · MES

1 Introduction

In the 1990s, the American management community put forward the concept of
MES (Manufacturing Execution System) to establish a “real-time information chan-
nel” between planning and production to be responsible for production management
and scheduling performance [1]. MES improves the competitiveness of manufacturing
industry by controlling all factory resources (including materials, equipment, personnel,
process instructions and facilities), and provides a method to systematically integrate
functions such as quality control, document management and production scheduling on
a unified platform. MES connects the preceding with the following, and eliminates the
fault between the planning layer and the field control layer.

In order to change the situation of manufacturing industry being “a large-scale indus-
try but a technologically weak one in the world”, China proposes ‘Made in China 2025’
strategy [2]. Through 10 years of efforts, China will step into the ranks of manufac-
turing power. One of the main strategic lines is the integration of informatization and
industrialization, Internet + and intelligent manufacturing. The foundation is that enter-
prises must first realize the digital chemical factories. As an automatic control execution
system, MES is one of the indispensable technologies in the construction of intelligent
factory, the core of digital chemical factory and the booster ofMade in China 2025. Revi-
talizing the manufacturing industry is the key to the sound development of the economy,
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which requires a large number of multi-level and high-quality skilled workers. The pub-
lic training base needs to coordinate the cultivation of skilled talents training and provide
basic talents and human resources support for industrial transformation and upgrading
and the realization of the strategic goal of “Made in China 2025”. This paper studies
the application of MES of Public Training Center for High-skilled Talents of Zhejiang
Provincial Industry Education Integration Demonstration Base in talent training in intel-
ligent manufacturing training factory, discusses the information construction ideas of
talent training base, and promotes the high-quality development of high-skilled talents
training in the base.

2 Requirement Analysis

2.1 Various Types of Equipment and Data from Complex Sources

At present, there are 13 training areas in the training factory, including traditional bench
work area, lathe work area, milling work area, grinding work area, mold precision pro-
cessing area and other mechanical training areas. There are also CNC precision machin-
ing area, industrial design training center, electrical control comprehensive training area,
advanced control technology comprehensive training area, industrial drive control tech-
nology training area, electromechanical integration system comprehensive training area,
robot application technology training area, intelligentmanufacturing production training
center and other electrical training areas. The factory has dozens of different types of
equipment, such as drillingmachine, vice bench, general lathe, millingmachine, grinder,
EDM machine tool, CNC feeding wire-cut machine, CNC high-speed small hole EDM
machine, industrial engraving machine, drilling machine, CNC centerless grinder, pre-
cision inner hole grinder, fluid polishing machine, press, inclined CNC lathe, 4-axis
vertical machining center and 3-axis vertical machining center. In this case, it is difficult
for the traditional manual scheduling mode give full play to the effective utilization rate
of equipment.

2.2 Complex Structure and Different Foundations of Training Objects

Based on higher vocational colleges, the training factory provides vocational skill train-
ing services [3] for college students and social personnel. According to the preliminary
planning of the training factory and the needs of social development for skilled talents,
there are mainly the following three kinds of training objects. The first is students in
higher vocational colleges. Focusing on the skill requirements of talent training plans,
consolidate theoretical knowledge, strengthen skills and improve skills, comprehensive
quality and professional quality in practical trainings of real operating environment. The
second is enterprises employees. Employees in original posts urgently need to update
knowledge and improve skills while the enterprise is reforming and innovating the pro-
duction chain. The training factory formulates and implements corresponding training
plans and returns eligible trainees to the enterprise, thus realizing the orientation train-
ing and output. The third is the laid-off and unemployed personnel in cities and towns
and surplus rural labors. The big data shows that the number of the registered unem-
ployed personnel is 40,000 and the registered unemployment rate is 1.79% in cities and
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towns of Wenzhou in 2020. And also there are previously unemployed social personnel
and surplus rural labors. Because such personnel generally have low cultural levels and
technical levels, the base can make full use of their advantages of openness and public
welfare to improve their knowledge and skills, help the job transfer and post taking and
maintain the stable and harmonious development of the local society. The foundations
of above kinds of training objects are different, and it is hard to achieve the best training
effects by relying on the mode of manual scheduling.

2.3 Different Training Contents and Durations and Large Temporary Changes

As for students in higher vocational colleges, the training period is long, the main train-
ing contents are skill operation and post training, especially the new knowledge, process
and method closely related to their majors, and it is to train the practical and thought
abilities of students and their abilities to analyze and solve problems and train the high-
quality skilled talents [4] facing the forefront of production. As for on-the-job employees
of enterprises, the training is mainly in the slack season of production and spare time
on the premise of minimum impact on the normal production of enterprises, including:
enterprise development strategies, rules and regulations, enterprise culture, post respon-
sibilities, basic working knowledge and post skills, working attitude and outlook on
life and values. As for trainings carried out for laid-off and unemployed personnel, the
training factory shall take the skill operation, market adaptability and innovation and
entrepreneurship ability as the core in combination with the actual conditions of laid-off
and unemployed personnel according to the social needs for types of talents, and focus
on the short-term centralized training to mainly train their abilities of survival and devel-
opment. The training contents are mainly the basic post knowledge and post skills. The
training factory has multiple short-term training projects, which are characterized by
large temporary changes and strong randomness, and it cannot make the fast response
in the targeted, practical and operational manner by relying on the mode of manual
scheduling.

3 MES Construction Goals

3.1 Efficient and Automatic Scheduling, and Automatic Matching
with Long-Term and Short-Term Training Projects

The training factory is characterized by multiple varieties of equipment, small batches
and different schedules, and managers shall spend a lot of energy in mastering the on-
site production information and various conditions occurred, but the effects are still
limited [5]. Through the advanced planning and scheduling and capability assessment,
theMES can accurately calculate the production and processing capacity of each station,
continuously optimize and improve the business process and reasonably arrange the
executable and optimal production execution plan, which provides the real, reliable data
basis for the fine management of on-site practical training and the practical and effective
data foundation and measuring tools for the analysis on the improvement of equipment
utilization rate.
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3.2 Automatic Supervision of Site Production Information, Automatic Warning
of Delayed Orders and Active Declaration Acceptance of Exception

Through automatic site data collection, the MES timely and accurately collects the
production progress, quality information, equipment operation status, personnelworking
hours and other information of the workshop production site, thus realizing information
transparency and maintaining the coordinated and smooth operation of all stations in the
training factory. By strictly controlling the development and retention time of the training
items at each station, an automatic warning is given in case of abnormal detention. The
training instructors shall deal with it in time, notify the supervisor if necessary, and
quickly dredge and solve it [6]. Trainees can also actively declare exceptions to trigger
warning and get the help of training instructors and supervisors.

3.3 Elimination of Information Islands to Reach System Integration

The construction of MES system in the training factory will connect the equipment,
resources, information, etc. [7]. of the training factory in series to establish a unified
digital production and scheduling integrationplatform, integratewithPLMsystem,MDC
system and CMM of the whole training base, share the system information resources,
and completely solve the problem of “information island” formed by the complex system
of the factory.

4 Detailed Design of Production Management Information System
Based on MES

4.1 Application of Artificial Fish Swarm Algorithm

Introduction to artificial fish swarm algorithm. The artificial fish swarm algorithm
is a new Fangsheng optimization algorithm proposed by Li Xiaolei and others based
on the research on the intelligent behavior of animal groups in 2002. The algorithm
simulates the foraging behavior of fish swarms according to the characteristic that the
place with the largest number of fish in the water area is the place with the most nutrients
in the water area to realize the optimization [8]. The algorithm mainly uses the three
basic behaviors of fish: foraging, clustering and tail-tracking. The top-down optimization
mode is used, starting from the construction of individual bottom behavior, to reach the
highlighting global optimal value in the group through the local optimization of each
individual in the fish swarms. The top-down optimization idea is used for this method
[9]; firstly, the perception and behavior mechanism of a single individual is designed,
and then one or a group of entities are placed in the environment to solve problems in
the interaction of the environment [10]. The artificial fish is an abstract and virtualized
entity of real fish, encapsulating its own data and a series of behaviors, which can accept
the stimulation information of the environment and make corresponding activities. Its
environment depends on solution space of the problem and the state of other artificial
fish [11]. Its behavior at the next moment depends on its own state and environment state,
and it also affects the environment by its own activities, and then affects the activities of
other artificial fish (See Fig. 1).
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Fig. 1. Visual Field.

The external perception of artificial fish is realized by vision. In themodel of artificial
fish, the following methods are used to realize the virtual vision of artificial fish:

Xv = X + Visuan1 * Rand() (1)

Xnext = X +
Xv − X

||Xv − X || ∗ Step * Rand() (2)

where, Rand () represents a random function, generating random numbers between 0
and 1, and Step represents the step length.

The billboard is a place to record the individual state of the best artificial fish. After
each iteration, each artificial fish compares its current state with the state recorded in
the billboard [12]. If it is better than the state in the billboard, it updates the state in the
billboard with its own state; otherwise, the state of the billboard remains unchanged.
When the iteration of the whole algorithm ends, the value of the billboard is the optimal
solution [13]. The behavior evaluation is a way to reflect the autonomous behavior of
fish. There are two methods for evaluation when solving optimization problems: One
is to select the optimal behavior execution; the other is to select the better optimization
direction. For solving the maximum value, the back tracking method is used, that is,
the clustering, tail-tracking and other behaviors are simulated. The best optimization
is selected for the value after the action. The default behavior is foraging. Iteration
termination condition: The usual method is to judge that the mean variance of the value
obtained for consecutive times is less than the allowable error; or judge that the number
of artificial fish gathered in a certain area reaches a certain proportion [14]; or the mean
value obtained for several consecutive times does not exceed the extreme value found;
or the maximum iteration time is limited. If the termination conditions are met, output
the optimal record of the billboard; otherwise, continuously perform the iteration (See
Fig. 2).
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Fig. 2. Algorithm Flow Chart.

Steps of artificial fish swarm algorithm:

➀ Initialization settings, including population size NN, initial position of each artificial
fish, visual field of artificial fish VisualVisual, step length step step, crowding factor
δδ, number of repetitions try − numberTry – number.

➁ Calculate the fitness value of each individual in the initial fish swarm, and give the
optimal artificial fish state and its value to the billboard.

➂ Evaluate each individual and select the behavior to be performed, including foraging,
clustering, tail-tracking and random behavior.



124 Z. Li et al.

➃ Implement the behavior of artificial fish, update themselves and generate new fish
swarms [15].

➄ Evaluate all individuals. If an individual is better than the billboard, update the
billboard to that individual.

➅ When the optimal solution on the billboard reaches the satisfactory error boundary
or reaches the upper limit of iteration times, the algorithm ends, otherwise go to step
➂.

Optimization Principle of Artificial Fish Swarm Algorithm. During the optimiza-
tion process, the artificial fish swarm algorithm may gather around several local optimal
solutions to make the artificial fish jump out of the local optimal solution [16]. The main
factors to realize the global optimization are:

➀ When the number of repetitions in the foraging behavior is small, it provides an
opportunity for the artificial fish to move randomly, so it may jump out of the local
optimal solution [17].

➁ The random step size makes it possible for the artificial fish to turn to the global
optimal solution on the way to the local optimal solution.

➂ Congestion factor δδ limits the size of the swarm, so that the artificial fish can be
more widely optimized [18].

➃ The clustering behavior can make the artificial fish less trapped in the local optimal
solution converge in the direction of the global optimal solution, so as to escape the
local optimal solution.

➄ Tail-tracking behavior accelerates the artificial fish to swim to a better state.

Characteristics of Artificial Fish Swarm Algorithm. It only requires to compare the
value of the objective function, and the property requirements of the objective function
are not high [19]. The requirement for initial value is not high, which can be generated
randomly or set as a fixed value, with strong robustness. The requirements for parameter
setting are not high and the allowable range is large [20]. The convergence speed is
slow, but it has the ability of parallel processing. It has good global optimization ability
and can quickly jump out of the local optimum. For some occasions with low intensive
reading requirements, it can be used to quickly get a feasible solution [21]. It does not
need the strict mechanism model of the problem, or even the accurate description of the
problem, which extends its application scope.

The system applies artificial fish swarm algorithm to discrete production scheduling
problem, finally optimizing the quality of dynamic scheduling results of the workshop
[22].

4.2 MES Functional Architecture Design

Considering unfixed training project cycle, diversified training projects and other charac-
teristics, the precision and timeliness in the order execution process are strictly controlled
so as to further improve the utilization rate of training equipment [23]. Through the dig-
ital, information-based and intelligent transformation of the production workshop, the
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resource consumption will be reduced, the product quality will be improved, the pro-
cess control will be strengthened, the execution efficiency will be improved, and a new
intelligent manufacturing mode of transparent management of the whole production
process will be created. The server side is planned to be subject to three-tier architecture
development. The first layer is the presentation layer. The Js front-end framework of
Google is used to complete the construction of various functional module frameworks,
which are used to manage the production plan of the system. Instructors in each training
room can carry out relevant detailed operations according to their respective training
project requirements and course arrangements. The second layer is the business logic
layer, which is based on JavaWeb framework to analyze the internal business logic rela-
tionship between various production and management tasks such as production process
and quality management mode. It includes plan exclusion, plan assessment, warning
management, logistics management, completeness registration, exception registration,
etc. The third layer is the data management layer, that is, various data structures, data
collection methods, etc. of the workshop production management system [24]. The data
management layer is constructed by hibernate framework. The client refers to various
management modules directly operated by various production personnel and manage-
ment personnel in different stations, equipment and control consoles of the workshop.
The client is based on the front-end framework AngularJs and developed based on the
browser. On the web side of the control console, MVC design pattern is adopted based
on AngularJs framework. The basic process is that the browser requests all kinds of data
of REST specifications from the server through HTTP request. These data are temporar-
ily stored in the browser by internal cache, and then interacted with the model layer.
The controller layer connects the view layer and the model layer, so that users carry out
interactive operation through the view layer.

4.3 MES Functional Module Design

MES consists of seven functional modules and several sub-functional modules. The
data management module is an important index to measure the application effect of
the system, reflecting the level of automation management [25]; the plan management
module includes several sub-modules such as plan information management, project
warning management, training project material calculation, etc.; the training factory
process management module includes sub-modules such as production process man-
agement, requisition and return of products, production manpower information[26]; the
procurement business management module mainly includes the entry and inquiry of
material purchase orders, raw material information and raw material price. The oper-
ation of product quality management is mainly to meet the requirements of training
projects for product quality; the sub-module of inventory business management mainly
includes inventory information inquiry, inventory alarm setting andother operations [27];
the sales business management module includes sub-modules such as sales order, return
information and inquiry of sales information. System management mainly includes the
operation of user and database backup [28]. For aided teaching, this system strengthens
the data transmission of the production equipment controller PLC, collects and analyzes
the basic information of the equipment and the production status information in real
time, matches the production progress indicators after sorting, pushes the knowledge
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points of the current progress to the station receiving end, and pushes warning icons to
students and practical training instructors when deviation or serious deviation from the
indicators is detected, so as to be of great help to practical training teaching guidance
[29].

5 Conclusion

Combine with the current practice of training factory management, to further strengthen
the analysis and research of MES and the construction of training factory information
management platform, so that the cost control is more accurate and reasonable [30]. At
the same time, through the collection and analysis of relevant cost data, the level of cost
management and performance appraisal in the base can be continuously improved. It
has played a very important role in reducing training cost, improving training efficiency,
etc. It is of important reference value for the construction of other similar public training
bases.
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Abstract. Temperature sensing and control remain challenges since temperature
is a critical index of the increasingly growing in agriculture and smart planting.
CAN (Controller Area Network) bus, due to its high stability, anti-interference
ability, timeliness, adaptability to complex industrial environment, good perfor-
mance, it has beenwidely used industrial communication amongnetworked instru-
ment. In this project a STC89C52 microcontroller is selected as the master chip,
using as an independent CAN controller SJA1000, PCA82C250 as the CAN bus
driver to achieve CAN bus communication, designed and implemented based on
CAN bus network multi-node temperature monitoring system, including the mas-
ter node controller, from the node controller and PC server-side procedures. The
system in real time from a node can collect temperature sensor DS18B20 temper-
ature signal transmitted via the CAN controller SJA1000 CAN controller to the
receiver, and then before sending the master node, the master node receives the
signal can be displayed on the LCD screen, you can also via RS-232 bus serial
transmission to the host computer program computer display, the other computer
can also send commands through the host computer to control the master/slave
node, enabling on-line monitoring distributed CAN bus network in site-specific
farming.

Keywords: Controller Area Network bus (CAN-bus) · Temperature sensor ·
Temperature measurement and conditioning · Fieldbus · Embedded systems (ES)

1 Introduction

Over the past few years, the rapid development of 5G communication, Internet of things
(IoT), artificial intelligence (AI), big data, and mobile Internet technologies have rev-
olutionized the agricultural cultivation in many ways, and speeded up the successful
applications of smart farming and precision agriculture, in which many controlling,
monitoring, and tracking systems based on IoTs have been developed to explicate the
network of physical objects integrated in various sensors to measure different quantities
of the temperature, soil, and air conditions to control a suitable environment for enhanc-
ing the efficiency and quality of agricultural products, industrial farming and small-scale
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home agriculture [1, 2]. So, Temperature sensing and control remain a challenge because
temperature is also a critical index of the increasingly growing in agriculture and smart
farming [3, 4]. Recently, plenty of new industrial temperature sensors are designed
around SoCs inside Zynq, including ring-oscillator and the flip-flop element, to undergo
hard environmental conditions [5–7], so arms at detecting temperature changes in less
than 1 ms as fast as possible to achieve the thermal protection of a logic area of the chip
in an absolute way.

Various digital temperature sensors were developed for precision agriculture, e.g.,
a smart sensor with temperature compensation capacity was employed to monitor the
impact of industrial, agricultural, or urban activities on water quality in real time [8–
10]. To measure and distribute the amount of required water in farm fields, Vunnava
et al. proposed an IoT-based hydration system which consists of MCU microcontrollers
to know temperature and other parameters, and manage automatically the water usage
which ensures the reducing of human labor and the saving of water resources [11–13].
A temperature control system was implemented by using aeroponics that consists of
several chamberswhere the temperature variationwas 29–32.9 °C for the cultivated plant
growth in urban farming [14]. Through the estimation of the root-zone soil moisture with
remote sensing data, including soil-air temperature difference, canopy-air temperature
difference, land surface temperature, etc., in order to manage the phenological behavior
and energy balance of the plants [15, 16].

Many devices with multiple sensors that are embedded in the machine’s Controller
area network bus (CAN-bus) that is one of the fieldbuses. Fieldbus is a kind of data bus
of serial digital multipoint communication between automatic control systems installed
in the production field. It is a kind of bus topology network applied in the lowest level
of production which is realized the information communication by connecting single
distributed network node of measurement or monitoring device with bus [17–19]. Field-
bus has the characteristics of openness, interoperability and interoperability, intelligent
and functional autonomy of field devices, highly decentralized system structure and
adaptability to field environment. In fact, CAN-bus is a kind of serial communication
network that supports distributed control or real-time control effectively [20]. CAN bus
has the advantages of simple structure, high stability, strong anti-interference ability,
expansibility, good openness, real-time and adaptability to complex industrial environ-
ment, so it is widely used in industrial networked instrument communication where a
mixed H∞/LQR robust controller based on CAN model is established for the marine
electric propulsion system [21].

The efficiencymetrics is introduced for the quantifying flexibilities in terms of energy
consumptions and silicon areas in the architectural applications. However, there exist
several problems in security and privacy, Bauer et al. [22] proposed amodular, CAN’t, for
collaborative tasks in site-specific farming. In order to reducing energy consumption,
a new edge-fog-cloud architecture that process the plant data including temperature,
moisture, irrigation, etc., from smart sensors real-time operation [23]. Because of its
low energy and cheaper, people can employ the sensing devices over smart Bluetooth
connections to operate the respective UAVs enabled smart farming-related sensors in the
future applications. Lau et al. [24] studied the temperature distribution of the common
bulbs available in farming bymimicking the experimental model of broilers. In Ref. [25],
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the wireless transponder based on EM4325 chip was designed to analyze the leaf-to-air
temperature difference, so as to monitor the water stress status of crops. In this paper,
STC89C52 chip is selected as the main control MCU, SJA1000 as the independent CAN
controller, PCA82C250 as the CAN bus driver, temperature sensor DS18B20 and so on.
A multi node real-time temperature monitoring system based on CAN bus network is
designed and implemented for site-specific applications in smart farming.

2 Hierarchical Structure and Representation of CAN Bus

2.1 Hierarchical Structure of CAN Bus

The data transmission rate of CAN bus can reach 1 Mbps, and the signal transmission
distance can reach 40 m. When the signal transmission distance reaches 10 km, CAN
can still provide the data transmission rate as high as 5 Kbps. In order to establish com-
patibility between two CAN devices, achieve design transparency and implementation
flexibility, CAN is divided into different levels [3]: physical layer and data link layer.
The hierarchical structure and ISO/OSI reference model have different significances.
Logic link control sublayer (LLC) media access control sublayer (MAC) acceptance
filtering, overload notification, recovery management data packaging/decoding, frame
coding (fill/unfill), media access management error detection error calibration response
parallel conversion to serial/serial conversion to parallel.

2.2 Bit Value Representation of CAN Bus

CAN values are two complementary logical numbers: “dominant” (represented by 0)
and “recessive” (represented by 1). CAN bus bit numerical expression, CAN_H and
CAN_LWhen the “dominant” and “recessive” bits on the bus are sent at the same time,
the final bus value is “dominant”. When in “recessive” position, Vcan_H and Vcan_L
is fixed to the average voltage and the differential voltage vdiff is approximately 0. The
“recessive” bit is sent during the “recessive” bit or bus idle period. The “dominant” state
is represented by VDIFF greater than the minimum threshold.

3 Hardware Design of Temperature Monitoring System

3.1 Working Principle of CAN Controller SJA1000

SJA1000 is an independent CAN controller of NXP semiconductor company. It canwork
in basican and Pelican modes. The working mode can be selected by the CAN mode bit
in the clock frequency division register. The default working mode of power on reset is
basican mode.

SJA1000 controls the sending and receiving of CAN frame, and its internal structure
[5] interface management logic (IML) interprets the commands from CPU, controls the
addressing of CAN register, and provides interrupt information and status information
to main controller; transmit buffer (TXB) is an interface between CPU and bit stream
processor (BSP), which can store a complete message sent to CAN network; receive
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buffer (rxb, Rxfifo stores the message received from CAN bus. ACF compares the
received identifier with the preset value in ACF and decides whether the message should
be accepted. The bit stream processor (BSP) controls the data stream sequence generator
between TXB, rxfifo and CAN. The bit timing logic (BTL) monitors the serial CAN
bus and handles the bit timing related to the bus. The error management logic (EML)
is responsible for the error definition on the media access control sublayer. It receives
error reports from BSP and then notifies BSP and IML of the error statistics. The CAN
bus filter is set to the nodes on the bus. Only when the CAN information frame meets the
requirements CAN it pass through, and the rest can be filtered out. Based on the setting of
SJA1000 filter in basic CANmode, with the help of acceptance filter, the CAN controller
only allows the received information to be stored in rxfifo when the identification code
bit in the received information is equal to the predefined value of acceptance filter.

3.2 Calculation of Baud Rate of CAN Bus Communication

By setting bus timing register 0 (btr0) and bus timing register 1 (btr1), the communication
baud rate of CAN bus can be set.

(1) Bus timing register 0 (btr0): bus timing register 0 defines the values of baud rate
preset (BRP) and synchronous jump width (SJW). In reset mode, this register is
accessible (read/write). In Pelican operation mode, this register is read-only; in
Basican operation mode, the value read from this register is always “FFH”.

Baud rate preseter (BRP) and bit field BRPmake the cycle of CAN system clock
programmable and determine their bit timing. The CAN system clock is calculated
by the following formula:

tSCL = 2 × tSCL × (32 × BRP.5 + 16 × BRP.4

+ 8 × BRP.3 + 4 × BRP.2 + 2 × BRP.1 + BRP.0 + 1)
(1)

where tSCL is the frequency period of SJA1000 crystal oscillator:

tSCL = 1/fXTAL (2)

The purpose of setting SJW is to compensate the phase offset during the clock
oscillation cycle of different controllers. Any bus controller must resynchronize at
the edge of the currently transmitted signal. SJW defines the maximum number of
clock cycles that each bit cycle can be shortened or extended by resynchronization

tSJW = tSCL × (2 × SJW .1 + SJW .0 + 1) (3)

(2) Bus timing register 1 (btr1) defines the length of a bit period, the location of sampling
points and the number of samples at each sampling point. In reset mode, this register
is accessible (read/write). InPelicanoperationmode, this register is read-only.When
reading this register in basic can operation mode, the value read is always ‘FFH’.
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Time period 1 (tseg1) and time period 2 (tseg2). Tseg1 and tseg2 determine the
number of clocks and the position of sampling points for each bit. The calculation is as
follows:

tTSEG2 = tSCL × (4 × TSEG2.2 + 2 × TSEG2.1 + TSEG2.0 + 1) (4)

tTSEG1 = tSCL × (8 × TSEG1.3 + 4 × TSEG1.2 + 2 × TSEG1.1 + TSEG1.0 + 1)
(5)

tTSEG2 = tSCL × (4 × TSEG2.2 + 2 × TSEG2.1 + TSEG2.0 + 1) (6)

Baud rate of SJA1000 [4]

Baud rate = 1/tbit, tbit = (tSYNCSEG + tTSEG1 + tTSEG2) (7)

The Overall structure of 1 bit cycle CAN communication baud rate range:

1/(tbit + tSJW) ≤ Baud ≤ 1/(tbit − tSJW ) (8)

3.3 CAN Bus Driver

The mainstream drivers of CAN bus include PCA82C250, TJA1040, tja1050, tja1041,
tja1054, etc. among them, tja1041 and tja1054 also have fault tolerance function, which
can carry out simple bus fault diagnosis, such as bus line short circuit, etc. [3]. Taking
PCA82C250 as an example, this design drives part of limited current circuit, which can
prevent TXD from short circuit to power, ground or load. The 82C250 adopts two-wire
differential drive, which helps to suppress the transient interference in the harsh electrical
environment.

Fig. 1. Power supply circuit to SJA1000
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3.4 Modu Hardware Design

1) Design of system power supply module. Analog circuit involves weak and small
signal, but the threshold level of digital circuit is higher, so the requirement of power
supply is lower than that of analog circuit. In the system with both digital circuit
and analog circuit, the noise produced by digital circuit will affect the analog circuit
and make the small signal index of analog circuit worse. The way to overcome this
problem is to separate analog ground and digital ground. The system uses USB
power supply, and its output is +5 V, as shown in Fig. 1. The LED in the figure is
used to show whether it is powered on (the light is on when it is powered on), and
the two capacitors in the figure are used for filtering. The output+5 V power supply
can output 3.3 V DC through an ams1117/3.3 voltage regulator, as shown in Fig. 2,
which is used to isolate the power supply between digital ground and analog ground.

Fig. 2. Regulated output (3.3 V)

2) CAN controller SJA1000 and MCU connection circuit. The connection circuit
between CAN controller SJA1000 and MCU is shown in Fig. 2. If rx1 level is
higher than rx0, read dominant level, otherwise read recessive level. Through the
con6 port, you can choose whether rx1 is connected to VREF or DGND, as shown in
Fig. 3. SJA1000 crystal circuit, address/data multiplexing bus, etc. The address/data
multiplexing bus of SJA1000 is led out through CON1, which can be connected to
port P0 of 8051. The address/data multiplexing function of port P0 is used.
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Fig. 3. Power supply circuit to USB

3) Circuits of 82C250 and SJA1000.When designing the hardware circuit of CAN bus
driver and CAN controller, the slope control, matching resistance and electrostatic
protection must be fully considered.

(1) Slope control: for low speed or short bus length, RS is grounded through resis-
tance → slope control to reduce radio frequency interference. The slope of rise
and fall should be limited. The rising and falling slopes can be controlled by
the resistance connected from pin 8 to ground. The slope is proportional to the
current output on pin 8. Unshielded twisted pair or parallel wire can be used as
the bus.

(2) There can only be one pair of matching resistors at both ends of CAN bus.
If there are only two nodes on the bus, both nodes should be connected with
matching resistors. When there are multiple nodes, only two of them can use
matching resistor.

(3) Electrostatic protection (ESD) “electrostatic discharge”. All CE devices are
required: IEC 61000–4-2 level 4, 8 kV (contact discharge) and 15 kV (non-
contact discharge), so as to avoid the CAN bus being damaged by ESD and
other transient changes.

4) Design of minimum system board for single chip microcomputer. Any circuit needs
power and ground. First, connect the 40th pin of 8051 MCU to 5V power VCC and
the 20th pin to GND [6].

(1) Clock oscillation circuit: 8051 already has an oscillation circuit, as long as a
crystal is connected to xtal1 and xtal2 pins, as shown in Fig. 4. 8051 hardware
reset circuit, 1602 LCD is omitted. If the internal oscillation circuit of 8051
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Fig. 4. Connection circuit between SJA1000 and MCU

is not used, the external clock pulse generation circuit can also be used, as
shown in Fig. 5. The 7-pin clkout of SJA1000 can generate clock pulse sig-
nal, which comes from the internal oscillator of SJA1000 and can be divided
by programming. Therefore, for this system, the external clock pulse can be
provided through the 7th pin clkout of SJA1000 (Fig. 6).

5) RS232 Serial communication. The hardware circuit of RS232 uses Maxim’s
MAX232 chip [11] to realize RS232 communication. The connection circuit of
other single-chip microcomputers is shown in Fig. 7.

6) DS18B20 Temperature sensor. DS18B20 digital thermometer [12] provides 9-bit
temperature reading. Its shape is similar to triode. It has threemain data components:
1) 64 bit laser ROM; 2) temperature sensitive device; 3) non volatile temperature
alarm trigger th and TL. DS18B20 adopts single bus interface, and can’t usememory
and control operation before ROMoperation is established. After preliminary trial of
sequence diagram, write sequence diagram, read sequence diagram, Rom operation,
etc.: read ROM, match ROM, search ROM, skip ROM, alarm search, the following
formula can be used to calculate actual temperature:

Temprature(T )=Temp_ Read − 0.25+Count_ Per_ C − Count_ Remain

Count_ Per_ C
(9)
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Fig. 5. CAN bus driver

Fig. 6. Internal oscillation circuit

Fig. 7. External oscillation circuit



Design of Temperature Monitoring System 137

Fig. 8. Multi-nodes CAN communication acquisition

3.5 Multiple Nodes Communication with CAN Bus

The schematic diagram of CAN communication between nodes is shown in Fig. 8. The
temperature acquisition module transmits the collected temperature signal to node 1
through DS18B20 temperature sensor. When node 1 judges that the bus is idle, it sends
the CAN data frame to the master node. The master node sends the transmitted signal to
the LCDmodule for display, and also sends the signal to the upper computer interface on
the PC through RS-232 serial Display. The PC CAN also send instructions to each node.
After receiving the data frame sent by the host, each node judges whether the received
information is to be sent to itself through the acceptance filter. If it is received, it will be
received. If not, it will be filtered. When each node receives the instruction sent by the
master node, it will perform the corresponding operation according to the instruction.

4 Software Design of Temperature Monitoring System

The software design includes CPU initialization, SJA1000 initialization, CAN bus
receiving/sending, temperature acquisition module DS18B20 initialization, instruction
writing to DS18B20, data reading from DS18B20, LCD display module, host computer
display and other parts of the program design. In the initialization process, each pro-
cessing function first obtains the address of the corresponding register, and then assigns
the command value to the address Detailed design flow chart is omitted. Figure 9 and
Fig. 10 CPU initialization flow chart and processing function flow chart in initialization.
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5 Conclusion

In this work, the STC89C52 chip is selected as the main control MCU, SJA1000 as the
independent CAN controller and PCA82C250 as the CAN bus driver to realize CAN
bus communication. A multi node temperature real-time monitoring system based on
CAN bus network is designed and implemented, including master node controller, slave
node controller and upper computer server program. In the system, the slave node can
transmit the temperature signal collected by the temperature sensor DS18B20 to the
CAN controller of the receiving end through the CAN controller SJA1000 in real time,
and then to the master node. After receiving the signal, the master node can display it on
the LCD screen, or send it to the upper computer program of the computer through the
RS-232 bus. In addition, the computer can also display it through the CAN controller
SJA1000. The host computer sends instructions to control the master/slave node, so as
to realize the real-time monitoring of CAN bus network that can be applied to control
the temperature changes in site-specific planting.
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Abstract. Current distant supervised relation extraction algorithms based on neu-
ral network deep learning always label a large number of irrelevant sentences as
valid data or sentences as wrong relation because of their overly broad assump-
tions. Although many scholars have proposed some methods to reduce the influ-
ence of distant supervision noise and their optimization methods, such as orga-
nizing sentences into bag of sentences and introducing attention mechanism, they
still cannot obtain a good feature vector of a bag of sentences. In this paper, we
propose an attention-weight allocation algorithm for sentences inside a bag of
sentences based on relative alignment. Compared with previous methods, it can
better capture the similarity of sentences to relative vectors, and better extract
relationships in sentences under distant supervision. On the standard dataset, the
proposed model has improved by 2.5%, 2.4%, 2.8% and 2% compared with the
PCNN_ATT model, P@100, P@200, P@300 and AUC indexes, respectively.

Keywords: Distant supervision · Attention mechanism · Relation alignment

1 Introduction

Relation Extraction (RE) is the core task of text mining and information extraction.
It mainly uses text data modeling to automatically extract semantic relation triples
< e1, r, e2 > from natural language text. Among them, e1 and e2 are entities, and
r is the target relation category to obtain effective semantic knowledge. It is widely used
in information retrieval, automatic question and answer, knowledge base construction,
semantic network, knowledge graph, visual question answering and other fields.

At present, the main methods of relationship extraction include deep learning rela-
tionship extraction model based on supervised and distant supervised. The supervised
relational extraction algorithm is limited by the amount of training data and the diffi-
culty of labeling. The relationship extraction method based on remote supervision can
make full use of unlabeled unstructured data, and has more application prospects and
practical significance. However, the remote supervision method always labels a large
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number of irrelevant sentences as valid data or sentences as false relationships due to its
overly broad assumptions. The commonly used methods to reduce the influence of noise
from remote supervision include multi-instance learning: organize sentences into bag of
sentences and propose the hypothesis of “at least one” [1], which holds that at least one
sentence in a bag of sentences is correctly marked. During training, only learn the most
likely labeled sentences in a bag of sentences. Based on the probability distribution of
this sentence, perform objective function calculation and back propagation to optimize
the network. The problem with the “at least one” hypothesis is that most of the training
data in the bag of sentences is ignored through the overly strong hypothesis.

In this paper, a sentence-level attentional mechanism for relation alignment is pro-
posed. Considering the noise problem of remote supervision, all sentences in a bag of
sentences are alignedwith all relations, and amore accurate feature representation vector
of bag of sentences is obtained.

2 Related Work

Themain difficulty of supervised relation extraction is the extraction of sentence features.
With the support of a data set with better annotation quality, it can now achieve a more
ideal effect. However, the manually labeled data is always limited and requires a lot
of manpower from relevant practitioners. In order to solve the problem of insufficient
labeled data, Mintz et al. [2] proposed a labeling method called Distant Supervision.
This method uses the existing knowledge base to heuristically align the existing triples
in the knowledge basewith the corpus, thereby automatically obtaining a large amount of
annotation data. However, the distant supervision hypothesis is too absolute. According
to this hypothesis, as long as there are two entities in the knowledge base in a sentence
and there is a relation R between the two entities in the knowledge base, it is considered
that the sentence expresses the relation R between the two entities and marks it as R.
This absolute assumption also brings a large amount of noise to the remotely supervised
labeled data set.

In order to solve the problem of noise caused by distant supervision, the current
main method is to organize all sentences marked with the same triplet and the sentence
feature vector after sentence feature extraction into a bag of sentences, and further
learn the difference between real mark and noise from the bag of sentences containing
several positive samples and noise. On how to use the other bag to deal with noise,
different researchers have put forward various algorithms, multi-instance learning was
first proposed by Ridel et al. in literature [3], the method employs a looser assumption,
the assumption that contain the same of entity for the relationship between R and the
labelingof all the sentences, there are at least a couple of really expressing the relationship
between R. The above learning methods mostly rely on manual features or features
annotated by external annotation tools as sentence features, which seriously depend on
the accuracy of annotation, which will also lead to error propagation problems.

The problemwith “at least one” hypothesis is that the strong hypothesis ignores most
of the training data in the bag of sentences. The attentional mechanism was introduced
into natural language processing by Bahdanau et al. in reference [4]. The mechanism
of soft attention between bag of sentences was proposed by Lin [5] et al. in 2016. The
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similarity score of each sentence relative to the relation feature vector was obtained by
alighting the sentences in the bag of sentences respectively with the feature vector of the
relation represented by the bag of sentences. Finally, the similarity score of all sentences
is normalized to the corresponding weight of each sentence by softmax function, and the
feature representation of bag of sentences can be obtained by the weighted sum of all
sentences. Experimental results show that this kind of soft attention mechanism makes
better use of the information of all sentences in the whole bag of sentences and achieves
better relationship extraction effect.

Subsequent researchers have also improved this attentionmechanism, Lin’s selective
attention mechanism was improved by Ji et al. [6] in 2017. Unlike Lin, which uses a
trainable relational feature vector to express it, Ji uses the feature of word2vec word
vector [7], similar to “France” - “Paris” = “China” - “Beijing”, to use the difference
between the head and tail solid word vectors as the feature vector of the relation between
them, and uses a better relational feature vector to calculate the similarity. More accurate
similarity weight of each sentence and relation is obtained, and more accurate feature
representation vector of each bag of sentences is also obtained.However, considering that
distant supervision uses a very broad assumption, through the study of distant supervision
data set, this paper finds that the “at least one” assumption is still too broad. In many
bags of sentences, none of the instances is correctly labeled. At this time, the alignment
with the marked relation vector does not guarantee to obtain a true and reliable weight
distribution among bag of sentences, which also results in a failure to obtain a good bag of
sentence feature vector. Based on the above analysis, this paper proposes a new sentence-
level attention mechanism for relation alignment. Considering the noise problem of
distant supervision, all sentences in a bag of sentences are aligned with all relations, and
a more accurate feature representation vector of bag of sentence is obtained.

Vaswani et al. proposed the self-attention mechanism in literature [8], which can
better capture the dependencies between words in long-distance sequences and greatly
reduce the computing time and improve the computing efficiency through parallelization.
Transformer networks and BERT language models with self-attention mechanisms at
their core also achieve the best results for machine translation, conversation and various
downstream tasks. Du et al. proposed a two-dimensional soft attention mechanism in
literature [9], which comprehensively considered the different distributions of sentences
in multiple feature spaces in the calculation of attention weight, and achieved good
results. Q. Yue [10] et al. proposed The FastText-BiGRU-Dual Attention model. The
FastText-BiGRU-Dual Attention model is composed of BiGRU and Dual Attention.
The model focuses on words that have a decisive effect on sentence relation extraction.
And captures relational semantic words and direction words.

Although pre-trained language models like BERT have achieved relatively good
results in NLP tasks, when extracting relationships in specific fields, K. Ding [11] et al.
found the performances of these BERT-based models on Chinese specific-domain cor-
pora are not as effective as on English datasets. For the extraction of entities and relations
in specific domains, K. Ding et al. proposed a hybrid framework based on a knowledge-
enriched and span-based network. This model combines the dependency structure and
can effectively use external vocabulary and syntactic knowledge for joint extraction of
specific Chinese fields.
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In order to capture the long-distance dependence of semantics and the semantic
interaction between two entities, J. Sun [12] et al. proposed joint self-attention bi-LSTM
(SA-Bi-LSTM) to model the internal structure of sentences. The model can obtain the
importance of each word in the sentence without relying on additional information. S.
Zhao [13] et al. proposed a dynamic cross-modal attention network (CMAN) for uniting
entities and REs. In the application of extracting semantic relations between entities, it
overcomes the problem of insufficient cross-modal interaction.

3 Method

Aiming at the shortcomings of predecessors that only consider each similarity with
the current relationship in the distantly supervised bag of sentence coding, this paper
proposes a bag of sentences internal sentence attention weight distribution algorithm
based on relation alignment. Align each sentence with all relations to be classified, and
then calculate the similarity of sentence vector and relation vector, and then get the
distribution of each sentence on all relations, and also get the bag of sentence vector of
each bag of sentence on all relations. Thus, the information of each sentence in the bag
of sentence can be better integrated, and the noise information of remote supervision
can be better used.

3.1 Method Description

The traditional inter-bag of sentences selective attention mechanism is based on the
premise that the labeling of the bag of sentences is correct: that is, at least one sentence
in the bag of sentences correctly expresses the relationship that the remote supervision
labels the bag of sentences. However, in practice, this premise is not necessarily correct.
Then, the weights are assigned according to the similarity between each sentence in the
bag of sentences and the annotation relation vector. Finally, the weighted sum of each
sentence is taken as the feature vector of the bag of sentences, and then the distribution
probability of the feature of a bag of sentences on 53 relations is mapped through the
full connection layer. This way of learning only considers the influence of a relationship
on the bag of sentences, which is far from enough.

The feature extraction algorithm of bag of sentences proposed in this paper considers
the similarity between any sentence in bag of sentences and all relations, so there are 53
feature vectors in a bag of sentences, which are the weighted sum of sentences in bag of
sentences alignedwith different relations. In this way, the feature distribution of each bag
of sentences considers all relationship vectors, rather than only aligning the annotation
relationship vectors. Compared with the traditional method, it makes more full use of the
noise information. In this paper, PCNNs model is used as the sentence feature extractor,
combined with the sentence level attention mechanism of relationship alignment, which
can extract the short-term features of sentences by combining CNN and the long-term
dependence of sentences by self-attention mechanism, and a new relationship extraction
model is constructed (Fig. 1).



146 J. Li et al.

Fig. 1. Structure diagram of relational extraction model based on attention mechanism of
relational aligned sentences.

3.2 Word Embedding Layer

For the relational extraction task, the input is a sentence, which can also be called
word sequence. The word embedding layer converts every word in the sentence from
one-hot encoding to low-dimensional dense word vector. For an input sentence (word
sequence) S = [c1,c2, . . . ,cl], where ci represents the one-hot vector of the i-th word
and l represents the length of the sentence.

For the input data, this paper uses the word vector pretrained by Word2Vec as the
low dimensional vector to be converted for each word. Think of each one-hot vector as
a search index, and find the corresponding Word2Vec vector from the pretrained word
vector matrix. Then, each word ci is mapped to the corresponding word vector wvi.
Finally, a sentence in the form of word vectors is represented by S = [wv1,wv2, . . . ,wvl].

3.3 Position Embedding Layer

In the context of relational extraction, the most important information in a sentence
is two entities, so this paper also adds each word into the word vector to the relative
position information of the two entities in the sentence, which also provides the sentence
structure information. In the data preprocessing, entities in the data in this paper have
been marked. After word segmentation, this paper traverses each sentence and enforces
eachwordwith a three-dimensional vector [d1,d2], where d1 and d2 represent the relative
distance of the head entity and the tail entity of the word respectively.

In the network, this paper dynamically maintains two relative distance embedding
matrices. Just likeword embedding, this paper uses the position embeddingmatrix tomap
the two relative position information corresponding to eachword to two low-dimensional
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dense vectors. This step is called position embedding (Position Embedding, PE), two
phases andoneposition the informationobtained three or twoposition embeddingvectors
PE1 and PE2 respectively. s is the same as loading the pretrained word vector matrix.
In this paper, the relative position embedding matrix is randomly initialized, and these
two positions embedding matrices are dynamically updated during training. A word ci
undergoes word embedding and position embedding, and finally the final representation
of the word wi = [wvi;PEi1;PEi2;PEi3] is obtained, and its dimension is dw.

3.4 Sentence Coding Layer

In this paper, the classical PCNNs neural network is used to encode sentence features.
For an input sentence (word vector sequence) S = {w1,w2, . . . ,wl}, a set of convolution
kernels {f1,f2, . . . ,fk}with the samewidth of widthf are used to conduct one-dimensional
convolution operations on the sentence matrix respectively. The size of each convolution
kernel fi is dfi ∈ Rwidthf*dw . Through padding, the feature map F = {

q1,q2, . . . ,qk
}

with the same length of sentence is obtained. Each qi is a one-dimensional vector of
length l, which is obtained by convolution of the sentence by the convolution kernel
fi. The size of F is k × l. For each convolution result qi, the feature vector of sentence
structure information is obtained by maximizing the pool before, between and after
entity pairs. After segmented maximum pooling, each qi becomes a three-dimensional
vector sentence feature. Finally, the feature vector of the sentence sen(dsen ∈ R3*k) can
be obtained by connecting each qi.

3.5 Bag of Sentences Coding

The traditional selective attention mechanism aligns the sentences with the marking
relation vector, and obtains the similarity score of each sentence relative to the marking
relation vector ri. After softmax normalization, the weight of each sentence in the bag
of sentences is obtained. Then all sentences in each bag of sentences are weighted and
summed to get the final bag of sentences representation vector. Such a selective attention
mechanism believes too much that the mark of a bag of sentences must be aligned with
at least one sentence, and directly considers the probability distribution of all sentences
in the case of marking, and does not consider that each sentence should be marked as
other relations. Observation of the distant supervised dataset shows that there are many
bags of sentences in which no sentence is labeled correctly, so it makes no sense for all
sentences to be similarly aligned with the bag of sentences marker vector. In this paper,
all sentences in each bag of sentence are aligned with all relational vectors, and then the
weight distribution of sentences in the bag of sentence under all marked conditions is
obtained. Finally, the weighted summation is performed to obtain the bag of sentences
vector representation of all relations aligned. In this case, according to the different vector
representations of the bag of sentences, through the full connection layer mapping to
the probability distribution of bag of sentences on all relations. The specific calculation
details are as follows:

A bag of sentences contains j sentence feature vector sen. For a sentence senm, align
it with all relation vectors rn, n = 1 ∼ nrelation and calculate the alignment score:

bag = {sen1,sen2, . . . ,senj} (1)
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Scoremn = align(senm,rn) (2)

align(a,b) = aTb (3)

Get the score of a sentence senm for all relations and the alignment score of all
sentences and all relations in a bag of sentences

scorem = {scorem1,scorem2, . . . scoremnrelation} (4)

score = [score1,score2, . . . ,scorej]T (5)

For each column of score, use softmax for normalization to obtain the weight
distribution Dp in the bag of sentences aligned with relation n.

Dp = softmax([score1p,score2p, . . . ,scorejp]) (6)

Using this weight distribution, the feature representation of the bag of sentences
aligned with relation n in the bag of sentences is obtained, and finally the feature repre-
sentation of the bag of sentences corresponding to all relations of the bag of sentences
is obtained.

bagn = DT
pbag (7)

bag = {bag1,bag1, . . . ,bagrelation} (8)

For the bag of sentences representation corresponding to each relationship in the bag
of sentences, this paper calculates the similarity score o corresponding to each bag of
sentences representation:

ot = rTt bagt + bt (9)

After the softmax layer, this paper obtains a probability distribution representation
of a bag of sentences:

P(t|bag) = exp(ot)∑nrelation
t′=1 exp(ot′)

(10)

It should be noted that this paper uses the same relationship vector to calculate the
similarity between sentences and bag of sentences. The similarity is calculated in the
way of dot product. The larger the dot product of bag of sentences feature vector and
relation vector, it shows that after aligning each sentence in the bag of sentences with all
relations, not only the error of false marking is considered at the bag of sentences level,
but also the possible relations of more sentences are considered. In terms of network
structure, all relations are introduced into forward propagation and back propagation
of a bag of sentences in forward propagation. The soft attention mechanism of single
relation alignment of Lin and Ji only considers the alignment of one relation vector
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in each bag of sentences vector, so only one relation vector is introduced into forward
propagation. Therefore, when learning through back propagation, only the parameters
of this corresponding relation vector will be updated. However, the introduction of
all relationship vectors for alignment will make the network update not only the real
relationship vector but also the wrong relationship vector during the back propagation.
Therefore, the attention mechanism of multi-relation alignment will be more efficient
in model training. Updating all relation vectors each time will also enable this paper to
get a more accurate representation of relation vectors. For other NLP tasks, it also has a
certain enlightening effect.

3.6 Objective Function and Optimization

The relationship extractionmodel of themulti-relational alignment attentionmechanism
in this paper still uses the cross-entropy function as the loss function of the network to
measure the difference between the network output and the actual situation:

J(θ) = −
∑

(g,k)∈T
log P(k|g; θ) (11)

T represents all training data, and θ represents all parameters of the neural network
model: word vector, position vector, weight and bias of all convolution kernels in piece-
wise maximum pooling convolutional neural network, and relational vector matrix. This
paper uses the SGD method to update the network parameters.

4 Experiments

This paper will compare the proposed PCNN_RA_ATT model with the baseline model
PCNN_ATT, PCNN_MLSSAmodel on the standard data set, and verify the effectiveness
of the innovation points through a series of commonly used indicators. A comparative
experiment was conducted on the NYT-10 remote supervision data set to verify the
effectiveness of the improvement in sentence selection at the bag-level sentence.

4.1 Datasets

The experiment uses the distant supervision standard data set NYT-10 published by
Del et al. [3]. This data set aligns the triples in the Freebase knowledge base with the
corpus of the NewYork Times through a remote monitoring strategy. Using web crawler
technology, crawled all the articles on theNewYork Timeswebsite fromNovember 2009
to January 2010, extracted all sentences from them, and marked them with the Stanford
NER (Named Entity Recognition) tool All entities that exist in freebase. There are a
total of 52 relationships in NYT-10 data set plus one NA relationship. The training set
contains 522,611 sentences, 281,270 pairs of entities, and 18252 triples. The testing set,
consisting of 172,448 sentences, 96,678 entity pairs, and 1950 triples, has now become
the standard evaluation data set for a large number of distant supervised relationship
extraction methods.
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4.2 Hyperparameter Settings

This paper uses CBOW to train a 50-dimensional word2vec word vector on NYT-10
corpus. In addition, the dimension of the position embedding is set to 20, and the dimen-
sion of the hidden state vector is set to 230. In this paper, SGD learner is used to update
network parameters, the learning rate is 0.1, and the batch size is 60.

4.3 Experimental Results

The RA_ATT algorithm proposed in this paper is compared with the sentence-bag-
based attention mechanism proposed by Lin and multidimensional sentence-bag-based
attention mechanism proposed by Du on nyT-10, a distant supervised standard dataset.
In order to be fair, this paper uses PCNNs as the sentence feature extractor, and compares
theMLSSA2model combining the bag-level attentionmechanism, PCNN_ATT, and the
multi-PCNN and multidimensional bag-level attention mechanism. The P-R curves of
the three models are shown in Fig. 2. The P@N and AUC indicators of each model are
listed in Table 1.

Fig. 2. Effect of relational extraction model based on relational alignment attention mechanism

As can be seen from Fig. 2 and Table 2, the accuracy of relation extraction model
PCNN + RA_ATT based on relation alignment attention mechanism is significantly
higher than that of PCNN_ATT and MLSSA2 when Recall is less than 0.2. Since then,
the accuracy is similar, but always higher than the other two models. In addition, the
overall AUC index is also better, indicating that the capture of features in bag of sentences
is more accurate after the introduction ofmulti-relation alignment mechanism. However,
due to the problem of remote supervision of mislabeling, the attentional mechanism at
the level of multi-relation alignment is still limited when Recall is large.
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Table 1. Comparison of the accuracy rate of P@N and the area under the P-R curve AUC at
different.

Method P@100 P@200 P@300

PCNN + RA_ATT 0.7510 0.7343 0.7070

PCNN + ATT 0.7326 0.7164 0.6877

MLSSA2 0.7033 0.6808 0.6602

Table 2. Extraction accuracy rate on each relationship.

Algorithm Relationship Accuracy

PCNN + RA_ATT /location/location/contains 0.5278

/people/person/nationality 0.4986

/people/person/place_lived 0.2116

/business/person/company 0.3991

/location/administrative_division/country 0.3317

PCNN + ATT /location/location/contains 0.4669

/people/person/nationality 0.4604

/people/person/place_lived 0.1734

/business/person/company 0.3611

/location/administrative_division/country 0.3089

MLSSA2 /location/location/contains 0.4699

/people/person/nationality 0.4514

/people/person/place_lived 0.1684

/business/person/company 0.3517

/location/administrative_division/country 0.3005

5 Conclusion

In order to solve the problems of noise data generated by mislabeling due to the over-
broad assumption of noise labeling in remote supervision strategy, and the effect of single
relation alignment on training efficiency, this paper designs an attentional mechanism
for sentence and relation alignment in bag of sentences. Compared with the traditional
method, this method can upgrade the optimization learning of a single relation vector
in back propagation to the optimization learning of all relation vectors, which improves
the learning efficiency of the network and is intuitively more consistent with cognition.
A sentence feature that aligns with one relation should not refer to the expression of
other relations. Compared with the baseline algorithm PCNN_ATT and MLSSA on the
standard data set, it can be seen that the proposedmethod better dealswith and utilizes the
distant supervised noise information to some extent and can achieve better relationship
extraction effect.
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Abstract. Video anomaly detection refers to the identification of abnormal behav-
iors that do not conform to normal patterns. Reconstruction of video frames based
on auto-encoder is the current mainstream video anomaly detection method. If
frames have higher reconstruction error than the threshold, these frames will be
treated as the anomalous frames. However, auto-encoders lack attention to global
information and channel dependence. The attention mechanism enables the neural
network to accurately focus on input-related elements and becomes an important
part of the neural network. In order to focus the feature of both channel and
spatial dimensions, we propose dual attention mechanisms based auto-encoder
(DAMAE) for video anomaly detection. After each down-sampling, the feature
map is operated by two kinds of attention processing. The feature map is divided
into specific groups. Every individual group can autonomously enhance its learnt
expression and suppress possible noise. By fusing channel attention and spatial
attention, DAMAE is able to capture the pixel-level pairwise relationship and
channel dependence. Compared with traditional auto-encoder in the process of
each up-sampling, the feature with channel attention and spatial attention can
reconstruct the normal pattern of the video better. Experimental results show that
our method is superior to other advanced methods, which proves the effectiveness
of our method.

Keywords: Video anomaly detection · Auto-encoder · Attention mechanisms

1 Introduction

Video anomaly detection refers to the identification of abnormal events in a video that
do not conform to the expected appearance or behavior. Anomaly detection of video
data has become a hot topic of computer vision and has been widely concerned by
scholars. However, the definition of “anomaly” in video anomaly detection is vague,
there is no obvious boundary between normal events and abnormal events, and the same
event will have different anomaly attributes in different environmental scenarios. This is
not feasible to collect all the anomaly data and video anomaly detection becomes a very
challenging task. A typical method to solve the problem of video anomaly detection is
to build a model using normal data. Test data is considered abnormal when it deviates
significantly from the model.
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Methods of video anomaly detection can be roughly divided into two categories:
methods of learning spatiotemporal activity patterns based on hand-craft features and
methods [1, 2] based on deep learning. Early researchers learned patterns of spatiotem-
poral activity based on hand-craft features, such as color, texture, and light flow [3].
Refactoring events by learning dictionaries, normal events have a small refactoring error
and exception events have the opposite. However, the internal changes ofmost hand-craft
features are subject to certain external influences, such as lighting anddeformation.These
hand-craft features cannot be well summarized in complex surveillance video scenes.
In addition, some researchers use trajectory features to represent normal patterns [4, 5].
Tacks with similar spatial and velocity patterns are grouped to create semantic scene
patterns to detect abnormal events [6] because it can describe the dynamic informa-
tion of foreground objects. Moreover, a variable-sized cell structure is constructed by
researchers [7]. However, these methods are not reliable in complex and crowded sce-
narios. In recent years, deep learning has been widely used in image classification [8, 9],
object detection [10, 11] and anomaly detection [12]. Video anomaly detection based
on deep learning can be divided into reconstruction and prediction. Reconstruction is
to reconstruct the current frame by modeling the normal mode using encoder-decoder
structure and large reconstruction errors are regarded as abnormal frames. For example,
Hasan et al. [12] proposed a two-dimensional convolution auto-encoder to build normal
frames by superposing frames in the channel. Prediction is to predict the next frame of
the input video, and predict the future frame by using the historical frame to model the
normal mode. Liu et al. [13] used a generation model to predict future frames and used
reconstruction errors as an indicator of anomalies. However, the convolution operation
of traditional auto-encoder tends to miss the global information and channel information
in the frame through the convolution kernel. It is difficult for traditional auto-encoders
to extract channel dependence features and spatial relational features. The performance
of auto-encoder decreases in the testing phase because the normal video frame cannot
be reconstructed well in the training phase.

We proposed dual attention mechanisms based auto-encoder for video anomaly
detection. In the process of sampling under each layer, the sub-feature is conducted
with dual attention mechanisms. In the process of reconstructing video frames, we fuse
sub-features with channel dependency and spatial relations. Thus, the auto-encoder is
able to accurately capture relevant elements of the sub-feature and reconstructs nor-
mal frames of video better. The main contributions of this paper can be summarized as
follows:

(1) We proposed dual attention mechanisms based auto-encoder for video anomaly
detection. Through fusing channel attention and spatial attention, the model is able
to capture the pixel-level pairwise relationship and channel dependency.

(2) The feature maps are divided into specific groups. Every individual group can
autonomously enhance its learnt expression and suppress possible noise. Robust
features can be extracted from feature maps.

(3) Compared with traditional auto-encoder, the AUC has been improved in benchmark
datasets. The experimental results demonstrate the effectiveness and efficiency of
our method.
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2 Related Work

In this section, we review the current video anomaly detection methods in deep learning
and the mechanism of attention in computer vision.

2.1 Deep Learning Based Anomaly Detection

Video anomaly detection based on deep learning is the most common method in recent
years. Hasan et al. [12] proposed two-dimensional convolution auto-encoder to learn the
rule of time information, but two-dimensional convolution lacks motion information and
cannot reflect motion characteristics. Luo et al. [14] proposed to combine convolutional
neural network with LSTM to learn the appearance and motion information of normal
frames. Subsequently, Liu et al. [13] proposed a video prediction framework, using the
past frame to predict the future frame. Because neural network has strong generalization
ability, abnormal frame can be predicted as normal frame. Sultani et al. [15] proposed
to take video clips as examples of multi-example learning (MIL) for video anomaly
detection. The training set requires equal normal data and abnormal data, and themethod
is not feasible because the abnormal data is very sparse.

2.2 Attention Mechanisms

The attention mechanism aims to ignoring irrelevant information and focus on important
information. Attention mechanisms are widely used in computer vision, such as target
tracking [16], classification [17], segmentation [18], identification [19] and recognition
[20]. More and more attention has been paid to the introduction of attention mecha-
nism in video anomaly detection. Fan et al. [21] proposed a saliency shift perceptual
convolution LSTM, which can effectively capture video saliency dynamics by learn-
ing human attention-shifting behaviors. Nasaruddin et al. [22] used three-dimensional
convolutional neural networks to find attention regions from spatiotemporal informa-
tion to learn abnormal behaviors. Wang et al. [23] proposed a GAN recognition model
with attention mechanism to improve the generation quality of future frames. Zhang
et al. [24] designed generative adversarial networks by combining super-resolution and
self-attention mechanisms. Self-attention is introduced on the basis of discriminator
to enhance the difference between normal events and abnormal events. However, self-
attention only focuses on the relevance in the spatial dimension of image and ignores
the relevance in the channel dimension of image.

There are mainly two types of attention mechanisms most commonly used in com-
puter vision [25]: channel attention [26] and spatial attention both of which strengthen
the original features by aggregating the same feature from all the positions with differ-
ent aggregation strategies. Based on these observations, some studies, including GCNet
[27] and CBAM [28] integrated both spatial attention and channel attention into one
module and achieving significant improvement. ECA-Net [29] simplifies the process of
computing channel weights in SE block by using a 1-D convolution. SA-Net [30] fuses
different attention modules in a lighter and more efficient way.
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3 Method

The process of video anomaly detection can be divided into two steps: training phase
and testing phase. The main idea of our proposed method is that: in the training phase,
the model is only trained with normal video frames. We use DAMAE model to learn
normal pattern of these video frames. In the testing phase, when abnormal frames are
inputted, DAMAE is expected to put low regular scores on them. If a score is lower than
the threshold, we judge the video frame is abnormal.

Training phase
Backpropagation

Testing phase

Training frames DAMAE Reconstructed frame

Loss

Function

Testing frames
DAMAE

Reconstructed frame

convergent

Score

Function

Normal

Abnormal

Truth frame

Fig. 1. The process of method.
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DAMAE-VAD based on dual attention mechanisms auto-encoder is proposed. An
overview of our method is illustrated in Fig. 1.

For the purpose of enhancing learnt expression and suppressing possible noise, chan-
nels are divided into specific groups to realize channel attention and spatial attention
mechanisms, respectively. After that, we aggregate all sub-futures. A channel shuffle
operation is used to enable information communication between different sub-futures
during aggregating. In this way, we can capture the pixel-level pairwise relationship and
channel dependency. We propose a video anomaly detection algorithm DAMAE-VAD
based on dual attention mechanism auto-encoder, as shown in Algorithm 1.

3.1 Dual Attention Mechanisms Based Auto-Encoder

DAMAEcontains threemain parts, encoder, decoder anddual attentionmechanismsunit.
The functions of these three components are as follows: 1) The encoder extracts features
by gradually reducing the spatial resolution. 2) The decoder is used to reconstructs the
frame by increasing the spatial resolution. 3) Attention mechanisms unit is employed to
strengthen the capture of spatial relationship and channel dependency.

Fea_4

Reconstructed
Fea_3

G

Channel Attention

Spatial Attention

A

G

Channel Attention

Spatial Attention

A

Fea_3

Fea_2
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128×128×128

256×64×64

512×32×32 512×32×32

256×64×64
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512×64×64
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3×256×256
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Fea_2
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Fea_3

128×256×256

Fea_3'

Fea_2'

Fea_1'

G

Channel Attention

Spatial Attention

A

Max-pooling

Upsampling

(Conv 3×3 +ReLU)×2

3×(Conv 3×3)+2×ReLU+Tanh

divide into groups

aggregate channelA

G

dual attention mechanisms unit

Fig. 2. The structure of DAMAE

Traditional auto-encoder confronts with the gradient vanishing problem and infor-
mation imbalance in each layer. To avoid this issue, U-Net is proposed by adding a
shortcut between a high level layer and a low level layer with the same resolution. Dif-
ferent from U-Net, each layer of the encoder and decoder in DAMAE is added a skip
connection which is conducted with spatial and channel attention. Thus, DAMAE can
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extract channel correlation and spatial correlation from sub-features.We divide the chan-
nel into specific groups. Within each group the channels are divided into two sections.
Channel attention operation is conducted in one section and spatial attention operation is
conducted in the other. In the end, all the channels are aggregated with shuffle operation
to fuse cross-group information along channel dimensions. The structure of DAMAE is
shown in Fig. 2.

A layer of encoder extracts a feature map X ∈ R
C×H×W , where C, H, W represents

the channel number, spatial height and width. In our dual attention mechanisms unit, we
split X into G groups following channel dimension,X = [X1, . . .XG],Xk ∈ R

C/G×H×W.
The group feature captures a specific semantic response in the training process. The
group feature is split into two branches along the channels dimension, i.e. Xk1 ,Xk2 ∈
R
C/2G×H×W.
We generate the corresponding importance coefficient for each sub-feature through

an attention unit. Then one branch Xk1 is used to perform channel attention operation
in order to exploiting the inter-relationship of channels. The other branch Xk2 is used
to perform spatial attention in order to exploiting the inter-relationship of features. The
dual attention mechanisms unit is showed in Fig. 3.

Fig. 3. Dual attention mechanisms unit of channel attention and spatial attention.

3.2 Channel Attention and Spatial Attention

Channel attention captures correlations between different channels. Each feature channel
is given different weight coefficients according to its importance. Channel attention can
reinforce the important features and suppress the less important ones. An option to fully
capture channel-wise dependencies is utilizing the SE block proposed in [31]. However,
to get a lightweight and suppress possible noise, we firstly embed the global information
by simply using global averaging pooling (GAP) to generate channel-wise statistics as
s ∈ R

C/2G×1×1.

S = Fgp(Xk1) = 1

H × W

∑H

i=1

∑W

j=1
Xk1(i,j) (1)
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Then, corresponding importance coefficient is created to be learnable. We employ
a simple gating mechanism with sigmoid activation to obtain the output of channel
attention.

X ′
k1 = σ(Fc(s)) · Xk1 = σ(W1s + b1) · Xk1 (2)

The shape ofW1,W2,b1,b2 are RC/2G×1×1. Spatial attention captures spatial depen-
dencies between any two positions in a feature map. The spatial information in the
original picture is transformed into another space through the spatial conversion mod-
ule. Weights are generated for each position to enhance specific target areas of interest
while weakening irrelevant background areas. We use Group Norm (GN) over Xk2 to
obtain spatial-wise statistics. The final output of spatial attention is obtained by

X ′
k2 = σ(W2 · GN (Xk2) + b2) · Xk2 (3)

After that, all the sub-features are aggregated. Finally, similar to ShuffleNetv2 [31],
we adopt a “channel shuffle” operator to enable cross-group information flow along the
channel dimension. The final output of our model is the same size of X , making model
easy to be integrated with modern architectures.

3.3 Anomaly Detection

Let I denotes the actual frame, Î denotes the reconstructed frame. To train our model,
we use intensity loss Lint and structural similarity loss Lssim balanced by λt and λs as
follows:

L = λtLint + λsLssim (4)

Given the loss function, our model can be able to reconstruct the frame Î as similar
as the actual frame I . We use smooth l1 loss which is shown in Eq. (5) to compare
pixel-wise intensity loss Lint .

Lint = fL1(Î − I) (5)

fL1(x) =
{ 1

2x
2, |x| < 1

|x| − 1
2 , otherwise

(6)

The value of x is the difference between predicted and ground truth values.
SSIM is structural similarity between the two frames. Lssim is calculated by the

brightness, contrast and structure of the reconstructed frame as follows:

Lssim(I , Î) = (2μIμÎ + C1)(σI ,Î + C2)

(μ2
I + μ2

Î
+ C1)(σ

2
I + σ 2

Î
+ C2)

(7)

Among SSIM function, μI is the mean value of the actual frame I , μÎ is the mean

value of the reconstructed frame Î , σI ,Î is the covariance between the actual frame I and

the reconstructed frame Î , σ 2
I is the variance of the actual frame I , σ 2

Î
is the variance
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of the reconstructed frame Î , C1, C2 are two constants which are used to avoid the
occurrence of zero denominator.

The regular score of reconstruction is used to determine the anomaly, as shown in
Eq. (8)

Score(t) = S(t) − Smin(t)

Smax(t)
(8)

A lot of related works have shown that PSNR can increase the gap between normal
and abnormal events compared with MSE under the same circumstances. We use PSNR
to evaluate the quality of reconstructed frames and PSNR score is defined as:

S(t) = PSNR = 10log10
I2max
MSE

(9)

Obviously, the higher value of the regularity score signifies the lower level of the
anomaly. If the regular score of the reconstructed frame at time t is lower than the
threshold, the abnormal event is believed to occur at that time.

4 Experiment

4.1 Experiment Settings

Datasets. Our proposedmethod is evaluated on twomain benchmark datasets, including
UCSD Ped2, CUHK Avenue. 1) The UCSD Pedestrian 2 (Ped2) dataset contains 16
training videos and 12 testing videos with 12 abnormal events. The event is normal
in training frames. All of abnormal cases are in testing frames about vehicles such as
bicycles and cars. The frame resolution is 360 × 640 pixels. 2) CUHK Avenue dataset
contains 16 training videos and 21 testing ones with a total of 47 abnormal events,
including throwing objects, loitering and running.

Evaluation Metrics. We evaluate our methods using the area under the ROC curve
(AUC). The ROC curve is obtained by varying the threshold for the anomaly score. A
higher AUC value represents better anomaly detection performance.

Implementation Details. In our experiments, all video frames are resized to 256× 256
and pixel values are normalized to [−1,1]. In the training phase, the Adam is adopted
as optimizer and learning rate is set as 0.0002. The λt and λs are set as 0.84 and 0.16.
The number of batch size is 4. Training epochs are set as 400 on Ped2 and avenue by
default. We implemented DAMAE in pytorch and experiments are conducted with four
Nvidia 3080 GPUs.

4.2 Experimental Results

We compare our model with other models for anomaly detection on UCSD Ped2 and
CUHK Avenue in Table 1.
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Table 1. Comparison of AUC and EER performance with other models.

Method UCSD Ped2 CUHK Avenue

AUC(%) EER(%) AUC(%) EER(%)

MPPCA29 [32] 69.3 30.0 – –

SF30 [33] 55.6 42.0 – –

SF + MPPCA [34] 61.3 36.0 – –

ConvAE [12] 90.0 21.7 70.2 25.1

STAE32 [35] 91.2 16.7 80.9 24.4

GMMAE [36] 92.2 12.6 83.4 22.7

MemAE [37] 94.1 – 83.3 –

TSC [38] 92.2 – 83 –

Ours 94.9 12.6 84.9 21.7

Four consecutive video frames are inputted in our model. The model outputs fifth
reconstructed frame. As shown in Fig. 4, we calculate the loss between the reconstructed
frame and the real frame to draw the normal score graph of UCSD ped2 datasets. The
position of normal and abnormal frames can be seen directly. In Fig. 4, the number of
video frame is represented by the abscissa and the corresponding law score of each frame
represented by the ordinate.

Fig. 4. Regularity score of each frame in one video sequence.

The graph illustrates that the smaller the score, the higher the probability of abnormal
frame. Also, the red area in that graph represents the real label (Ground-truth) when the
exception occurs in the dataset.

4.3 Ablation Experiment

In order to analyze the performance of the anomaly detection after channels were divided
into groups, we compare DAMAE with the model which is without channel groups. For
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purpose of analyzing the performance of channel attention, we compare the DAMAE
with the model which is without channel attention. Through comparing the area under
the ROC curve of three (see Fig. 5), it can be seen that DAMAE has a better performance.

Fig. 5. DAMAE compares with two models without channel groups and channel attention.

We evaluate the effect of the number of groups on the model. The Table 2 shows
that the number of groups has different effects on the performance of the model. When
the number of groups equals two, the model has the best performance on UCSD Ped2.
Meanwhile, the number of groups can’t be set too large. When the number of groups
equals sixteen, the performance of the model deteriorates dramatically.

Table 2. AUC and EER performance with different number of groups.

Number of
groups

UCSD Ped2 AU
C(%)

UCSD Ped2
EER (%)

1 94.4 13.2

2 94.9 12.6

4 94.7 13.1

8 94.8 12.2

16 94.3 13.4

5 Conclusion

In this paper, we propose dual attention mechanisms based auto-encoder to detect the
anomaly events in videos. Channel is divided into specific groups. For the purpose of
capturing thepixel-level pairwise relationship and channel dependency, channel attention
and spatial attention are performed respectively in each group. In this way, our model
enhances its learnt expression and suppresses possible noise. Intensity loss and structural
similarity loss are employed to enable the model to reconstruct high-quality normal
frames. If frames get a lower regularity score than threshold, these frames are treated as
the anomalous frames. Extensive experimental on two benchmark datasets demonstrate
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our proposedmethod performswell. However, the fusion of channel attention and spatial
attention is naive and needs to be improved in DAMAE. It is still a challenge to train a
scene-adaptive attention model to resolve video anomaly detection.

Funding Statement. This work was supported by the National Science Foundation of China
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Abstract. In this article, we explore the integration of multimodal data into
monocular depth estimation. Monocular depth estimation is performed by fus-
ing RGB data with sparse radar data. Since the existing fusion method does not
take into account the correlation between the two types of data in the channel and
in space, it lacks the representation of the global information relationship on the
channel and in space. Therefore, we propose a feature fusion module (DAF) based
on the dual attention mechanism. The dual attention fusion module improves the
global information representation capability of themodel bymodeling the dynamic
and non-linear relationship of the two kinds of data in the channel and space, adap-
tively recalibrates the response to each feature, and maximizes the use of radar
data. At the same time, DAF can reduce noise interference in radar data by weight-
ing features, avoiding the loss of secondary details caused by filtering operations,
and alleviating the problem of excessive noise in radar data. Finally, due to the
influence of the complex weather environment and the model itself, it is difficult
for the model to obtain an effective feature representation in the complex weather
environment. Therefore, we introduced a batch loss function to enable the model
to focus on feature extraction in a complex environment, so as to obtain a more
accurate representation of feature information. It reduces model errors and speeds
up the convergence of the model. The experiment was conducted on the recently
released nuScenes dataset, which provides data records of the entire sensor suite
of autonomous vehicles. Experiments prove that our method is superior to other
fusion methods.

Keywords: Monocular depth estimation · Radar · Attention · nuScenes

1 Introduction

Depth estimation is a fundamental problem in the field of computer vision, and it has a
wide range of applications in the fields of robotics, augmented reality, three-dimensional
reconstruction, real-time positioning and map construction, and autonomous driving.
Before the advent of deep learning, traditional depth sensors were usually used to obtain
depth, including physical equipment such as lidar, structured light-based sensors, and
stereo cameras. However, changes in the environment will cause great errors in the depth
results of the above-mentioned similar depth sensors. At the same time, due to the high
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cost of the depth sensor, it cannot be applied to various fields on a large scale, which
makes the development and research of this field very difficult.

In recent years, with the continuous development of deep learning, convolutional
neural networks have been proven effective in image feature extraction. Therefore, con-
volutional neural networks have been widely used in various fields of computer vision.
Researchers have begun a large number of attempts to use convolutional networks to
deal with the problem of depth prediction, mainly in the field of monocular depth estima-
tion, and have made more prominent progress. Monocular depth estimation predicts the
depth by using an RGB picture or a picture from only one viewing angle, and estimates
the distance of each pixel relative to the shooting source. It has lower cost, more flex-
ible applications, and most of the image data in real life is single-view data. However,
compared with binocular and multi-eye depth estimation, it lacks the limitation of depth
information, so that the prediction results cannot meet the requirements of accuracy
and reliability in real applications. Therefore, how to constrain the output of monocular
depth in deep learning becomes a challenge.

To solve this problem, researchers first use task transformation to estimate depth, and
predict depth by converting monocular depth estimation tasks into other visual tasks.
For example, through view synthesis to predict a picture of another viewing angle, the
monocular depth estimate is converted into a binocular depth, and the depth is obtained
by calculating the disparity of the two views. Secondly, depth prediction is carried out
through multi-task combination, and the depth prediction task is combined with other
tasks. It uses the results of other tasks or its intermediate features to constrain the output
of depth prediction and improve accuracy. For example, depth prediction and semantic
segmentation are performed on an RGB picture at the same time. The result of depth
prediction improves the accuracy of semantic segmentation, and the result of semantic
segmentation supplements the edge information missing in depth prediction. The two
cooperate and promote each other. In addition to task transformation and multi-task
combination, researchers also use multi-modal data to limit the depth output. Some
methods use sensors to obtain information about the current environment and use it as
input information to predict depth. The most commonly used is lidar, which can provide
more 3D information about the current environment, but it is very sensitive to weather
conditions. And the cost is very expensive. In contrast, radars that have the advantages
of low cost and better adaptability are more suitable for popularization in the real world.
In fact, radar has already been widely used on various mechanical equipment, which
provides a prerequisite for our work of fusing radar data for depth prediction.

This article aims to study how to fuse radar data in the task of depth estimation.
We propose a dual attention fusion module to improve the model’s global informa-
tion representation ability, recalibrate the response to each feature, and fully extract
the channel correlation and spatial correlation of the two types of data. The batch loss
function is introduced to improve the feature extraction ability of the model in a com-
plex weather environment, and obtain more accurate feature information representation,
thereby improving the accuracy of the model and speeding up the convergence of the
model. It further proves the effectiveness of integrating radar data into monocular depth
estimation to ensure the accuracy and reliability of monocular depth estimation.
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Fig. 1. Overall structure. The dual attention fusion module proposed by DAF for us will be
introduced in detail in Sect. 3.

2 Related Work

In recent years, with the rapid development of neural networks, convolutional neural
networks have been proven to have strong image comprehension capabilities and have
been widely used in subsequent work. Eigen et al. [1] designed a multi-stage multi-scale
prediction network based on CNN. The network is divided into two stages. The first
stage uses a global view of the scene to predict the overall depth map structure, and
the second stage, it edits the rough predictions produced in the first stage to align with
local details. On the basis of this work, they expanded the network into a three-scale
network to improve the resolution of the output, and it can be applied to three differ-
ent computer vision problems: depth estimation, surface normal vector estimation, and
semantic segmentation [2]. Laina et al. [3] proposed a fully connected residual network
that uses small convolutions instead of large convolutions to achieve upsampling, solves
the checkerboard effect, and uses reverse Huber as the loss function to achieve better
results. Fu et al. [4] transformed the depth prediction into an ordinal regression problem
by discretizing the depth, which accelerated the network convergence speed.

Considering the high cost of acquiring tags required for training, Zheng et al. [5] pro-
posed T2Net, which includes an image translation network that can synthesize pictures
for prediction, reducing the data requirements. Ji et al. [6] designed a depth estima-
tion network based on a generative adversarial network, and generated more annotated
images through a small number of annotated depth images. Godard et al. [7] pioneered
the use of disparity to predict depth, predicting another view through one view, and
finally converting the disparity between the two into a depth map. In the video depth
estimation, Zhou et al. [8] predict the camera pose based on the changes in the front
and back frames of the video, so as to obtain views from multiple perspectives, and
obtain the parallax by stereo matching. Jiao et al. [9] combined attention-driven loss,
focused the network’s attention, and proposed a semantic segmentation and depth esti-
mation collaborative unit to improve prediction accuracy. On this basis, in order to avoid
bleeding artifacts, Zhu et al. [10] designed a three-dimensional mask. Srinivasan et al.
[11] pioneered the use of the camera’s aperture as supervision information, introduced
two microaperture rendering functions, and used the input image and predicted depth to
simulate the depth of field effect caused by the real camera aperture to train the depth
estimation network.

In terms of multi-modal data, Mal et al. [12] first used Lidar data fusion, fusing
the two along the channel. Ma et al. [13] proposed an early fusion method in shallow
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Fig. 2. Channel attention calculation module (CAM).

convolutional blocks. Jaritz et al. [14] adopted a late fusion method and combined the
features of different modes to perform multi-task learning to improve overall perfor-
mance. Lin et al. [15] first introduced radar data to dense depth prediction, which proved
the effectiveness of radar data in depth prediction. On this basis, Lo et al. [16] took the
radar data as input to improve the accuracy of the model, and used the ordinal regression
network as the model to turn the depth prediction into an ordinal regression problem.

Attention mechanism is an important concept in deep learning. It was first applied
to the field of machine translation by Bahdanau [17] and achieved good results. Since
then, the attention mechanism has been widely used in fields such as natural language
processing and computer vision. Xu et al. [18] proposed a structured attention model,
which combined it with a conditional random field, weighted fusion of the multi-scale
information of the convolutional network, and fully extracted the scale information that
contributed more to the result. Li et al. [19] proposed a classification network based on
deep attention, which uses channel attention and adds higher weights to more important
channels. Since then, the self-attention mechanism [20–23] has become more popular
in the fields of natural language processing and computer vision.

3 Method

This part will introduce in detail the method of monocular depth estimation based on the
attention radar fusion. The overall network structure is shown in Fig. 1. In our method,
ResNet26 andResNet101 [31] perform feature extraction on radar data andRGB images,
respectively. The dual attention fusionmodule is used for feature fusion. The deep ordinal
regression network is used as the skeleton of deep prediction, and the fused feature map
is used as the prediction input. The loss function is composed of ordinal regression loss
and batch loss.

3.1 Radar Data

Compared with lidar, radar relies on transmitting and receiving radio waves to obtain
data, the transmitted signal is more susceptible to interference, the transmission range is
short and the resolution is low. Therefore, if you want to apply radar data to dense depth
estimation, there are the following limitations:
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Fig. 3. Spatial attention calculation module (SAM).

1. Sparseness: On the projected image plane, the radar data points are extremely rare,
much lower than the lidar data, and it is difficult to provide help for dense estimation.

2. Limited vertical field of view: Due to the limitation of the sensor, the vertical range
of the radar measurement is only between a certain height range, which will lead
to the lack of guidance from the radar data in the data blank area, and the wrong
estimation of the depth.

3. Noise: Because the radar’s radio wave signal is easily interfered by external signals,
there will be a lot of noise in the radar data.

In order to solve these problems, we introduced a radar data preprocessing strategy
[16]. It merges multiple frames of radar into the same image plane, alleviating the
sparseness of radar data, and improving the range of the vertical field of view by fusing
radar data of different heights. However, due to the fusion of multiple radar data into a
single radar data, this also causes a single radar data to have more noise. When solving
the problem of noise, if it is simply filtered, it will cause some minor details to be
mistakenly regarded as noise and be filtered out. Therefore, we propose a dual attention
fusion module, which reduces the model’s response to noise, increases the weight of
important features, and ensures that secondary details are not lost.

3.2 Deep Ordinal Regression Network

DeepOrdinalRegressionNetwork forMonocularDepthEstimation [4],DORNfor short,
is a monocular depth estimation model based on encoder-decoder, using ResNet101 as
the feature extractor of the network. It proposes a prediction method of ordinal regres-
sion, using spacing-increasing discretization (SID) to discretize the depth, transform
the original depth prediction problem into an ordered regression problem, and train it
through ordinal regression loss. In order to obtainmore scale feature information, DORN
uses Atrous Spatial Pyramid Pooling (ASPP) to extract multi-scale information of dif-
ferent receptive fields, removes down-sampling, and expands convolution to improve
resolution and obtain more detailed information.

3.3 Attention Mechanism

The attention mechanism is a deep learning method that has been widely used in recent
years. It can make the model have the ability to focus on its input or a subset of features,
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Fig. 4. Dual attention fusionmodule (DAF),CAMandSAMrespectively indicate that the features
are calculated for channel attention and spatial attention.

and quickly focus on the input subset that has a greater impact on the result. It can reduce
the influence of other interference points on the results, speed up the convergence of the
model, and improve the accuracy of the model. The attention mechanism is mainly
divided into channel attention and spatial attention. First, given input feature map is
F ∈ RC∗H∗W and output feature map is F

′ ∈ RC∗H∗W . Next, we introduce channel
attention and spatial attention respectively.

Channel Attention
Channel attention was first proposed in SENet [29], which extracted a weight map
by analyzing the different importance of each channel. Different weights determine
the degree of attention the model pays to each channel. It considers each channel of
the feature as a feature detector [30], and we need to pay attention to which feature
detector is meaningful for our task through channel attention. As shown in Fig. 2, When
channel attention is performed on feature, we first compress the input feature into a one-
dimensional vector with the number of channels, then calculate the channel attention
through nonlinear transformation, and finally multiply it with the input feature to get the
final feature. Assume that MC is the channel attention module, F ′ can be defined as:

MC(F) = σ(MLP(MaxPool(F)) + MLP(AvgPool(F)))

F ′ = MC(F) ⊗ F
(1)

where σ denotes sigmoid function, MLP is a multi-layer perceptron with a hidden layer,
and ⊗ denotes element-wise multiplication.

Spatial Attention. When a person looks at a picture, the first thing people see is not
the whole picture, but a part of the picture, and this part is the key part or focus part of
the image. Because the importance of each spatial location information in the image is
different. Based on this principle, spatial attention is proposed, which can help the model
focus on more important spatial regions and capture features that are more critical to the
task. Different from channel attention, spatial attention generates a spatial attention map
by using the spatial internal relationship of features, which determines that the model
should focus on the important features of the feature map. As shown in Fig. 3, when
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performing spatial attention on feature, assumingMS is the spatial attention module, F ′
can be defined as:

MS(F) = σ
(
f 7×7

([
Max(F);Avg(F)

]))

F ′ = MS(F) ⊗ F
(2)

where σ denotes sigmoid function, and⊗ denotes element-wise multiplication.Max and
Avg respectively represent the maximum value and average value calculated according
to the channel, and f (7×7) represents a convolution operation with a convolution kernel
size of 7 × 7.

It is worth mentioning that due to the loss of location information and detailed infor-
mation due to downsampling, when we compress the model, we use average pooling and
maximum pooling to obtain the final attention matrix, which is used to capture different
features to compensate for the loss of location information and detailed information [28].

3.4 Dual Attention Fusion Module

When realizing the fusion of radar and RGB feature maps, because there are many noise
points in the radar map itself, although some noise points can be removed by filtering
operations, there are still residues and some secondary details may be filtered out. When
performing feature fusion, if all points are not filtered and all points maintain the same
weight, the presence of noise will seriously affect the accuracy of prediction. At the
same time, without considering the influence of noise, after assigning different weights
to each spatial region and each channel of the two feature maps, the results of depth
prediction are different. Because the two kinds of data have a certain correlation in
channel and space, the fusion of space and channel with different response degrees will
produce different fusion characteristics and produce different depth prediction results.
To improve the accuracy of prediction, it is necessary to fully consider the relevance of
the two types of data in the channel dimension and the spatial dimension to generate a
high-quality fusion feature map. Therefore, we propose a dual attention fusion module
(DAF), which suppresses the influence of noise, finds the best combination of channel
and space fusion between the two, and maximizes the promotion of fusion of radar data.

The dual attention fusionmodulemainly includes spatial attention fusion and channel
attention fusion.As shown in Fig. 4, it connects the channel attention and spatial attention
sequence together, and encodes the correlation between the two data in the channel and
space to the output feature. Adaptively adjust the response to each feature to avoid the
loss of detailed information and the error of noise. The module first connects the radar
feature map and the RGB feature map in the channel dimension, and then uses the
channel attention and spatial attention to adjust the feature weights to obtain the final
fusion feature map. given RGB feature map is Frgb ∈ Rc1∗H∗W and Radar feature map
is Fradar ∈ Rc2∗H∗W , We can formulate DAF as follows:

Ffusion = Concat
(
Frgb,Fradar

)

Y ′ = MC
(
Ffusion

) ⊗ Ffusion

Y ′′ = MS
(
Y ′) ⊗ Y ′

(3)
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whereMC andMS represent channel attention and spatial attention respectively, Concat
operation represents channel merging, and ⊗ denotes element-wise multiplication. Y ′′
is the final output fusion feature map.

3.5 Loss Function

The overall loss function consists of two parts:

Lall = Lord + Lbatch (4)

where Lord is ordinal regression loss [4]. and Lbatch is defined as:

Lbatch = 1
n

∑n
i=1 wi ∗

(∣∣yi − yi
∧∣∣) + 1

n

∑n
i=1

∣∣yi − yi
∧∣∣

wi = e

∣∣
∣∣yi−yi

∧∣∣
∣∣

∑n
i=1 e

∣
∣∣
∣∣
y
i−yi

∧

∣
∣∣
∣∣

(5)

where n is the number of all pixels with the depth value of depth image and wi is
the modulating factor obtained by the result of each sample’s the deviation in a batch.
This loss is called Batch Loss [24], and it is mainly to make the model quickly focus
on complex samples, improve the feature extraction ability of the model under complex
weather conditions, and obtainmore accurate feature information representation, thereby
improving the accuracy of the model and speeding up the convergence of the model.

3.6 Implementation Details

This article uses the deep learning framework PyTorch [25] to implement the algorithm,
using 4NvidiaGTX1080Ti training. The epoch and batch sizes are 40 and 3, respectively,
the initial learning rate is 0.0001, and a polynomial decay strategy with a power of 0.8
is adopted, and the minimum is 0.00001. With the SGD optimizer, the momentum and
weight decay are 0.85 and 0.0005, respectively. The depth of ordered regression is set
between 1 m-80 m. For other settings such as RGB image enhancement and image
trimming, please refer to [16].

4 Experiment

In this section, we will evaluate the method we proposed, explore the structure and
using time of the method, and compare the final model with the baseline to prove the
effectiveness of our method. [16] as the baseline for experimental comparison.

4.1 Dataset

We use the recently released nuScenes [27] dataset as the model dataset. nuScenes is a
large public data set for autonomous driving developed by theMotional team. It contains
data records of the entire sensor suite of autonomous vehicles, including RGBmaps and
lidar data. As well as radar data, the shooting scenes are Boston and Singapore. The
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Fig. 5. Comparison result graph of different dual attention model.

data set collects 1000 driving scenes, each scene is 20 s, each scene has 40 key frames,
and they are all manually annotated. Among them, 850 scenes are officially divided into
training sets, and the remaining 150 scenes are test sets. We divided 850 scenes into 765
training scenes and 85 verification scenes according to the [16] segmentation method,
and got 30731 training and 3418 verification pairs, and divide the verification scene into
three categories: day, night, and rain.

4.2 Evaluation Metrics

In our experiments, we use the most commonly used metrics in depth estimation [15,
16, 26] to measure the effect of the model.

1. Root Mean Square Error (RMSE):

√√√
√

1

|N |
∑

pi∈N
|ygt(pi) − y(pi)|2

2. Mean Absolute Relative Error (AbsRel):

1

|N |
∑

pi∈N

∣∣ygt(pi) − y(pi)
∣∣/ygt(pi)

3. δ1 threshold:

δ1 = |{ygt(pi) : max

(
ygt(pi)

y(pi)
,
y(pi)

ygt(pi)

)
< 1.25}|/|N |

where y and ygt represent the prediction result and ground truth, N represents the collec-
tion of pixels on the ground truth, pi represents the pixel, pi ∈ N , and y(pi) represents
the depth value corresponding to the pixel pi.
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4.3 Comparison of Different Dual Attention Model

In order to find the best dual attention fusion model to achieve high-quality fusion of
radar data and RGB data, we explored the connection structure of channel attention and
spatial attention. The first is to use the two in parallel, perform channel attention and
spatial attention on the input features, and then add the output of the two as the final
feature map. The second is to use in series, first use the input feature map for channel
attention, and then use the result of the channel attention as the input of spatial attention,
and then get the final feature map. In Table 1, the use of dual attention in series is
significantly better than parallel, which can more fully extract important features, make
the fusion of features more refined, and improve the expressiveness of the model.

At the same time, in order to prove the effectiveness of batch loss, we conducted
comparative experiments on a more effective series connection model. As can be seen
in Fig. 5, the use of batch loss series connection model can achieve better results. It
can improve the expression ability of the model in complex scenes, obtain finer feature
details, and have high performance benefits.

Table 1. Comparison of different dual attention model.

Connection method δ1↑ RMSE↓ AbsRel↓
Parallel connection 0.877 5.525 0.110

Series connection 0.882 5.293 0.110

Series connection with
batch loss

0.891 5.083 0.104

4.4 Comparison of Different Attention Timing

In order to find a better time to use the dual attention fusionmodule, we did a comparative
experiment on the use time of DAF. First, after using DAF on the radar feature map and
the RGB feature map, the output results of the two are connected as fusion features. This
method is called early attention. Secondly, after connecting the radar feature map and
the RGB feature map, and then use DAF to output the fusion feature, it is called late
attention. As shown in Fig. 6, compared with late attention, early attention has larger
errors at different depths. Although early attention can fully extract the features in the
radar feature map and the RGB feature map, it ignores the correlation between the two
types of data, resulting in the extracted radar feature cannot be used as a supplement to
the RGB feature. Instead, the radar data became noise, which seriously interfered with
the prediction results. From the data given in Table 2, we can also see that late attention is
far better than early attention. Late attention can fully consider the correlation between
the two types of data, positively encode fusion features, generate high-quality fusion
features, and improve the utilization of radar data.
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Fig. 6. Comparison result graph of different attention timing.

Table 2. Comparison of different attention timing.

Timing δ1↑ RMSE↓ AbsRel↓
Early attention 0.865 5.569 0.122

Late attention 0.889 5.150 0.106

4.5 Comparison of Different Weather Condition

In contrast to the baseline,we conducted experiments in three different scenes: day, night,
and rain. From Table 3, we can see that our method is better than the baseline. Due to
the influence of lighting conditions on the RGB map, the RGB map cannot provide
more useful depth information, and the radar data can well compensate for the loss
caused by the RGB map, so the improvement effect is more prominent in the dark night
environment. The DAF module we proposed can better fuse radar data, fully correlate
the two types of data, and maximize the utilization of radar data. At the same time, batch
loss can also make the network better focus on the complex weather phenomenon of
dark night, promote the fusion of radar data, quickly capture some details that are easy
to be overlooked, and improve the accuracy of prediction (Fig. 7).

Table 3. Comparison between different weather conditions.

Method δ1↑ RMSE↓ AbsRel↓
Day Night Rain Day Night Rain Day Night Rain

DORN 0.887 0.764 0.865 5.150 7.122 5.637 0.110 0.169 0.118

Baseline 0.906 0.784 0.891 4.845 6.856 5.268 0.100 0.164 0.106

Ours 0.905 0.794 0.894 4.756 6.614 5.096 0.100 0.157 0.103
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Fig. 7. Comparison results of different weather conditions, Height-extended radar represents the
radar data of extended 5 frames.

5 Conclusion

We propose a dual-attention-based fusion module of radar data and RGB data, which is
applied to monocular depth estimation, and batch loss is introduced. By encoding the
correlation between the two kinds of data, the quality of feature fusion is improved, and
the adaptive response of DAF to the feature is used to suppress the interference of noise.
Through experiments, the optimal combination of dual attention models was selected,
and the influence of different attention timings on the fusion effect was compared,
which proved that late attention is better than early attention. And through experiments
under different weather conditions, it is proved that our fusion method can obtain more
performance gains and produce better results under complex weather conditions.

Funding Statement This work is supported by the Key Research and Development Program of
Hunan Province (No.2019SK2161) and the Key Research and Development Program of Hunan
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Abstract. With the progress of the times, artificial intelligence (AI) technology
is becoming more and more mature. Being widely used in China, AI plays an
indispensable role in various fields. However, to further intelligent financial risk
management, consistent innovation needs to bemade in financial riskmanagement
system. A fire-new intelligent financial prevention and control system cannot be
built without making the best of AI to strengthen the control and management of
financial risk, which is not only a major topic but an inevitable trend of innovation
in financial risk management. From the perspective of financial risk management,
combined with relevant data research, this paper discusses the application status
and potential risks of AI in financial riskmanagement, puts forward corresponding
countermeasures and suggestions, and finally analyzes the application require-
ments of AI in financial risk in the future, striving to improve China’s financial
risk management system by offering some meaningful reference.

Keywords: Artificial intelligence · Financial risk management · Application
analysis

1 Introduction

In 2017, the State Council issued the “Development Planning for a New Generation
of Artificial Intelligence”, proposing that by 2025, the core industrial scale of AI will
exceed 400 billion yuan,whichwill drive the related industrial scale to exceedfive trillion
yuan and further expand the scope of AI application nationwide to promote leapfrog
innovation and development of various industries [1]. As financial risk management
features data intensive analyses andmodel prediction analyses, it exists a natural adhesion
withAI. Domestic and foreign technology giants have invested considerable resources in
financial sector and delivered a series of results. But these technological achievements,
essentially, have two sides, that is, they have both advantages and disadvantages. The
same is true ofAI technology.When applied tofinancial riskmanagement, it can give play
to its advantages while facing many difficulties. Though current research has presented
analyses on the application status and difficulties of AI in financial sector mainly in
terms of technical risks and privacy protection, there is a lack of research findings on the
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potential risks, difficulties, and solutions forAI application in financial riskmanagement.
Hence, it is better to see essence through phenomena. It is of great significance to explore
AI application in financial risk management against the development background of it
in China.

2 Application Status of AI in Financial Risk Management

2.1 Inevitable Trend of AI Intervention in Financial Risk Prevention and Control
System

In recent years, with the rapid development of storage technology and communication
technology, some data that could have been cleared regularly can be stored permanently.
The information gap caused by information asymmetry proves to be an essential factor
in determining the total amount of information. The application of big data technology in
information gap has become a crucial direction of current research. Complex financial
information integration aiming to manage and control financial risks can be realized
by analyzing massive data with the help of AI deep learning system. The application
of AI will dramatically reduce labor costs and improve the business processing ability
of financial risk management. With the promulgation of a series of policy documents
such as the “Provisions of the Supreme People’s Court on Several Issues Concerning the
Application of Law in the Trial of Private Lending Cases”, small and micro enterprises
in financial sector have been vigorously restricted [2]. Nowadays, AI-aided finance has
become a major trend in the development of the financial risk management.

2.2 Based on Data-Driven Mode

In the early days, under the background of backward scientific research level, scientists
believed that the only way to intelligentizemachine was tomake them think like humans.
Numerous experiments all ended in failure. By then, they had realized that machines can
never think like human brains, and what they really need to do is to solve the problems
that human brains can solve. Thus, scientists explored a new scheme, that is, using data
to drive AI. Under the traditional financial model, the earnings of commercial banks are
mainly from the balance of the interest rate between loan and deposit from individuals
or enterprises. This financial model bears many risks. For example, a lender may fail to
repay the loan on time, which will exert a significant influence on the bank; and some
banks may even go bankrupt directly in serious cases. Since ancient times, banks have
basically carried out risk control and management through risk avoidance. The so-called
risk avoidance is to avoid the risk of overdue repayment asmuch as possible by restricting
the loans to individuals or some small enterprises lacking adequate repayment capacity.
Successful risk avoidance is naturally down to the analyses of user data through AI.
In other words, risk control and management can be further improved in a data-driven
mode. Overall, the main form of financial risk management in the future should be:
“Internet + Big data + AI + Risk management”.
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2.3 Successful Application Cases of AI in Financial Risk Management

The innovative applications of AI in financial risk management system are emerging
one after another. “Sesame Credit” and “Ant Micro Loan” are successful cases at the
individual and enterprise level respectively. Alibaba Group applied AI technology to
an array of services including AntSure, Huabei, Jiebei, Zhima Credit, cutting down the
fictitious trading rate to one tenth and the document review time from one day to one
second. Moreover, 100% of the user service consists of intelligent customer service and
human assisted consultation, and the accuracy of response by robots has been improved
from 67% to over 80%. Additionally, Jingdong Group has developed Shakespeare’s arti-
ficial intelligence system, which can generate thousands of recommended copywriting
for numerous commodities in one second. Besides, its intelligent evaluation system can
automatically recommend dozens of projects to JD Crowdfunding platform on a daily
basis. Furthermore, JD AI NeuHub has been built to share the AI capabilities extracted
from JD’s massive scenes and data with the pubic in an all-round way. Here is another
example. Abe Al financial assistant, developed by Amazon, can supply functions like
conversational banking business, financial management, financial business support by
integrating into multiple communication programs [3].

3 Potential Risks of AI Application in Financial Risk Management

3.1 Technical Risks

First, the current AI technology is still in the exploration stage, and it is inevitable to
encounter many potential risks resulted from technical problems. For instance, with
the widespread use of AI in banking industry, a number of banks have adopted face
swiping technology towithdrawmoney fromATM.But the accuracy and security of face
recognition still need to be further tested. Second, AI technology has not yet beenmature
enough. In recent years, black swan phenomena have occurred in financial markets from
time to time. The speed of machine in-depth learning is not fast enough to catch up
with the rhythm of financial markets, especially the occurrence of financial risks. In the
meantime, some defects and loopholes in algorithms also lead to a huge gap between
schemes, investment suggestions and actual situations of markets. The two factors above
contribute to investors’ losses. Third, due to the influence of technical reserves, capital
scale, talents and other factors, many small and medium-sized financial enterprises or
organizations in China have neither the will nor the ability to apply AI technology.
Thus, AI application is proceeding very slowly without remarkable results. For example,
instead of positively incorporating financial technology into strategic planning, many
urban commercial banks subjectively have been forced to push forward AI application
and lacked supporting hardware equipment or software architecture. Beyond that, if a
large number of investors employ the same algorithm and calculation model, financial
stability faces challenges in view of the pre-input algorithm program of AI in financial
markets. Additionally, if AI transactions meet algorithm transaction failure or error, they
will not only result in wrong data analyses and decision failures, but also affect relevant
business activities, which impede the smooth completion of financial transactions, bring
huge losses to financial consumers, and seriously affect the stability of thewhole financial
market in severe cases.
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3.2 Information Security Risks

The increasingly fierce market competition forces many consumers financial institutions
to explore and deepen AI application. They have raced to transform from traditional
financial institutions to the direction of digitalization and intelligence. They “deeply
excavate” personal information of financial consumers through technology to up the
marketing success rate and anti-fraud rate. At the same time, they also steal and abuse
consumers’ private information by means of “big data”, “AI”, etc. What’s more, many
even illegally trade and disclose financial consumer’s information, which have seri-
ously damaged consumers’ legitimate rights and interests. First of all, the disclosure
of personal private information may get financial consuming subjects into trouble and
sometimes even lose their jobs. For consumer finance application ofAI, effective policies
and procedures must be worked out to ensure consumers’ information safe, otherwise,
leakage of personal privacy is likely to cause social equity problems. For example, the
abuse of big data and AI analysis can easily bring about information leakage when data
masking is used improperly, giving rise to a variety of derivative problems. Therefore,
fintech companies and other types of consumer financial institutions should make every
effort to avoid any private information disclosure. Secondly, illegal trading and abuses
of personal information turn out to be a “trample” on the rights of financial consumers
and a “destruction” of social relations. The reason why a human can be regarded as
an independent individual is that he/she has perfect independent legal personality and
enjoys independent rights to personal relationships and property relationships protected
by law. As an independent right object, personal information is sure to play an important
part in personal rights and should be protected by legal norms. However, in the era of AI,
with the assistance of “Big data” and “AI”, illegal trading and abuses of personal infor-
mation conducted by many consumers financial institutions keep bothering customers
on cellphones or in test messages normally using “malicious collection” and “violent
collection” as excuses. Such never-ending conduct without the consent of the person
concerned has not only brought great damage to the social life of financial consumers,
but also resulted in ruthless damage to their rights [4].

3.3 Risks at the Regulatory Level

As a “double-edged sword”,AI can provide great development opportunities for financial
industry, but also bring about a significant threat to legal and regulatory work of this
field.With the continuous progress of the industry, some traditional financial institutions
(such as commercial banks) should strictly abide by various regulations and set necessary
management indicators, such as capital adequacy ratio and deposit reserve ratio, etc.
Sometimes these targets may get off track, but financial innovation should never go over
the provisions of the existing laws and regulations and financial institutions should never
carry out “regulatory arbitrage” under“regulatory vacuum” [5]. Firstly, the increasingly
complicated financial supervision objects make it difficult to define responsible subjects.
The subjects of financial supervision generally consisting of natural person, legal person
or other organizations constitute the basis of the current financial legal supervision
system. However, as AI technology develops rapidly, for accounts regarding ownership
as collective subject, it is often found that the subject of crime may be an “intelligent
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agent” rather than a specific legal subject in most cases when tracing criminals according
to the current “see-through” regulatory principle. Under the existing legal supervision
system, China’s legal norms have not directly and clearly stipulated the nature of AI legal
subject, the responsibility identification in financial risk events caused by AI failures,
or the ruling of causal relationship between illegal acts and the harm results relating to
AI application in financial scenarios. All in all, China is facing a legislation shortage
in AI application in financial sector. Secondly, the costs and difficulties of financial
supervision are becoming greater. Both AI and finance features professionalism and
complexity. Thus, the comprehensive application of AI in financial sector will double
the complexity of finance and make it more difficult to implement financial supervision.

3.4 Legal and Regulatory Risks and Institutional Risks

First of all, the in-depth application ofAI in financial sector requires legal basis.However,
whether in the standardization of regulatory laws or in the relevant detailed regulatory
policies and rules, China still stays at the level of Internet finance and has not issued
systematic and standardized laws and regulations. The lack of laws and regulations in
AI application makes the regulatory boundary relatively blurred. Many business models
related toAI can only be formulated by referring to the laws and regulations in traditional
finance and Internet finance. It is hard to identify responsibility for a lack of legal ground
once disputes occur. Secondly, the innovative application and development of AI has
posed new challenges to the financial supervision system. Although China has issued
an array of relevant guidance, it is still necessary to further refine the relevant support
policies among different sectors and improve the “legal gap” and “supervision vacuum”
of finance industry related to AI application. Thirdly, the deepening application of AI in
financial markets has brought about changes in financial operationmode and supervision
mode. How to keep pace with the times and constantly perfect the legal system are also
crucial topics that relevant authorities need to place emphasis on.

4 Countermeasures and Suggestions on the Rational Use of AI
in Financial Risk Management

4.1 Train High-Tech Talents and Improve the Level of Information Technology

As the competition in financial industry in AI era is heating up day by day, the first
problem to be solved in financial risk management is the fierce competition for talented
people. All kinds of financial institutions are competing for composite talents that are
well versed in AI and financial risk management with all their strength. Under the back-
ground of serious imbalance between supply and demand in the talent market, there is
a need to strengthen the comprehensive education of liberal arts and science as well
as the integration of theory and practice. Besides, we should focus on the comprehen-
sive development of “government, customer, university, and research institution”, and
promote the proliferation of compound talents excelling in both financial risk manage-
ment and AI. Since the present AI technology is machine intelligence based on data and
algorithm, it is featured by complexity and uncertainty. At present, AI technology is not
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yet mature, and its technical level is still limited. Instead of becoming the advantages
of AI, machine learning and deep learning have become “program bugs” amplified by
technology which cannot be thoroughly understood with the current technical level and
cognitive ability, let alone fully predict its risks. Therefore, it is necessary to strengthen
the research level of basic disciplines in AI and conduct scientific research from the basic
technical levels of machine learning, deep learning and artificial neural network. First,
enterprises, universities and scientific research institutes should be guided to strengthen
the research on basic topics in AI from the viewpoint of policy. For instance, some AI
innovation demonstration areas planned to be built are eligible to get support like tax
breaks, etc. China should encourage the practical application of AI from practical use
to basic research. Second, based on the demands of AI industry, China should keep
perfecting the basic industry standards related to AI, participate in the compilation of
AI training materials, set up qualification examination for AI industry, and encourage
employees to make breakthroughs and innovations in basic disciplines. Finally, as the
“bridgehead” of basic research on AI, colleges and universities need to play an exem-
plary role in enhancing basic discipline research on AI. They should not only stay in the
“face-saving project” of setting up AI institutes or laboratories in colleges and universi-
ties countrywide but build a multi-level talent system and deepen the research on basic
disciplines of AI, preventing various financial risks from the source by strengthening the
integration of theory and financial practice [6].

4.2 Consolidate Information Data Security of AI

Big data is the technical basis for the deepening of artificial intelligence, while social
credit investigation is the data cornerstone for the development of financial risk manage-
ment. Only the data obtained by financial institutions are really big data, because these
data proves to be large in amount, broad in range and muti-dimensional. The application
of AI technology in consumer financial risk management can improve efficiency. First
of all, the financial industry lacks a unified social credit investigation system. Financial
information sharing has not been available in China. “Muti-platform Loan” is nothing
new and “joint debt risk” has increasingly become a common development pain point
of the industry. Therefore, it is necessary to actively build a unified social credit inves-
tigation system nationwide. All kinds of market subjects engaged in financial business
should be incorporated in the credit investigation system with the help of AI technology,
so as to fully realize data sharing of all financial institutions and further consolidate
the data foundation of AI. Secondly, the “homogenization” of big data, especially the
“homogenization” of data base and data model, is rooted in the limited data sources of
financial sector. It is necessary to further open big data. On the one hand, it requires
all kinds of financial institutions in China to effectively integrate with the credit inves-
tigation system of the people’s Bank of China. On the other hand, to effectively get
big data out of homogenization, there is need to break market data monopoly by lib-
eralizing the application for social credit investigation license. In addition, a national
unified social credit investigation system should be built through AI technology, and a
proactive, operational and post-operational oversight system based on credit should also
be set up. Legislatures should make basic preparations for the promulgation of personal
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bankruptcy law and personal bankruptcy system. Financial institutions should guard
against risks like moral hazard and adverse selection from “vicious debtors”.

4.3 Build a New “See-Through” Intelligent Regulatory System

To strengthen AI financial supervision, instead of following the traditional unilateral
legal governance, China should promote the two-wheel drive of “AI governance+ legal
governance”. Due to the lag, rigidity and blankness of traditional legal governance, it
is necessary to establish and improve the legal norms of AI finance at legislative level,
strengthen the risk prediction and evaluation of AI, and formulate industry standards and
ethical norms, so as to realize the legal governance of AI finance at legal and industry
norm level. Secondly, the self-discipline role of industry associations should be brought
into play in the development of new business forms of scientific and technological
finance. Authorities related should guide influential financial industry associations to
establish and improve a self-discipline mechanism clarifying the rights and obligations
of financial enterprises for AI application in financial risk management. At the same
time, a management system combining government regulation, industry self-discipline
and market constraints, should be built to promptly figure out and make up loopholes,
ensuring the sound and orderly development of financial markets, controllable risks and
full implementation of supervision. Finally, regulatory authorities should increase the
research on AI and other financial technologies, unify the relevant standards for AI
application in the banking industry as early as possible, establish a special regulatory
response group, and enhance network security.

4.4 Build a Relatively Perfect System of Laws and Regulations to Standardize AI
Development

Legislatures should establish and perfect laws and regulations related to AI, refine spe-
cific policies, identify the scope and direction of application of policies and regulations,
and standardize the specific application of AI, so as to provide support for a wide and
rapid promotion of AI in financial markets. Meanwhile, related authorities should keep
pace with the times and constantly improve the legal system of new technology and
business according to the actual development of financial risk management business to
avoid disconnection between technology and law.

5 Application Requirements of AI in Future Financial Risks

5.1 Optimize Intelligent Model Algorithm and Improve the Supervision Ability
of Financial Institutions

For financial institutions, although AI technology has optimized financial supervision
model and risk management, there is still great potential to tap. AI algorithms and
technologies are just what need to be continuously optimized in the future. Only by
establishing a better model closing to the actual market and simulating real transactions
can the risk management ability of financial institutions be further improved. Moreover,
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the “interpretability” of AI technology in financial risk management should be paid
more attention to. That is, we should not only apply AI technology to financial risk
management, but also let users better understand the technical principle and the operation
principle of the model in AI application.

5.2 Strengthen Intelligent Data Analyses and Maintain the Fairness and Order
of Financial Markets

Fairness, efficiency and order are undoubtedly the most important for financial markets.
The powerful data processing, data analysis and data mining functions of AI have sig-
nificantly improved the efficiency of financial markets, weakened the information asym-
metry in the market as well as consolidated the fairness of financial markets. Besides,
the introduction of “intelligent supervision” has improved the security of transactions
in financial markets, cracked down on financial frauds and crimes, and maintained the
stable order of financial markets. To ensure the fairness, efficiency and order of financial
markets, the strengths of AI technology in data analysis in the future should be given full
play, and great data resource asymmetry among different individuals and institutions and
regulatory loopholes caused by unsound intelligent supervision technology and modes
should be avoided.

5.3 Develop Intelligent Forecasting Models to Monitor Systemic Risks
in Financial System

The rapid development and comprehensive application of AI technology will exert an
influence on the structure of the whole financial risk management system, changing
the importance of various institutions in the original system, developing new forms
of financial institutions, and even increasing the unknown systemic risks of the whole
system. Widespread use of AI technology, increasing reliance on AI technology and
convergence trend appears in AI technology, will greatly endanger the whole financial
system once decision failure and technical error happen. Relying solely on the reliability
ofAI technology and strengthening analysis ability is not enough to copewith systematic
risks. An intelligent prediction model should be developed to per-judge the possible
systematic risks brought by AI technology by using AI to predict AI.

6 Conclusion

Being in the initial stage of development, AI has enormous development potential and
application prospect in financial risk management. At this stage, AI application in finan-
cial risk management is just partially replacing the relatively simple labor in financial
management system for it is only a kind of relatively primary “intelligence”. As for the
grasp, prediction and supervision of financial markets, accurate and reliable results have
not yet been achieved through AI technology. The paper preliminarily summarizes the
application status of AI in financial risk management, analyzes the potential risks of AI
application, puts forward corresponding countermeasures and suggestions and explores
its future application requirements and prospect. In a word, in order to truly embrace the
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arrival of “intelligent finance”, great efforts should be made in tapping the potentials of
AI application in financial risk management. Only technological progress can promote
the qualitative leap of application products and really stimulate the vitality of “intelligent
finance”.
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Abstract. This article mainly proposes a forecasting model based on time series.
Exponential smoothing is a kind of time series analysis method. Exponential
smoothing is a model that combines old and new information. Different ratios
of old and new information are given to predict future phenomena. Appropriate
weight parameters will more accurately predict the electricity consumption of
China’s residents, which provides an important basis and reference for promoting
China’s power resource conservation and promoting the development of national
energy. This article briefly describes the basic theoretical knowledge about expo-
nential smoothing method, using exponential smoothing method, select typical
park user electricity consumption data for training and forecasting, to verify the
superiority of exponential smoothingmethod for forecasting data. Finally, accord-
ing to the research results of this article, it can be used as a reference for future
decision-making.

Keywords: Electricity consumption · Exponential smoothing method ·
Predictive analysis · Weight parameter

1 Introduction

1.1 Research Background

Electricity occupies a vital position in the entire economic and ecological fields of China
People’s lives are closely related. In order to study the different regions, different time
domain residents of electricity, we can select different features of the park as a research
object, wherein the total amount of electricity load user parks the top 4 of company A,
company B, company C, company D as a typical representative, carried out the research
on the forecasting method of the park user’s power load.

At present, electricity is still an important energy source in our country. A reasonable
forecast of user power consumption can not only reduce energy waste but also adjust the
power generation load of the power supply plant [1]. Time series analysis can be used
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to make reasonable forecasts of user power consumption. Time series is based on time,
arranging events at each point in time into a set of sequences, and using this sequence to
study and predict future phenomena. Exponential smoothing ES (Exponential Smooth-
ing) is the most commonly used forecasting method. Compared with single exponential
smoothing SES (Single Exponential Smoothing) and double exponential smoothingDES
(Double Exponential Smoothing), triple exponential smoothingTES (Triple Exponential
Smoothing) adapted to analyze the time series of the general problem [2, 3]. At the same
time, TES can be used for sequences that have trends and seasons. Therefore, this article
chooses ES based on the time series method to construct a forecasting model to more
accurately predict the electricity consumption of each park user, which will provide a
more reliable basis for power development.

1.2 Current Status of Time Series Research

Time series TS (Time Series) is a method for predicting the statistical law, law mining
data may be analyzed. Robert G. Brown proposed the exponential smoothing method
in the early 1870s [4]. He found that the time series has certain laws, and the latest
information reflects the future trend to a certain extent. Winter was founded in the
1960s and has the ability to predict trend patterns and seasonal patterns. Current, ES is
a commonly used method in our life and production used to predict, which is closely
related to the accuracy of forecasting and smoothing coefficient, the order to determine
the appropriate coefficient by experience and experiments are crucial. In 2013, Siddharth
Arora proposed the important influence of seasonal load on short-term load forecasting
[14], which can more accurately calculate forecast data.

Forecasting methods are mainly divided into qualitative methods and quantitative
methods. Qualitative methods include expert meeting, analogy forecasting and Delphi
method. They are suitable for long-term forecasting. Generally, when there is less histor-
ical data, they rely on the judgment of experts to make forecasts. They are highly subjec-
tive, so they are effective.Mainly limited by the technical level of some experts, the prac-
ticability and reliabilitywill be relatively low.Quantitativemethodsmainly include linear
regression forecasting method, nonlinear regression forecasting method, trend external
estimationmethod,moving averagemethod, exponential smoothingmethod, adaptivefil-
teringmethod, stationary time series forecastingmethod, etc. They are generally suitable
for medium and short-term forecasting.

1.3 Research Exponential Smoothing

ES has many advantages: First, ES only based on historical data can predict future data
[5]. ES is a time series analysis method based on themoving averagemethod [6], without
discarding the past data, but slowly reducing the weight of the data [7].

ES is commonly used in the short-term prediction, all forecasting techniques, ES is
the use of a more extensive. Compared with the traditional full-period average method
and moving average method, ES is compatible with long-term data and recent data [8],
and allocates a larger proportion to recent data.

ES is a smooth forecasting model. According to the characteristics of the data, the
exponential smoothing method is divided into SES, DES and TES. SES can be used for
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relatively stable data.DEScan also be applied to time serieswith a linear trend.Compared
with the above two exponential smoothing methods, TES increases the seasonal effect
factor.

2 Exponential Smoothing Algorithm

2.1 Exponential Smoothing

Themost basic smooth forecast of time series forecasting is a simple time series. Smooth-
ing prediction is to use average behavior to remove some randomeffects in the time series,
so that TS becomes smooth and smooth.

The calculation formula of simple TS is:

S(T + 1) = (1/N ) ∗
∑

X (I) (1)

wherein, X(I) are the I actual data value of a, S(T + 1) is the predicted value of the next
period, N is the number, T is the predicted time.

Simple smoothing is a forecasting method that uses averages to predict future data.
According to different needs, different types of averages are used.

ES is developed on the basis of the moving average method. First, the smooth value
can be calculated, and then the time seriesmodel is used to predict the future development
trend. This method is more in line with the actual situation, and the calculation method
and logic of the model They are easier to understand, and the prediction results are more
stable. By selecting training data for different times of exponential smoothing, choosing
the trend of forecasting data and the effect of fitting, choosing a better exponential
smoothing method. The basic formula of ES is:

xt
∧ = α(0)(0)t + (1 − α)xt−1

∧

, t = 1, 2 · · · , n (2)

where x_t is the predicted value of exponential smoothing at time t, x_t0 is the actual
value at time t, x_(t − 1) is the predicted value of exponential smoothing at time t–1, a is
the smoothing coefficient, and its value range is [0,1], it is very important to determine
an appropriate smoothing coefficient. For data with relatively large fluctuations, the
smoothing coefficient is generally larger, giving the latest information more weight.
In the actual prediction, we select the appropriate smoothing coefficient through the
accuracy of the prediction. Since SES cannot adapt to all situations, DES and TES are
improved and developed on this basis.

2.2 Exponential Smoothing Model

The exponential smoothing model ESM (Exponential Smoothing Model) is one of the
most commonly used time series forecasting methods in our production and economy.
EMS is commonly used for short- and medium-term forecasting. EMS can reduce the
influence of abnormal data on the prediction results, and is simple, stable and easy to
operate [11].
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When ES forecasts the data of the next period, it must consider the data indicators of
the previous period and the current period at the same time. Higher allocation of scale
factor to recent data, it will be more realistic, more accurate forecasting phenomenon,
fitting better. There are three commonly used classifications of exponential smoothing:
single exponential model, double exponential model and triple exponential model.

Single exponential model. The single exponential has only one parameter, which is
suitable for the prediction of relatively stable time series, and is also called the stationarity
prediction method. The principle is to give a larger weight ratio to the most recent data,
give a smaller weight ratio to the early historical data, and get the predicted value based
on the historical data.

Smoothing formula: with y_t to represent the actual data values, using S_t is repre-
sented predictable events specific value of the current time, which is t smoothed value
at the point S_t is calculated as follows:

S_t = ay_(t − 1) + (1 − a)S_(t − 1)(0 < a ≤ 1, t ≥ 3) (3)

Initialization: exponential smoothing is an initial prediction value S2, two methods
may S2 is initialized, one is S2 = y1, there is a previous select the actual average value.

Forecast formula: the exponential smoothing formula at time T + 1 is:

St = ayt−1 + (1 − a)St−1(0 < a ≤ 1, t ≥ 3) (4)

The exponential smoothing formula at time T + i is:

St+i = ayt+i−1 + (1 − a)St+i−1(0 < a ≤ 1, t ≥ 3) (5)

where i represents the point in time.
Exponential smoothing equation can be expanded, the smoothing formula to replace

St−1, as follows:

St = ayt−1 + (1 − a)
[
ayt−2 + (1 − a)St−2

] = ayt−1 + a(1 − a)yt−2 + (1 − a)2St−2
(6)

Substituting the values in S in turn, until S2, the following formula can be obtained:

St = a
t−2∑

i=1

(1 − a)i−1yt−i + (1 − a)t−2S2(t ≥ 2) (7)

a(1 − a)i has been decreasing, and the proportion of early historical data is getting
smaller and smaller.

Quadratic exponential smoothingmodel. The one-time exponential model is suitable
for a stable time series without a trend, but a smoothing model is not suitable when the
demand sequence has an upward or downward trend.
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Quadratic exponential smoothing is a method designed for a trending demand
sequence to calculate the parameters of an equation with a linear trend. The second
smoothing is to perform another smoothing on the basis of the first smoothing. The
formula is as follows:

{
S2t = αS1t + (1 − α)S2t−1

S2t = αXt−1 + (1 − α)xt−1
∧ = xt

∧ (8)

S2t is the average of the quadratic exponent and α is the smoothing coefficient. The
prediction equation is as follows:

xi+τ =∧

ai + biτ (9)

where τ is the prediction timeout, the theorem of exponential smoothing is:

αt = 2S1t − S2t , bt = α

1 − α
(S1t − S2t ) (10)

Forecasting formula:

xt+τ

∧ = at + btτ =
(
2 + ατ

1 − α

)
S1t −

(
1 + α

1 − α

)
S2t (11)

Quadratic predictions are clearly more accurate for trending data than for first
smoothing cubic exponential model. When the time series value is nonlinear, neither
the first exponential smoothing model nor the second exponential smoothing model is
applicable, then the cubic exponential model is developed, and the third exponential
model is smoothed again on the basis of the second smoothing. Its formula is shown as
follows:

S3t = αS2t + (1 − α)S3t−1 (12)

The prediction formula of cubic smoothing model is shown below:

xt+τ

∧ = at + btτ + ctτ
2 (13)

When the time series is not linear, using cubic smoothing model will get more
accurate prediction data.

2.3 Evaluation Criteria for Model Accuracy

The accuracy of model prediction represents whether the selection of this model is suit-
able for our data scenario. The methods of prediction accuracy include prediction error,
average error, percentage error, average absolute error, average percentage error, error
standard deviation and mean square error. Choosing a suitable exponential smoothing
model can reduce errors and improve the accuracy of prediction.
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The accuracy of the prediction result is closely related to the selected smoothing
coefficient and fitting effect. The more accurate prediction results, the predicted and the
predicted image data and the fit of the actual data and the image on the high. In this
article, the Mean Absolute Error (MAE) is used to evaluate the quality of the prediction
model. MAE is the average of the absolute value of the error between each observation
and the arithmetic mean:

� = (|�1| + |�2| + · · · + |�n|)/n (14)

The above is a set of observation data, � is MAE, �1, �2 · · ·�n is the absolute
error of each measurement. A better smoothing coefficient will reduce M AE, and the
actual value will be closer to the predicted value.

3 Establish an Exponential Smoothing Model

3.1 Three Times Exponential Smoothing Method

TES is smoothed again on the basis of the second exponential smoothing. According to
the cyclical and seasonal characteristics of the data, a correspondingmodel is constructed.
The mathematical model of TES is:

Yt+T = at + btT + atT
2 (15)

at = 3S(1)
t − 3S(2)

t + S(3)
t (16)

bt = α

2(1 − α)2
[(6 − 5α)S(1)

t − 2(5 − 4α)S(2)
t + (4 − 3α)S(3)

t ] (17)

bt = α

2(1 − α)2

[
S(1)
t − 2S(2)

t + S(3)
t

]
(18)

S(1)
t = αyt + (1 − α)S(1)

t−1 (19)

S(2)
t = αS(1)

t + (1 − α)S(2)
t−1 (20)

S(2)
t = αS(1)

t + (1 − α)S(3)
t−1 (21)

In the above formula, Yt+T represents the predicted value of the user’s power con-
sumption at t + T, and T represents the predicted number of periods in the future, at ,
bt , bt represents a smoothing factor, S(1)

t , S(2)
t , S(2)

t indicates the SES, the DES and TES
smoothed values of, α represents a smoothing factor [11–13].
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3.2 Construction of Model

Import data first. This paper studies user power consumption data from January 2019 to
August 2020, and selects user power consumption data from four campuses: Deloitte,
company D, company B, and company C Data processing. The data is divided into a
training set (2019 years) and test set (2020 years), by 2019 trained in good smoothing
coefficient data. The smoothing coefficient can be calculated from0.01 to 0.99 through an
experimental algorithm to get a better smoothing coefficient. Determination of the initial
value. The initial data is the average of the actual data in the last four periods. Calculate
the smoothing value. Calculate the smooth value according to the above formula.

3.3 Forecast Electricity Consumption

According to the forecast model, forecast the electricity consumption of users in the four
parks of company A, company D, company B and company C in 2020, and calculate
the forecasted value and actual value of MAE, and summarize the forecasting effect of
the data and the degree of curve fitting, And make an error comparison between the
pre-epidemic period, the peak period of the epidemic and the recovery period of the
epidemic.

4 Exponential Smoothing Method Applied to Electricity
Consumption Forecasting

The exponential smoothingmethod is applied inmanyfields because of its easy operation
and good stability. Through the experiments in this chapter, the exponential smoothing
method is applied to the prediction of user power consumption. The average error of the
predicted data and the actual data to verify the accuracy and the feasibility model [9,
10].

4.1 Implementation of the Method and Data Selection

The experimental data are selected from the national grid provided by Hunan Electric
Power Company 2019 January to 2020 August Red Star district electricity user data.
Among the top 4 in the total power load of park users, company A, company B, company
C, and company D are the typical representatives to conduct research on the prediction
method of park user power load.

The four campus users of electricity divided into a training set and test set to 2019
in 1 January to 2019 in 12 months for the training set, in order to get the basis to predict
the 2020 user data for electricity. With 20 is. 19 minimum error between the actual
value of the data and the predicted value of the optimal smoothing coefficient, the 2020
annual epidemic preliminary data into data (. 1 dated), the peak of the outbreak of the
data (2 dated, 3 month) and a data recovery epidemic (4 months 5 months 6 months
7 months, eight months, nine months), the error is calculated, the error comparison of
three different periods of error and four different zone, and determining the epidemic
The impact of different types of parks on forecast data. This paper implements two
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exponential smoothing experiments to predict the electricity consumption of users in the
four parks in 2020. In this paper, the parameter comparison method is used to determine
the optimal smoothing coefficient, the optimal parameters are tested to predict the data,
the predicted value is calculated, and the actual data and the predicted data error result
are calculated at the same time.

Judging from the current data on commercial districts, some of the established com-
mercial districts have undergone major changes in their operating methods, and the data
quality is uneven, which is not conducive to verification as a typical representative. The
Red Star commercial district is a large emerging commercial district with good data
quality. It is helpful to establish a stable analysis model and to verify the correctness of
the experiment. Through the analysis of the electricity consumption data of all users in
the Red Star business district, four parks were finally selected as typical parks. Among
them, Deloitte mainly manages large-scale commercial complexes, company D mainly
manages large- scale residential communities, companyB belongs to a large state-owned
property group, and company C is a large telecom operator company. This experiment
is mainly to predict and verify the short-term (1 day, 96 time points, one point every
15 min).

4.2 Data Preprocessing

The initial data is that the four campuses are mixed together, and they are out of order,
and some data are missing. Therefore, certain data needs to be processed to prepare for
the subsequent prediction of residential electricity load.

The initial data has a certain lack and confusion, which will affect the accuracy of
the data to a certain extent. The initial data cannot be directly manipulated with time
series, so certain preprocessing must be performed on the initial data.

The initial data includes user code, user name, date, time and power load. Because
each park selects a fixed user for experimentation, the user code data item is removed.
The date and time of the merger, representing a special fixed point in time. Remove
items irrelevant to the data to improve efficiency and effectiveness.

Data segmentation: The data of different parks will be segmented. The 2019 data will
be used as the training set, and the 2020 data will be used as the test set. The test set is
divided into the pre-epidemic period, the peak period of the epidemic, and the period of
recovery from the epidemic. Missing data: The missing data has a greater impact on the
prediction results, so it must be filled in. The data at the same time point in the previous
day is filled in the missing data. Time format: combine the date and time into a certain
point in time. Each point in time corresponds to an electricity load, and the electricity
load keeps three decimal places.
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4.3 Experimental Design

Experimental Module. The experiment in this paper is to predict the residential elec-
tricity load of four different parks, which is divided into three modules, data input, data
analysis and data output. As shown below (Fig. 1):

Fig. 1. Experiment module diagram.

To save the data form is stored in excel table, file import mode used to read the
data. It was chosen for ESM model, the parameter error comparison method, to choose
the best parameters. Finally, enter the forecast data for the three periods of the pre-
epidemic period, the peak period of the epidemic and the recovery period of the epidemic
respectively, and calculate the MAE of the predicted value and the actual value. The
following figure shows the flow chart (Figs. 2, 3, 4, 5 and 6):

Fig. 2. Flow chart of experiment.

Experimental Function Diagram. The following are four parks on time line graph to
display the electricity load and data entry, 2019 years. 1 dated. 1 Day to 2020 years.
9 dated. 9 days, every 15 min a measurement large amount of data. The overall actual
power consumption of the four parks can be seen from the figure below, as shown in the
figure:
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Fig. 3. Company A mean and standard deviation.

Fig. 4. Company D mean and standard deviation.

Fig. 5. Company B mean and standard deviation.



Research on Commercial Sector Electricity Load Model Based on Exponential 199

Fig. 6. Company C mean and standard deviation.

The above figure shows the rolling average and standard deviation of the actual
electricity load of 4 business district users in 2019. The rolling window is set to 12 days.
It is obvious from the figure that the time series data is not stable and fluctuates greatly.

The following figure shows 2020 years. 1 dated. 1 comparative one day predicted
and actual values of the power consumptions, as follows (Figs. 7, 8 and 9):

Fig. 7. Company A.
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Fig. 8. Company D.

Fig. 9. Company B.

4.4 Forecast of Electricity Load

In the experiment of this article, two models of DES and TES are used to predict the
user’s power load, different parameters are selected according to the data characteristics
of different parks, and then the average absolute error is used to compare the impact
of the epidemic on the prediction results and compare DES And TES two prediction
models.

Experimental Data for Quadratic Exponential Smoothing. Four Star Circle Park
2019 on. 1 January to 2020 in 8 electricity load months as the data of this experiment,
the use of DES on 2020 electricity load in prediction. The following is a table for the
integration of the forecast results. The data is measured every 15 min, and a short-term
forecast of one day is made. The data of 2019 is used to predict the data of the next day
in 2020, and the forecast result is obtained. And show its prediction error. As follows
(Table 1):
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Table 1. Data error table DES of company A.

Company A

Period Mean absolute error Label

Pre epidemic period 65.31 High

Epidemic recovery period 254.86 Low

Epidemic peak 185.41 Low

The above table shows the error between the forecasted data and actual data of
company A 2020 in different periods. It can be seen that the error between the predicted
data and actual data in the early stage of the epidemic is relatively small. At the peak of
the epidemic, due to the national government restricting people’s going out, this has led
to a certain amount of electricity consumption in a series of large shopping malls such
as company A. The degree of reduction, during the recovery period of the epidemic,
its electricity consumption slowly returned to normal. The smoothing parameter in the
experiment is obtained by the parameter comparisonmethod to obtain a more reasonable
value. For the data characteristics ofDeloitte, 0.66 is selected as the smoothing coefficient
of the second exponential smoothing (Tables 2 and 3).

Table 2. Data error table DES of company D.

Company D

Period Mean absolute error Label

Pre epidemic period 110.2 High

Epidemic recovery period 253.9 Low

Epidemic peak 148.56 Low

Table 3. Data error table DES of company B.

Company B

Period Mean absolute error Label

Pre epidemic period 200.53 High

Epidemic recovery period 381.92 Low

Epidemic peak 271.12 Low

The above table is the forecasted and actual electricity consumption data of D Com-
pany Limited Property Company in 2020. In the early stage of the epidemic, the fore-
casting effect was better and the error was low. During the peak of the epidemic, the
electricity consumption of residents decreased to a small extent. Overall, During the epi-
demic, company D did not show any significant changes in its electricity consumption.
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For the characteristics of company D Property Data, the smoothing coefficient of the
second exponential smoothing is 0.51.

The above is the error data between the predicted electricity consumption and actual
electricity consumption of Company B, a state-owned enterprise in 2020. The epidemic
has a small impact on Company B, with a small reduction in electricity consumption.
According to the 2019 data set training, 0.57 is obtained as the smoothing coefficient of
the second exponential smoothing (Table 4).

Table 4. Data error table DES of company C.

Company C

Period Mean absolute error Label

Pre epidemic period 218.5 High

Epidemic recovery period 632.91 Low

Epidemic peak 529.16 Low

During the epidemic, company C’s electricity consumption showed a substantial
increase, and the error was also large. During the epidemic, online class and online office
became our main way of life, which greatly promoted the development of the Internet.
With the general development of 5G, the power consumption of mobile companies has
reached a peak again. For the data training of company C in 2019, 0.34 was obtained as
the smoothing coefficient of the second exponential smoothing.

From the results of the above table, it is found that in the early stage of the epidemic,
the accuracy of the prediction results is relatively high; during the peak of the epidemic,
due to the impact of the epidemic, many factories, shopping malls and other places
closed their business, and at the same time promoted the wide application of the network,
making the prediction results more accurate. The accuracy rate has decreased to a certain
extent; during the recovery period of the epidemic, the accuracy rate of its electricity
load forecasting slowly returned to normal.

Experimental Data of Three Exponential Smoothing. Use TES to for 2020 predict
electricity consumption in different regions at different times, and also of short-term
forecast, based on 2019 data to predict the next day’s data and forecast data continuously
generated by iteration to get 2020 years 1 month to 8 forecast data of the month, The
error analysis between forecast data and actual data is summarized in the following
tables (Tables 5, 6, 7 and 8).
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Table 5. Data error table TES of company A.

Company A

Period Mean absolute error Label

Pre epidemic period 48.28 High

Epidemic recovery period 246.36 Low

Epidemic peak 156.32 Low

Table 6. Data error table TES of company D.

Company D

Period Mean absolute error Label

Pre epidemic period 89.52 High

Epidemic recovery period 219.35 Low

Epidemic peak 165.52 Low

Table 7. Data error table TES of company B.

Company B

Period Mean absolute error Label

Pre epidemic period 139.27 High

Epidemic recovery period 217.39 Low

Epidemic peak 156.32 Low

Table 8. Data error table TES of company C.

Company C

Period Mean absolute error Label

Pre epidemic period 139.27 High

Epidemic recovery period 472.41 Low

Epidemic peak 409.38 Low

The above is the error table summarized by the four parks using TES. Through
calculation, 0.46, 0.35, 0.39, and 0.2 are obtained as the smoothing coefficients for the
secondary exponential smoothing of Deloitte, company D and company A There is a
certain degree of difference in errors between epidemic and non-epidemic periods.
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4.5 Algorithm Analysis

The experiment in this paper uses the MAE between the predicted data and the actual
data and the fitting curve of the predicted value and the actual value to measure the
quality of the ES two methods in predicting the user’s power load. Through the above
two comparative experiments and the data characteristics of the four parks, it is found
that TES is more suitable for predicting the electricity consumption of residents. During
the non-epidemic period, the MAE between the predicted data and the actual data is
small, and the comparison curve between the two is also similar. ES itself is a prediction
method used to study TS, and different models are selected according to the different
characteristics of its data. When using the ES method, the most important point is to
select the appropriate parameters to get a higher prediction accuracy. This experiment
is a short-term forecast, with a 15- minute interval as a one-day forecast. According to
the trend sequence, seasonal sequence, and residual sequence, it is found that the data
has the characteristics of periodicity and seasonality, which is in line with the scope of
application of the algorithm in this paper.

However, this experiment has certain limitations. The data fitting effect during the
epidemic is not good, and the impact of sudden factors on the power consumption of
users is not taken into account, which makes the accuracy of the prediction results low
and there is room for improvement.

5 Summary and Outlook

This experiment uses ES to predict the electricity load of users in the business circle. The
predicted results can provide a certain reference for power grid companies and power
plants, improve economic efficiency, maintain reliable power supply, and promote the
development of new energy sources.

This article builds a forecasting model around the power load of the four parks in
the Red Star business district, mines effective data and obtains useful information. In the
experiment, the python language was used to establish a prediction model. According to
the output data table and data picture, the data characteristics and the comparison curve
between the prediction and the actual were displayed, and the superiority of the model
was verified according to the experimental results.

This paper applies the time series to predict the user’s power load, and the use of
appropriate weights can more accurately predict the power consumption, but there are
still some shortcomings in the experiment, and further research is needed. In the next
step,wewill explore the improvement of datamining under the influence of the long-term
epidemic. The direction of exploration will shift from the commercial economic circle
to the economic relevance of the urban economic circle and the industrial economy.
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Abstract. With the rapid development of the rail transit industry, the safety and
reliability of train is a prerequisite to ensure the development of rail transit tech-
nology. In train maintenance work, the running part has many components and
various reasons of failure, so how to detect breakdown for running part is always
a prominent challenge in train maintenance work. Through the ground based inte-
grated detection system for running train, data digging and analysis, machine
learning algorithm, this paper researches the breakdown detection of two key
transmission components: traction motor, gearbox. According to the root causes
and characteristics of breakdown in above components, we design a breakdown
detection system with an evaluation criteria to ensure that the system can detect
the breakdown in train running part accurately in the early stage.

Keywords: Train running part · Dynamic monitoring · Thermal diagnosis ·
Noise monitoring · Infrared thermal imaging

1 Introduction

Along with the operation and large-scale construction of railway industry in China, the
railway industry has entered a new era, it develops very fast with the direction of more
automotive, more intelligence. At the same time, it is also facing a big challenge: how
to ensure safety. According to the analysis of the causes of train accidents, most of them
are caused by the breakdown of train parts, especially the transmission system and the
running part of train [1], which is very critical to the lives of thousands of passengers.
Because there is no skirt at the bottom of the train, all important equipment and parts at
the bottom of the train are exposed, so the maintenance worker has to check all of those
components. The current way of check is that maintenance workers check the status of
those components by visual inspection in daily base only. In this way, only some visible
serious faults can be found, and the initial faults of components cannot be investigated
and found. In addition, due to the large number of parts in the whole train and the hidden
location of some parts at the bottomof the train, it is very difficult to inspect all parts at the
bottom of the train in daily maintenance, which may cause missed inspection and repair
of those critical parts. Therefore, some faults can be found by the specific checking
device in the periodic maintenance phase or overhaul stage [2] only. In recent years,
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China has invested a lot of monitoring and detecting equipment and facilities in train
stations, detection stations and line boundaries to ensure the safety of train operation,
and these investment has played an important role in safety insurance. However, we need
pay more attention on safety insurance work, such as, monitoring the working status of
key components of train, timely troubleshooting hidden dangers, fault discovery at early
stage and timely early warning danger, [3] remedying the disadvantages of conventional
train maintenance approach, applying more and more complete, safe and reliable fault
detection methods to the daily maintenance of train, then we can improve the operational
efficiency and safety insurance capability of rail transit in China.

2 System Overview

According to the fault characteristics of key components of the train, the ground based
integrated detection system for running train collects the information of temperature,
image and noise for key components of train through different sensors, and analyzes
the collected data with technologies such as optical thermal fusion and acoustic wave
spectrum analysis, Through the big data analysis, we get one optimized fault detecting
model for key components of train, finally realize the “ground” to “train” monitoring
[4].

The ground based integrated detection system adopts modular design (as shown in
Fig. 1), and the whole system is divided into four layers: perception layer, network layer,
processing layer and application layer. Each layer uses the adjacent lower layer services,
and the path of data flow is from bottom to top.

The perception layer of the system is composed of various intelligent sensors. Its
main task is to collect the basic data of running train (including train number, ambient
temperature and passing time), optical/thermal image data, vibration data and sound
data, so that to generate effective original data for analysis. In order to monitor the
breakdown of key components at the bottom of train when train is running, this system
installs infrared thermal imaging sensors, optical imaging sensors and sound sensors
beside the rail [5]. When train passes through the equipment on the rail, two optical
and thermal combined cameras (as shown in Fig. 2) located between the rails collect the
entire optical image data and thermal image data of the bottom parts of the train from the
front and back angles. The sound sensors located between the rails (as shown in Fig. 3)
collect the sound signals of the components at the left and right bottom of the train.

The network layer of this system uses the data communication network to provide
multiple types and highly reliable data transmission channels for data. The processing
layer mainly provides the storage and intelligent analysis of original data, analyzes and
understands the original data through data interaction, distribution and mining technol-
ogy, and generates advanced abstract data which is convenient for further analysis in
the application layer. The application layer mainly provides two types of services: one
is real-time monitoring for running train, which draws the temperature diagram of the
bearings on both sides of the whole train according to the maximum temperature of
each bearing on both sides of train, which intuitively reflects whether there is abnormal
bearing in this train; The second is to provide the service of data analysis center, through
in depth analysis of the data transmitted from the processing layer, diagnose the health
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Fig. 1. Modules of system.

Fig. 2. Optical and thermal combined cameras.

Fig. 3. Sound sensors.
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status of train components according to different fault evaluation criteria, and find the
hidden dangers of train components in advance.

3 Detection and Analysis of Breakdown on Running Parts of Train

During the running of train, the power and transmission parts provide power for the
train. Its transmission principle is: the rotation of the traction motor drives the coupling
to rotate, the coupling drives the gear in gearbox to rotate, and the gear drives the
wheel set to rotate, then transmit the power for train. During the process of power
transmission, the structure and performance of traction motor, coupling and gearbox
at the bottom of train will directly affect the reliability, power and safety of train’s
operation. The failure causes and characteristics of two key components: traction motor
and gearbox at the bottom of train, will be discussed in detail below. According to the
different failure characteristics of different components, we will provide different failure
detection approach and evaluation criteria.

3.1 Fault Detection of Traction Motor

Traction motor is the critical device of train operation. Its working principle is to convert
electric energy into mechanical energy to provide power for train operation. Figure 4 is
the picture of tractionmotor of train. Due to different structure and working environment
of traction motor, the actual breakdowns caused by various failure are also different. At
the early stage of traction motor breakdown, the traction motor will have different fault
symptoms compared with normal status, such as abnormal noise and temperature [6].
Therefore, in order to find the failure of traction motor timely at early stage, we can
monitor some specific indicators of traction motor, once we find out the different status,
we can detect the fault of traction motor.

Fig. 4. Traction motor of train.

Since rolling bearings are usually used for traction motors of train, bearing is one
of the parts where traction motor will breakdown [7]. When the bearing breakdowns,
the bearing structure of the traction motor will be damaged, so the motor shaft will have
abnormal sound and temperature. This system monitors the surface temperature and
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operation noise of running traction motor, consider these two indicators to judge if this
traction motor has fault or not. [8] In order to collect the optical, thermal and acoustic
data of traction motor, the system installs different sensors besides the rail [9]. When
the train pass the device, the monitor range for traction motor is shown in Fig. 5.

Fig. 5. Monitor range for traction motor.

The system collects the surface temperature and generate thermal picture of traction
motor through the integrated optical and thermal camera besides the rail. The thermal
picture is shown in Fig. 6.

Fig. 6. Thermal picture of traction motor.

At the same time, the system has two sound sensors installed on the rail. System
device collects the acoustic data generated by the running traction motor in real time by
these two sound sensors under the motor and gear. We proceed huge amount of acoustic
data: pre-processing, noise reduction and neural network model training, then establish
an optimized fault evaluationmodel to realize the intelligent fault identification ofmotor.

The system gives different weight to thermal analysis result (temperature index TL)
and acoustic analysis (sound index CL) result, then calculate the fault index (FL) using
TL and CL. If the following fault evaluation criteria are met, the system will report the
traction motor as a fault.
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(1) breakdown alert: FL≥ FLset; or the number of Continuous early warning is greater
than or equal to Nset. Where FLset1 = 2.0, Nset = 3.

(2) early warning: FL ≥ FLset2. Where FLset2 = 1.0.

3.2 Fault Detection of Gearbox

As the power transmission device between traction motor and wheel set, gearbox is a
key check point in maintenance work. The gearbox contains complex and wearing parts
such as gears and rolling bearings. Since the gearbox transmits power and drives train,
at same time supports the rotating parts of the gearbox [10], so normally it will have
several faults, like: working flank peeling, scratching, corrosion, cracking and collision
[11]. According to statistics, the parts failure ratio in the gearbox is shown in Table 1:

Table 1. Failure ratio of each part in gearbox.

Failure parts Gear Bearing Rotation axis Box Fastening parts Oil seal

Proportion 60% 19% 10% 7% 3% 1%

We can see from Table 1 that the failure of gear parts accounts for 60% of the
total failure of gearbox, which is the major failure of gearbox [12]. There are several
major faults will cause the gear breakdown, such as: broken teeth, pitting corrosion and
abrasion. When the above faults occur, abnormal gear meshing noise will occur during
train running, and bring in abnormal higher temperature at the gearbox [13]. Therefore,
the fault detection principle of gearbox is the same as that of traction motor. Thermal
data analysis and acoustic data analysis are used to evaluate and analyze the gearbox
parts of running train. The monitor range of gearbox is shown in Fig. 7:

Fig. 7. Monitor range of gearbox.

The thermal and optical images of the gearbox can be generated through the inte-
grated optical and thermal device besides the rail. The captured infrared thermal image
of the gearbox is shown in Fig. 8:
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Fig. 8. Infrared thermal image of gearbox.

At the same time, the system installs two sound sensors besides the rail. System
device collects the acoustic data generated by the operation of the gearbox in real time
[14]. We proceed huge amount of acoustic data: pre-processing, noise reduction and
neural network model training, then establish an optimized fault evaluation model to
realize the intelligent fault identification of gearbox, and give the sound index (CL).

The system gives different weight to thermal analysis result (temperature index TL)
and acoustic analysis (sound index CL) result, then calculate the fault index (FL) using
TL and CL. If the fault index of one gearbox ≥ FLset (FLset = 3.0), the system will
report this gearbox as a breakdown gearbox.

4 Research on Key Technologies

4.1 Optical-Thermal Fusion Technology

The fusion of optical-gram and thermal-gram is to use machine vision technology to
map the key parts in an optical diagram to the corresponding area in a thermal diagram.

We assume that a position matrix for each pixel in an optical diagram of the surface
of key parts is expressed as below:

⎡
⎢⎢⎣

w11 w12 · · · w1n

w21 w22 · · · w2n

· · · · · · · · · · · ·
wm1 wm2 · · · wmn

⎤
⎥⎥⎦

where, Wmn represents the position coordinates of the pixel in row m and column n in
the optical diagram of the key parts.

Furthermore, the position matrix of each pixel in the thermal diagram of same parts
is expressed as below:

⎡
⎢⎢⎣

I11 I12 · · · I1n
I21 I22 · · · I2n
· · · · · · · · · · · ·
Im1 Im2 · · · Imn

⎤
⎥⎥⎦
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where, Imn represents the position coordinates of the pixel in row m and column n in
the thermal diagram of same parts.

Furthermore, we install the optical sensor and thermal sensor in a constant distance,
when train passes them in a certain speed, the position gap of same pixel in optical
diagram and thermal diagram is a constant:

Iij = Wij + I

where, Iij represents the coordinate of pixel (i, j) in the thermal diagram of key parts, Wij
represents the coordinate of pixel (i, j) in the optical diagram of same parts, I represents
the position gap of same pixel in both diagrams, it’s a constant too.

In this way, the optical-thermal data can be displayed visually, as shown in below
Fig. 9:

Fig. 9. Optical-thermal fusion image.

4.2 Optical Fiber Vibration Detection Technology

In order to collect noise data of key parts in train, we use optical fiber vibration sensor,
it is a vibration sensing demodulation scheme based on 3 × 3 couplers. We can realize
the passive homodyne phase demodulation of interferometric optical fiber sensor with
phase demodulationmethod of 3× 3 couplers. Comparedwith other phase demodulation
technologies, the advantage is this approach does not need any modulation component;
has larger dynamic range of demodulated signal; can realize all optical fiber sensing.

The structure of this module is shown in Fig. 10. The light injected from the laser
reaches 3 × 3 coupler after passing through the circulator C1, divided into two beams
of light into Faraday rotating mirror and vibrating film respectively. The unused branch
of the 3 × 3 coupler is used to eliminate reflection. One beam of light is reflected
back after entering the Faraday rotating mirror by the coupler, and the other beam
of light is transmitted to the mass block through the optical fiber. Under the external
vibration, the reflective film will undergo elastic deformation. The reflected light carries
the external information back to the coupler from the optical fiber and interferes with
the light reflected from the Faraday rotating mirror in the coupler. The interference
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Fig. 10. Fiber vibration sensor based on 3 × 3 coupler.

light is divided into three beams, two of them are received by detector 1 and detector 2
respectively, and the third beam reaches detector 3 through circulator.

3 channels of signals to be demodulated can be expressed as:

In = A + B · cos
[
ϕ(t) − 2π

3
(n − 1)

]

(1) Where, I is the intensity of three output signals, A and B are the light intensity
coefficients, where n = 1,2,3, ϕ(t) = �(t) – ψ(t), ϕ(t) is the vibration signal, ψ(t)
is the phase error caused by environmental changes. Multiply the sum of the three
signals by – 1/3, and add it to each I respectively to remove the DC component of
the signal, then we can get:

⎧⎨
⎩

a = Bcosϕ(t)
b = Bcos

[
ϕ(t) − 2π

3

]
b = Bcos

[
ϕ(t) − 4π

3

]

(2) Multiply each one of three channels of signal removed DC component by the
differential difference of the other two channels, we can get:

⎧⎨
⎩

d = √
3B2ϕ̇(t)cos2ϕ(t)

e = √
3B2ϕ̇(t)cos2

[
ϕ(t) − 2π

3

]
f = √

3B2ϕ̇(t)cos2
[
ϕ(t) − 4π

3

]

(3) Add the d,e,f three signals together, we can get:

Q = d + e + f = 3
√
3B2

2
ϕ̇(t)

(4) In formula 4, there is an uncertainty factor B. we can construct a sum of squares of
three signals removed DC component as below:

{
M = a2 + b2 + c2 = 3B2

2
P = Q

M = √
3ϕ̇(t)

(5) In thisway can remove the influence of uncertain factorB, finallywe candemodulate
and get the vibration signal by integrating P. As shown in the Fig. 11:
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Fig. 11. Vibration spectrum.

When the useful vibration signal is obtained, we can use the pattern recognition
method of machine learning to find the suspicious fault signal spectrum. This is different
from the traditional practice. The working principle of traditional TP mostly starts with
modulation, filtering, separation of frequency domain and amplitude direction; Pattern
recognition will start from the whole, use the original data and confirmed fault data
collected by the TP system of the Railway Bureau, and find out the fault mode through
the machine recognition SVN classification algorithm.

5 Summary

Currently, the rail transit industry is still in the stage of rapid development. Ensuring the
operation safety of train and timely discovering train’s faults at early stage are the key
challenges that the industry needs to break through. Based on the ground based integrated
detection system, this paper makes an in-depth research on the dynamic monitoring of
train running parts. By installing the various sensors between rails, the system can
completely monitor the acoustic, optical, thermal and other data of the key parts at
the bottom of the running train. The original data is transmitted to the remote data
analysis center for analysis and processing through the data communication network to
obtain the fault information of parts. The paper also analyzes the fault root causes and
characteristics of the traction motor, gearbox at the bottom of train, and gives different
faultw detection schemes and fault evaluation criteria for above key parts, so as to ensure
that the system can accurately identify and analyze the breakdown parts at the bottom
of train and find the hidden dangers of train faults in time, It provides a big technical
help for the maintenance and repair of train.
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Abstract. Mapping and monitoring terraces are important for maintaining agri-
cultural production and evaluating soil-and-water conservation. However, map-
ping all boundaries of individual terraces is still a challenge. In this study, a mul-
tidirectional hill-shading method based on digital elevation models (DEMs) is
proposed for terrace boundary mapping. First, hill-shading in four directions was
simulated using 1-mDEM.Second, themean brightness image of four hill-shading
maps was calculated. Meanwhile, according to the brightness difference between
terrace boundaries and terrace areas, a thresholdwasused to identify terrace bound-
aries from the mean brightness image. Third, loess shoulder lines extracted by the
positive-negative terrain method were used to remove non-terraced areas (noise
area). Finally, terrace boundaries were obtained by vectorization and compared
with reference data. Results from two study areas in the Loess Plateau of China
show that the producer’s accuracy (PA) and user’s accuracy (UA) ranged from
80.07% to 83.08% and 75.42% to 78.17%, respectively. The proposed method is
practicable and applicable for terrace boundarymapping. Thiswork is beneficial to
terraced land maintenance, agricultural production management, and monitoring
soil erosion.

Keywords: Terrace boundaries · Shade relief · Digital elevation model (DEM) ·
Multidirectional hill-shading · Linear feature detection · Terrain analysis

1 Introduction

Agricultural terraces are beneficial to agricultural production as well as soil-and-water
conservation [1, 2]. Comparedwith slope land, terraces enhancewater infiltration, reduce
soil erosion risks, and improve biodiversity by increasing landscape diversity [3, 4]. Due
to these advantages, terraces are widely distributed around the world.
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Detecting and mapping terrace is important for maintaining agricultural production
and evaluating soil-and-water conservation. Field investigation and visual interpretation
[5, 6] are the most classical methods since they are simple, direct, and highly accurate.
However, it’s time-consuming, costly and unsuitable for long-term monitoring in large
areas.

Recently, with the advances in remote sensing technology [7–11], some image-
based methods were proposed for automatic detection of terraces. These methods can be
summarized into two categories: 1) pixel-basedmethod [12–15]. Thismethod is achieved
by using spectral, shape, and textural features from imagery. The performance of pixel-
based method is easily affected by land covers; 2) Object-based image analysis (OBIA)
[16–18]. The OBIA method is superior to pixel-based method because the analysis unit
transfers from pixels to objects [19, 20]. OBIA improved the classification accuracy by
combining spectral information with spatial information of target features [21].

While the classification accuracy of image-basedmethods has beengreatly improved,
the three-dimensional features of terraces cannot be measured from images. However,
most of image-based methods only focused on terrace area mapping and failed to outline
all boundaries for individual pieces. Terraces are always at risk from gully or gravity
erosion [22, 23]. Changes in each individual terrace boundary are a significant sign of
erosion occurs. Hence, detecting all boundaries of terraces is crucial for terracemapping.

With the continuous improvement and development of the technology andmethod of
digital elevation model (DEM), digital terrain analysis methods have been widely used
in various industries. Early DEMs have low resolution (e.g., 30 m SRTM DEM) that
cannot capture the terrace boundaries. The development of unmanned Aerial Vehicle
(UAV) has made it possible to quickly obtain high-resolution DEMs, which records the
information of the terrace pieces.

Hill-shading, also known as shade relief, is a mature technique for terrain expression
enhancement based on digital elevation models (DEMs) [24]. It has been successfully
applied to topographic feature extraction in recent years [25, 26], which shows the
potential for terrace boundaries mapping. Accordingly, this paper aimed to develop a
terrace boundaries mapping method based on hill-shading.

2 Areas and Data

Two study areas located in the Loess Plateau of China were employed to develop
the method (Fig. 1). The Wucheng area (39°16′28.15′′N, 111°34′26.06′′E) located in
Pianguan County, Shanxi Province, with elevations ranging from 1238 to 1450 m, cov-
ering 0.32 km2. The other site, the Zhifang area (36°43′46.59′′N, 109°14′49.01′′E),
located in southern Ansai County, Shaanxi Province, with elevations ranging from 1129
to 1415 m, covering 3.42 km2.

The 1-m DEMs and 0.3-m digital orthophoto maps (DOMs) for the two areas were
obtained by unmanned aerial vehicle (UAV) photogrammetry. The DEM of the Zhifang
area was generated on 15 March 2016 and the UAV used in this area was a quadcopter
platform with vertical take-off and landing (VTOL), model md4–1000 (microdrones
GmbH, Siegen, Germany). The DEM of the Wucheng area was generated on 27 April
2018. The UAV used in this area was a quadcopter platform with VTOL, model inspire-
1pro (SZ DJI Technology Co., Ltd., Shenzhen, China).
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Fig. 1. Study area: (a – b) are image of Zhifang and Wucheng areas, respectively.

The terraces aremostly distributed around the top of themountain or on the slopes, the
original terrain usually has a certain slope, and the modified terraces are usually flat and
straight, which can usually be divided into horizontal terraces, slope terraces, and reverse
slope terraces, but either one has the following characteristics: 1) General characteristics
of terraces The terraced terrain has three characteristics: “inheritance, regularity, and
variability”. The terraced terrain is gradually formed by artificially modifying various
natural slope terrains. Although the slope and slope length of the original slope have
been changed to a large extent, in the overall morphology of the slope, the macroscopic
topographic characteristics of the original natural slope are still maintained, and the
general pattern of terrain undulating has not changed, and all the transformations are
only changes to the microscopic morphology of the ground. Therefore, the terraced
terrain has the inheritance of natural terrain. The artificially modified terraced terrain
is characterized by flat extension and arrangement rules in the horizontal direction, and
step-like undulation in the vertical direction, and the height of the terraced fields of
each class is basically the same, with obvious regularity. Terraces are often located
on hillside slopes, which are strongly affected by the erosion of gully traceability, and
once a terraced field collapses, it will often produce a domino effect, resulting in the
destruction of the entire slope terraces. Changes in land use types will also change the
terraces. Therefore, its morphology and distribution have certain instabilities over time,
that is, the terraced terrain is volatile. 2) Measurable features: The terraced surface is flat
and straight, and there are often relatively clear boundary lines; the terraced surface has
no slope (horizontal terraces) or a small slope (slope terraces, reverse slope terraces);
the terraced field slope surface is non-flat; the terraced field ridge often has a large slope.
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3 Basic Idea

The brightness degree of a hill-shading map is influenced by surface slope and aspect.
When the simulated light shines on the terrace area, the brightness difference between
terrace boundary and area is obvious, as the slope is generally very high in the boundary
(Fig. 2). The brightness difference can be used for identifying terrace boundaries. How-
ever, terraces are generally distributed on different sides of hillslope (Fig. 2). in order
to detect terrace boundaries as complete as possible, the multidirectional hill-shading
method was proposed.

Fig. 2. Diagram of hill-shading.

The DEM hill-shading method is usually to calculate the relative radiation value of
each grid cell which can represent by illumination or greyscale [25]. The commonly
used formula is as follow [27]:

E = 255 × (cos θz × cos ∅s + sin θz × sin ∅s × cos(θA − ∅A)) (1)

where E is the brightness degree; θz and θA is the simulated zenith and aspect angle,
respectively; ∅s and ∅A is slope and aspect degree of local terrain, respectively.

The illumination shading simulation results in a light-exposed, backlit surface dark-
ening, and the degree of brightness and darkness is affected by the slope and aspect of
the surface.

According to the morphological characteristics of the terraced terrain, the surface of
the terraces is usually flat and straight, while the ridges are steeper and non-straight, so
when simulating the dim sum of the DEM, the simulation results usually show a clear
contrast between light and dark. By means of a series of operations such as threshold
segmentation and length filtering of the halo difference between the terraced surface
and the terraced field, the terraced field can be automatically identified and extracted,
as shown in Fig. 1. At the same time, when the azimuth of the light source simulated
by the illumination halo is changed to the opposite direction, the slopes on both sides
of the valley can be automatically extracted, as shown in Fig. 2. In order to ensure that
the fields of different aspects can be well extracted, two pairs of orthogonal directions
of the light source, that is, four directions of the light source simulation.
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4 Workflow

The workflow of the multidirectional hill-shading method is shown in Fig. 3 as follows:

(I) Hill-shading in four directions was simulated using DEM. In order to identify ter-
race boundaries as much as possible, the four aspect angles used in the simulation
should be perpendicular to each other, such as 45°, 135°, 225°, 315°.

(II) The mean brightness image of four hill-shading maps was calculated. Then, ter-
race boundaries can be clearly observed in the image due to its low brightness.
According to the brightness difference between the terrace boundary and terrace
area, a threshold was used to identify terrace boundary form the mean image. The
threshold formula is as follow:

t = 180 − d (2)

where t is the threshold; d is the standard deviation of the mean image
(III) After threshold segmentation, the result was a binary image, where value 1 means

terrace boundaries, and value 0means background.However, somenoise remained
in the image. Hence, loess shoulder lines extracted by the positive-negative terrain
method [28] were used to remove non-terraced areas (noise area). The final results
were obtained by vectorization of the segmented binary image.

(IV) The DOMs were used to generated reference data by visual interpretation. The
performance of the proposed method was validated by comparing its results with
the reference data. Producer’s accuracy (PA) and User’s accuracy (UA) [29, 30],
which have been widely used in assessing the accuracy of feature identification,
were employed in this study. In order to calculate the indices, the detection results
(raster) are converted to vector by ArcGIS 10.5. Then, a buffer is constructed
around each reference boundary. Given the DEM resolution was 1m, the extracted
boundaries that fall within the 1 m buffer zone are regarded as “correct detection”;
otherwise, called “incorrect detection”. Finally,we can calculate these indices. The
formulas are as follows:

PA = Lm
Le

(3)

UA = Lm
Lr

(4)

where Lm indicates correct detection and is the total length of the extracted risers that
match the reference risers;Lr is the total length of the reference boundaries; Le is the
total length of the extracted boundaries.
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Fig. 3. Workflow.

5 Results and Discussion

In this study, the zenith angle of illumination source was 45°, and the aspect angles were
45°, 135°, 225°, and 315°, respectively (Fig. 4a-d). The brightness of hill-shading maps
varied with the aspect angle changing. However, the brightness difference between the
terrace boundary and area always existed. After mean fusion (Fig. 4e) and threshold
segmentation, terrace boundaries can be clearly observable in the binary image (Fig. 4f).

Thefinalmapping resultswere obtained by vectorization of the binary image.Most of
terrace boundaries were correctly detected (Fig. 5). In order to validate the performance
of themultidirectional hill-shadingmethod, 1-m buffer zone of reference data was gener-
ated because the DEM resolution was 1m.When extracted terrace boundaries fell within
the 1-m buffer zone of reference data, it was regarded as ‘correct detection’; otherwise,
they were termed as an ‘incorrect detection’. Then, two indices i.e. producer’s accuracy
(PA) and user’s accuracy (UA) were employed for quantitative accuracy assessment. As
Table 1 shows, The PA and UA ranged from 80.07% to 83.08% and 75.42% to 78.17%,
respectively. The acceptable results validated the applicability of the multidirectional
hill-shading method.

https://doi.org/10.1007/978-3-031-06794-5_5
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Fig. 4. Hill-shading results in Zhifang area: (a - d) hill-shading map with aspect of 45°, 135°,
225° and 315°, respectively; (e) mean image; (f) segmented binary image.
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Fig. 5. Mapping results: (a - b) result of Zhifang and Wucheng area, respectively.

Table 1. Accuracy assessment.

Study area Correct detection
(m)

Incorrect detection
(m)

Reference data (m) PA (%) UA (%)

Wucheng 7088.83 8532.72 9068.60 83.08 78.17

Zhifang 20217.46 25249.20 26806.36 80.07 75.42

6 Conclusion

This paper presents a multidirectional hill-shading method for identification of terrace
boundaries fromDEMs. Results from two study areas in the Loess Plateau of China show
that the PA and UA ranged from 80.07% to 83.08% and 75.42% to 78.17%, respectively.
The proposed method is practicable and applicable for terrace boundary mapping.

In the process of implementing the proposed method, parameters, such as the height
angle, azimuth angle and threshold segmentation, are involved. to improve the applicabil-
ity of the method, this paper analyzes the parameters and gives the method of parameter
determination, which provides an operable basis for the application of the method in
other regions.

This work is beneficial to terraced land maintenance, agricultural production
management, and monitoring soil erosion.
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Abstract. Person re-identification (re-ID) is an attractive task, while it
has not yet reached the realistic applications. Most existing re-ID meth-
ods based on supervised scenario achieve satisfactory performance, which
is mainly due to the requirement for a large number of paired-annotated
training images with cross cameras. Nonetheless, this limits their gener-
alization ability in real-world scene because of the huge annotation cost.
We propose a graph regularization based dictionary learning for unsu-
pervised re-ID. Specifically, in order to alleviate the difference between
different cameras, we first project the samples under different cameras
into a common space through asymmetric projections, i.e., specific pro-
jection for each camera. Then we construct a constraint item which is
called Laplacian regularization via the visual similarity matrix to exploit
the cross-view identity-discriminative information. In addition, we also
extend our model to multi-view scene which aims at learning different
dictionary for various visual features due to the confidence of the similar-
ity matrix constructed from a single view is limited. In our experiments,
the effectiveness of the proposed method has been manifested on several
re-ID datasets.

Keywords: Unsupervised person re-identification · Laplacian graph
regularization

1 Introduction

Person re-identification (re-ID) [10,14] is a task that attempts to retrieve a per-
son of interest across multiple non-overlapping cameras, which is playing a major
role in smart city and security monitoring system. Today it is still considered
being an open problem, the matching accuracy of re-ID mainly influenced by
several factors, such as lighting, posture, viewing angle and occlusion varia-
tion. Previous researches focus on supervised learning, a common solution is to
learn a discriminative metric [2,22,38,47,56] by minimizing the within-class dis-
tances and simultaneously maximizing the between-class distances, or develop
a non-linear version by kernel trick [7,27,51] for further enhancements. How-
ever, numerous labelled training images need to be taken in this situation which
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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depends on manual labeling, accordingly these supervised methods cannot be
applied straight in the real-world scenario.

To directly make use of the cheap unlabeled pedestrian images taken by the
surveillance camera network, some unsupervised methods [17,53,59] have been
proposed, but the recognition effect is obviously lower than the supervised one.
In the absence of the supervision of paired pedestrian images, it is tough for the
model to effectively model the huge discrepancy between cameras. Regrettably, all
manual-/deep-descriptors cannot extract the “essential characteristics” of pedes-
trian image, i.e., features that are truly unrelated to the variations of lighting, pos-
ture, viewing angle or occlusion which are mostly caused by cross-camera setting.

In our paper, we introduce asymmetric projection transformation to explic-
itly project pedestrian images captured by different cameras into a common sub-
space to alleviate the distribution divergence, and then use dictionary learning to
achieve high-quality discriminative semantic features of pedestrian images. Due
to the lack of identity labels, we can only use visual similarity to mine the poten-
tial category discrimination information of pedestrian images across different cam-
eras by injecting a Laplacian regularization into the dictionary learning objective
function. Considering that the discrimination learned from a single-view is lim-
ited, we learn multiple dictionary models guided by several visual features, thus
a higher accuracy can be attained. This is because different visual features con-
cern about particular characteristics of pedestrian images, e.g., some pay atten-
tion to the colour level information, the matching results given by the correspond-
ing model are more similar in colour, and some pay attention to the texture level
information, thus the results given by the corresponding model are more similar in
texture. In this way, the matching result voted jointly by all models may be more
precise. The contributions we make can be summarized in two aspects:

(1) We propose a graph regularization based dictionary learning model for unsu-
pervised person re-ID. Our model learns cross-view asymmetric projections
for each camera and maps original samples into a common space such that
the identity-discriminative information can be preserved.

(2) We extend our model to learn several dictionaries from multiple feature
views to give voting jointly. Because multi-view features of an image can be
transformed into several codings with inhomogeneity discriminability, their
combination can help provide a better matching result (Fig. 1).

2 Related Work

2.1 Supervised Person Re-ID

Researchers mainly concern about the performance improvement of supervised
person re-identification in which a host of labeled cross-camera pedestrian image
pairs are needed. Traditional methods mainly focus on two research directions,
including feature extraction [5,34,35] and metric learning [22,47]. The former
attempts to extract or learn invariant and discriminative person features, the
latter aims to learn a metric matrix that can effectively reflect the relation
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Fig. 1. Single-view learning process.

(distance or similarity) between data samples, consequently the distribution of
the same class samples can be more compact, and the distribution of the different
class samples can be further far away in the new feature space based on the
learned metric matrix. Since deep learning shined in the ImageNet Challenge, it
has been utilized widely in person re-identification. A series of re-ID models [3,55]
based on CNN networks have been subsequently proposed, from representation
learning [25,54] to local feature learning [31,42], and then attention mechanism
[20,21,46] has also been assembled, the deep learning method has refreshed the
matching accuracy over and over again, but deep learning models need to be
fully trained on a large-scale dataset, and a small training set may cause the
model to collapse.

2.2 Unsupervised Person Re-ID

The earliest traditional unsupervised methods try to design descriptors man-
ually [4,8,22] that have invariant properties to environment variations, e.g.,
paper [22] proposes a local maximum occurrence descriptor, which maximizes
the occurrence of local features in horizontal stripes to make a stable representa-
tion against illumination and viewpoint changes. After obtaining the features, we
can do matching instantly but with extremely poor performance. Hence, some
researches [58,59] try to do significance analysis to find more accurate matching
images that belong to the same pedestrian, e.g., paper [59] intensively divides
the image into blocks by slide window and extracts 32-dimensional LAB color
histogram and 128-dimensional SIFT [30] descriptor from each block, then uses
adjacency constrained patch matching to build salience map for each image to
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support accurate matching between image pairs. Different from above handcraft
features, some researches [16,17] try to learn advanced semantic features by dic-
tionary learning, e.g., paper [17] introduces a Laplacian regularization term into
the dictionary learning framework, trying to mine the potential positive image
pairs by iteratively updating the similarity matrix. Owing to the deep learning,
especially the development of convolutional neural networks, some deep learning
based unsupervised person re-ID methods have been proposed recently, includ-
ing clustering-based pseudo labels generation [11,24] and unsupervised domain
adaptation [12,36].

2.3 Dictionary Learning

Dictionary learning algorithm aims to learn an over-complete dictionary, that
each original training signal can be approximated by the linear combination of
a few atoms, i.e., columns in the dictionary. Let X = [x1, x2, ..., xm] ∈ Rn×m

be the training images, the conventional dictionary learning problem is to find
a dictionary D = [d1, d2, ..., dk] ∈ Rn×k containing k dictionary atoms and a
sparsity representation matrix Y = [y1, y2, ..., ym] ∈ Rk×m which subjects to the

constraint X ≈ DY by solving min
D,{yi}

m∑

i=1

‖xi −Dyi‖22 +λ
m∑

i=1

‖yi‖1 in an unsuper-

vised form, where the first accumulation item is to minimize the reconstruction
error and the second is to constrain the sparsity of reconstruction coefficients.
To introduce supervision signals in person re-ID, paper [19] proposes a gen-
eral framework for cross-camera projective dictionary learning which assumes
that a pair of images and patches from the same pedestrian but two cameras
should have similar dictionary codings. To learn the intrinsic relationship of dif-
ferent cameras and different features, paper [34] proposes a multi-view based
coupled dictionary pair learning strategy which learns person coding from color
and texture level. To apply into unsupervised scenes, Laplacian regularization is
suggested in paper [17] to pull up the distances of images with similar appear-
ances.

3 Ours

3.1 Problem Definition

Suppose we collect m images in total from V cameras as training data and the p-
th (p = 1, ..., V ) camera provides mp images, thus we have m = m1+...+mV . The
whole training set is denoted as X = [x1

1, ..., x
1
m1

, ..., xV
1 , ..., xV

mV
] ∈ Rd×m, where

each column xp
i ∈ Rd (i = 1, ...,mp; p = 1, ..., V ) represents the feature of the i-th

image from the p-th camera, and denote by xp = [xp
1, ..., x

p
mp

] ∈ Rd×mp all images
from the p-th camera, accordingly we also have X = [x1, ...,xV ]. Our destination
is to learn V transformations and one dictionary, i.e., U1, ..., UV and D, where
Up ∈ Rd×r (p = 1, ..., V ) projects the original representation xp

i into a common
space Rr to alleviate the deviation of distribution between different cameras
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and then we learn the optimal dictionary D ∈ Rr×k, in which k represents the
number of dictionary atoms from Rr. Let yp = [yp

1 , ..., y
p
mp

] ∈ Rk×mp denote
the sparse coding of xp, such that the sparse coding of X can be denoted as
Y = [y1, ...,yV ]. Note, given any matrix M , we use M:,i/Mi,: to denote the i-th
column/row of M and Mi,j to represent the element which is located in the i-th
row and j-th column of M .

3.2 Modelling

Using conventional dictionary learning formulation, U1, ..., UV and D can be
estimated as:

min
U1,...,UV ,D

Freconstruct =
V∑

p=1

‖(Up)Txp − Dyp‖2F + λ1‖Y ‖22

s.t. ‖D:,i‖22 ≤ 1, (Up)T ΣpUp = I,

(1)

in which the constraint ‖D:,i‖22 ≤ 1 enforces the learned dictionary atoms
to be compact, and the quasi-orthogonal constraint (Up)T ΣpUp = I ensures
that the mapping Up (p = 1, ..., V ) will not simply be zero, note that Σp =
xp(xp)T /mp + αI and I represents the identity matrix which is added to avoid
the singularity problem of the covariance matrix encountered in optimization.

The quasi-orthogonal constraint can be further relaxed to
V∑

p=1
(Up)T ΣpUp = V I.

Denote Ũ = [(U1)T , ..., (UV )T ]T and Σ̃ = diag{Σ1, ..., ΣV }, we can rewrite

the relaxed quasi-orthogonal constraint by
V∑

p=1
(Up)T ΣpUp = ŨT Σ̃Ũ = V I,

and denote X̃ = diag{x1, ...,xV }, then the first item in Eq. (1) becomes
V∑

p=1
‖(Up)Txp − Dyp‖2F = ‖ŨT X̃ − DY ‖2F . Considering that the learned asym-

metric projections can be arbitrarily diverse and inconsistent, which are not
what we exactly expect, in fact transformations from different cameras should
be inherently correlated and homogeneous. Hence, we add a consistency con-
straint Fconsistency =

∑

p�=q

||Up − Uq||2F to strike a balance, it can be rewritten as

tr(ŨT SŨ), where S =

⎡

⎢
⎣

(V − 1)I · · · −I
...

. . .
...

−I · · · (V − 1)I

⎤

⎥
⎦.

It is clear from Eq. (1) that the conventional dictionary learning model only
cares about how to reconstruct samples by dictionary and sparse coding in an
unsupervised form, the model can not learn discriminative dictionary atoms with
no supervision signal, consequently the learned sparse coding is meaningless for
matching people across different cameras. To overcome this problem, we intro-

duce graph Laplacian regularization Fgraph =
m∑

i,j

Wi,j ||Y:,i − Y:,j ||22 to exploit
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cross-camera identity discriminative information, where Wi,j = (X:,i)
T X:,j

‖X:,i‖‖X:,j‖ if
X:,i,X:,j come from different cameras and X:,i is among the κ-nearest neighbours
of X:,j or vice versa, otherwise Wi,j = 0, note that W is a symmetric matrix. We
use adjacent matrix W to represent a soft cross-camera correspondence relation-
ship which is determined by weak visual similarity between training samples.
Fgraph can be rewritten as tr(Y LY T ) where L = Q−W is the Laplacian matrix
and Q is a degree matrix, w.r.t. Qi,i =

∑

j

Wi,j . Finally, we get our model below:

min
˜U,D

F = Freconstruct + λ2Fconsistency + λ3Fgraph

= ‖ŨT X̃ − DY ‖2F + λ1‖Y ‖22 + λ2tr(ŨT SŨ)

+λ3tr(Y LY T ) s.t. ‖D:,i‖22 ≤ 1, ŨT Σ̃Ũ = V I.

(2)

After solving the optimization of Eq. (2), we can learn the optimal U1, ..., UV

and D. Given a test sample xp
i which comes from the p-th camera, its coding

can be calculated by optimizing the following LASSO problem [45]:

(yp
i )∗ = arg min

yp
i

||(Up)T xp
i − Dyp

i ||22 + λ||yp
i ||22, (3)

it is easy to know that (yp
i )∗ = (DT D + λI)−1DT (Up)T xp

i .

3.3 Optimization

Although the optimization problem in Eq. (2) is non-convex for Ũ , D and Y
simultaneously, we develop an alternative minimization strategy to solve it by
executing the following three steps repeatedly until convergence:

1) Update Y : For fixed Ũ ,D, the objective function becomes

min
Y

‖ŨT X̃ − DY ‖2F + λ1‖Y ‖2F + λ3tr(Y LY T ). (4)

First, we calculate its partial derivative which gives ∂(·)
∂Y = −2DT ŨT X̃ +

2DT DY +2λ1Y +2λ3Y L, and then set it to zero to obtain the optimal solution
of Y , thus we got a standard Sylvester equation (DT D + λ1I)Y + Y λ3L =
DT ŨT X̃ which can be solved by Bartels-Stewart algorithm [6].

2) Update Ũ : For fixed D,Y , the objective function becomes

min
˜U

‖ŨT X̃ − DY ‖2F + λ2tr(ŨT SŨ) s.t.ŨT Σ̃Ũ = V I. (5)

The orthonormality constraint on Ũ leads to the convex problem which can be
solved by Stiefel manifold [49] optimization technique. Denote D = ŨT X̃A
for some A ∈ Rm×k, then transform the objective function which subject to
an equality constraint into a Lagrange function L = ‖ŨT X̃ − ŨT X̃AY ‖2F +
λ2tr(ŨT SŨ) + tr(ΛT (V I − ŨT Σ̃Ũ)) by introducing a Lagrange multiplier
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matrix Λ (a diagonal matrix). Same as step 1), we take derivative of L and set it
to zero which gives ∂L

∂ ˜U
= (2X̃X̃T −2X̃Y T AT X̃T −2X̃AY X̃T +2X̃AY Y T AT

X̃T )Ũ + 2λ2SŨ − 2Σ̃ŨΛ = 0, thus we get Σ̃−1(X̃X̃T − X̃Y T AT X̃T −
X̃AY X̃T +X̃AY Y T AT X̃T +λ2S)Ũ = ŨΛ, then we can solve this eigen decom-
position problem to obtain the optimal solution of Ũ .

3) Update D: For fixed Ũ , Y , the objective function becomes

min
D

||ŨT X̃ − DY ||2F s.t.||D:,i||22 ≤ 1. (6)

We can learn basis of dictionary by using Lagrange dual method [18], conse-
quently the analytical solution of D can be computed as D∗ = ŨT X̃Y T (Y Y T +
Λ∗)−1, in which Λ∗ = diag{λ∗

1, ..., λ
∗
k} is a diagonal matrix constructed of all

the optimal dual variables λ1, ..., λk, also we denote these dual variables as a col-
umn vector

−→
λ = [λ1, ..., λk]T , it can be updated by

−→
λ :=

−→
λ −H−1g iteratively

until convergence, where H = −2(ŨT X̃Y T (Y Y T + Λ)−1)T (ŨT X̃Y T (Y Y T +
Λ) � (Y Y T + Λ)−1 and g = ((ŨT X̃Y T (Y Y T + Λ)−1) � (ŨT X̃Y T (Y Y T +
Λ)−1))T −→

1 − 1, notice that � represents element-wise dot of two matrices and−→
1 = [1, ..., 1]T .

Algorithm 1: A complete person re-ID process based on our method
Input: Train set, query set, gallery set, λ, λ1, λ2, λ3, max iteration

number T , threshold eps
Output: The multi-view jointly matching results

1 Initialisation: objective function value O0 = 0, iteration index t = 1,
fusion score matrix S = 0;

2 foreach vi do
3 Extract visual feature Xvi

of train set;
4 Construct Laplacian matrix Lvi

according to Xvi
;

5 while Ot − Ot−1 > eps and t < T do
6 Update Yvi

according to Eq. (4);
7 Update Ũvi

by Eq. (5);
8 Update Dvi

using Eq. (6);
9 end

10 Evaluate Y q
vi

and Y g
vi

of query set and gallery set according to Eq. (3);
11 Calculate Svi

= (Y q
vi

)T Y g
vi

;
12 Accumulate S = S + wvi

· Svi
;

13 Reset O0 = 0 and t = 1;
14 end
15 return the rank-1 accuracy of CMC calculated with S

3.4 Multi-view Jointly Matching

Now we can learn several dictionary models according to Eq. (2) for multiple
visual features (multi-view) and combine their effects in person re-ID at the step
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of computing similarity scores. In details, we first calculate the L2-normalized
coding of query set and gallery set, denoted as Y q

vi
and Y g

vi
respectively for a

specific model under view vi (i = 1, ..., n) according to Eq. (3), then we can
calculate the similarity score matrix Svi

= (Y q
vi

)T Y g
vi

between them by matrix

multiplication, thus we can obtain the final score matrix S =
n∑

i

wvi
· Svi

by

score-level fusion where wvi
(i = 1, ..., n) is the fusion coefficient (we summarise

all steps of our method in Algorithm 1). Finally, we can obtain the multi-view
jointly matching results based on their ranking and promising results can be
achieved. In experiments, we also try to cascade a variety of visual features
together to form one fusion feature, but the result was lower than the fusion at
the score level.

4 Experiments

4.1 Experiments Settings

In our experiments, we use four visual features (n = 4), i.e., WHOS [26], LOMO
[22], GOG [35] and JSTL [53]. Because of the great long dimension of these
features which will bring huge computation cost, especially for LOMO and GOG,
we need to do PCA (Principal Component Analysis) before feeding the data into
our model, specifically, 90% of the energy is preserved. The parameters of our
model are set as follows: in Eq. (2), λ1 = 0.0001, λ2 = 0.1, λ3 = 0.2, in Eq. (3),
λ = 0.1. In addition, parameter α in the quasi-orthogonal constraint of Eq. (1)

is set as

V
∑

p
tr(xp(xp)T /mp)

d×V , the projection space dimension r is set as the length
of feature after PCA, the number of dictionary atoms k is approximately set as
1.35 ∗ r, the max iteration number T = 20, threshold eps = 0.001, the fusion
coefficients of the score matrices for different view are all set equal to 1 and
κ (nearest neighbours) is set as 3. The Cumculative Matching Characteristic
(CMC) is used for evaluating our model.

4.2 Comparative Results

Three benchmarks are listed to verify the validity of our approach, including Dic
[17], ISR [26] and CAMEL [53]. Experiments are conducted on four widely used
datasets, i.e., VIPeR, PRID, CUHK01 and Market1501. From Table 1 we can
observe that our method outperforms these benchmarks.

VIPeR is a single-shot dataset, which contains 632 image pairs of people
captured by two cameras. Although it has been tested by many researchers, it
is still one of the most challenging datasets. In our setting, VIPeR is randomly
splitted into two sets of 316 image pairs separately for training and testing and
the matching result is obtained by averaging over 10 splits.

PRID has two version, we use the version in which each person only has one
image in our experiments. There are 749 labelled people but only 200 of them
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appear in both two cameras, we randomly choose 100 people out of the 200 to
construct the training set, and the remaining people in each camera are used
for testing, specifically, the remaining 100 people in one camera with total 100
images are used as probe set, and the remaining 649 people in another camera
with total 649 images are used as gallery set. The matching result is also obtained
by averaging over 10 splits.

CUHK01 consists of 971 people, every person has two images in each camera
i.e., multi-shot. In each data split, we follow the standard setting: 486 persons are
selected randomly for training, while other 485 persons for test. The matching
result is also obtained by averaging over 10 splits.

Market1501 contains 32668 images of 1501 labeled persons from six cam-
eras. We comply with the setting in [60], specifically, 12936 person images of 751
identities are used for training, 3,368 person images of 750 identities are used as
query set and 19,732 person images of 750 identities are used as gallery set.

Table 1. Rank-1 matching accuracy of our unsupervised approach.

Datasets VIPeR PRID2011 CUHK01 Market1501

Dic [17] 29.6 21.1 52.9 50.2

ISR [26] 27.0 17.0 – 40.3

CAMEL [53] 30.9 – 61.9 54.5

Ours 37.1 35.8 65.5 54.8

To further show the superiority of our method compared to others, we extend
it to the supervised scenario and denote as Ourss, which also represents the
ceiling of our unsupervised model. Giving labels of the training data, we can
construct a precised Laplacian regularization Fgraph to guide the model to learn
the correspondence across cameras, in which Wi,j = 1 if X:,i and X:,j have the
same identity label, otherwise Wi,j = 0. We compare our supervised version
with three other methods, i.e., the supervised version of Dic (denote as Dics),
CVDCA [9] and the supervised version of CAMEL (denote as CAMELs). From
Table 2, we notice that it is comparable to others.

Table 2. Rank-1 matching accuracy of our model under supervised setting.

Datasets VIPeR PRID2011 CUHK01 Market1501

Dics [17] 38.9 25.2 – –

CV DCA [9] 37.6 – 60.9 52.6

CAMELs [53] 33.7 – 62.7 55.0

Ourss 58.9 42.6 74.8 56.3
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5 Conclusion

In this work, we proposed a graph regularization based dictionary learning frame-
work for unsupervised person re-ID. For each single view, our method will learn
transformations for all cameras respectively which can alleviate discrepancy of
data to pull up the distance of the same pedestrian under different cameras.
A common dictionary which can be used to represent samples with advanced
semantic properties that shared by all cameras. Furthermore, we and extend
our method to multi-view scene, where the Discriminating ability learned from
multiple visual features can be accumulated. Experiments on four benchmark
datasets show that the proposed model truly improves the performance of unsu-
pervised person re-ID.
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Abstract. Community environment is one of the focuses of urban governance.
And the phenomenon of residents littering in violation of community regulations
is one of the most prominent problems in the management of the community
environment. However, the existing methods, whether it is time-consuming and
labor-intensive humanmanagement or action detection-based system that still can-
not achieve a good balance between accuracy and real-time performance, cannot
solve this outstanding problem well. At the same time, the more commonly used
object detection-based systems also have poor performance due to the complex-
ity of the model and system architecture. To address these issues, we propose a
novel lightweight trash detection system. The system uses an improved yolov5
algorithm, which is more suitable for the detection of small targets like litter. In
addition, we novelly proposed two methods called tracking object transmission
and video backtracking, combinedwith the tracking algorithmbased on kernelized
correlation filter, we successfully achieved accurate localization of littering pedes-
trians. So far, our model has been experimented on several small public datasets
and our self-designed community littering dataset. What’s more, our system has
also been put into use in some communities, with initial results that are acceptable,
which successfully verified the feasibility of our method.

Keywords: Object detection · Pedestrian tracking · Trash detection system

1 Introduction

Community environmental governance is a critical component of the urban governance
system. The most prominent problem in community environmental management is the
phenomenon of littering by residents. There are three types of management systems
now in use: manual-based, action recognition model-based, and object detection model-
based.

Manual-based Method. Manual management monitoring is the traditional as well
as the most common means currently used, mainly through manual inspection of the
scene to find, or through the surveillance cameras to capture the record of littering
behavior. However, this manual means of management requires a lot of human and
material resources, detection efficiency is not high, and by the weather, personnel leave
and working hours, and other external factors.
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Action Recognition Model-based Method. The approach attempts to use deep learn-
ing models to capture certain human behaviors. [1] loads a violence detection system on
a drone that captures and identifies violent actions such as kicking, stabbing, or chok-
ing in a crowd. In a recent study, [2] explores deep learning architecture of CNNs and
inception V4 to detect and recognize violence, improved by the keyframe extraction.

Object DetectionModel-basedMethod. Themethodmainly uses deep learningmod-
els to detect and identify pedestrian and garbage targets and then combines other func-
tional modules depending on the system task requirements. In order to identify construc-
tion waste generated during urban construction, [3] uses an improved YOLOV2 model
to do waste detection and identification, and transplants it to a front-end embedded
module to manage thousands of monitoring front-ends with IoT and back-end servers.
[4] presents a low-cost scheme capable of locating litter targets in low-altitude images
from cell phones during autonomous patrol missions by UAVs. [5] proposes a new real-
time small object detection algorithm based on YOLOV3, which improves the small
object detection accuracy by FPNs. [6] conducted garbage detection experiments and
analysis on MASK-RCNN, YOLOV4, and YOLOV4-tiny, and determined to embed
YOLOV4-tiny into the garbage collection robot.

Overall, with the development of AI technology, the management model of manual
detection is gradually being replaced by the management model based on deep learning
models. Among the deep learning models, the technology of action recognition models
is not mature enough and has only achieved good results in academic research. This
method’s detection accuracy and hardware consumption make it unsuitable for usage in
specific projects, instead increasing workload due to mistaken or missing recognition.
Object detection is commonly used at this stage, and in the studies of [3, 4, 6], themodels
performed well in terms of detection effectiveness and migration into the system.

In this paper,weproposed a lightweight litter detection and tracking system (LTDTS).
The system is divided into two main modules, which are target detection module and
target trackingmodule. The location of the garbage is first detected by the target detection
module and the location information is passed to the tracking module. Based on the
location information of the garbage, the tracking module tracks backward to the moment
when the resident throws the garbage. The detection module in this paper uses the
modified yolov5 model, and the tracking module uses the KCF tracking algorithm.
Extensive experiments show that the proposed method achieves good results in the
dataset presented in this paper. LTDTS is also in use in several communities and has
been well received. The major contributions of our research can be summarized as
follows:

(1) We propose a lightweight deep learning-based trash detection and tracking system
(LTDTS).

(2) We introduce a newdataset of the community refuse collection scenariosRCP-2021.
(3) For the dataset presented in this paper, we propose an improved yolov5 model with

good results.
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2 Related Work

This section discusses the existing work in the field of object detection and object
tracking. Comparing the previous work, we choose the most suitable module for our
system.

Object Detecting Methods. There exist two mainstream types of detection models:
anchor-based and anchor-free detectors. Anchor-based detectors can be further classified
into two-stage and single-stage based on their structure. Two-stage anchor detectors (e.g.,
R-CNN series [7–10], TSD [21]) consisting of region proposal networks (RPNs) and
classifiers are firstly proposed for the object detection task. A large number of foreground
and background region proposals are first generated by RPNs, and then the objects in
the proposals are classified by the classifier. For real-time object detection, one-stage
anchor-based detectors (e.g., YOLO series [12–14]) are proposed to predict both bboxes
categories at the same time, thus eliminating the need for RPNs. Recently, anchor-free
detectors such as CornerNet [18] have also been proposed to remove anchored priors.
These models predict the locations of key points (corner, center of mass, or extreme
points) and then group them into the same bbox if they are geometrically aligned. In
addition, transformers (e.g., DETR series [16, 17]) have also been developed for object
detection without anchor generation or non-maximum suppression (NMS), achieving
the performance on par with the above CNN-based detectors. Similar to the trans-
formers, [15] uses a new multi-scale convolution model based on multiple attention to
achieve significant results on classification. [23] proposed a multi-lane capsule network
with strict-squash (MLSCN) for classifying images with complex background. With
the gradual increase of multimodal training tasks in recent years, an increasing num-
ber of research have incorporated natural language processing (e.g., knowledge graph
applications [20], relationship extraction [11], question classification [28]) to improve
performance in visual tasks. [19] proposed a novel Reasoning-RCNN, which takes into
account semantic links and infers between observed items.

Object Tracking Methods. The methods are generally divided into two categories:
correlation filter-based methods and deep learning-based methods. Correlation filters
were early applied to signal to process. The main principle is to calculate the correlation
between two signals. The earliest tracking algorithm using correlation filters is MOSSE
[24], after which KCF [25], DSST [26], ECO [27], etc. received widespread attention.
The DNNs currently used for object tracking are Autoencoders (AE), Convolutional
Neural Networks (CNN), and Recurrent Neural Networks (RNN). DLT [22] is an early
well-known object tracking algorithm based on deep learning, and other representative
algorithms include MDNet [29], SiamFC [30], SiamRPN [31].

In the system designed in this paper, the object detection module uses the yolov5
model improved for the new dataset, and the tracking module uses the traditional KCF
algorithm. In the next section, we will start to describe the methodology of this paper
specifically.
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3 Method

In this section, we first introduce RCP-2021, a small objective-based dataset proposed in
the paper, and the correspondingmodifications to the anchor. After that, the loss function
and KCF algorithm will be presented. Finally, we will give a detailed description of
LTDTS.

3.1 RCP-2021 Dataset

Traditional datasets are dominated by large objects with few or unevenly distributed
small objects, and a large number of small objects are concentrated in a small part of
the image. This unbalanced sample distribution structure causes the trained model to be
more inclined to large objects. To solve this problem, we produced RCP-2021, which is
dominated by small objects, from community surveillance camera videos as experimen-
tal data. In previous work, some approaches (e.g., MSMC-CGAN [33], CMTGAN [34])
have used generative adversarial network to generate new pictures. However, compared
to the collected images, the images generated by GANs is not good enough.

The RCP-2021 dataset has a total of 8000 images, including 6400 images and 25,500
annotations in the training set; 800 images and 3,500 annotations in the validation set;
and 800 images in the test set. The image samples in the RCP-2021 dataset are shown
in Fig. 1 Altogether, there are 6 classes in labeling objects: 0: people, 1: bicycle, 2: car,
3: bags, 4: boxes, 5: bottle. The image samples in the RCP-2021 dataset are shown in
Fig. 1.

Fig. 1. Randomly selected images from the RCP-2021 dataset.

3.2 Anchor Redesign

The initial anchor size used by yolov5 is clustered from the object box size in the COCO
dataset. The disparities in object size between the RCP-2021 dataset and the COCO
dataset are shown in Table 1, with little items making up the majority of the RCP-2021
dataset. As a result, the original anchor size does not work with the RCP-2021 dataset.
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The anchor size is redesigned using the KMeans++clustering algorithm [35] to increase
the object box and anchor matching probability. The KMeans++algorithm is divided
into two steps.

Table 1. Quantitative comparison of object sizes between RCP-2021 and COCO.

Size COCO (%) RCP-2021 (%)

Small 41.43 78.67

Medium 34.32 17.42

Large 24.24 3.91

The first step is to determine the initial values of K cluster centers:
The distance s is defined as (1):

s(box, centroid) = 1 − IoU (box, centroid) (1)

where ‘box’ is the target box and ‘centroid’ is the cluster center. The distance from all
points to the nearest cluster center is S(x), and P(x) represents the probability of each
point to becomes the next cluster center (2):

P(x) = S(x)2
∑N

i=1 S(xi)2
(2)

According to the probability, the roulette wheel selection (the greater the distance,
the greater the probability of being selected as cluster center) is repeated until K cluster
centers C = {C1, C2,…, CK} are selected.

The second step is to cluster the initial cluster centers selected in the first step:
Each sample is separated into the set to which the nearest cluster center belongs,

with K cluster centers divided into K sets. The new cluster center is determined using
the average value of all samples in each set, and each sample is partitioned into the set
with the shortest distance from the new cluster center; the average value of the samples
in each set is then recalculated. Repeat the preceding process until the average value
change is less than a given threshold, and the new anchor size is K cluster centers.

3.3 Loss Function

In a recent study, [32] proposed a new power IoU loss function, called α-IoU, which
can consistently outperform existing IoU-based losses and provide more robustness for
small datasets. Therefore, we decide use the α-IoU to replace GIoU in yolov5.

The more general form of α-IoU is defined as formula:

Lα−IoU = 1 − IoUα + Pα(B,Bgt) (3)

where α > 0 and Pα
(
B,Bgt

)
denotes any penalty term computed based on B and Bgt .
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3.4 KCF Tracking

Because of its excellent efficiency and competitive performance, we utilize the Kernel-
ized Correlation Filter (KCF) as our baseline method. KCF is used for single-object
tracking in [25]. Training samples xi(w, h) ∈ {0, . . . , W − 1} × {0, . . . , H − 1}, are
recorded by cyclic shifts of picture patches x with size W × H pixels, and the classifier
is learned in the Fourier domain. x is clipped around the middle of the target. For each
sample xi, the predicted label yi(w, h) follows a Gaussian function with values ranging
from 0 to 1. For a centered target, yi will be 1, while for other regions that shift away from
the target center, it will be 0. The goal for KCF training is to find a function f (z) = wT z
that minimizes the squared error between samples xi and their regression target yi as
follows:

min
ω

∑

i

(f (xi) − yi)
2 + λ||ω||2 (4)

where the regularization parameter λ is used to prevent overfitting.ω is the optimal value
to minimize Eq. (4). Then Eq. (4) is rewritten as Eq. (5) by kernel function mapping xi
to the Hilbert space.

min
ω

∑

i

| < ϕ(xi, ω) > −yi|2 + λ||ω||2 (5)

whereλ is themapping functionwith kernelK,K(
x, x′) = 〈

ϕ(x), ϕ
(
x′)〉. Aftermapping,

the solution ω for Eq. (4) can be expressed as:

min
ω

∑
aiφ(xi) (6)

Then the problem is turned to solve the classifier coefficients α. Following the circulate
matrix structure and convolution theorem in [36], coefficient α is solved as:

F(α) =
(

F(y)

F(kx) + λ

)

(7)

where F is the Fourier transform, y = {yi(w, h)|(w, h) ∈ {0, . . . ,W − 1} ×
{0, . . . ,H − 1}}. kx = K(

x, x′) is computed by Gaussian kernel in the Fourier domain.
For an image patch z with size W × H in a new frame t + 1, where z is cropped in

the search window around object location, the confidence response is computed as:

ŷ(z) = F−1(F(kZ ) � F(α)) (8)

where � is the element-wise product, kz = K(z,Oxi) is the kernel distance between
regression sample z, and the learned object appearance x̂i. The placewhere themaximum
response R occurs determines the final target location, and the response R is formulated
as R = maxŷ(z).
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3.5 LTDTS

In the LTDTS designed in this paper, the function of the system is to determine whether
a video sequence contains a resident’s littering behavior, and to obtain the time frame
when the resident threw down the litter. In order to achieve this function, we divide the
system into two parts: first, the trash target detectionmodule, which ismainly responsible
for confirming the location information of the trash thrown down by the residents; and
the trash target tracking module, which is responsible for tracking the trash target and
locating it to a certain moment when the trash was thrown down. The purpose of our
trash tracking is also to capture the positive face of people. Here we adopt the ideas of
tracking target shifting and video back tracking, i.e., the original tracking of residents
is shifted to trash target tracking, and video back tracking is to rewind the frames of the
current video.

Fig. 2. Framework diagram of the LTDTS.

The framework flow chart of the system is shown in Fig. 2. A video is chopped into
numerous video frames after it is entered into the system. The YOLO-RCP model is
then used to detect trash from these video frames. If there is garbage in the scene and
it is identified, the tracking module uses the location information of the trash as input,
together with the original input video, to create a picture of the moment the resident
throws the trash down. The resident’s front face, if present, is also caught during this
process.

4 Experiment

We carried out our experiments on the RCP-2021 dataset to test our method. The testing
environment was conducted on one single Nvidia GTX 3090Ti graphic card with 16GB
memory, and an Intel(R) Core (TM) i7–7700 3.60 GHz.

As shown in Table 2, to verify the effectiveness of the two improved methods,
ablation experiments are used for testing. The experiment retains the improved methods
that need to be tested and shields other methods that may affect the test module. The
first is to reset the anchor size. By comparing the data of yolov5s and M1 in Table 2,
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we find that the new anchor size increases the mAP of the model from 53.05 to 54.76%,
which shows that setting a reasonable anchor size according to the characteristics of
the dataset can effectively increase the detection precision of the model. The second is
to use α-IoU to replace the GIoU bounding box loss function. By comparing M1 and
M2, it was found that the improvement of the α-IoU loss function increases the mAP of
the model from 53.05 to 56.24%. Finally, the model M3, which is called YOLO-RCP,
trained by integrating all methods in the same network achieved the best test results.
Compared with yolov5s, the mAP of M3 increased from 53.05 to 58.11%.

Table 2. Ablation study of two improvements on RCP-2021 dataset.

method New anchor α-IoU Precision Recall mAP50

Yolov5s ✖ ✖ 79.19 81.62 53.05

M1 ✓ ✖ 80.51 83.27 54.76

M2 ✖ ✓ 81.06 84.23 56.24

M3 ✓ ✓ 82.35 85.91 58.11

Fig. 3. Loss curve of model YOLO-RCP(M3).

Figure 3 shows the loss curves of the model training, with the top half being the train
loss and the bottom half being the validation loss. Figure 4 shows the results of the trash
detection module and tracking module.

The left depicts the moment when the trash detection module recognizes rubbish in
video frames. The identification result is presented in the middle figure, where the waste
is clearly framed out, indicating that the garbage’s position information is obtained. The
trash is tracked to the person who is placing the trash down in the rightmost figure, and
it is evident that the resident in the figure is dropping the rubbish on the ground.
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Fig. 4. The results of two module, the left is original picture, the middle is detection result, the
right is tracking result.

5 Conclusion

Wepresented a lightweight litter detection and tracking system (LTDTS) in this research.
The target detectionmodule and the target trackingmodule are the twomajor modules of
the system. The target detection module detects the location of the garbage first, and the
location information is transmitted to the tracking module. The tracking module works
backwards from themoment the resident throws the rubbish based on the garbage’s loca-
tion information. The modified yolov5 model is used in the detection module, while the
KCF tracking technique is used in the tracking module. Extensive testing demonstrates
that the proposed strategy performs well on the dataset described in this paper. LTDTS
is also in use in a number of areas and has received positive feedback. In the future work,
we will continue to optimize the system, not only to achieve a breakthrough in detection
functions, but also to innovate in the architecture as VANET [37] in ITS.
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Abstract. The atmospheric ozone layer plays an important role in the interaction
of extraterrestrial environmental systems. Obtaining complete ozone data can help
relevant scientific researchers better analyze the state of the ozone layer and predict
its impact on global or local climate. Due to the operating orbit and other factors,
the polar weather satellite may lose some data when collecting data. We use an
encoder-decoder convolutional neural network to repair missing data, and use a
discriminant network to judge the quality of the data. The model showed amazing
performance on a test set that was not related to the training set.

Keywords: Data quality control · Ozone · Deep learning · Generative
adversarial network

1 Introduction

Ozone is a trace gas [1] in the earth’s atmosphere, mainly distributed in the upper
atmosphere or stratosphere, 10 ~ 50 km from the ground. When ultraviolet light passes
through the stratosphere, most of it is absorbed by the ozone layer. Therefore, ozone
is the earth’s umbrella, protecting life on Earth from the destruction of ultraviolet rays.
However, for more than a decade, the earth’s ozone layer is being destroyed. Therefore,
it is necessary to monitor stratospheric ozone [2]. Satellite ozone detector [3] has the
obvious advantages of covering a large space and being less affected by weather changes
in terms of time and space, making satellite ozone detection become an important means
tomonitor global ozone changes. FY3A satellite [4] launched in 2008 and FY3B satellite
launched in 2010 are equipped with Total Ozone Unit (TOU) [5] developed by China
for Ozone detection. TOU is a digital camera that uses ultraviolet rays from sunlight to
create images. Ultraviolet light from the sun hits the atmosphere at the earth’s surface.
Some of the ultraviolet light is absorbed by ozone in the atmosphere, which protects
life on Earth from the destruction of ultraviolet rays. However, the TOU instrument was
affected by some abnormalities, resulting in missing ozone product data, as shown in
Fig. 1. This brings great inconvenience to scientific research based on ozone layer data.
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Fig. 1. Comparison before and after repairing the data. (a) is a TOU product that contains missing
data. (b) is TOU products that have been repaired.

In this paper, a quality control algorithm for ozone missing data based on deep
learning is proposed to repair the missing data. This method is based on generative
adversarial network to repair the missing images. The network is composed of generator
and discriminator. Generator is composed of Encoder, Residual Block and Decoder.
Discriminator uses PatchGAN [6] structure. In the supervised method, this experiment
made some improvements.

First, the MSR dataset was destroyed using a manufactured mask, and then the
destroyed MSR images were put into the RN model for training (Fig. 2). The model is
used to repair TOU images of FY3.

Fig. 2. The production process of the data set
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2 Related Work

Image repair refers to the process of reconstructingmissing or damaged parts of an image.
It is widely used in life. For example, when there are cracks in photos or scratches and
dust spots in films, image repair can be used to prevent further deterioration of image
quality. On the other hand, image repair can also be used for image editing. For example,
when adding or deleting elements, we remove unnecessary image content and fill the
gap after removal with reasonable image content. The existing image repair methods are
mainly based on sequence and deep learning.

2.1 Image Inpainting Based on Sequence

Sequence - based image repair mainly includes sample - based and diffusion - based
methods [7]. The basic idea of sample-based restoration is to find similar image blocks
on the original image and fill them in the positions to be repaired. This method can
not only fill the missing area of any size, but also repair the texture details of the dam-
aged part. A number of sample-based fixes have been proposed. For example, Criminisi
et al. [8]. proposed a texture-based algorithm for removing occlusion in pictures. It is
mainly realized by repeating the following three steps: calculating the priority of edge
pixels, finding the best matching block, and copying. The basic idea of diffusion based
restoration is to use the edge information of the region to be repaired to determine the
direction of diffusion, and then use the diffusion mechanism to diffuse the known infor-
mation to the region with repair [9]. This method is mainly used for repairing small
scale image damage, such as small scratches in photos. Typical methods include [10] ’s
BSCB(Bertalmio Sapipez Caselles Ballester) model, which uses third-order partial dif-
ferential equations to simulate smooth transmission process. And The CDD(Curvature
diffusion-Diffusion) model proposed by Chan et al. [11].

2.2 Image Repair Based on Deep Learning

In recent years, with the development of deep learning technology and hardware devices,
researchers have proposed many image restoration methods based on deep learning, and
achieved success in some aspects. Deep convolutional Neural network (CNN) shows
great potential in image restoration [12]. CNN consists of one or more convolution
layers, pooling layers and full connection layers. The purpose of convolution is to extract
different features of the input. The pooling layer mainly carries out subsampling on
the feature maps learned by the convolutional layer. There are two types of pooling,
namely maximum pooling and average pooling. The full connection layer is used for
final model tasks such as classification, regression, and so on. LeNet [13], as the first
successful convolutional neural network, was implemented by Yann LeCun et al. in the
1990s, mainly applied in the field of identifying numbers and postal codes. TheAlex [14]
convolutional neural network proposed by Alex et al. is popular in the field of computer
vision. Its structure is very similar to LeNet, but it has more network layers and uses
layered convolutional layers to acquire features. In 2014, GoogLeNet [15], proposed
by Szeged et al., significantly reduced the number of parameters in the network. The
main contribution of VGGNet proposed by Karen et al. is to show that the depth of
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the network is a key part of the excellent performance of the algorithm. The Residual
Network was realized by He Kaiming et al. It uses special jump links and makes heavy
use of Batch normalization. Generative Adversarial Networks (GANs) [16], proposed
by Goodfellow et al. in 2014, are widely used in computer fields as a Generative model,
such as image repair, image denoising and image generation. Generative adversarial
network consists of two important parts: generator and discriminator.During training, the
generator is used to generate data in order to “fool” the discriminator. The discriminator
determines whether the image is real or machine-generated, in order to find “fake data”
made by the generator. As the Convolutional network has stronger fitting and expression
capabilities, Alec et al. introduce generators and discriminators into CNN and propose
Deep Convolutional GAN [17], which improves the quality of samples and the speed of
convergence and has achieved great results.

2.3 Supervision Methods

The training methods of deep learning algorithms can be divided into three categories:
supervised learning, semi-supervised learning and unsupervised learning. In supervised
learning, the value of the target variable, that is, the label data, must be given so that the
learning algorithm can discover the relationship between the input features and the target
variable. So supervised learning has clear goals and knows what results you want [18].
Unsupervised learning does not require a given value of the target variable. The algorithm
learns from the unlabeled data, trying to findhidden structures to build amodel describing
certain relationships between samples of the data set. In semi-supervised learning, the
algorithm combines labeled data and unlabeled data to train and generate an appropriate
output model.

3 Method

3.1 Method of Supervision in this Paper

In this experiment, the missing data to be repaired were used as feature data and the
complete data as label data. The data to be repaired is called P_mask and the complete
data is called P_original, then

P_mask = P_original � (1 − mask) (1)

� is the dot product. When P_mask data passes through the network to generate a
new image, the generated image is called Pred. P_original� Mask is used to supervise
Pred�mask to control network training (Fig. 3).
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Fig. 3. Supervision method

3.2 Network Model

Most image restoration methods based on deep learning are trained by Feature Normal-
ization, but Normalization in spatial dimension ignores the impact of damaged areas
on Normalization, such as mean and variance drift. As a result of this defect, [19] puts
forward a new method of regional Normalization. According to the input mask, the spa-
tial pixels are divided into damaged regions and undamaged regions, and the mean and
variance of the two regions are calculated to normalize, so as to solve the problem of
mean and variance drift.

The image generator of EdgeConnect network [20] was used as the backbone gen-
erator in the literature, and the whole generating network was composed of encoder,
Residual block and decoder. This structure can effectively reduce the complexity of
feedback neural network. The main purpose of the generator is to generate an image
similar to the original image according to the image to be completed and then patch the
corresponding position image block to the image to be completed.There has been Basic
Region Normalization (RN-B) module in the encoder and Learnable Region Normal-
ization (RN-L) module in the residual and decoder. The discriminant was PatchGAN.
Meanwhile, its loss function is used, including four parts: adversarial loss, perceptual
loss, style loss and l1 loss. The adversarial loss is defined as

Ladv = E(Igt ,Ccomp) log[D(Igt,Ccomp)] + ECcomp log[1 − D(Ipred ,Ccomp) (2)

The style loss is defined as

Lstyle = Ej[||Gϕ
j (Ipred ) − Gϕ

j (Igt)||1] (3)
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The perceptual loss is defined as

Lprec = E[
∑

i

1

Ni
||ϕ(i)

1 (Igt − ϕ
(i)
1 (Ipred )||1] (4)

Our overall loss function is

LG = λl1Ll1 + λadvLadv + λpLprec + λsLstyle (5)

The final experimental results show that the region normalization method can effectively
solve the mean and variance drift problems.

In this experiment, the network structure is used to repair ozone data (Fig. 4).

Fig. 4. Illustration of our inpainting model and supervision method

4 Experiment

The implementation of the experiment will be explained from three aspects: data set,
experimental details and evaluation methods. There are three data sets used, namely
TOU data set, MSR data set and MSR_fy_mask data set. The last data set is the training
data of the experiment, and the production process will be described in detail below.

4.1 Dataset

FY3 dataset. The ozone data observed by TOU on FY3A and FY3B satellites are called
TOU total ozone product. Themain data contents include observation time, geographical
location, solar direction, satellite observation direction, total ozone, total ozone inversion
quality control code, etc. TOU provides a daily map of total global ozone. However, due
to some unavoidable reasons of the instrument, there are some gaps in the total ozone
map, as shown in Fig. 5, and our work is to recover these missing ozone data. The Tou
products of Fy3A in this experiment are from 2008 to 2014, and the Tou products of
Fy3B are from 2010 to 2017, with a total of 4917 cases. The image size is 360 by 720
pixels.



Deep Learning Feature-Based Method for FY3 Image Inpainting 257

Fig. 5. TOU products with the missing data. (a) is the total TOU ozone product of FY3A on
August 9, 2008. (b) is the total TOU ozone product of FY3B on March 5, 2013. Missing data is
shown in white.

MSR dataset. In order to restore the image of Tou product, a very important data set
is used in this experiment., It is called multi sensor reanalysis (MSR) [21]. It contains
almost three decades of corrected satellite ozone data. It uses satellite instruments such
as TOMS, SBUV, GOME, SCIAMACHY, OMI and GOME-2, and has identified and
collected 14 total ozone satellite data sets. The study also used two other sets of data
sets, ground total ozone dataset namedWOUDC and effective ozone temperature dataset
named ECMWF. The generation of the data set is divided into two steps: firstly, the small
system deviation in the satellite data is corrected by taking the ground observation aver-
age as the true value. Then, all satellite data are assimilated by Kalman filter technology,
and finally an ozone data set with a complete 30-year cycle is obtained.

We used the data from 2008 to 2018 (see Table 1). The image size was 360 * 720
pixels, a total of 4016 cases (Fig. 6).

MSR_fy_mask dataset. The mask used in this experiment was generated by TOU
products. The mask of TOU products is extracted to form a FY_mask dataset (Fig. 7).
The making method of mask is as follows:

m =
{
0, 1 > fy > 0
1, fy = 1

(6)

where, fy represents TOU pixel value, 0 represents black and 1 represents white, that is,
empty.
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Fig. 6. An example of MSR products

Table 1. Number of fy3 and MSR data in different years

2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 Total

FY3A 181 364 365 365 363 362 133 2133

FY3B 359 361 360 358 364 356 357 269 2784

MSR 366 365 365 365 366 365 365 365 366 365 363 4016

The mask is then applied randomly to the MSR data, making it a missing picture.
Specific methods are as follows:

MSR′ = MSR � (1 − mask) (7)

This ensures the accuracy of the model for FY3 data repair.

Fig. 7. The production process of MSR_fy_mask
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During the generation of mask dataset, we have done some data preprocessing. First
of all, we found that there were some completely missing data in the TOU product of
FY3, and the FY_mask obtained was an all-white image. We made statistics on the data
in this situation, and there were 801 images in total, which would certainly cause some
errors in the experiment. To avoid this error, we filtered the images. In addition, we also
found that TOU the north and south poles of products, namely the both ends up and down
on the image there are different levels of large area is missing, hope our present work
will only missing a small area of the image in the middle of the area, if the blank of the
north and south poles are directly related to the data model to join in training, will have
a larger effect on the recovery of the experimental effect. Therefore, we removed the
north and south polar regions of all TOU product images according to different missing
conditions, and cut out 60 pixels at the top, 60 pixels at the bottom and 30 pixels at the
upper and lower ends of the image. Thus, the mask image from X is 300*720 pixels
(Fig. 8).

Fig. 8. Preprocess of Fy_mask

In order to make the experiment robust, we do data enhancement work as shown in
Fig. 9. The ROC of the region of interest was obtained randomly fromMSR images and

Fig. 9. Expansion of data volume. (a) is the clipping of MSR data. (b) is the clipping of mask
data
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FY_mask images. The region size was 256*256, and 10 ROC were randomly obtained
from each image. This increases the amount of data involved in training tenfold.

4.2 Experimental Details

Although the amount of data is expanded through data enhancement, we use transfer
learning for better results. A 300,000 Places dataset was used as the pretrained model
for this experiment. The model was iterated on the Places dataset for 43 times.

This experiment was carried out on the Linux server of Win10 Professional edition.
The hardware configuration of the server was CPU(Intel I7-7700K), four GPUs (Nvidia
RTX2080Ti), and software configuration was CUDA, Anaconda3, Pytorch, Python3.7,
etc. The MSR_fy_mask dataset was trained, the image size was 256*256, and the batch-
size of the training was 10. Adam optimizer [22] was used for optimization. Exponential
decay rate β1 = 0, β2 = 0.9 and learning rate 10–4 were set. We train RN network with
500 epochs and achieve convergence before the end of training.

4.3 Contrast

We first compared our method with data measuring 360 by 720 in Fig. 10. By observing
the images obtained from the test, we found that the use of this shows that it is necessary
to modify the size and data enhancement of the input data. Therefore, the following
experiments will uniformly input the size of 256*256.

The goal of this experiment is to repair TOUdata. Therefore,we use the trainedmodel
to test TOU data of FY3. Since we did not have complete TOU data for comparison, we
made some minor adjustments to the test data, but the size was still 256*256.

Fig. 10. Inpainting results of data of different sizes after training. (a) Missing data. (b) Use 360
* 720 pictures to train and then repair. (c) Use 256 * 256 to train and repair, and then splice.

The original TOU data is 360*720. We generate two groups of ROC on the original
data, and the size of ROC is 256*256. The top edge of the first group of pictures coincides
with the top edge of the original picture, and the bottom edge of the second group
coincides with the bottom edge of the original picture, as shown in Fig. 11. This value
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is bound to form an overlap area between the two groups of images. We just need to
calculate the coincidence of the overlapping areas to know how well the repair is. In
this experiment, peak Signal to Noise Ratio (PSNR), structural similarity index measure
(SSIM) [23] and L1 loss were used to calculate the degree of coincidence.

Fig. 11. Evaluation method

To prove the feasibility and superiority of this experimental method, our method was
compared and analyzed with existing restoration networks like EdgeConnect(EC) [19],
Contextual Attention(CA) [24] and Partial Convolution(PC) [25] (see Table 2).

Table 2. Comparison results of the different methods

PSNR SSIM L1 loss

EC 30.0235 0.9438 0.0047

CA 27.0855 0.9622 0.00612

PC 46.4722 0.9398 0.0049

Ours 57.4349 0.9984 0.0005

5 Conclusion

In this experiment, amodel trainedbyMSRdatawas proposed to repair themissingozone
data of TOU. The model used is a generative adversarial network, the generator is the
encoding and decoding structure, and the discriminator is the PatchGan structure. Before
the training, a series of pre-processing for the input data, including data enhancement,
data cleaning, data cutting, etc. By comparing the visual effect, peak signal-to-noise
ratio (PSNR), structural similarity and L1 loss of the restored images on MSR data set
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with other algorithms, the results show that the proposed method has a better effect on
the restoration of FY3 missing ozone data.

Funding Statement. This study is supported by the National Key R&DProgram of China (Grant
No. 2020YFA0608004).
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Abstract. Micro-blog is an important medium of emergency communication.
The topic and emotion analysis of micro-blog is of great significance in identi-
fying and predicting potential problems and risks. In this paper, a collaborative
analysis model of emotion and topic mining is constructed to analyze the users’
sentiment and the topics they care about, Firstly, we use SO-PMI to construct
domain sentiment lexicon and extract topics with LDA. Then we use the collab-
orative model to analyze sentiment and topic. The results showed that the model
we proposed can present the features of sentiment and topic of user concerns.
And through text clustering and sentiment analysis, it is found that the attitude of
users towards the COVID-19 has gone through three stages, namely, a period of
fluctuating tension and anxiety, a period of slowly rising solidarity and a period
of stable self-confidence with little fluctuation, on the whole, positive is greater
than negative, positive than negative state.

Keywords: Emergency · COVID-19 · Sentiment classification · Topic mining ·
Collaborative model

1 Introduction

1.1 A Subsection Sample

Nowadays, the Internet has changed the way in which emergencies are transmitted.
Everyone can share their own views and become the producers of Internet information
without the restrictions of time and space. Internet social platform plays an important
role in the information exchange port in the major events in the economic, social and
cultural fields. It is of great significance to analyze the hot spots and sentimental evolution
characteristics of public health emergencies, such as the COVID-19 epidemic sweeping
the world in 2020.

At present, researches on sentiment analysis of emergencies mainly focus on the
classification of user sentiment by using different sentiment analysis methods [1–3], and
the analysis of sentimental communication mechanism and communication network in
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public opinion of emergencies [4–6]. These researches mainly focus on the evolution
of sentimental situation by dividing stages and subjects, visually displaying sentimental
evolution by constructing sentimental maps in different periods of public opinion devel-
opment [7], analyzing the mechanism and differences of sentimental communication of
different subjects [8], constructing various models such as sentimental evolution to ana-
lyze the evolution of public opinion [9], etc. However, in the face of serious emergency,
single topic mining or sentiment analysis cannot meet the actual needs. The research
results on how to conduct thematic sentiment and topic content mining are relatively
few.

In order to solve the problem that the topic and sentiment of COVID-19 hot news
and emergent events are difficult to distinguish, we propose a sentiment analysis method
based on domain lexicon, which uses SO-PMI algorithm to expand the sentiment words,
enhancing the domain applicability of lexicon. The complex context of Chinese text and
the phenomenon of polysemy often lead to some errors in the sentiment analysis method
based on the sentiment dictionary, therefore, this paper also proposes a topic mining
and sentimental analysis of the emergency analysis method. Using the techniques of
Data pre-processing, feature extraction and Word Cloud visualization to mine the hot
topics of the target data, then using co word analysis, LDA topic model, PaddlePaddle
based sentiment analysis algorithm to analyze the target data, mining the trend of topic
evolution of unexpected events. Finally, we get the general sentimental trend of the data,
the core theme of each period, and the sentimental evolution process with time. The
main contributions of this paper are as follows:

• A domain sentiment lexicon was constructed to enhance the domain applicability of
the Chinese micro blog about the COVID-19.

• Construct a collaborative analysis model of sentiment and topic mining to analyze the
sentiment and topic characteristics of typical emergencies during the epidemic period
of COVID-19.

• Combinedwith the sentiment distribution characteristics in the event cycle of COVID-
19, the sentiment development trend of emergent events was analyzed.

2 Related Works

Current research on emergency sentiment analysis mainly focuses on the unsuper-
vised method based on sentiment lexicon and the supervised method based on machine
learning.

Many scholars and institutions have compiled some comprehensive Chinese and
English sentiment lexica, including: SentiWordNet, LIWC, NTUSD, Hownet, and
DLUT-Sentiment ontology [10]. SentiWordNet is the most famous sentiment lexicon
in English by classifying the entries in WordNet and labelling the sentiment weight of
positive and negativewords. The LIWCEnglish sentiment lexicon uses a large number of
regular expressions to describe sentimental words and gives comprehensive information
on the part of speech, antonyms, commendations, positive and negative of each entry.
The HowNet sentiment lexicon published by HowNet contains Chinese and English sen-
timent lexica. NTUSD lexicon includes 2,810 positive words and 8,276 negative words
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with high accuracy. DLUT-Sentiment ontology is a Chinese sentiment lexicon which
is manually sorted and annotated. The lexicon describes a Chinese word or phase from
different perspectives, including information on part of speech type, sentiment category,
sentimental intensity and polarity. However, the generally constructed sentiment lexicon
is not rich in the domain field, and the emergency words are changeable, so its effect is
not satisfactory.

In the face of complexmajor events, a single topicmining or emotion analysis cannot
meet the actual needs. Some scholars combine topic extraction with emotion analysis to
comprehensively analyze the hot spots and the evolution of public opinion [11].

Due to the complex in serious emergencies, there are some errors to the results of
sentiment analysis based on sentiment lexicon, thus the accuracy is not ideal. As another
popular method of sentiment analysis, machine learning-based sentiment analysis can
be more effective in emergency texts with complex contexts. Roy et al. [12] used PLSA
model to extract sub topics in different time periods, obtain the emotional tendency value
of each sub topic in a time series, and finally draw the emotional change trend of the
whole topic. An Sreenivasulu et al. [13] divided the stages according to the evolution
cycle of public opinion, combined word2vec with K-means clustering to extract the
subject feature words of each stage, and carried out fine-grained emotion analysis for
each stage. Wang et al. [14] proposed a fast-clustering method of microblog topics, and
studied the extraction of hot topics and emotional trend analysis over a period of time.
Zhao et al. [15] extracted sub topics using LDA and analyzed the emotional trend of
each sub topic with the help of emotional dictionary. From the above research results, the
existing research mainly determines the theme content of the text through emergencies,
and then classifies the theme sentimentally. There are relatively few researches on the
correlation analysis of topic sentiment and topic content for the COVID-19.

3 Model

In this paper, we analyze the microblog data around the topic of “COVID-19”, and con-
structs the collaborative model of sentiment and topic mining, as shown in Fig. 1 below.
Firstly, preprocess the text data, expand the exclusive domain of the existing basic senti-
ment lexicon by using SO-PMI algorithm, and construct the domain sentiment lexicon.
Then the text clustering algorithm is used to classify the topic, and then PaddlePaddle
is used to analyze the sentiment and trend of the extracted topic.

3.1 Domain Sentiment Lexicon Construction

Most of the previous researches of microblog sentiment analysis used the extended
general lexica, while the texts studied in this paper have strong pertinence and appli-
cability in the field of emergencies, and the contents of sentiment analysis are network
comment texts. There are unique sentimental words in different fields. The sentiments
expressed by these words cannot be ignored, and they are not included in the basic lex-
icon. Therefore, it is necessary to expand the exclusive domain of the basic lexicon. We
use sentiment orientation point mutual information algorithm (SO-PMI) [16] to select
the extended sentiment words from the actual COVID-19 related micro-blog, then we
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get the sentiment words in the COVID-19 field, some of them are depicted in Table 1
below.

Cooperative model for sentiment analysis and topic mining

Data cleaining

Remove irrelevant data

Data deduplication

Remove stop words

Basic sentiment lexicon SO-PMI algorithmDomain sentiment lexicon

Sentiment analysis

LDA based topic mining

Topic extract

Collaborative analysis of sentiment and topic for emergencySentiment distribution Topic category analysis

Fig. 1. Cooperative model of sentiment analysis and topic mining.

Table 1. COVID-19 sentiment word table.

No. Sentiment word Sentiment polarity Part of speech

1 (epidemic) -1 n
2 (COVID-19) -1 n
3 (confirmed) -1 v
4 (isolated) -1 v
5 (mask) -1 n
6 (super spreader) -1 n
7 (paramedics) 1 n
8 (fight) 1 v

… … … …

SO-PMI is a further application of pointwise mutual information (PMI) in sentiment
analysis, which uses PMI to evaluate the semantic orientation (SO) of the words to be
classified. PMI is used to measure the interdependence between the words w1 and w2.
The PMI formula is as follows:

PMI(w1,w2) = log
P(w1w2)

P(w1) · P(w2)
(1)

whereP(w1w2) represents the co-occurrence probability ofw1 andw2.P(w1) andP(w2)

represent the probability that appear alone. The larger the PMI(w1,w2), the greater the
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correlation between w1 and w2. And the sentiment polarity of them are more consistent.
When PMI(w1,w2) is greater than 0, the two words are related. When PMI(w1,w2) is
equal to 0. The two words are independent of each other, neither related nor mutually
exclusive. When PMI(w1,w2) is less than 0, the two words are mutually exclusive.

The calculation of SO-PMI requires highly representative seed words with obvious
sentiment tendency. Therefore, we ranked the sentiment words in the texts from high
to low, and selected 50 positive and 50 negative sentiment seed words. Pwi and Nwi are
used to represent the i-th positive and negative seed word, respectively. The SO-PMI
formula for w is written as:

SO − PMI(w) =
∑

i=1

[PMI(w,Pwi ) − PMI(w,Nwi )] (2)

If SO − PMI(w) is greater than 0, the word is positive. If SO − PMI(w) is equal to
0, the word is neutral. If SO − PMI(w) is less than 0, the word is negative.

3.2 Emergency Topic Clustering

Extracting topics from text is a common task in natural language processing. Different
from text classification, topic extraction requires to automatically find topics from the
text, which are mainly represented by keywords in the text. In this paper, the images
in microblog are ignored in the topic extracting, only the discussion topic and texts are
used. We use the LDA [17] topic model to mine the topic of the texts.

The LDA probability topic model proposed by Beli et al. is usually used to model
large-scale document data. The LDA model is a three-layer structure of word-topic-
document. The idea comes from the basic assumption that documents are made up of
multiple implicit topics, which are made up of several specific feature words. The advan-
tage of LDA model is that it has a clear internal structure and is trained by unsupervised
method. It is suitable for classifying a large amount of data. The generation of the LDA
model is shown in Fig. 2 below:

Fig. 2. LDA graph model.

In a document set, the parameters α reflect the relative intensity between potential
topics. The larger the document, the more topics it contains, and vice versa. β is the
probability distribution for all potential topics, and the bigger β is, the more words
the topic contains, and vice versa. θ represents the weight of the potential topic in the
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target document, W is the word vector representation of the target document, and Z is
the number of potential topics assigned to each term in the document. Suppose m is a
potential topic, wi is the i-th word in the document, then the probability that wi belongs
to m is:

P(wi) =
k∑

m=1

P(wi|zi = m)P(zi = m) (3)

where P(wi|zi = m) is the probability that the word wi belongs to the potential topic m,
P(zi = m) is the topic probability of the document.

In practice, the accurate calculation of the LDA model is more complex. Hence,
we use the most common Gibbs sampling method to estimate the parameters, and the
parameters are set as α = 0.5, β = 0.1. The number of iterations is 300, and the
number of clusters is K = 10. The selection of the optimal number of clusters can be
calculated by the probability of word selection or the degree of perplexity [18]. We use
the word cloud map to verify the topic clustering effect, at the same time, we can also
visually display the hot words in the microblog. In a word cloud, the size of a word is
determined by its frequency of occurrence, so the word cloud can be highlighted for
high-frequency words. The key words in COVID-19 micro-blog are shown in Fig. 3
below. In our dataset, the word “COVID-19”is the most frequently mentioned term in
microblog. And words such as “prevention and control”, “Wuhan”, “new cases”, and
“confirmed cases” also frequently appear on popular microblogs.

Fig. 3. Topic cloud chart of Covid-19.

3.3 Topic-Sentiment Fusion Analysis

Public sentiment analysis, which is related to the attitude of users on the Internet, plays a
vital role in the development of events.While in the face of complex major events, single
topic mining or sentiment analysis cannot meet the actual needs. Hence, in this paper, we
use the ERINE pre-training model embedded in PaddlePaddle to process the sentiment
of text data and excavate the multi-meaning sentiment of emergency. First of all, the text
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arranged by time is processed by word segmentation, and the domain sentiment lexicon
above is used for word segmentation, entity extraction, and sentiment analysis. Then,
according to the comparison results of positive and negative sentiment values in a single
text, the se tendency of all texts was divided into three categories: positive, negative
and neutral. Firstly, the collected micro-blog data were classified by sentiment, and
the different sentiment distribution of the micro-blog data was obtained. The different
sentiment text samples were sorted out, to achieve the collaborative analysis of emotion
and theme.

4 Experiments

In this section, we will first introduce the datasets and evaluation indexes. Then, the
proposedmodel is verified in theCOVID-19 epidemic emergency data set, and compared
with the baseline model, the reported results are the optimal results.

4.1 Dataset and Evaluation Index

In this paper, we use the dataset of “Sentiment recognition of Internet users during
the COVID-19”. The dataset collects data according to 230 subject keywords related
to “COVID-19”, captures a total of 1 million microblog data from January 1, 2020 to
February 20, 2020, and manually labels 100,000 of them.

In order to eliminate the influence of other unnecessary factors, the training set used
in each model is consistent with the test set. Among them, 80% of the data set is used as
the training set, and the remaining 20% is used as the testing set. Precision, recall and
Macro-F1 are used as the evaluation indexes, which are referred to as P, R and F1 values
respectively.

P = TP

TP + FP
(4)

R = TP

TP + FN
(5)

F1 = 2× P × R

P + R
(6)

where TP represents the amount of data when both the actual value and the predicted
value are positive.FP represents the amount of data when the actual value is negative and
the predicted value is positive. FN represents the amount of data when the actual value
is positive and the predicted value is negative. Calculate the F1 value for each category
and average it to get macro-F1. The larger the value of F1, the better the classifying
effect of the model is.

4.2 Experiment Results and Analysis

Effect Analysis of Domain Sentiment Lexicon. After pre-processing, 1,000
microblogs were randomly selected as the test set. Three people annotate the sentiment
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of these texts, and the results with the largest number of labels are counted as the final
sentiment polarity of the microblog. For comparison, we choose the DLUT-Sentiment
ontology which is recognized to be the state-of-art as the baseline. The results are shown
in Figs. 4 and 5 below.
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Precision Recall F1

DLUT-Emotion ontology Domain sentiment lexicon

Fig. 4. Performance comparison of sentiment lexicon (positive texts).
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Fig. 5. Performance comparison of sentiment lexicon (negative texts).
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As can be seen fromFigs. 4 and 5, the domain sentiment lexicon has greatly improved
the sentiment analysis performance of positive texts Fig. 4 and negative texts Fig. 5. In
terms of positive sentiment, the precision of our domain sentiment lexicon is nearly the
same to the baseline lexicon, while the recall and F1 value have grown significantly. For
the negative texts, our domain sentiment lexicon is better in classifying. Compared with
the DLUT-Sentiment ontology, the precision, recall, and F1 value have some improve-
ments. This is because domain-specific sentiment words are expanded during lexicon
construction. Hence, the domain sentiment lexicon has better classification performance
in the actual sentiment analysis of COVID-19 microblog.

Results for Sentiment Analysis. We also compare our method with different models to
verify the validity, some of which are in the open data set for state-of-the-art effect. Text-
CNN [19] obtains n-gram feature representation in sentences through one-dimensional
convolution, which is often used in sentiment analysis tasks. Since its publication in 2018
[20], Bert has been widely used in the field of natural language processing and achieved
good results in many scenarios. The pre-train ERNIE [21] in PaddlePaddle directly
models the prior semantic knowledge unit, which improves the semantic representation
ability of the model. Ours method use PaddlePaddle combined with domain sentiment
lexicon and topic model (Table 2).

Table 2. Results for sentiment analysis.

Text-CNN BERT PaddlePaddle Ours

Precision 0.6703 0.7009 0.7301 0.7452

Recall 0.6912 0.7143 0.7241 0.7518

F1-measure 0.6852 0.7128 0.7257 0.7485

Comparing the results of sentiment analysis, we can find that the results of the
proposedmodel are significantly better than othermodels. Comparedwith Bert Learning
the original language signal, ERNIE in PaddlePaddle directly models the prior semantic
knowledge unit, which improves the semantic representation ability of the model. And
the method we proposed can capture the sentiment and topic at the same time, which is
helpful for sentiment analysis.

COVID-19 Sentiment Trends Among Micro-blog Users. In order to better analyze
the sentiment during COVID-19, we made a simple statistic in the daily sentiment,
and averaged the analysis results. As we can see in the Fig. 5(a) below, in the whole
development cycle of the COVID-19 event, the neutral texts accounted for a large pro-
portion of 60%. According to the data analysis results, positive sentiment accounted for
a small proportion in each cycle, and accounted for about 15% of the total microblog in
each cycle. The proportion of negative sentiment tendency gradually decreased with the
development of the event. As can be seen from this sudden topic event, the overall trend
of this event is positive. In addition, we also calculated the average daily sentiment value
as shown in Fig. 5(b), we can find that from Jan. 1 to Feb. 20, the attitude of netizens
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toward the “COVID-19” was generally positive. During these 50 days, there are 46 days
when the sentiment analysis is positive, which is greater than 0. And only 4 days when
the sentiment analysis value is less than 0, which tends to be negative. The attitude
of the netizens towards the “COVID-19” can be divided into three stages during this
period. The first stage is from Jan. 1 to Jan. 20, the netizens’mood fluctuated greatly and
became more unstable, with positive and negative sentiments alternating. The second
stage is from Jan. 20 to Feb. 3, during which the netizens’mood has gradually increased
from negative to positive. The third stage is from Feb. 3 to Feb. 20, during which the
netizens’mood is stable in a positive and positive state with little fluctuation. Therefore,
the overall attitude of netizens towards COVID-19 is positive. Although there was a big
fluctuation in the previous stage, netizens’ attitude gradually improved and stabilized in
a positive mood (Fig. 6).

Fig. 6. Daily sentiment of COVID-19

5 Conclusion

In this paper, we present a method combining sentiment and topic mining to analyze
the sentiment of COVID-19. We use the SO-PMI Algorithm is used to extend the basic
lexicon and construct a domain sentiment lexicon suitable for COVID-19. Then we
extract the topicswithLDA,which enriches the researchmethod of collaborative analysis
of sentiment and topic mining. According to the topic of COVID-19 emergency, this
paper classifies the users’ sentiment, and gets the trend of the users’ sentimental change.
The results show that using the collaborative analysis model of sentiment and topic
mining to label the training data is helpful to build consistent labeling principles and
enhance the precision of sentiment classifier. The method of this paper can effectively
excavate the sentiment and theme of the emergency, summarize the development of the
hot news, and provide ideas for the future disaster response, emergency and so on.
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Abstract. The existing cuckoo search (CS) algorithm has the drawbacks of slow
convergence speed, low convergence accuracy, and easy to fall into local optimum.
An improved cuckoo search algorithm is proposed in this manuscript to over-
come the mentioned shortages using elite opposition-based learning and golden
sine operator (EOBL-GS-CS). The modifications could be summarized from two
aspects. On the one hand, the elite opposition-based learning (EOBL) mechanism
is employed to improve the diversity and quality of the population, preventing the
algorithm from falling into the local optimum. On the other hand, the golden sine
operator accelerates the algorithm’s convergence speed and improves the algo-
rithm’s optimization ability. In the verification part, 14 unimodal and multimodal
benchmark functions are used to highlight the characteristics of the proposed algo-
rithm. The experimental results show that, compared with the standard CS and
other variants, the EOBL-GS-CS has a faster convergence speed, higher solution
accuracy, and significantly improved optimization performance.

Keywords: Cuckoo search · Elite opposition-based learning · Golden sine
operator · Function optimization · Modification

1 Introduction

The Cuckoo Search algorithm, proposed by Yang and Deb in 2009, is a new swarm intel-
ligence optimization algorithm for the obligate brood parasitic behavior of some cuckoo
species [1]. Due to the characteristics of strong versatility, few parameters, simple imple-
mentation, the CS has been gained fruitful applications in industrial domains, such as
photovoltaic system optimization [2], image processing [3–5], engineering optimization
[6–8], signal processing [9], cloud computing [10].

However, the CS algorithm has some problems: slow convergence speed, poor pop-
ulation diversity, and low global search efficiency. In past years, various CS variants
have been discussed to improve CS performances. Wang et al. [11] proposed a hybrid
particle swarm optimization and cuckoo search (PSO-CS) algorithm. In each iteration
of the algorithm, the PSO is first used to update individual velocity and position. Then
the CS algorithm is used to the individual position update again. The experiment shows
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that the PSO-CS algorithm has better optimization ability than the CS algorithm. Lim
et al. [12] proposed a hybrid cuckoo search-genetic algorithm (CSGA) to optimize the
hole-making operations. Naik et al. [13] proposed an adaptive Cuckoo Search (ACS)
algorithm to implement face recognition through selecting step size based on iteration
number and fitness value without Levy distribution. Sheikholeslami et al. [14] proposed
a hybrid algorithm combining harmony search algorithm (HS) and CS algorithm to
optimize the design of water distribution system for improving the global optimization
ability of CS algorithm. Mlakar et al. [15] proposed a novel hybrid self-adaptive CS
algorithm, which extended the original CS by adding three features, i.e., a balancing of
the exploration search strategies, a self-adaptation of cuckoo search control parameters,
and a linear population reduction. The experimental results reveal the algorithm’s effec-
tiveness, but the optimal parameters are still needed to obtain by many experiments. At
present, the improvement of CS has achieved good results, but the existing algorithm still
has some problems, such as slow convergence speed and low global search efficiency.
Inspired by the above literature, this paper proposes an improved CS algorithm using
elite opposition-based learning and golden sine operator (EOBL-GS-CS) to improve the
convergence speed and optimization ability of the CS algorithm. The primary thinking
of this paper is listed below.

1. The elite opposition-based learning mechanism to increase population diversity and
avoid falling into the local optimum;

2. The golden sine operator is used to accelerate the algorithm’s convergence speed
and global searchability.

In addition, 14 typical benchmark functions are selected to verify the feasibility of
the EOBL-GS-CS algorithm. The experimental results show that the performance of
the EOBL-GS-CS algorithm is significantly better than that of the CS algorithm and its
variants.

This paper is arranged as follows: TheSect. 2mainly introduces the standardCSalgo-
rithm. Section 3 presents details of the improved cuckoo algorithmusing elite opposition-
based learning and golden sine operator. Section 4 tests the EOBL-GS-CS algorithm
and verifies the algorithm’s performance using 14 benchmark functions. The Sect. 5
summarizes the entire paper.

2 The Standard CS Algorithm

In theCS algorithm,Yang et al. [1] assumes cuckoo’s spawning behavior as the following
three ideal states to facilitate the simulation of cuckoo’s breeding habit.

1. Each cuckoo lays one egg at a time and randomly places it into a host’s nest;
2. In a group of nests, the best nests with high-quality eggs will carry over to the next

generation;
3. The number of nests available is constant, and the probability that the host bird will

find parasitic cuckoo egg is pa.
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Based on the above three ideal states, the updating formula of position and path of
cuckoo exploring host nest is given as follows:

X t+1
i = X t

i + α ⊕ Levy(λ), i ∈ [1,N ] (1)

where X t+1
i and X t

i represent the position of the ith nest in iteration t and iteration t + 1;
α > 0 is used to control step size; ⊕ refers to entry-wise multiplications; Levy(λ) is the
random walk through a Levy flight [16], and the formula of Levy(λ) is illustrated shown
as Eq. (2), and N is the number of nests.

Levy(λ) ∼ u

|v|1/β ×
{

�(1 + β) sin
(
πβ

/
2
)

�
[
(1 + β)

/
2
]
2(β−1)/2β

}1/β

(2)

where u and v follow the standard normal distribution; β is a constant, and it’s generally
1.5; �(·) refers to gamma function; To facilitate calculation, the calculation formula of
α is described as follows:

α = α0 × (
X t
i − X t

best

)
(3)

where α0 is a constant, and it’s generally 0.01; X t
best is the best solution among all Xi at

iteration t.
pa is the probability that the host bird finds alien eggs. If alien eggs are found, the

host bird will abandon these eggs or build a new nest. In other words, the CS algorithm
generates a random number r after position updating through Eq. (1). If r > pa, the
selective randomwalk is adopted to update the nest position. Otherwise, the nest position
remains unchanged.

Based on the above operations, the entire implementations of a standardCS algorithm
could be divided into following steps as follows:

Step 1: Set the population size N, search space dimension D, the maximum num-
ber of iterations, and other parameters. Randomly initialize the nest position Xi =
(xi,1, xi,2, · · · , xi,D), i ∈ [1,N ]. Defining the objective function f (X ).

Step 2: Calculate the fitness function value of each nest and find the nest with the
best fitness function value among all the current nests.

Step 3: Randomwalk based on Levy distribution. Keep the current best nest. For each
remaining nest, the Eq. (1) is used to update the position and get the new nest. Retain
the nest with the best fitness function value by comparing the fitness function value of
the new nest with that of the original one.

Step 4: Selective random walk. After updating the position, If r > pa, the nest
position will be updated randomly. Otherwise, the nest position will remain unchanged.

Step 5: If the maximum number of iterations or search accuracy is met, move to 6.
Otherwise, move to step 3.

Step 6: Output the position of the global optimal bird’s nest.
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3 The EOBL-GS-CS Algorithm

3.1 Elite Opposition-Based Learning Mechanism

Opposition-Based Learning (OBL) [17] is proposed by Tizhoosh in 2005. Tizhoosh’s
research shows that the probability of the opposition solution being closer to the global
optimum is 50% higher than the current solution. This mechanism can effectively
increase the diversity and quality of the population and avoid the algorithm falling into
the local optimum. At present, this mechanism has been applied to improve a variety of
algorithms and has achieved good results. Zhou et al. [18] proposed an improved flower
pollination algorithmusingOBL,which improves the ability of the algorithm to jump out
of the local optimum. Tubishat et al. [19] proposed an improved salp swarm algorithm
based on OBL, which effectively improved the diversity and global convergence of the
algorithm. The main idea of the OBL can be summarized as generating the opposition
solution of the current solution, and selecting the optimal group of individuals from the
population composed of the current solution and its opposition solution to enter the next
iteration.

Suppose Xi = (xi,1, xi,2, · · · , xi,D) is a solution in the current population, D is
the dimension of search space, xi,j ∈ [aj, bj], j ∈ [1,D], and its opposition solution
X i = (xi,1, xi,2, · · · xi,D) is defined as follows:

xi,j = aj + bj − xi,j (4)

Because the opposition solution generated by OBL is not necessarily easier to search
for the globally optimal solution than the current solution. In response to this problem,
elite OBL (EOBL) was proposed. Compared with the OBL mechanism, the EOBL uses
the characteristics of the elite individual (optimal individual in the population) that con-
tain more practical information than ordinary individuals and uses the elite individual in
the current population to construct opposition population to increase the diversity of the
population. And select the optimal group of individuals from the new population com-
posed of the current population and the opposition population to enter the next iteration.
The elite opposition-based learning mechanism can be described as follows: Suppose
the elite individual in the current population is X e

i = (xei,1, x
e
i,2, · · · , xei,D), for each indi-

vidual Xi = (xi,1, xi,2, · · · , xi,D), the elite opposition solution X
e
i = (xei,1, x

e
i,2, · · · xei,D)

of Xi is defined as follows:

xei,j = k × (
daj + dbj

) − xei,j (5)

where i ∈ [1,N ], N is the population size, j ∈ [1,D], D is the dimension of search
space, k ∈ (0, 1) and k is a generalized coefficient, daj = min(xi,j), dbj = max(xi,j),
and [daj, dbj] is the dynamic boundary of the jth dimensional search space. If xei,j is
outside the range of the dynamic boundary, it is reset using the method of random
generation as follows:

xei,j = rand
(
daj, dbj

)
(6)
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3.2 Golden Sine Operator

Golden Sine Algorithm [20] (Gold-SA) is a mathematical heuristic algorithm, which
is inspired by the sine function in trigonometric functions. The Gold-SA algorithm
combines the sine function and golden section coefficient to perform an iterative search.
The algorithmhas good robustness and convergence speed.Using the special relationship
between the sine function and the unit circle, there is an equivalent relationship between
scanning all points on the sine function and scanning all points on the unit circle. Scanning
the unit circle through the sine function is similar to exploring the search space, thus
making the optimization area of the algorithm more comprehensive. In addition, the
Gold-SA algorithm introduces the golden section coefficient in position update and
comprehensively searches for regions that can produce high-quality solutions during
each iteration, which speeds up the algorithm’s convergence speed and enhances the
algorithm’s local development capabilities.

The core process of the Gold-SA algorithm is the update process of the solution.
First, the positions of N individuals are randomly generated. It is assumed that each
solution of the optimization problem corresponds to the individual position in the search
space as X t

i = (xi,1, xi,2, · · · , xi,D), i ∈ [1,N ], where X t
i represents the ith position in

the D-dimensional space at iteration t. Gbest = (g1, g2, · · · , gD) represents the globally
optimal solution. At the tth iteration, the position update formula of the ith individual
could be calculated as follows:

X t+1
i = X t

i × |sin(R1)| + R2 × sin(R1) × ∣∣x1 × Gbest − x2 × X t
i

∣∣ (7)

where R1 is a random number between 0 and 2π to determine the moving distance of the
individual in the next iteration. R2 is a random number between 0 and π to determine the
position update direction of the ith individual in the next iteration; x1 and x2 are utilized
into the coefficients which are obtained by the golden section number, these coefficients
narrow the search space and lead the individual to approach the optimal value gradually,
and ensure the convergence of the algorithm. A golden section number is an irrational
number defined as τ . x1 and x2 are defined as follows:

x1 = b + (a − b) × τ (8)

x2 = a − (a − b) × τ (9)

In this paper, the values of x1 and x2 are −π and π , respectively.

3.3 Improvement of CS

In our EOBL-GS-CS, the EOBL mechanism is use to increase the diversity of the pop-
ulation, and the group selection mechanism is used to sort the current solution and the
elite opposition solution according to fitness values and select the best N individuals to
form the next generation population for improving the quality of the population. First,
for the initial population, the EOBL can increase the diversity of the initial population
and lay the foundation for a better global search. Secondly, for each generation of the
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population, the EOBL can be generated far away from the local minimum value. The
opposition solution of the value point guides the algorithm to jump out of the local opti-
mum and enhances the algorithm’s global search capability; Finally, the EOBL adopts
dynamic boundary tracking search mode to obtain a gradually reduced search space,
which is beneficial to improve the convergence progress of the CS algorithm and speed.

In addition, based on retaining the Levy flight and selective randomwalk of the basic
cuckoo algorithm, the Gold-SA is used to update the position of the bird’s nest again.
The golden sine operation is performed on the position of the entire bird’s nest at the
later stage of each iteration of the algorithm to promote the rapid spread of information
in the population, enable the general individual and the optimal individual to exchange
information, fully absorb the position difference informationwith the optimal individual,
optimize the optimization method of the algorithm, and accelerate the convergence
speed of the algorithm. Performing golden sine operations on individuals can increase
the diversity of the population, ensure individuals jump out of the local optimum, and
reduce the possibility of the algorithm falling into the local optimum.

The entire EOBL-GS-CS algorithm includes following steps.
Step 1: Define an objective function f (X ), initialize the population sizeN, the search

space dimension D, the maximum number of iterations T, the discovery probability pa,
and the upper and lower bounds of the search space.

Step 2: Generate the initial population of N host nests Xi = (xi,1, xi,2, · · · , xi,D),
i ∈ [1,N ]. Calculate the fitness value fi = f (Xi) of each host nest, select the best nest
position Xbest and the best fitness value fmin.

Step 3: Use Eq. (5) to calculate the opposition solution of the elite individual to
form an elite opposition population and select the first N individuals from the current
population and the elite opposition population to construct a new population according
to the fitness value sorting.

Step 4: Random walk based on Levy distribution. Keep the current best nest. For
each remaining nest, the Eq. (1) is used to update the position and get the new nest for
each remaining nest. Compare the fitness function value of the new nest with that of the
original nest and retain the nest with the best fitness function value.

Step 5: Selective random walk. After updating the positions, if r > pa, the nest
position is updated randomly. Otherwise, the nest position will remain unchanged.

Step 6: For each nest, Eq. (7) is used to update the position to obtain a new nest.
Then, retaining the nest with the best fitness value by comparing the fitness value of the
new nest and the original nest.

Step 7: Calculate the fitness value of all nests according to the objective function,
and record the best nest position Xbest and the best fitness value fmin.

Step 8: If the maximum number of iterations or search accuracy is met, move to step
9. Otherwise, move to step 3.

Step 9: Output the position of the global optimal bird’s nest.
The operation flowchart of the EOBL-GS-CS algorithm is illustrated as shown in

Fig. 1.
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Fig. 1. Flow chart of the EOBL-GS-CS algorithm.

4 Simulation Experiments and Result Analysis

4.1 Benchmark Functions

Fourteen benchmark functions are selected in this manuscript to test the optimization
performance of the proposed algorithm by comparing the optimization results among the
basic CS algorithm, ACS algorithm [13], MCS algorithm [21], and the EOBL-GS-CS.
The benchmark functions are divided into two parts: unimodal function and multimodal
function. Among them, F1–F6 are unimodal functions, F7–F14 are multimodal func-
tions. The dimensions of the test functions are all 30. It runs 30 times independently
for different algorithms, and the experimental results are calculated from three aspects,
which are the average, the best value, and standard deviation (Table 1).

4.2 Experimental Environment and Parameter Settings

These experiments are executed by following environment: the operating system is
Winodws10, the CPU is Intel(R) Core(TM) i7-4710HQ CPU@ 2.50 GHz, the memory
is 16 GB, and the simulation software is MATLAB R2020b. The population size of
these four CS and CS variants is 15, the maximum number of iterations is 500, and other
parameters settings of each algorithm are shown in Table 2.
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Table 1. Benchmark functions.

No Mathematical representation Dim Range of
search

Theoretical
optima

F1 f (x) = ∑D
i=1 x

2
i 30 [−100,100] 0

F2 f (x) = ∑D
i=1 |xi | + ∏D

i=1 |xi | 30 [−10,10] 0

F3 f (x) = ∑D−1
i=1

[
100

(
xi+1 − x2i

)2 + (xi − 1)2
]

30 [−5,10] 0

F4 f (x) = ∑D
i=1 (|xi + 0.5|)2 30 [−100,100] 0

F5 f (x) = ∑D
i=1 ix

4
i + random[0 , 1) 30 [−1.28,1.28] 0

F6 f (x) = ∑D
i−1 ix

2
i 30 [−10,10] 0

F7 f (x) = ∑D
i=1 −xi sin

(√|xi |
)

30 [−500,500] −
12569.487

F8 f (x) = ∑D
i=1

[
x2i − 10 cos(2πxi) + 10

]
30 [−5.12,5.12] 0

F9

f (x) = −20 exp

(
−0.2

√
1

D

∑D

i=1
x2i

)

− exp

(
1

D

∑D

i=1
cos(2πxi)

)
+ 20 + e

30 [−32,32] 0

F10 f (x) = 1
4000

∑D
i=1 x

2
i − ∏D

i=1 cos
(
xi√
i

)
+ 1 30 [−600,600] 0

F11

f (x) = π

D

{
10 sin(πy1) +

∑D−1

i=1
(yi − 1)2

[
1 + 10 sin2

(
πyi+1

)] + (yD − 1)2
}

yi = 1 + xi + 1

4

u(xi, a, k,m) =

⎧⎪⎪⎨
⎪⎪⎩
k(xi − a)m, xi > a

0,−a < xi < a

k(−xi − a)m, xi < a

30 [−50,50] 0

F12
f (x) = 0.1

{
sin2(3πxi) +

∑D

i=1
(xi − 1)2

[
1 + sin2(3πxi + 1)

]

+(xi − 1)2
[
1 + sin2(2πxi)

]}
+

∑D

i=1
u(xi, 5, 100, 4)

30 [−50,50] 0

F13 f (x) = ∑D
i=1 |xi sin xi + 0.1xi | 30 [−10,10] 0

F14 f (x) = sin2
√∑D

i=1 x
2
i −0.5

1+0.001×∑D
i=1 x

2
i

+ 0.5 30 [−10,10] 0

Table 2. Parameters setting of four algorithms.

Algorithm Parameters

CS N = 15, β = 1.5, α0 = 0.01, pa = 0.25

ACS N = 15, β = 1.5, pa = 0.25

MCS N = 15, β = 1.5, αmin = 0.1, αmax = 1.5, pa = 0.25

EOBL-GS-CS N = 15, β = 1.5, α0 = 0.01, pa = 0.25
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4.3 Experimental Results and Analysis

In the selected functions, the F1–F6 are generally used to test the local development
capabilities of the algorithm. According to the experimental results, for F1–F2, the
optimization performance of EOBL-GS-CS is significantly better than the other three
algorithms, all indicators are ahead of the other three algorithms, the optimization capa-
bilities of ACS and MCS are ranked as the second position, and the optimization of CS
The effect is the worse. For F3, the optimization results of the four algorithms are not
ideal. The optimal value of ACS is better than EOBL-GS-CS, but the robustness of the
ACS algorithm is poor, and the stability of EOBL-GS-CS is the best. For F4, these algo-
rithms can all converge to the theoretical optimal value, but the EOBL-GS-CS is better
than MCS and ACS from the mean and standard deviation. For F5–F6, the optimization
performance of EOBL-GS-CS is significantly better than the other three algorithms, and
all can converge to the theoretical optimal value. The accuracy of MCS and ACS is the
second, and that of the CS is the worst. Overall, for the unimodal function, the opti-
mal value and average value of EOBL-GS-CS are the best compared to the other three
algorithms, and from the standard deviation, the stability of EOBL-GS-CS is better.

On the other hand, the F7–F14 are generally used to evaluate the global optimization
capability of the algorithm. For F7, the four algorithms are not ideal. The optimal and
average values of EOBL-GS-CS are better than the other three algorithms, but the sta-
bility is poor; For F8–F14, the EOBL-GS-CS shows the best global optimization ability
their average and stability are better than the other three algorithms. For the three test
functions of F8, F10, and F14, the EOBL-GS-CS can converge to the theoretical optimal
value. In addition, the standard deviation of EOBL-GS-CS is better than the other three
algorithms, and it further indicates that the EOBL-GS-CS has more feasibility ability.
The above analysis shows that the global optimization ability of EOSL-GS-CS is better
than that of other three algorithms (Table 3).

The experiment selected the iterative convergence curve of the test function to verify
the convergence of the EOBL-GS-CS. This article only lists the iterative convergence
curves of eight test functions, F1, F3, F6, F7, F9, F11, F12, and F13, depicted in Figs. 2,
3, 4, 5, 6, 7 and 8.

Figures 2, 3 and 4 reveal the iterative convergence curve obtained by testing the four
algorithms on the single-mode functions F1, F3, and F6. It can be seen that for F1 and F6,
the convergence speed and convergence accuracy of the EOBL-GS-CS are significantly
better than the other three algorithms. For F3, the convergence accuracy of the four
algorithms is not much different, and none of them converges to the globally optimal
value. However, the convergence speed of EOBL-GS-CS is significantly better than the
other three functions. Figures 5, 6, 7, 8 and 9 record the iterative convergence curves
obtained by the four algorithms while optimizing the functions F7, F9, F11, F12, and
F13. From these four figures, it can be seen that the EOBL-GS-CS algorithm is compared
with the other three, and the algorithm has better convergence speed and convergence
accuracy.
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Table 3. Simulation results of benchmark functions.

Statistic Algorithm F1 F2 F3 F4 F5 F6 F7

Best EOBL-GS-CS 0 4.4338E−233 26.4372 0 0 0 204.1851

MCS 0.0894 0.9448 34.3848 0 1.5340E−04 0.0889 4.2330E+03

ACS 0.0019 0.0208 9.6592 0 2.6152E−08 2.8792E−04 3.3555E+03

CS 2.4726 1.4218 135.4930 13 1.0303E-04 0.5787 3.6803E+03

Mean EOBL-GS-CS 0 2.5285E−210 27.0454 0 0 0 1800.9959

MCS 0.2112 1.9854 88.4638 1.4333 6.8629E−04 0.2880 5.2402E+03

ACS 0.0131 0.1465 89.1805 0.5333 3.5074E−06 0.0016 5.7959E+03

CS 25.8713 4.7578 505.7363 55.6333 0.0028 2.9487 4.5887E+03

Std EOBL-GS-CS 0 0 0.4068 0 0 0 1185.8414

MCS 0.0867 0.9216 39.2559 1.4065 4.9217E−04 0.1003 413.4571

ACS 0.0180 0.1646 49.8331 1.0743 8.2833E−06 0.0014 729.5543

CS 22.6073 3.7861 392.4850 38.5473 0.0037 2.5749 361.2226

Statistic Algorithm F8 F9 F10 F11 F12 F13 F14

Best EOBL-GS-CS 0 8.8818E−16 0 3.8241E−061.6097E−05 8.0649E−226 0

MCS 91.6958 0.6573 0.3775 1.0703 0.2250 4.3357 0.0444

ACS 103.7813 0.0658 0.0089 1.6859 0.0415 0.7954 0.0253

CS 65.9922 3.7173 0.9911 5.0170 12.4816 5.8374 0.0468

Mean EOBL-GS-CS 0 8.8818E−16 0 0.0012 0.0224 3.9914E−209 0

MCS 131.1557 2.1480 0.7223 4.5804 0.5274 8.8115 0.0598

ACS 138.6677 1.0979 0.1568 179.3263 744.4827 8.5119 0.0566

CS 97.8951 6.9597 1.1691 12.2808 3.3359E+03 9.2290 0.0742

Std EOBL-GS-CS 0 0 0 0.0020 0.0389 0 0

MCS 17.3641 0.7193 0.1824 2.2483 0.2703 2.2897 0.0096

ACS 21.1330 1.4543 0.1386 933.7348 4.0223E+03 3.9338 0.0136

CS 17.7408 2.2255 0.1407 6.0021 8.2705E+03 1.5682 0.0144

Fig. 2. F1 optimization curve. Fig. 3. F3 optimization curve.
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Fig. 4. F6 optimization curve. Fig. 5. F7 optimization curve.

Fig. 6. F9 optimization curve. Fig. 7. F11 optimization curve.

Fig. 8. F12 optimization curve. Fig. 9. F13 optimization curve.
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5 Conclusion

This paper proposes an EOBL-GS-CS algorithm using elite opposition-based learning
and a golden sine operator to solve the drawbacks of the standard CS algorithm. The elite
opposition-based learning mechanism is introduced to enhance the population diversity
and prevent falling into the local optimum. At the same time, the golden sine operator is
used to improve the convergence speed and global search efficiency. In order to verify
the effectiveness of the algorithm, comparative experiments are carried out among the
EOBL-GS-CS, MCS, ACS, and CS algorithms, and the 14 benchmark functions are
utilized to test the performance of these algorithms. The experimental results show that
the algorithm has a faster convergence speed and convergence accuracy.
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Abstract. As new energy vehicles are gradually popularized, the safety of new
energy vehicles is also getting more and more attention, and the thermal man-
agement system, as the key to ensure the normal operation of new energy key
assemblies, is also getting more and more attention in its related research. This
thesis takes the plug-in new energy bus powertrain integrated thermalmanagement
system development project as the research object, starts from the powertrain ther-
mal modeling analysis, studies the integrated thermal management system model
design and intelligent control strategy, explores the method of considering prac-
tical factors used to establish the integrated thermal management system control
model, takes the thermal management system’s lowest energy consumption as the
main purpose, to determine the relevant parameters, and is used to optimize the
system control strategy. The simulation and test platform is constructed to simulate
and analyze the solved parameters, to guide the actual design for the selection and
matching of system components and the verification of the real vehicle, to verify
the feasibility of the intelligent control strategy, to optimize the system integration,
and to provide reference for the development of new models or new systems.

Keywords: New energy vehicles · Thermal management system · Integration ·
Simulation analysis

1 Introduction

With the gradual promotion of new energy vehicles, especially in the field of public
transportation, the proportion of new energy vehicles is increasing, coupled with the
new trend of state-run bus transportation in rural areas, the promotion of new energy
buses for rural passenger transportation is also imperative [1].But at present, there are few
researches on the design of new energy buses that pay attention to rural road conditions,
and rural road conditions have higher requirements for the “three electric” systems of
new energy vehicles, and the corresponding thermal management system requirements
are also higher. This paper focuses on the design of new energy bus powertrain thermal
management system applicable to rural road conditions [2].

In recent years, there have been a number of new energy vehicle fires and spontaneous
combustion incidents. The Tsinghua University team found that the large reduction in
the critical point of thermal runaway caused by high-power fast charging is the main
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cause of current electric vehicle fires. While seeking breakthroughs in battery materials
and charging technology, an efficient, energy-saving and reliable thermal management
system for the whole vehicle has gradually become a hot spot [1]. If the key electrical
equipment such as electric drive system, power battery system and related controller of
new energy vehicles work in unsuitable temperature environment for a long time, it will
lead to the decrease of its working efficiency, performance and cycle life, which will
affect the performance of the whole vehicle and lead to the decrease of driving range
and even cause safety accidents [3]. The introduction of a suitable thermal management
system can improve such problems, such as thermal management of the electric drive
system and thermal management of the battery system. The electric air-conditioning
system for new energy vehicles is a thermal management system based on the design of
traditional automobile air-conditioning, plus key components such as batteries, motors,
and electric controls. They are powered by the limited capacity of the vehicle power
battery, so its design principle is to ensure that each managed component can work
within the normal temperature range, while reducing the overall energy consumption as
much as possible [4].

2 Integrated Thermal Management System Structure

The key to the matching design of the thermal management system lies in the accurate
acquisition of parameters, and the key point of accurate acquisition of parameters lies
in the establishment and analysis of thermal management models. With the emergence
of CAD/CAE-type software, simulation modeling has gradually been recognized by the
industry, coupled with the relevant experience and empirical parameters accumulated in
the physical design, it can effectively improve design efficiency and design costs [5].

This paper focuses on the analysis of the new energy vehicle motor drive thermal
management system, engine thermal management system and other thermal manage-
ment system accessories; and introduces the establishment of the thermal management
model of the power drive system and the calculation of related parameters. The integrated
thermal management system of the plug-in new energy bus powertrain in rural road con-
ditions is studied by the actual project to explain the architecture andworking logic of the
powertrain integrated thermal management system [6]. After that, the simulation model
is established and explained based on AME sim, and the control method is designed for
the next chapter and lays the foundation for optimizationwork. The related parameters of
the established thermal system model can provide a reference for the subsequent design
and matching of the heat dissipation system (heat exchange system). Because the power
battery of the plug-in model studied in this thesis is a stand-alone water-cooled system,
this paper does not do the relevant research, but focuses on the plug-in hybrid power
assembly to do the relevant analysis. As shown in Fig. 1, it is the three-dimensional
model diagram of the thermal management system of the hybrid powertrain studied in
this paper. It is used in the plug-in new energy bus suitable for rural road conditions
studied in this article, specifically the motor (drive motor and generator), the engine, the
integrated controller and other assemblies, as well as the related heat dissipation system
[7].
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Fig. 1. Powertrain and thermal management system structure diagram.

3 Motor System Thermal Management Model Analysis

The power of the new energy vehicle is provided by the electric drive system, the per-
formance of the system to meet certain conditions: high power, output range of voltage,
strong overload capacity, high efficiency and good cooling performance and other con-
ditions. The electric motor, motor controller and power converter constitute the electric
drive system. The drive system generates a large amount of heat in the process of power
operation. If the heat cannot be dissipated efficiently in real time, the temperature of
the drive system will continue to rise, and the continuous high temperature condition
will seriously affect the efficiency and service life of the whole system [8]. The specific
performance of the motor running heat makes the temperature rise, resulting in uneven
heating of various parts of the motor. When the ambient temperature reaches a certain
condition, the physical characteristics of the metal materials in the motor system will
produce changes, such as the mechanical strength of the material deterioration, insula-
tion material insulation capacity failure. The motor controller includes many electronic
devices, especially concentrated in the power drive module. The heat loss during work
will continue to dissipate heat and increase the ambient temperature. High temperature
will affect the work efficiency of the parts, shorten the life of their electronic compo-
nents, and even cause them to burn out, thus causing the motor drive system to fail to
operate normally. Therefore, the study of the thermal management system of the drive
motor of new energy vehicles has its own research necessity [9].

3.1 Motor Thermal Model Analysis

When a new energy vehicle is working, the drive motor uses the motor controller and
transmission system to convert electrical energy into mechanical energy to drive the
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vehicle. During the working process, due to the change in its working mode and working
environment, themotorwill produce a lot of energy loss,whichwill cause the temperature
of the motor to continue to rise. A reasonable and effective thermal management system
can keep the drive motor system in the appropriate working temperature range to ensure
its normal operation. At present, the drive motor thermal management system mainly
adopts air-cooled and water-cooled methods, and this paper focuses on the water-cooled
thermal management system [10] (Fig. 2).

Fig. 2. Drive motor star connection.

The heat loss of the motor is determined by the Joule loss as:

Dh = Rs × I2sd + Rs × I2sq (1)

where, Isd , Isq can be calculated by the relevant equations.
The test of permanent magnet synchronous motor resistance can be tested by the

method of bridge as follows, which can be obtained:

R1 = RA + RB, R2 = RC + RB, R3 = RA + RC (2)

In general, RA = RB = RC, so the phase resistance is:

RS = [
(R1 + R2+R3 ÷ 3

] ÷ 2 (3)

After specifying the drive motor thermal model, further analysis of the heat transfer
model is required. Based on practical engineering applications, the drive motor thermal
model is simplified. In this step, the temperature of the components in the system is
regarded as uniform, the state of the object is assumed to be unchanged during the heat
transfer process, and the heat transfer process is assumed to be linear.

C(T (ϕ) − T (ϕ0)) =
∫ ϕ

t0
q1|(τ ) − q2(τ )dτ | (4)
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The formula for an object with a mass M and a specific heat capacity Cp is C=M× Cp,
C is the heat capacity constant, and the unit is J/K. A derivation of the above formula
can be obtained (Table 1):

C
dT

dt
= (q1(ϕ) − q2(ϕ)) (5)

Combined with Eq. 1, the temperature variation equation of the PM synchronous
motor can be transformed into:

MmQin
dTe
dt

= −ρwCwqvwTe − Tγ (6)

where, Mm indicates the mass of the motor; Cm indicates the specific heat capacity of
the motor; qv,w indicates the volume flow rate of the thermal management fluid; Cw
indicates the specific heat capacity of the thermal management fluid; Qin indicates the
heat of the motor; Te indicates the inlet temperature of the heat sink; Tr indicates the
outlet temperature of the heat sink; ρw indicates the density of the thermal management
fluid.

Table 1. Thermal management system parameters table.

Thermal model parameters Value

Thermal management system thermal management fluid volume V 20 L

Heat management fluid density w 1.071 kg/m3

Thermal management fluid specific heat capacity CW 4.18 kJ/(kg °C)

Flow rate of thermal management fluid qv,w 1.0 * 104 m3/s

The quality of the radiator 32 kg

Specific heat capacity of radiator 0.88 kJ/(kg °C)

Radiator equivalent resistance R 0.25 K/W

Motor quality m 250 kg

Motor specific heat capacity Cm 0.48 kJ/(kg °C)

Ambient temperature Te 20 °C

Specific heat capacity of air Cp, a 1.005 kJ/(kg °C)

Air density (under 20 degrees) 1.205 kg/m3

The research object described in this article includes motor heating, which mainly
includes two parts, namely, the generator and the motor of the hybrid powertrain. Com-
bined with the specific content studied in this paper, the relevant parameters were deter-
mined as follows. Combined with the motor heat loss model, it lays the foundation for
the subsequent thermal management system modeling simulation and the whole vehicle
powertrain thermal management system test [11].
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3.2 Controller Thermal Management Model Analysis

The plug-in new energy bus described in this paper adopts the integrated controller TP5
as the high-voltage drive control system. As shown in Fig. 3. The integrated controller
contains the motor drive control system, the insulation monitor, DC/AC, the whole
vehicle controller, and other components (Table 2).

Fig. 3. All-in-one controller composition schematic.

Table 2. All-in-one controller parameters.

Point binomial Parameters

Bus voltage 200 V–720 V

Rated capacity 120 kVA × 2 + 5 kVA × 2 + 3 kVA

Peak capacity 200 kVA × 2 + 7.5 kVA × 2 + 3 kVA

Protection level IP67

Weight 35 kg

Volume 50 L

Dimensions 565 × 515 × 205

Scope of application 8 m–12 m Bus, Highway bus, Scenic spot bus; 8 t–12 t Logistics vehicle

Considered the actual heat generation ratio, the heat generation loss of other com-
ponents in the integrated controller was ignored in the controller thermal management
modeling analysis, and the model processing was simplified only for the motor con-
troller module. According to the actual situation of the object under study, the following
formula was chosen to calculate the heat production of the motor controller [12]:

PMCU = Pout
ηMCU

(1− ηMCU) (7)

where, PMCU indicates the motor controller heat production power, Pout indicates the
motor controller output power, and ηMCU indicates the motor controller efficiency.
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The heat dissipation Qm驱 of the drive motor is 4 KW, the heat dissipation Qm发 of
the generator is 32 KW, and the heat dissipation Qm控 of the controller is 3 KW.

Motor/controller cooling system heat dissipation:

PMCU = Pout
ηMCU

(1− ηMCU) (8)

3.3 Engine Heat Balance Model Analysis

In this thesis, the engine is a supercharged diesel engine with a rated power of 125 kW,
a rated speed of 2600 r/min, a maximum torque of 600 N-m at 1300–1700 r/min, a
displacement of 3.8 L and a compression ratio of 17.2:1.

The following empirical formula is used to calculate the engine water jacket heat
dissipation Qw:

Qw =
(
A · ge ·

Nehn
3600

)
(9)

where: A indicates the percentage of actual heat transferred from the engine to the
cooling system versus the heat energy of the fuel, the range of values for diesel engines
is 0.18–0.25, and the current value is 0.24; ge is the engine fuel consumption rate, the
data provided by the engine manufacturer. ge takes the value of 0.195 kg/KW-h, Ne
indicates the rated power of engine, 125 kW, and hn is the low calorific value of fuel,
the value of diesel is taken as 41870 kJ/kg.

Combining the above, we can calculate QW = (0.24 × 0.195 × 125 ×
41870)/3600 = 68 KW.

4 Integrated Thermal Management Simulation Modeling Based
on AME Sim

Lab AME Sim (Advanced Modeling Environment for Simulation of Engineering Sys-
tems) is a platform for system modeling and simulation in interdisciplinary fields. Users
can build complex system models on the platform, and then perform in-depth analysis
and simulation operations, and can also test the static and dynamic performance of the
research system, or a single component on the platform by adjusting parameters. As
shown in Fig. 4, the AME sim interface diagram.

4.1 Motor Thermal Management System Modeling

Themotor thermal management model mainly consists of twomodels: the motor and the
inverter model. The motor model is shown in Fig. 5, where interfaces 1–4 are electrical
data interface, speed-torque interface, copper loss and iron loss interface, respectively,
which are indicated as the main heat sources of permanent magnet synchronous motors.

The inverter module is shown in Fig. 6 diagram. Here the main parameters are the
voltage drop of the transistor, the diode voltage and the resistance value.
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Fig. 4. AME sim interface diagram.

Fig. 5. Motor model.

Fig. 6. Inverter model.



Model Study on Integrated Thermal Management System of New Energy Bus 297

4.2 Engine Thermal Management System Modeling

The engine thermal management system model is selected from the AME sim compo-
nent library, as shown in Fig. 7. Combined with the previous model analysis content and
related parameters to complete the model parameter settings, the engine, radiator and
water pump models make up the engine thermal management system model. According
to the relevant manuals and references, No. 1 represents the speed input interface and
torque output interface, No. 2 represents the emission data output interface, No. 3 repre-
sents the average effective pressure BMEP, maximum and minimum torque data output
interface, No. 4 represents the interface to receive the control signal from the controller,
No. 5 represents the environmental parameters input interface, No. 6 represents the com-
bustion heat loss and engine wall temperature data interface, No. 7 represents the engine
coolant temperature input interface, and No. 8 represents the interface of friction loss
and oil temperature data.

Fig. 7. Engine model.

In the AME sim library, the radiator and fan are integrated to facilitate user-friendly
use. In this paper, the radiator model diagram is shown in 3–5, with interfaces 1–5
representing the natural air temperature andflow rate interface, tank connection interface,
coolant inlet, fan speed signal interface, and coolant outlet, respectively (Fig. 8).

Thewater pumpmodel diagram is shown in Fig. 9. Interface 3 is the speed and torque
data interface, Flow rate, pressure loss parameters and efficiency curves under different
working conditions are important parameters of the pump.
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Fig. 8. Heat sink model.

Fig. 9. Water pump model.

4.3 Integrated Thermal Management System Simulation Model

The integrated thermal management system studied in this paper is logically analyzed to
show that the heat dissipation of the engine, motor and inverter is handled by temperature
conduction devices that transfer the heat to the thermal management system for cooling.
The temperature information is collected through sensors and processed and analyzed
by the whole vehicle controller to control whether the cooling fan is turned on or not.
A water pump in the system also accelerates the circulation of coolant to assist in heat
dissipation. The working principle is shown in Fig. 10.
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Fig. 10. Working principle diagram of integrated thermal management system.

5 Summary and Shortcomings

In this paper, we focused on the thermal model analysis of the powertrain integrated ther-
mal management system and performed simulation modeling illustration. In the process
of thermal model analysis, we focused on analyzing the heat generation mechanism of
the main heat sources of the system, i.e., electric motor (drive motor and generator)
and engine, and calculated the corresponding parameters for the subsequent modeling
and control system design with the actual situation. In the thermal model simulation
modeling, the key system thermal model was analyzed and the overall simulation model
was established, which was used for the subsequent control system design and simula-
tion, and laid the foundation for the real vehicle verification. In addition, there are some
shortcomings in this paper. Some of the research methods in this paper were simplified
in modeling and analysis, and only a small number of models were analyzed in the
control method design, and more models need to be added for subsequent processing
and analysis.

Funding Statement. This research is supported by Natural Science Foundation of Hunan
Province (2020JJ6093).
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Abstract. To compute the similarity of Chinese sentences accurately, a revised
Chinese sentence similarity approach is proposed though enhancing the impor-
tance of the modifiers of stem of sentence. After extracting the modified part of
the sentence by Language Technology Platform (LTP), this part of each structure
could be removed the longest common substring, to better capture the similarities
of modified parts. The entire method includes three phases, which are to split the
sentences into principal and predicate object structures using the syntactic analysis
tool, to generate modifiers and sentence stem vectors and calculate the similarity
between the vectors using theWord2Vec, and to obtain the similarity between two
sentences by weighting each part. Experimental results on 200 sentences of the
LCQMC dataset and corresponding analysis reveal that the proposed method can
obtain more accurate similarity calculation results by effectively gaining the mod-
ified part - which affects the whole sentence meaning effectively-of the sentence
structure.

Keywords: Chinese sentence similarity · Word2Vec · Syntactic structure · Word
vector · Natural language processing

1 Introduction

Text similarity is the degree of similarity between the given two texts [1]. The similarity
between texts can be considered as a weighted calculation of the similarity between each
sentence. Because of the complexity of human language, calculating the similarity of
natural language needs to account for the difference between words and the relevance
between semantics. There are many approaches to calculate the similarity of words
and semantics, and the application achieves fruitful results. Recently, text similarity
calculation has been mainly applied to information retrieval [2, 3], text categorization
[4], Spam blocking [5], document clustering [6], answering question system [7, 8],
plagiarism detection [9], machine translation [10], recommendation system [11, 12],
answers evaluation [13], detection of malicious urls [14] Sentiment analysis [15] and so
on.
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As a traditional method, the similarity calculation method utilizing the lexical is
implemented by computing the similarity between texts based on matching the words
or strings of the text. Generally, there are three similarity calculation approaches based
on the lexical, which are the Longest Common Sequence (LCS) [16], edit distance [17],
and Jaccard distance [18]. Calculating the common subsequence of two sentences is
the most original text similarity calculation, which is to compare the proportion of the
largest substrings included in two sentences. The edit distance measures text similarity
by counting howmany additions, deletions, or changes could be converted into the same
sentence. Furthermore, the Jaccard distance transforms two texts into the corresponding
set of words and measures the similarity between texts by calculating the similarity
between the sets.

Although the lexical-based text similarity calculation is easy to implement, it could
exist misjudgment in the process of similarity calculation because it is insufficient and
difficult to obtain the relationship betweenwords andmeasure the similarity between sen-
tences according to the semantic of sentences accurately. Therefore, accurately obtain-
ing the relationship between words in sentences when using the lexical-based method to
calculate the sentences’ similarity is still a research hotspot. The currently mainstream
method of obtaining the relationship between words includes two steps: splitting the
sentences into a subject, predicate, and object structure and weighting the similarity of
the whole sentence by calculating the lexical similarity of the same structure. Vector
Space Models (VSM) is widely used to express a text completely to represent the text as
a vector for obtaining the text-similarity between texts [19]. Moreover, it is found that
the meaning of the primary sentence modifiers could be wholly changed sometimes,
especially to settle the complement of the object in calculating the similarity calculation
[20]. Inspired by this idea, this paper proposes an improved similarity calculationmethod
through calculating the differences between sentences by the modification parts of stem
structure in a sentence using the Language Technology Platform (LTP) and Word2Vec.
A case study using the LCQMC dataset is carried out to illustrate the feasibility and
correctness of the proposed method. The experiment results demonstrate that the pro-
posed method can effectively improve the accuracy of sentences similarity calculation
by self-comparison and comparison experiments with existing methods.

The rest parts of this manuscript are organized as follows. Section 2 introduces the
VSM briefly. Section 3 describes the proposed method. Section 4 shows the proposed
approach’s performance by a case study. Section 5 concludes the whole paper.

2 Related Concepts

Vector Space Models (VSM), presented by Salton et al., is used to represent the text
content as vectors in space and to express the semantic similarity between texts utilizing
spatial vectors. Computing text similarity using the VSM could be roughly divided
into three steps: featuring item extraction, calculating the similarity between the feature
terms, and weighting the similarity obtained by the feature terms.
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2.1 Feature Term Extraction

The stem of the whole sentence is usually used to depict the structure of the subject-
predicate-object. The existing text similarity calculation methods based on the sentence
structure are widely discussed because the method considers the similarity between
words and easy to understand the meaning of the text in expression.

Syntactic analysis is the process of annotating a complete sentence using a syntactic
analyzer. There are two standard Chinese syntax analyzers, which are Stanford Parser
[21] and the LTP [22].

By analyzing the dependence relationship between the various components in the
sentence, the stem of the whole sentence could be accurately extracted to make the
similarity more accurate. This paper adopts the LTP to analyze the Chinese sentence.
And Table 1 lists the relationships between the parts of the Chinese sentence using the
LTP and the corresponding abbreviations.

Table 1. Abbreviations and the corresponding meanings

Abbreviation Meaning

HED The core of the sentence

SBV Subject-verb

VOB Verb-object

ATT Attribute

IOB Indirect-object

RAD Right adjunct

LAD Left adjunct

CMP Complement

DBL Double

A simple case of analyzing the stem of a Chinese sentence using LTP’ is shown in
Fig. 1:

Fig. 1. Dependency tree of sentence
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As shown in Fig. 1, the stem of the sentence is “请确认学号”, and the remain parts
“大家” and “自己” are marked as the modifiers for “确认” and “学号”. These two
modifiers are also considered in the process of similarity calculation.

2.2 Calculate the Similarity Between the Features

Before calculating the similarity, it needs to generate a vector representation for each
part first. Word2Vec is employed in this paper to calculate the vectors for each part.
Word2Vec is proposed by Mikolov et al. [23] to represent the words as vectors. The
sense of two words trained based on the characteristics is more relevant whiling the
distance between the vectors is closer.

Two weighting methods are used to calculate the similarity of a sentence while
obtaining the vector representation of the words using VSM. One is to sum or average
each word vector directly, and the other is to weight the word Term Frequency-Inverse
Document Frequency (TF-IDF) according to the proportion of words in the text [24].

After obtaining a VSM representation of the sentences, the similarity could be com-
puted by the cosine similarity. The formula of the cosine similarity is illustrated by
Eq. 1

similarity(x, y) = cos(x · y) = x · y
‖x‖‖y‖ (1)

2.3 Feature Item Weighting

Calculating the similarity of the entire sentence from the similarity of the feature vector
is the process of weighting feature items. The existing weighting methods are mainly
TF-IDF and its improved algorithms. The TF-IDF algorithm is a statistical method to
judge the importance of words according to the frequency of words in the corpus. TF-
IDF is divided into two aspects, TF is the word frequency is the number of words, and
IDF is the reverse text frequency, the higher the frequency of words appearing in the
text, the smaller their weight. The TF-IDF is calculated as Eq. 2.

TFIDF = TF × IDF (2)

After obtaining the weight values corresponding to the word vector, the similarity
between the whole sentences could be gained by computing the weighted averaging.

3 The Proposed Method

The proposed modified Chinese sentence similarity calculation approach could be
divided into three main phases, which are preprocessing, calculate vector similarity,
and feature item weighting.
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3.1 Pro-processing

After obtaining sentence pairs from the dataset, this approach uses LTP to analyze the
dependencies of each sentence separately, and the content of each part is stored separately
for getting the stem part of each sentence. In the sentence stem, it takes the predicate
verb of the sentence as the root node of the whole sentence and the remaining subject
and object as the leaf nodes, respectively. Furthermore, the subject-predicate-object of
a sentence is considered as the featured item of a sentence.

3.2 Calculate Vector Similarity

Compared with the existing similarity methods using the sentence stem, the primary
modification of the proposed algorithm is to consider the difference between themodified
parts. Therefore, two strategies are used to solve mentioned problems and improve the
accuracy of similarity. On the one hand, the determination will be executed to judge
whether the leaf node exists. If there are leaf nodes, the similarity of the root node
and the leaf node are saved separately due to the different influences and weights on
the sentence similarity calculation. On the other hand, a hybrid method combines the
feature items and themodified parts of the feature items to remove the twomodified parts
through the string matching rules and to calculate the remaining parts of the vectors.

3.3 Feature Item Weighting

Due to the modification proposed in Sect. 3.2, The root of a sentence clearly expresses
the content of a sentence, so the root node of the sentence is assigned a relatively heavily
weighted. In this case, there is no leaf we are considering, so the similarity calculation
of the two sentences can be expressed in Eq. 3.

Sims1,s2 = 0.7 ∗ Simroot + 0.3 ∗ Simothers (3)

When leaf nodes exist, the method in this paper considers the same weight of the leaf
node and the root node of the sentence, so the similarity calculation of the two sentences
can be expressed by Eq. 4.

Sims1,s2 = 0.4 ∗ Simroot + 0.4 ∗ Simleaves + 0.2 ∗ Simothers (4)

According to the Eqs. 3 and 4, the Simroot , Simleaves, and Simothers represent the
similarity of the root node, the similarity of the leaf node, and the similarity of other
components of the sentence, respectively.

The flowchart of the entire algorithm is demonstrated as shown in Fig. 2.
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Fig. 2. The algorithm flow chart
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4 Case Study

This paper proposes a method based on syntactic structure and Word2Vec to remove
the longest common substring of sentence components. The test set used in the paper
contains a total of 12,500 pairs of sentences which from the Chinese Q&Amatching data
set of Harbin Institute of Technology [25]. The first 200 pairs of successfully segmented
sentences in the test set are intercepted to calculate the similarity. Then the F-Measure
is used to judge the pros and cons of the proposed method.

The precision rate is calculated to reflect how many samples whose predictions are
positive are correct. The calculation could be obtained from the Eq. 5.

P = TP

TP + FP
× 100% (5)

Recall is used to calculate for reflecting how many positive samples are predicted
correct. The recall could be calculated by the Eq. 6.

R = TP

TP + FN
× 100% (6)

The contradiction between the precision rate and the recall rate is also needed to be
consider comprehensively. F-Measure is one of the most common methods, which is
computed by formula 7.

F = 2PR

P + R
× 100% (7)

The similarity calculation method based on sentence structure and modifiers pro-
posed in this paper has an accuracy of 87.5% when the similarity threshold is 0.6. At the
same time, the values of precision and recall are 0.9277 and 0.8021, respectively. After
obtaining the values of precision and recall, the F-measure is 0.8603. Furthermore, a
comparative test is developed to verify the ability to remove the same part of the modi-
fier. The first step of this experiment is to tag each part. Table 1 records the tags of the
parts of the sentence.

In Table 1, besides sentences HED, SBV, and ATT, the remaining relationships are
marked as OTHERS. After splitting the sentence, the modification part of the host and
predicate is not a simple word sometimes. The original calculation of multiple modifiers
does not make an exact discovery of the similarities and similarities of the modification
part, so after computing the HED and SBV, the experiment results reveal whether ATT
and OTHERS remove the same part of the similarity. The experimental results are listed
in Table 2.

Table 2 shows that the proposed algorithm can improve the accuracy of the similarity
calculation and remove the same part of the modifier effectively, especially for the parts
describing each structure. Hence, the proposed algorithm can accurately capture the
impact of the modified part on the whole sentence during the sentence similarity calcu-
lation while indicating that the modified part of the sentence structure can significantly
affect the meaning to be expressed in the sentence.
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Table 2. Experimental data comparison.

Accuracy F-measure

The same part is not removed entirely 73.5% 0.6827

Only the same part of the OTHERS was removed 80.5% 0.7958

Only the same part of the ATT was removed 84.0% 0.8222

Remove the same part of the ATT, OTHERS 87.5% 0.8603

A comparison among the proposed method with the correctness rate and F values of
similar methods is given, as shown in Table 3.

Table 3. Performance comparison of sentence similarity calculation methods

Algorithm Accuracy F-measure

Wang [26] 47.5% 0.6237

Li [27] 82.0% 0.8043

Ours 87.5% 0.8603

The results indicate that our method can also effectively improve the accuracy of
similarity calculation, indicating that modifiers will significantly affect the similarity
between sentences in the similarity calculation process. And the value of F of ourmethod
is much higher than that of the other two methods, indicating that the similarity calcu-
lation method proposed in this paper is more effective. It further verifies the necessity
of considering modifiers when calculating similarity and brings a theoretical basis for
calculating the similarity of subsequent sentences.

5 Conclusion

The semantic similarity calculation algorithm based on the syntactic structure and the
modification words fully considers the different effects of the modifiers on the meaning
of the sentence, instead of just performing the similarity calculation of the words in the
same structure and calculating the similarity between words usingWord2Vec, which can
better distinguish the differences and similarities of word meanings and achieve good
experimental results. In addition, this method is also applicable when the number of
Chinese sentences is not large. It is a further exploration of traditional Chinese sentence
similarity calculation methods. However, the semantic similarity calculation algorithm
also has some disadvantages, for sentences that fail to segment successfully, this method
still has some shortcomings. It cannot accurately obtain the similarity between sentences,
and some sentence components cannot be considered in the similarity calculation. There-
fore, how to use LTP for more accurate word segmentation and find a more accurate
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tool to segment Chinese sentences are the focus of our follow-up research, because it is
related to our subsequent sentence similarity calculation.
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Abstract. More and more information relies on animation videos for dissemina-
tion nowadays, but the traditional animation or video production process requires
a lot of manpower and time to draw and set the actions of characters. The continu-
ous progress of deep learning technology, especially the continuous development
of the Generative Adversarial Networks, has made semi-automated or automated
animation production possible. In this paper, we investigated the animation gener-
ation technology based on artificial intelligence technology, analyzed the existing
technical means and solutions, pointed out the problems and challenges in the
current research field, and looked forward to future technological development.

Keywords: Animation generation · Deep learning · Animation effect

1 Introduction

Animation works can convey a large amount of information to the audience in a short
period of time, which is unmatched by static images. According to relevant statistics,
more than 50% of the information currently mainly relies on video information for
dissemination [1]. The short, flat, and fast characteristics of video works make it the
best information dissemination carrier in the streaming media era. The production of
animation or video is time and resource-intensive, and the production cost is prohibitive.
The development of artificial intelligence technology is constantly changing this status.
Through automated generation methods, monotonous and tedious repetitive tasks can
be replaced, and creative animators can focus more on creative creation.

The production of the animation started from the continuous movement born from
the flipbook, and in the 19th century, Edward Muybridge used multiple cameras to
photograph the world’s first set of continuous movements for a running horse. Then, at
the end of the 19th century and the beginning of the 20th century, real modern animation
appeared, and it has matured to nowadays [2]. Animations need animators to manually
decompose and draw the motion for a series of frames. This requires an animator to
have superb drawing skills, and enough kinematics knowledge, only in this way can
animation be produced with realistic movements and reasonable behavior.
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Artificial intelligence technology represented by deep learning has brought more
efficient and scientific possibilities for animation production. The developer of Pixar
Animation set out to build a tool called Midas Creature that can automatically per-
form animation tasks such as walking motion generation [1]. Adobe is also working on
issues related to the automatic synchronization of lip movements and speech in animated
characters [1]. Intelligent technologies, on the one hand, can help reduce the burden of
animators, and make them focus on more core creative work; on the other hand, they
can also break through the boundaries of traditional creativity and bring unpredictable
inspiration to creative work.

In this paper, we pay more attention to the overall motion animation generation
technology of characters or objects, because this is the basis for pushing intelligent
automation technology to higher-level applications. We reviewed the animation auto-
matic generation technologies, investigated the technical methods used, and the related
tools and data sets that are publicly available; after that, we discussed the problems
and challenges faced by the animation generation technology based on artificial intel-
ligence technology in different dimensions. Then, we discussed the future direction of
technology development and proposed the works that can be improved in the future.

2 Approaches in Animation Generation

In the real world, motion is widespread and common. The same is true in the field of
animation, animations include not only the physicalmovement of the object itself but also
the appearance and color changes (for example, the sky has different colors at different
times of the day). Therefore, different strategies need to be adopted to generate realistic
animation effects for different objects. At present, in the fields of computer vision and

Fig. 1. Research cases of animation generation. (a) Animating water [20]. (b) Animating sky,
clouds, water [15]. (c) animating a person [48]. (d) Animating a horse [53].
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computer graphics, human motion and natural landscape are the most popular research
objects. There are few researches on other objects. Therefore, this paper will mainly
analyze the related research on the generation of natural scenery animation and the
generation of characters and animals. Figure 1 shows some study cases in this field.

2.1 Animating Landscape

When observing static natural images, humans can distinguish the objects in the picture
and can imagine their moving scenes in the brain, such as the flowing of water, the
floating of clouds, the color change of the sky, etc. This kind of imagination based on
human prior knowledge helps people understand and perceive contents beyond static
images. In the field of computer graphics and machine vision, the generation of static
images to dynamic videos is a research hotspot and difficulty at this stage. Relevant
research has made great progress but still faces many challenges.

Early attempts to animate natural scenes in a single image were a procedural method
called randommotion texture [3]. This method generates simple quasi-periodic motions
of individual components, such as swaying trees, rippling water, and swaying boats.
Human users need to manually adjust the parameters of each component to generate
motion animations. With the advancement of algorithms and computing power, related
studies based on technologies such as databases, rule bases, and deep learning algorithms
have gradually been applied to this field. According to the different research methods
adopted, we divide related research into two categories: rules and data-based generation
methods, deep learning-based methods, and we will present the description of them
respectively.

Rules and Data-Based Generation Methods. The landscape image animation gener-
ation technology based on rules and data usually needs a rule library and a template
library based on datasets, and generates motion animations for specific objects through
the user’s input and designation. This method relies heavily on large-scale datasets and
huge computing resources, and usually requires users to use heavy manual processes to
specify, for example, alpha masks, flow fields, and fluid regions.

Makoto et al. [4] proposed a system that allows users to design continuous flow
animations from still fluid images. The basic idea is to apply the fluid motion extracted
from the video example to the target image. This system first decomposes the video
example into three components: average image, flow field and residual. Then, the user
specifies the equivalent letter on the target image, manually draws the rough flow field,
and the system uses the estimated gradient of the target image to automatically refine it.
The user semi-automatically transfers the residual to the target image. Then, the system
approximates the average image and synthesizes the animation on the target image by
adding the transmitted residuals and distorting them according to the user-specified flow
field. Finally, the system adjusts the appearance of the generated animation by applying
histogram matching. The system is mainly aimed at the animation generation of rivers,
waterfalls, fires, and smoke.

Makoto and Anjyo et al. [5] proposed a method of synthesizing fluid animation from
a single image using a fluid video database. The user inputs the target painting or photo
of the fluid scene, and extracts the alpha mask of the fluid area of interest in the scene.
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This method allows the user to generate fluid animation from the input image and input
some additional commands regarding the direction or velocity of the fluid. Using the
fluid instance database, the core algorithm automatically assigns fluid videos to each
part of the target image. This method can process various paintings and photos of rivers,
waterfalls, fires, and smoke.

Makoto and Dobashi et al. [6] provide a system for quickly creating water scene
animation in a single image. This method needs to rely on water scene video database
and video retrieval technology. Based on a given input image, the user is required to
specify the alpha mask and the direction of movement of the region of interest. After
that, the system retrieves suitable candidate videos from the database and creates can-
didate animations for each region of interest as input images and retrieved. At the same
time, the system allows the user to interactively control the speed of the desired ani-
mation and select the appropriate animation. After selecting the animation for all areas,
the generated animation is completed. Finally, the user can optionally apply a texture
synthesis algorithm to restore the appearance of the input image.

Prashnani et al. [7] provide a static image animation generation method based on
sample videos, which can generate animation effects for static images, including trees,
water, smoke, grass, and candle fire. This method requires the user to provide a motion
video with similar objects, and set the outline of the animated region of interest (ROI)
in the input image and the corresponding outline around the similar appearance area in
the example video. Afterwards, by adopting the method based on Euler phase, the phase
information in the sample video is collected and the motion in it is transferred to the
input image.

This kind of rules and data-based static image animation generation method usually
requires the construction of a certain scale database, and the motion effects that can
be generated are also relatively limited, and it is not easy to transfer to other object
animation generation applications. At the same time, the user is usually required to
manually specify the sports field, whether it is through the alpha mask, the flow field,
or the fluid area. Although this method requires user interactive input, and usually the
amount of calculation is relatively large, an interactive-based generation method can
make users have certain expectations of the output results, especially in [5], the user can
input control the direction and speed of fluid movement, which is very necessary in the
traditional animation production process.

Deep Learning-Based Methods. The landscape image animation generation technol-
ogy based on rules and data usually needs a rule library and a template library based
on datasets, and generates motion animations for specific objects through user’s input
and designation. This method relies heavily on large-scale datasets and huge comput-
ing resources, and usually requires users to use heavy manual processes to specify, for
example, alpha masks, flow fields, and fluid regions.

In the past few years, great progress has been made in learning-based methods
[8]. Somemodels based on Generative Adversarial Networks (GAN) [9–12] and models
based onConditional ChangeAuto-Encoder (CVAE) [13, 14] can automatically generate
videos based on the input image content. The use of deep neural networks to learn video
representation and prediction of future frames has become a very active research area
[15–19]. Most of the early work focused on using a deep neural network (DNN) with
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recursive units (GRU or LSTM) and training it in an unsupervised way to use pixel-
level prediction to obtain the next frame of image [16, 19]. Natural scenery image
animation usually includes changes in color and light and shadow in addition to the
physical movement of the object itself over a long period of time. In some studies, only
short-term movement changes are concerned. Such studies cannot generate long-term
time-lapse animation; while other studies are aimed at generating more realistic time-
lapse animation videos, which needs to pay attention to the changes in movement and
external relations over a long period of time.

A fully automatic method for converting still natural images into real animation
loop videos is proposed [20]. This method targets scenes of continuous fluid movement,
such as flowing water and billowing smoke. This method uses a priori neural network
to extract the motion field from the image, calculates the motion of the particles in the
motion field through Euler motion description, and finally decodes the picture of the
continuous motion frame. This method can achieve very realistic fluid motion effects
and can generate high-resolution motion videos. But the research only focused on the
movement itself, and could not form the effect of cloud or sky color change.

A method of generating motion video for the sky and water in natural images is
proposed in [21]. This method uses convolutional neural networks to learn motion and
appearance in automatic time-lapse videos, and uses decoupling control to predict them.
The future uncertainties in the two predictions are dealt with by introducing latent codes.
This method can only achieve better results when the sky and water surface in the image
are large and the boundary is relatively obvious, otherwise, it will also distort other
objects.

By extending the StyleGANmodel, the time-lapse scenery video generation for static
scenery images is realized in [15]. This method can be trained on a mixed data set of
static scenery images and scenery animations, and can effectively solve the problem of
insufficient training data. This method can generate more realistic scenery animation
effects, but when the color of the object in the picture is close to the sky or water surface,
there may be errors in the judgment of the movement field.

An end-to-end outdoor image time-lapse video generation method is proposed in
[8]. This method is based on a conditionally generated confrontation network to learn
the correlation between the lighting changes of outdoor scenes and the time of day. This
method also has the problems of inaccurate judgment of the boundary of the sports field
and color distortion.

The FGLA model is proposed to generate high-quality and realistic natural image
time-lapse video by learning fine-grained motion embedding for landscape animation
in [22]. The model consists of two parts: (1) Motion encoder, which embeds time-delay
motion in a fine-grained manner. (2) A motion generator used to generate real motion
to set the animation of the input image.

A self-supervised end-to-end model is proposed to generate time-lapse video from a
single image and reference video in [23]. The key idea is to extract time-varying styles
and features from the reference video and transfer them to the input image, And through
the use of noise-like damping, flow loss, and video discriminator to ensure the time
consistency and authenticity of the synthesized video.
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A two-stage method based on Generative Adversarial Networks (GAN) is proposed
to generate high-resolution real time-lapse videos for outdoor still images in [24]. In the
first stage, a video with realistic content is generated for each frame, and in the second
stage Enhance the video generated in the first stage to make it closer to the real video
in terms of motion dynamics. And, in order to further increase the vivid motion in the
final generated video, the Gram matrix is used to model the motion more accurately.

Relevantmethods based on deep learning havemade great progress, and can generate
more realistic motion animations for part of the content in natural scenery pictures.
However, the current related research mainly focuses on the movement of fluids such as
smoke, water, clouds, fog, etc., while there are relatively few studies on the movement of
flowers, plants, and trees, which is mainly due to the relatively large differences between
these categories of objects, The form of motion in the real world is more complex and
changeable. In addition, the existing related methods based on deep learning still have
room for improvement in the generation effect. For example, in the division of sports
fields, some methods will also distort other objects in the picture, resulting in unrealistic
results. Thismay be due to the limited size of the training data set. Secondly, the results of
somemethodswill have problems such as blur, unrealistic distortion, and color distortion.
Finally, the resolution of the video generated by the learning-based method is often
relatively low and cannot reach the application level, which is also limited by the current
computing power.

Landscape Image Dataset. In the research on the generation of landscape image ani-
mation based on learning, the dataset plays a key role. It not only serves as a common
basis for measuring and comparing the performance of competing algorithms, but also
pushes the field to solve increasingly complex and challenging problems. At present,
the datasets collected in related research are mainly as Table 1.

Table 1. Basic information of landscape datasets.

Name Counts Description Image size

Sky Time-lapse dataset
[24–28]

35000 Videos of dynamic sky
scenes

128 × 128

DTLVDB dataset [29] 450 Landscapes time-lapse
videos

/

AMOS dataset [13] 17million Images taken from
outdoor webcams

Most are 320 × 240

Time-Release-D dataset
[22]

16874 Video clips with
different scene
categories

40% 1280 × 720, 30%
1920 × 1080

Webcam Clip Art Dataset
[30]

580000 Images taken from 54
outdoor webcam
sequences

At least 640 × 480
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Animation Effect Evaluation. The evaluation methods of the animation effect of nat-
ural scenery image generation mainly include qualitative evaluation and quantitative
evaluation. The qualitative evaluation mainly includes the following methods: 1. Com-
parison of image effects through manual review and baseline; 2. Investigation of the
authenticity and naturalness of the generated video effects by the participants through
questionnaires and other methods [14, 29]. Quantitative evaluation methods use differ-
ent strategies according to different research objects and scopes. The commonly used
evaluation indicators are mainly: FID [31], PSNR, SSIM [32], LPIPS [33].

2.2 Animating Human and Animals

Characters and animals are usually the protagonists in animation, and their motion ani-
mation generation is quite different from the animation generation of natural scenery.
The main points are: 1. Characters and animals have their own laws of motion charac-
teristics, such as running, walking, jumping, etc., this has a lot to do with its own bone
structure. Therefore, the representation of skeletal animation is usually used as a repre-
sentation of the movement mode. 2. The appearance of characters or animal characters
basically does not change much, unlike clouds in natural scenery, but it is difficult to
infer multi-angle images of characters or animal characters, and usually requires images
frommultiple angles as input, which is a possible way to generate more accurate images
in different angles.

Similar to the dynamic effect generation of landscape images, the generation of char-
acter animationmainly involves two dimensions: movement and appearance. At present,
the movement of character animation mainly includes feature extraction and learning
based onmotion capture data andmotion video data. The appearance of character anima-
tion usually requires a given input, or predicted based on images. Next, we will analyze
based on the two dimensions mentioned above: motion capture data-based methods and
motion video data-based methods.

Motion Capture Data-Based Methods. The method based on motion data capture is
the data-driven character animation technology,which usesmotion capture data for inter-
active character control and generates motion animation effects for the character [34].
Traditional data-based methods include methods based on the motion graph structure,
finite state machines, and so on. Various techniques based on classic machine learn-
ing, such as K-nearest neighbor (KNN), principal component analysis [35–38], radial
basis function (RBF) [39, 40], Reinforcement Learning [41], and Gaussian Process (GP)
[42–44]. Most of them are based on classic machine learning methods. The methods of
learning technology all have scalability issues: they first require a lot of data preprocess-
ing, including motion classification and alignment. The deep learning technology based
on neural network has attracted the attention of related researchers due to its scalability
and high runtime performance. Related research mainly includes:

A real-time character control mechanism based on phase function neural network is
proposed in [45]. The system takes the previous state of the character and the geometry
of the scene as input user controls, and automatically generates high-quality motions
to achieve the required user controls. The entire network is trained on a large data set
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in an end-to-end manner, which consists of walking, running, jumping, and climbing
suitable for virtual environments. It allows characters to adapt to different geometric
environments, such as walking and running on rugged terrain, climbing large rocks,
jumping over obstacles, and squatting under low ceilings.

Zhang et al. [34] proposed a pattern-adaptive neural network architecture to control
the movement of quadrupeds. The system consists of a motion prediction network and
a gated network. In each frame, the motion prediction network calculates the state of
the character in the current frame based on the state of the previous frame and the
control signal provided by the user. The system can learn consistent expert weights
across various aperiodic/periodic actions from unstructured motion capture data in an
end-to-end manner.

In addition to being used in the field of character animation generation, motion
generation through motion data is often used as a motion control strategy for biomimetic
robots. Luo et al. [46] proposed a CARL quadruped robot control system, which uses
a generative confrontation neural network to extract motion data from motion data to
learn control strategies. By using a model-based controller to simulate different animal
gaits, without any real-world fine-tuning, four different animal gaits can be generated
on the A1 robot [47].

To generate character animation through motion data, an object model with control
bones is required, and the data is aligned with the character. At the same time, in the
data collection stage, complicated marking point positioning and data processing are
required. Image-based deep learning character animation generation technology can
avoid these shortcomings.

Motion Video Data-Based Methods. Generating high-quality video from static
images is challenging because it requires learning an appropriate representation of the
object, such as a 3D model of the face or human body. This task also needs to accurately
extract the motion pattern from the driving video and map it to the object. Therefore,
most objects are specific. The depth model can effectively transfer the motion patterns
between human subjects in the video [48, 49], or transfer facial expressions from one
person to another [50]. However, these methods have limitations: for example, they rely
on pre-trained models to extract object representations that require expensive ground
truth data annotations [11, 51, 52].

Siarohin et al. [53] proposed a model framework that can generate animation from
objects in static images (faces, humans). It uses a self-supervised learning strategy, so
it does not use any annotations or a priori about the specific object to be animated
information. In order to support complex movements, a representation consisting of a
set of learned key points and their local affine transformations is used. The generator
network models the occlusion generated during the target motion and combines the
appearance extracted from the source image with the motion derived from the driving
video.

Chan et al. [51] proposed amethodof transferring the appearance imageof a character
to a video to synthesize a character video of a specific action, such as dancing. In order to
transfer motion, the method extracts pose from the source object and apply the learned
pose to appearance mapping to generate the target object.
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A deep neural network for predicting future frames in natural video sequences is
proposed in [54]. It can predict the facial expression movement and body movement
of the person in the image. The model is based on the encoder-decoder convolutional
neural network and convolutional LSTM for pixel-level prediction, which independently
captures the spatial layout of the image and the corresponding temporal dynamics. By
independently modeling motion and content, predicting the next frame is simplified to
convert the extracted content features into the next frame content through the identified
motion features, thereby simplifying the prediction task.

A novel image animation deep learning framework is proposed in [48], which can
generate animation videos that are consistent with the reference video actions based on
the input images and reference videos. Themethod is implemented by a deep architecture
that separates appearance andmotion information. The framework consists of threemain
modules: 1. unsupervised training of keypoint detectors to extract object keypoints, 2.
for sparse keypoints, a dense motion prediction network that generates a dense heat
map to better encode motion information, 3. a motion transmission network, which uses
the motion heat map and appearance information extracted from the input image to
synthesize the output frame. This method can generate good motion animation for facial
expression movement, character movement, animal movement, etc. However, there is
still a problem of inaccurate appearance migration.

The learning method based on image vision can realize the generation of character
animation in an end-to-end manner, but the technology based on video prediction cannot
generate long-term video sequences, and the method based on reference video has the
problemof partial distortion of appearance andmotion.Which still needs further research
and exploration.

Motion Dataset. The dataset of character animation includes two types: motion capture
dataset and video dataset. The motion datasets disclosed in related research are as shown
in Table 2.

Table 2. Basic information of motion datasets.

Name Counts Description Image size

Dog motion dataset [34] / 30 min of unstructured dog motion
capture data

/

Bair dataset [55] 41226 Videos of Sawyer’s robotic arm pushing
various objects onto the table

64 × 64

Tai-Chi dataset [56] 4500 Tai Chi video clips downloaded from
Youtube

64 × 64

UCF101 dataset [57] 13200 Videos in 101 different action categories 320 × 240

MGif dataset [48] 1269 Gifs of animals from Google 256 × 256
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Animation Effect Evaluation. The evaluation method of the character movement ani-
mation effect is similar to the evaluation method in Sect. 2.1, which also includes the
same qualitative evaluation and quantitative evaluation. LPIPS and SSIM are also used
in the quantitative evaluation. In addition, for human posture evaluation, many studies
[48, 49] use the human posture estimator in [58].

3 Problems and Challenges in Animation Generation

Although some progress has been made in deep generative models in recent years,
automatically generating high-quality videos from a single landscape image is still a
challenging task. This mainly lies in: 1. The movement (for example, moving clouds)
and appearance (for example, the color of the sky changing over time) in the natural
scene have different time scales. 2. Movement in natural scenery has greater uncertainty.
For example, the color and shape of clouds are varied, and the direction of movement can
also be diverse. 3. Objects in natural scenery images or video content are difficult to label,
therefore, the training of the model can only be carried out through self-supervised or
unsupervised learning methods at present. 4. Motion in general natural landscape scenes
is highly complex, involving perspective effects, occlusion, and transients.

The generation of character animations such as characters and animals is more com-
plicated than the animation generation of natural scenery images. This is mainly due to:
1. there are many types of characters and animals, and each animal has its own unique
characteristics and patterns of movement behavior. It is difficult to make a dataset for
each animal; 2. For image-based methods, when characters and animals are in motion,
there are occlusion problems (occlusion of their own body parts, front and back occlu-
sion in multi-role, etc.). It is difficult to infer images from multiple angles from angled
images, and there is often a problem of distortion; 3. For character animation generation,
the clothes of the characters are changeable, and the wrinkles on the clothes will also
follow the state of motion. The different effects have different effects, which also brings
difficulties to deep learning; 4. For the method based on the motion data set, the move-
ment marker data of the character can still be collected, but for a variety of animals, the
marker point tracking is unrealistic; 5. For insects and other animals, because it is not
easy to capture the motion of the motion markers, only the image-based method can be
used to learn the motion mode, but the insect posture recognition is difficult and difficult
to achieve a better tracking effect.

4 Research Opportunities

The animation effect generation technology of natural scenery can be applied to many
fields, such as the production of dynamic photos, animation production, and multimedia
content production. However, the results achieved at present are still relatively lim-
ited, and learning-based methods have greater uncertainty. We summarize the research
opportunities as follow:
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1) Editable and Predictable Generation Results. For example, users cannot judge the
direction and form of movement of clouds in the generated video. In the future,
interactive technologymay enable users to the output results are controlled to achieve
better expectations. In addition, due to the limitation of the data set and data scale, the
existing related scale basically can achieve relatively few animation effects, such as
only the movement of water and clouds. In the future, it may be possible to achieve a
variety of sports effects through transfer learning. Finally, the current related research
mainly focuses on real natural images. In the future, it may be possible to realize the
generation of animation effects in artwork images through style transfer and so on.

2) Realistic 3D Reconstruction. Through the generation of character animation driven
by motion data, more realistic and natural virtual character motion effects can be
generated. But this usually requires a prototype of a virtual character in advance, and
usually a 3D character. In the future, it may be possible to use 3D motion capture
technology to generate realistic motion animations for two-dimensional characters
through dimensionality reduction processing of data. The current image-based char-
acter animation generation technology cannot recommend multi-angle images of
characters well. Perhaps it is possible to generate multi-angle image inferences for
virtual characters by adding relevantmodules. For example, [59] DECA reconstructs
a 3D headmodelwith detailed facial geometry from an input image, and the resulting
3D head model can be easily animated. Huang et al. [60] use several images from
different angles as the rabbit to generate various target poses. Image-based charac-
ter animation has the problem of background distortion, which may be avoided by
mating technology [61].

3) New Objects and Actions. The current related research is mostly focused on human
actions. There is little research on the animation generation of insects and birds.
As far as we know, certain progress has been made in insect pose tracking and
recognition [62–64, 66, 67]. In the future, it will be able to automatically generate
motion animations for these objects through relatedmotion feature learningmethods.

4) New Animation Types. The current research mainly focuses on the movement of the
object, while there are relatively few studies on the process and physical changes.
For example, [65] learns the process of specific types of physical changes from
time-lapse videos, such as melting, flowering, baking, and decay. This specific type
of physical change video can be automatically generated for the input image. The
animation generation of physical processes in the future may also be an important
research direction.

5 Conclusions

The animation generation technology has broad application prospects. With the continu-
ous improvement of the quality of the generated results, we believe that this will greatly
change the traditional animation production method. We introduce the animation gen-
eration technology for natural landscape images, human images, and animal images
respectively, analyze the existing technical methods, and enumerate the commonly used
datasets in related research fields. At present, the animation generation technology based
on artificial intelligence still has problems such as difficulty in dataset production and
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poor animation generation effect. This is due to the complexity of the movement on the
one hand, and the insufficient of current technology and computing power on the other
hand.We believe that in future, editable and predictable generationmethods, realistic 3D
reconstruction technology based on 2D images, new moving objects and motion meth-
ods, and new animation types, will be the future research opportunities in the future. We
will continue to pay attention to the development trends in related fields, and carry out
specific technical applications and discussions.
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Abstract. Based on the total solar radiation, horizontal direct radiation and scat-
tered radiation data of six typical resource regions in China from 1961 to 2016,
this paper focuses on analyzing the variation trend of solar radiation by using cli-
mate tendency estimation method, cumulative anomaly method, Morlet wavelet
analysis method and Mann-Kendall mutation analysis method. The results are as
follows: in addition to the Zhengzhou six typical resources scattered radiation
in a downward trend, basic and change rule and the plane direct radiation and
total radiation change law basic similar, Kashgar, the level of the direct radiation
decreases in Lhasa, Golmud trends, by contrast, the level of the direct radiation
level direct radiation biggest drop in Zhengzhou. The mutation years were mainly
concentrated in the 1980s and 1990s.

Keywords: Horizontal direct radiation · Scattered radiation · Mutation analysis

1 Introduction

Over the past 100 years since the Industrial Revolution, carbon emission activities such
as fossil energy burning, cement production and deforestation have resulted in the con-
tinuous increase of atmospheric carbon-containing greenhouse gas concentration, which
may lead to global warming [1]. The dependence of human beings on fossil energy has
seriously threatened the existence of human beings. At the same time, the increase of
energy gap has forced the increase of international disputes and the increase of eco-
nomic instability. Under the background of environment and current human existence,
countries all over the world have taken the development of low-carbon economy as their
best development mode. It has become a new trend of global economic and social devel-
opment to reduce the use of non-renewable energy and vigorously develop sustainable
energy [2]. And plentiful renewable energy as an inexhaustible energy, human can free
use, won the eyes of the world, it is hoped that through the development of renewable
energy to maintain long-term sustainable development, and the solar energy with its
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unique advantage and become the focus of attention, solar energy is the fastest growing
in recent years, the most dynamic of renewable energy. In the future, renewable energy
mainly based on solar energy will occupy a dominant position in the world energy con-
sumption [3–5]. During the long-term evolution of the Earth’s climate system, solar
radiation is closely related to the earth’s climate system [6, 7]. Solar radiation plays an
important role in coping with climate change, economic and social development and
energy structure adjustment [8].

International extensive ground observation of solar radiation reaching the ground
began in the late 1950s (after the International Geophysical Year of 1957–1958) [9].
At the same time, top-down satellite remote sensing observation of the earth’s radiation
balance was gradually carried out [10]. Many researchers have analyzed and discussed
the changes of surface radiation in their own country, region and even theworld. Analysis
of root-distance ground radiation observations byWild [11] et al. found that during 1950–
1990, ground solar radiation in most parts of the world showed a decreasing trend, which
is the so-called global “dimming”. Other previous studies also found this phenomenon,
but the decreasing amplitude was different. Gilgen et al. [12] and Liepert [13] suggested
an average reduction of 1.3% or 7 W/m2 per decade, while Stanhill et al. [14] suggested
a reduction of 2.7% or 5/m2 per decade. In particular, Wild [15] pointed out that from the
mid to late 1980s until 2000, this “dimming” phenomenon was no longer sustained in the
Northern and southern hemisphere, such as Australia and Antarctica. Instead, there was
a gradual increase in the amount of solar radiation reaching the ground, which is called
global “brightening”. China’s meteorological departments began to observe the solar
radiation on the ground in the 1950s, and researchers analyzed the basic characteristics
of long-term changes of the solar radiation on the ground in China from the observation
data of more than 50 years [16]. It is found that the overall variation of surface solar
radiation in most regions of China in the past 50 years showed a decreasing trend from
1960 to 1990, and then gradually increased from 1990. XuQun [17] studied the variation
of solar radiation in winter from 1959 to 1987 in China and found that solar radiation
decreased by 3.9% every 10 years during the period. Zha Liangsong [18] studied the
spatio-temporal variation of surface solar radiation in China during 1971–1990, and
concluded that the surface solar radiation in China decreased by 5.3 W/m2 per decade
on average during 1971–1990. Che et al. [19] studied the changes of solar radiation on
the ground in China during the 40 years from 1961 to 2000, and found that solar radiation
began to increase in the late 1980s, but the increase range was not given.

The above researchers provide theoretical and methodological support for the study
of solar radiation, but there are few studies on the variation degree of solar radiation
in China’s typical resource areas. Therefore, this paper selected the data of total solar
radiation, horizontal direct radiation and scattered radiation from 1961 to 2016 from the
first level radiation stations in six regions (Beijing, Mesozoic-cenozoic, Golmud, Lhasa,
Kashgar and Zhengzhou). The climate trend estimation method, cumulative anomaly
method, Morlet wavelet analysis method and Mann-Kendall mutation analysis method
were used to analyze the variation degree of solar radiation in typical resource areas of
China.
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2 Research Methods

2.1 Climate Tendency Estimation Method

In this paper, climate tendency rate and relative variability of climate tendency are
adopted to express the change trend of radiation [19]. The climate tendency rate is
calculated as follows:

xi = a + bt (i = 1, 2, · · · , n) (1)

where, xi represents a climate variable with a sample size of n, and ti represents the
corresponding time of xi. The unitary linear regression between xi and ti is established
[20]. A is the regression constant, b is the regression coefficient, and the significance
is judged by whether the t test of α is 0.05. The formula for calculating the relative
variability of climate tendency is [21]:

k = [(b/a) × 50] × 100% (2)

where, k is the relative variability of climate tendency as a unit of 50 years, a is the
regression constant, and b is the regression coefficient [22].

2.2 Cumulative Anomaly Analysis

The cumulative anomaly is used to represent the linear fluctuation of trend change. For
sequence X, the cumulative anomaly of t at a certain time is expressed as [20]:

xt =
∑n

i=1
(xi − x)(t = 1, 2, · · · , n) (3)

where

x = 1

n

∑n

i=1
xi (4)

2.3 Morlet Wavelet Analysis

Periodic analysis of solar radiation is carried out byMorletwavelet.GivenMorletwavelet
functionϕ(t), continuousMorlet wavelet transform of time series f (t) ∈ L2(R) is defined
as [23, 24]:

Wf (a, b) =
∫ +∞

−∞
f (t)ϕ(

t − b

a
)dt (5)

In the formula, Wf (a, b) is the Morlet wavelet transform coefficient. Two-dimensional
contour map ofWf (a, b) can be drawn by b as abscissa and a as ordinate to analyze the
multi-time scale variation characteristics of time series. ϕ(t) is the complex conjugate
function of ϕ(t); a is the scale factor (frequency domain), reflecting the period length of
Morlet wavelet; b is the time factor, reflecting the shift.
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Integrate the square of all Morlet wavelet transform coefficientsWf (a, b) of A in the
time domain, namely, the square difference of Morlet wavelet Var(a):

Var(a) =
∫ +∞

−∞
∣∣Wf (a, b)

∣∣2db (6)

The change process of Morlet wavelet square difference scale a is called Morlet
wavelet square difference diagram, which reflects the distribution of wave energy with
scale. The scale corresponding to energy significantly is the main periodic component
existing in a given time series.

2.4 Mann-Kendall Mutation Analysis

For time series x with n sample sizes, construct an order column:

Sk =
∑k

i=1
r; (k = 2, 3, · · · , n) (7)

Sk is the cumulative number whose value at time i is greater than that at time j, where

ri =
{ +1 xi > xj
0 Otherwise

(j = 1, 2, · · · , n) (8)

Under the assumption of random independence of time series, define statistics:

UFk = [sk − E(sk)]√
Var(sk)

(k = 1, 2, · · · , n) (9)

where UFk = 0, E(sk), Var(sk) are the mean and variance of cumulative sk . When
x1, x2, xn are independent of each other and have continuous distribution, they can be
calculated by the following formula:

E(sk) = n(n + 1)

4
(10)

Var(sk) = n(n − 1)(2n + 5)

72
(11)

UFi is the standard normal distribution. It is the statistical sequence calculated
according to time series x order x1, x2, · · · , xn. Given significance level α, if UFi =
−UFk , k = n, n−1… 1, UB = 0 [25, 26].

3 Site Solar Radiation Analysis

3.1 Analysis of Climate Tendency Rate and Relative Variability of Climate
Tendency

Direct Radiation from the Sun’s Horizontal Plane. Table 1 for Beijing, Zhengzhou,
Golmud, Kashgar, Lhasa, Mesozoic-cenozoic six typical resources area site of radiation
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in the sun direct radiation plane of climate tendency rate and climate tend to be relatively
change rate, can be seen from the table, there are only three cities of Beijing, Lhasa,
Zhengzhou in the sun direct radiation through the plane of the α = 0.05 significance
test, It can be seen from the relative trend variability that the annual solar horizontal
direct radiation pair variability of Beijing, Lhasa and Zhengzhou are all negative values,
indicating that the annual solar horizontal direct radiation of the three cities gradually
decreases with time. Among them, the annual solar horizontal direct radiation decreases
the most in Zhengzhou, with the relative climate trend variability of −35.7%/50a. It can
be seen from the trend rates that the climate trend rates of Beijing, Lhasa and Zhengzhou
are all negative, and the climate trend rate of Zhengzhou is the lowest. The average annual
solar horizontal direct radiation decreases by 198.1 MJ every 10 years. It can be seen
from the analysis that the annual solar horizontal direct radiation of typical radiation
stations in resource areas shows a downward trend.

Table 1. Climate tendency rate and relative variability of annual solar horizontal radiation.

Site Relative variability
of climatic trends
per 50 years/(%)

Propensity rates per
10 years /(MJ)

Trend rate linear
regression curve

Significance tests
on time scales

Beijing −25.2 −164.7 y = −16.468x +
3266.9

−0.731**

Lhasa −9.9 −107.6 y = −10.762x +
5422.3

−0.293*

Zhengzhou −35.7 −198.1 y = −19.806x +
2777.7

−0.819**

Mesozoic-cenozoic −3.4 −30.6 y = −3.0641x +
4451.1

−0.075

Golmud 2.3 19.6 y = 1.9629x +
4316.8

0.129

Kashgar −3.1 −19.0 y = −1.9031x +
3104.6

−0.090

Note: ** indicated a significant correlation at 0.01 level (bilateral); * represents a significant
correlation at the level of 0.05 (bilateral)

Radiation Scattered by the Sun. Table 2 for Beijing, Golmud, kashi, Lhasa,
Zhengzhou, Mesozoic-cenozoic sites in six typical resources area radiation scattering
solar radiation climate tendency rate and relative rate of change climate, from the table
we can see, only Beijing, Zhengzhou, Golmud, Kashgar, Lhasa in five cities scattering
solar radiation through the α = 0.05 significance test. The relative trend variability of
the annual solar scattered radiation of the other four cities except Zhengzhou is negative,
indicating that the annual solar scattered radiation of the four cities except Zhengzhou
gradually decreases with time. Kashgar has the largest decline in annual solar scattered
radiation, and its climate relative variability is −16.3%/50a. The relative trend variation
of annual solar scattered radiation in Zhengzhou is 31.3%/50a, indicating that the annual
solar scattered radiation in Zhengzhou is gradually increasing. From the trend rate, we
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can see that the climate trend rate of Beijing, Golmud, Kashgar and Lhasa are all nega-
tive, Golmud has the lowest climate trend rate, and the annual solar scattered radiation
decreases by 93.4 MJ on average every 10 years, while Zhengzhou has a positive cli-
mate trend rate. The analysis shows that the annual solar scattered radiation of Beijing,
Golmud, Kashgar and Lhasa shows a decreasing trend, while that of Zhengzhou shows
a rising trend, which may be related to the aggravation of environmental pollution in
Zhengzhou.

Table 2. Climate tendency rate and relative variability of annual solar scattered radiation over the
surface.

Site Relative
variability of
climatic trends
per 50 years
/(%)

Propensity rates
per 10 years
/(MJ)

Trend rate linear
regression curve

Significance tests
on time scales

Beijing −5.2 −25.9 y = −2.5886x +
2504.7

−0.324*

Golmud −16.3 −93.4 y = −9.3432x +
2873

−0.423**

Kashgar −12.8 −73.5 y = −7.3466x +
2873

0.748**

Lhasa −12.4 −62.7 y = −6.2675x +
2532.4

−0.052

Zhengzhou 31.3 140.0 y = 14.004x +
2236.9

−0.681**

Mesozoic-cenozoic −4.8 −20.3 y = −2.0288x +
2126.1

−0.564**

Note: ** indicated a significant correlation at 0.01 level (bilateral); * represents a significant
correlation at the level of 0.05 (bilateral)

3.2 Analysis of Decadal Anomalies

Direct Radiation from the Sun’s Horizontal Plane. According to the classification
criteria for the decadal anomaly of surface solar horizontal direct radiation in Table 3,
the decadal anomaly of annual solar horizontal direct radiation passing α = 0.05 signifi-
cance test sitewas classified, and the classification resultswere shown inTable 4. It can be
seen from the table that the horizontal direct radiation of Beijing, Lhasa and Zhengzhou
showed an obvious upward trend from 1961 to 1970. From 1971 to 1980, the horizontal
direct radiation of Beijing, Zhengzhou and Lhasa showed an upward trend, amongwhich
Beijing and Zhengzhou showed an obvious upward trend. From 1981 to 1990, the hor-
izontal direct radiation of Beijing showed a decreasing trend, Lhasa showed an obvious
decreasing trend, and Zhengzhou showed an increasing trend. From 1991 to 2000, the
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horizontal direct radiation of Beijing, Lhasa and Zhengzhou showed a downward trend.
From 2001 to 2010, the horizontal direct radiation of Beijing and Zhengzhou showed a
strong trend, while the horizontal direct radiation of Lhasa showed a rising trend. From
2011 to 2016, Beijing, Lhasa and Zhengzhou all showed a downward trend. In conclu-
sion, from the 1960s to the 1980s, the horizontal direct radiation of typical resource areas
showed an upward trend.However, after the 1980s, the annual direct radiation of the solar
horizontal plane basically showed a downward trend, indicating that there are some other
factors affecting the annual direct radiation of the solar horizontal plane in these cities in
recent years, which may be the air pollution or haze weather caused by urbanization.

Table 3. Standard for classification of decadal anomalies of surface solar horizontal direct radia-
tion.

Trend type Percentage of anomaly (%)

Dropped significantly −20 ~ −10

Significantly lower 10 ~ −1

No significant change −1 ~ 1

Rise significantly 1 ~ 10

Increased significantly 10 ~ 20

Radiation Scattered by the Sun. According to the classification criteria in Table 5, the
interdecadal anomalies of annual solar scattered radiation passing α = 0.05 significance
test sites were classified. It can be seen from the table that the solar scattered radiation
showed a significant downward trend during 1961–1970 except for Zhengzhou, while
Beijing, Golmu, Kashgar and Lhasa all showed an upward trend. Lhasa has a significant
upward trend. From 1971 to 1980, the annual solar scattered radiation of Lhasa and
Zhengzhou showed an increasing trend, while that of the other three cities showed a
decreasing trend. From 1981 to 1990, the annual solar scattered radiation of Beijing
and Kashgar showed a decreasing trend, and that of Lhasa. The variation of annual solar
scattered radiation inZhengzhou is not obvious, but the annual solar scattered radiation in
Golmud is on the rise. From 1991 to 2000, the annual solar scattered radiation of Beijing,
Golmud, Kashgar and Lhasa showed a decreasing trend, while that of Zhengzhou was
not obvious. From 2001 to 2010, the annual solar scattered radiation of Golmud, Kashgar
and Lhasa showed a decreasing trend, while that of Beijing showed no obvious change
trend, but that of Zhengzhou showed an increasing trend. From 2011 to 2016, the annual
solar scattered radiation in Golmud and Kashgar showed a downward trend, while the
annual solar scattered radiation in Beijing and Lhasa showed an obvious upward trend,
while the annual solar scattered radiation in Zhengzhou showed an obvious upward
trend. In conclusion, since the 1960s, the annual solar scattered radiation in Zhengzhou
has decreased significantly to increase significantly, indicating that the environmental
changes in Zhengzhou are great. Before the 1980s, the annual solar scattered radiation
of the five typical resource areas showed an upward trend, but after the 1990s, it showed
a downward trend (Table 6).
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Table 4. Classification of interdecadal anomalies at sites where annual solar horizontal direct
radiation passed the α = 0.05 significance test.

Trend type Percentage
of anomaly
(%)

1961–1970 1971–1980 1981–1990 1991–2000 2001–2010 2011–2016

Dropped
significantly

−20 ~ −10 Lhasa

Significantly
lower

−10 ~ −1 Beijing Beijing,
Lhasa,
Zhengzhou

Beijing,
Zhengzhou

Beijing,
Lhasa,
Zhengzhou

No significant
change

−1 ~ 1

Rise
significantly

1 ~ 10 Lhasa Zhengzhou Lhasa

Increased
significantly

10 ~ 20 Beijing,
Lhasa,
Zhengzhou

Beijing,
Zhengzhou

Table 5. Standard for classification of decadal anomalies of surface solar scattered radiation

Trend type Percentage of anomaly (%)

Dropped significantly −20 ~ −10

Significantly lower 10 ~ −1

No significant change −1 ~ 1

Rise significantly 1 ~ 10

Increased significantly 10 ~ 20

Table 6. Classification of decadal anomalies at siteswhere annual surface solar scattered radiation
passes the α = 0.05 significance test

Trend type Percentage of
anomaly(%)

1961–1970 1971–1980 1981–1990 1991–2000 2001–2010 2011–2016

Dropped
significantly

−20 ~ −10 Zhengzhou

Significantly
lower

−10 ~ −1 Lhasa,
Zhengzhou

Beijing,
Kashgar

Beijing,
Golmud,
Kashgar,
Lhasa

Golmud,
Kashgar,
Lhasa

Golmud,
Kashgar

No significant
change

−1 ~ 1 Lhasa,
Zhengzhou

Zhengzhou Beijing Beijing,
Lhasa

Rise
significantly

1 ~ 10 Beijing,
Golmud,
Kashgar

Beijing,
Golmud,
Kashgar

Golmud Zhengzhou

Increased
significantly

10 ~ 20 Lhasa Zhengzhou
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3.3 Cumulative Anomaly Analysis

Direct Radiation from the Sun’s Horizontal Plane. It can be seen from Fig. 1 that
the variation trend of annual solar horizontal direct radiation in Beijing and Zhengzhou
is basically similar, showing a significant upward trend from the 1960s to the 1980s and
a significant downward trend after the 1990s. Golmud and Kashgar have similar trends
in the variation of direct solar radiation in the horizontal plane, both of which showed a
slow decreasing trend before 1990’s and a slow increasing trend after 1990’s. The general
trend of annual direct solar radiation in the horizontal plane is not obvious. The trend of
direct solar horizontal radiation in Mesozoic-cenozoic is not obvious. The annual solar
horizontal direct radiation of Lhasa showed a significant upward trend before the 1970s,
a significant downward trend from the 1980s to the 1990s, and no significant change
trend after the 1990s. Based on the analysis of the cumulative anomaly of the annual
solar horizontal direct radiation in typical resource areas, it can be seen that the annual
solar horizontal direct radiation of most of the stations in typical resource areas basically
shows a trend of increasing first and then decreasing, and the changes are concentrated
in the 1980s and 1990s.

Fig. 1. Cumulative anomaly of direct solar horizontal radiation at the site.

Radiation Scattered by the Sun. It can be seen from the cumulative anomaly chart of
annual solar scattered radiation in Fig. 2 that the variation trend of annual solar scattered
radiation in Beijing and Lhasa is basically similar, with an upward trend before 1980s
and a downward trend after 1990s, but the overall variation trend is not obvious. The
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trend of solar scattered radiation in Mesozoic-cenozoic is not obvious. The variation
trend of annual solar scattered radiation in Golmud and Kashgar is similar, which shows
an upward trend before 1990’s and a downward trend after 1990’s. Zhengzhou had a
downward trend before the 1970s, rose slowly from the 1970s to the 21st century, and
then rose rapidly. Area of typical resource years accumulated scattering solar radiation
anomaly map analysis, we can see the four typical resources except Zhengzhou and
Mesozoic-cenozoic zone site in solar diffuse radiation basic present the change trend
of decline after rising first, and the concentration changes in the 20th century 80s and
90s. Zhengzhou scattered radiation is on the rise in recent years. It may be due to
environmental pollution caused by industrial development.
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Fig. 2. Cumulative anomaly of solar scattered radiation at the site.

3.4 Morlet Wavelet Analysis

Annual Variation of Total Solar Radiation. Matlab was used to draw the Morlet
wavelet periodic variation diagram and Morlet wavelet square difference diagram of
the total radiation amount in Beijing, Golmu, Kashgar, Lhasa and Zhengzhou during
1961–2016, as shown in Fig. 3. Figure 3 (1) shows that the annual variation of total solar
radiation in Beijing mainly exists in 2a and 12a main cycles. It can be seen from Fig. 3
(2) that the interannual variation of Golmud’s total solar radiation mainly has three main
cycles: 8a, 16a and 26a. It can be seen from Fig. 3 (3) that the annual variation of total
solar radiation in Kashgar mainly has two main cycles of 8a and 18a, and the variation
trend of solar radiation is similar to Golmud, and the variation time is basically similar.
It can be seen from Fig. 3 (4) that the interannual variation of solar radiation in Lhasa
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Fig. 3. The Morlet wavelet transform and Morlet wavelet square difference of the annual total
solar radiation at ground level passing the significance test α = 0.05 (1), (2), (3), (4) and (5) are
the Morlet wavelet transform and Morlet wavelet square difference of Beijing, Golmud, Kashgar,
Lhasa and Zhengzhou respectively.
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Fig. 3. continued

mainly has two main cycles of 14a and 35a. It can be seen from Fig. 3 (5) that the annual
variation of total solar radiation in Zhengzhou mainly has two main cycles of 7a and
17a.

Direct Radiation from the Sun’s Horizontal Plane. Matlab was used to draw the
Morlet wavelet periodic variation diagram andMorlet wavelet square difference diagram
of horizontal direct radiation amount in Beijing, Golmu, Kashgar, Lhasa and Zhengzhou
during1961–2016, as shown inFig. 4. FromFig. 4 (1),we can see that the annual variation
of direct solar horizontal radiation in Beijing mainly exists in the main cycle of 2a and
27a. It can be seen from Fig. 4 (2) that the annual variation of direct solar horizontal
radiation in Lhasa mainly has a main period of 12a and 32a. It can be seen from Fig. 4
(3) that the annual variation of direct solar horizontal radiation in Zhengzhou mainly has
two main cycles of 14a and 28a.
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Fig. 4. The Morlet wavelet transform and Morlet wavelet square difference of direct solar hori-
zontal radiation in the year of surface passing the significance test α = 0.05 (1), (2), (3), (4) and
(5) are the Morlet wavelet transform and Morlet wavelet square difference of Beijing, Lhasa and
Zhengzhou respectively.
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Radiation Scattered by the Sun. Matlab was used to draw theMorlet wavelet periodic
variation diagram and Morlet wavelet square difference diagram of the total radiation
amount in Beijing, Golmu, Kashgar, Lhasa and Zhengzhou during 1961–2016, as shown
in Fig. 5. From Fig. 5 (1), we can see that the annual variation of total solar radiation
in Beijing mainly has a main cycle of 8a and 43a. It can be seen from Fig. 5 (2) that
the interannual variation of Golmud’s total solar radiation mainly exists in 18a and 44a
main cycles, among which, at the scale of 44a. In Fig. 5 (3), the interannual variation
of total solar radiation in Kashgar mainly exists in the main periods of 7a, 17a and 44a,
and the variation trend of solar radiation is similar to Golmud and the variation time
is basically similar. Figure 5 (4) The interannual variation of solar radiation in Lhasa
mainly has two main cycles of 2a and 14a, among which, at 14a scale. In Fig. 5 (5), the
interannual variation of total solar radiation in Zhengzhou mainly has two main cycles
of 7a and 29a, among which periodic oscillation occurs at 29a scale.

3.5 Mutation Analysis

Annual Variation of Total Solar Radiation. Mann-Kendall mutation test was con-
ducted for the annual total solar radiation of the five cities that passed the α = 0.05
significance test, and the test results are shown in Fig. 6. The UF curve showed that the
total solar radiation in Beijing was lower than the critical line of −0.05 after 1980s, and
the total solar radiation in Beijing had a significant downward trend. The intersection of
UF and UB showed that the mutation year was 1977. Before the 1990s, Golmud oscil-
lated at the critical line of 0.05 with no obvious change trend, and then it was lower than
−0.05. Solar radiation showed a significant downward trend, and the mutation year was
1996. In the 1980s, Kashgar oscillated at the critical line of 0.05 with no obvious change
trend, and then it was lower than −0.05. Solar radiation showed a significant downward
trend, and the mutation year was 1977. Before the 1970s, Lhasa oscillated at the critical
line of 0.05 with no obvious change trend, but after the 1970s and 1980s, it was below
the critical line of −0.05. The solar radiation showed a significant decreasing trend, and
the mutation year was 1972. Since the 1960s, Zhengzhou has been oscillating at the
critical line of 0.05, and the variation trend of total solar radiation is not obvious, and
the mutation year is 1995. The mutation years were mainly concentrated in the 1980s
and 1990s.

Direct Radiation from the Sun’sHorizontal Plane. Figure 7 shows theMann-Kendall
mutation test results of the annual solar horizontal direct radiation of the ground passing
the significance test α = 0.05. The UF curve shows that the annual solar horizontal direct
radiation of Beijing is lower than the critical line of −0.05 after 1980s, and the annual
solar horizontal direct radiation of Beijing has a significant downward trend after 1980s.
According to the intersection of UF andUB, themutation year was 1978. From the 1950s
to the 1970s, Lhasa was above the critical line of 0.05, showing an upward trend, but it
was below−0.05 after the 1970s and 1980s. The annual direct solar horizontal radiation
showed a significant downward trend, and themutation year was 1976. Before the 1980s,
Zhengzhou oscillated at the critical line of 0.05, and the variation trend of annual solar
horizontal direct radiation was not obvious. After that, it was always below the critical
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Fig. 5. The Morlet wavelet transform and Morlet wavelet square difference of annual solar scat-
tered radiation from the surface with α = 0.05 significance test (1), (2), (3), (4) and (5) are the
Morlet wavelet transform and Morlet wavelet square difference of Beijing, Golmud, Kashgar,
Lhasa and Zhengzhou respectively.
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Fig. 5. continued

line of −0.05, and the annual solar horizontal direct radiation decreased significantly,
and the mutation year was 1988. The mutation years were mainly concentrated in the
1980s and 1990s.

Radiation Scattered by the Sun. The UF curve in Fig. 8 (a) shows that the annual solar
scattered radiation in Beijing fluctuated at the critical boundary of 0.05 before 1990s,
with no obvious change trend. After 1990s, it was lower than the critical boundary of
−0.05, with a significant decreasing trend. Before the 21st century, Golmud oscillated
at the 0.05 critical line with no obvious change trend, and then it was lower than −
0.05. The annual solar scattered radiation showed a significant downward trend, and
the mutation year was 1992. Before the 1990s, Kashgar oscillated at the critical line of
0.05 with no obvious change trend, and then it was below the critical line of −0.05. The
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Fig. 6. Mann-Kendall mutation test for annual total solar radiation at ground level with α = 0.05
significance test.

annual solar scattered radiation showed a significant downward trend, and the mutation
year was 1983. Before the 1990s, Lhasa basically oscillated at the critical line of 0.05
with no obvious change trend, but after the 1990s, it was below the critical line of −
0.05. The annual solar scattered radiation showed a downward trend, and the mutation
year was 1967. Before the 1980s, Zhengzhou oscillated at the critical line of 0.05 with
no obvious change trend, but after the 1980s, it was higher than the critical line of 0.05,
and the annual solar scattered radiation showed a significant upward trend, which may
be related to environmental changes in Zhengzhou. The mutation year was 1998. The
mutation years were mainly concentrated in the 1980s and 1990s.
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Fig. 7. Results of Mann-Kendall mutation test for annual direct solar horizontal radiation at
ground level with α = 0.05 significance test
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Fig. 8. Results of Mann-Kendall mutation test for surface annual solar scattered radiation with α

= 0.05 significance test.
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Fig. 8. continued

4 Conclusion

Based on thefirst-level radiation stations inBeijing,Mesozoic-cenozoic,Golmud,Lhasa,
Kashgar and Zhengzhou, this paper studied the variation characteristics of total solar
radiation, horizontal direct radiation, scattered radiation and inclination Angle in recent
56 years. Combined with the impact of photovoltaic power generation on the ecological
environment, the following conclusions were drawn: Six typical resource area in the
overall trend of solar total radiation is declining, most have been lowered after the
change trend of solar total radiation began to decline since the 1990s, the biggest drop in
Beijing, the other five cities except Mesozoic-cenozoic change year basic concentrated
in the 80s–90s of the 20th century, and cumulative anomaly analysis results are basically
identical. The period is basically 2-8a, 12-18a. In the six typical resource areas, the annual
solar horizontal direct radiation showed a downward trend, with the largest decline in
Zhengzhou. It can be seen from the cumulative anomaly and abrupt change years that the
solar horizontal direct radiation wasmainly concentrated in the 1980s and 1990s, and the
variation law of the direct solar radiation was basically similar to that of the total solar
radiation. In the six typical resource areas except Zhengzhou, the annual solar scattered
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radiation showed a decreasing trend, and the variation lawwas similar to the variation law
of annual solar direct radiation and total solar radiation, indicating that therewas a certain
relationship between total solar radiation and horizontal direct radiation and scattered
radiation. The rise of scattered radiation in Zhengzhou may be related to environmental
changes in Zhengzhou, which are caused bymany circumstances, such as environmental
problems caused by pollutant discharge or changes in climate environment. The reasons
for these changes are worth exploring.
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Abstract. Cluster analysis is used to classification according to their different
charac-teristics, affinity, and similarity. Because the boundary of the relationship
between things is often unclear, it is inevitable to use the fuzzy method to perform
cluster analysis. In this paper, according to the cross fusion of “fuzzy theory +
K-means algorithm + quantum computing”, a quantum fuzzy k-means algorithm
based on fuzzy theory is proposed for the first time, which can classify samples
with lower time complexity and higher ac-curacy. Firstly, the training data sets
and the classified sample points can be encoded into quantum states, and swap
test is used to calculate the similarity between the classified sample points and k
cluster centers with high parallel computing abilities. Secondly, the similarity is
storedwith the form of quan-tum bits by using the phase estimation algorithm. The
Grover algorithm is used to search the cluster points with the highest membership
degree and de-termine the category of the test samples. Finally, by introducing
quantumcomputing theory, the computation complexity of the proposed algorithm
is improved, and the space complexity of the proposed algorithm is reduced. By
introducing fuzzy theory, the proposed algorithm can dealwith uncertain problems
efficiently, the scope of application of the algorithm is expanded, and the accuracy
is improved.

Keywords: Quantum k-means · Quantum computing · Fuzzy theory

1 Introduction

With the rapid development of big data, all walks of life are generating a large amount
of data every day. The forms of data include numbers, images, sounds, etc., and the
organization methods are also different. In 1989, Fayyad proposed database knowledge
discovery, which defines the process of identifying and proposing knowledge from the
data set [1]. Cluster analysis, regression analysis and discriminant analysis are the three
major methods of multivariate data analysis. As an unsupervised machine learning tech-
nology, clustering divides the data into several classes according to the given similarity
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measure, so that the data similarity in the same class is high, while the data similarity
between different classes is low [2]. K-means is a classical clustering algorithm, which
has been widely used since it was proposed. S. Park et al. Proposed an enhanced koced
routing protocol with k-means algorithm [3]. Puthige et al. Detected the safest route
through hazard index calculation and K-means clustering [4]. H. He et al. Proposed a
detection method based on K-means and complex network [5]. T. M. ghazal et al. Com-
pared the performance of K-means clustering algorithms with different distance metrics
[6]. However, in the era of big data, the huge amount of data has brought great challenges
to the speed of K-means clustering [7]. M. Zidan et al. Proposed a quantum algorithm
based on Hamming distance [8].

Since quantum computing was proposed, it has attracted the attention of many
researchers because of its powerful parallel computing ability. Grover proposed a search
algorithm for the disordered databases (Grover algorithm), which fully shows the advan-
tages of quantum computing [9]. In 1983, Gamache and Davies proposed quantum
Fourier transform. Compared with classical Fourier transform, its computational com-
plexity is exponentially reduced [10]. Lloyd et al. Proposed the quantum k-means algo-
rithm, which can achieve efficient data clustering [11]. Pan JianWei’s team implemented
and verified the quantum k-means algorithm on a small light quantum computer for the
first time [12]. Buhrman et al. Combined quantum computing with machine learning
and proposed a new method to calculate similarity [13]. However, with the improve-
ment of the efficiency of machine learning algorithms, its shortcomings are becoming
more and more obvious. Although the computer has a very fast computing speed, it
is helpless when facing the fuzzy state with unclear extension. Facing the problems
of uncertainty, imprecision, and incomplete information, how should the computer do
it? Researchers propose to use membership degree, non-membership degree, hesitation
degree, and other indicators to describe uncertainty problems. In 1983, Atanassov put
forward the intuitionistic fuzzy set theory [14]. In 2002, Li et al. Studied the prop-
erties, operations, correlations, correlation functions, and clustering methods of direct
fuzzy sets [15]. In 2011, Beliakov et al. Proposed a new construction method based
on Lukasiewicz triangular norm, simplifying and expanding the existing structure [16].
Aiming at the problems of uncertainty, imprecision, and incomplete information, this
paper combines quantum computing theory with fuzzy theory proposes a quantum fuzzy
k-means algorithm combined with quantum computing theory.

This part introduces the introduction and related work; The second part introduces
the related theories, including classical k-means algorithm, fuzzy theory, and quantum
computing theory; In the third part, the quantum fuzzy k-means algorithm is described
in detail; Finally, the efficiency and accuracy of the proposed algorithm are analyzed.

2 Basic Knowledge

In this section,we briefly introduce theClassical k-means algorithm, fuzzy classification,
and quantum computing-related knowledge.
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2.1 Classical K-Means Algorithm

Given a data set X ={x1, x2, . . . , xn}, n is the number of samples in the data set. The
data set is divided into k categories, and the cluster center is c = {c1, c2, . . . , ck}, ci
is the i-th cluster center, xj is the j-th sample, and the characteristic dimension of each
sample is d , xjr representing the r-th eigenvalue of the j-th data. The clustering process
of the K-means algorithm is as follows:

(1) K samples are randomly selected from data set X as the initial clustering center c.
(2) For each data point xj, calculate the similarity to k clustering centers.
(3) The sample xj is classified into the greatest similarity cluster centers.
(4) Recalculate the new cluster center after (2) (3) steps for all the samples in the data

set X.
(5) Determine whether the condition for the end of clustering is reached, and if so, the

clustering ends, otherwise, go back to step (2).

2.2 Fuzzy Classification

If the data set X is divided into k classes, the classification result corresponds to a matrix
U = (

uij
)
k×n, xj belongs to a certain class with a certain degree of membership, a single

sample belongs to a certain class with different membership degrees.

U =
⎡

⎢
⎣

u11 · · · u1n
...

. . .
...

uk1 · · · ukn

⎤

⎥
⎦ (1)

Matrix U = (
uij

)
k×n meets three conditions:

(1) uij ∈ [0, 1], Matrix elements take values between 0 and 1.
(2)

∑k
i=1 uij = 1, The sum of membership degrees belonging to each category in each

column is 1.
(3)

∑n
j uij > 0, The samples belong to various types in varying degrees.

2.3 Quantum Computing

Phase Estimation. Quantum phase estimation uses two registers. The first register con-
tains t qubits with an initial state of |0〉 . The t is related to the number of digits of |ϕ〉 . The
initial state of the second register is of |u〉 , and contains the number of qubits required
to store. Phase estimation is divided into four stages:

(1) First, apply the H gate to the first register.
(2) Then apply the controlled u gate to the second register.
(3) Apply inverse Fourier transform to the first register.
(4) Measure the state of the first register.

The circuit diagram is as follows (see Fig. 1).
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H0

Uµ

1−FT

Fig. 1. Circuit of the phase estimation.

Quantum Search Algorithm. Grover algorithm, sometimes called quantum search
algorithm, refers to an unstructured search algorithm running on a quantum computer. It
is one of the typical algorithms of quantum computing. It has polynomial acceleration.
Grover search algorithm is divided into two steps:

(1) Phase Inversion. This step is mainly to flip the probability amplitude x∗ into a
negative number, while others remain unchanged. The x∗ is the targetwe are looking
for.

(2) Inversion about the Mean. Handle αx becomes 2μ − αx. This is asking me to turn
my present state to the future μ Flip.

Then we can get the result by iterating these two steps.

Projection Measurement. The projection measurement is described by a Hermite
operatorM representing the observability in the system, and has spectral decomposition.

M =
∑

m
mPm (2)

where Pm is the projection operator on the Eigenspace M of the eigenvalue m, and the
measurement result corresponds to the eigenvalue m. For status |ψ 〉, the probability of
measuring the result m is

p(m) = 〈ψ |pm|ψ 〉 (3)

After measurement, the status changes to

pm|ψ 〉
√
p(m)

(4)

Projection measurement is a special case of general measurement. Restrictions are
added to the general measurement: 1) Mm is the Hermite operator; 2) When MmMm′ =
Mm∂mm′ then gets the projection measurement (at this time,Mm is equivalent to pm, pay
attention to the idempotency of the projection operator).

3 Quantum Fuzzy K-Means Algorithm

The matrix composed of k cluster centers is c = {c1, c2, . . . , ck}, ci = {ci1, ci2, ..., cid },
i = 1, 2, ..., k.Set the dataset as X ={x1, x2, . . . , xn}, n is the number of samples in
the data set, xj = {xj1, xj2, ..., xjd}, j = 1, 2, ..., n. The characteristic dimension of each
sample is d .
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3.1 Quantum State Preparation

x0 can be prepared into a quantum state as shown in formula (5).

|x0 〉 = 1√
d

∑d

r=1

∑k

j
μ0j|r 〉

(√
1 − x0r2|0 〉 + x0r|1 〉

)
|1 〉 (5)

The k cluster centers are prepared into the quantum state shown in formula (6).

|c 〉 =
∑k

i=1

1√
k

∑k

j=1
|i 〉μij|k 〉 1√

d

∑d

r=1
|r 〉 ×

(√
1 − cir2|0 〉 + cir|1 〉

)
|1 〉 (6)

3.2 Similarity Calculation

To calculate the similarity between xi and ci, we can use the controlled switching gate
to calculate the fidelity between quantum states to estimate the similarity. The control
switching gate is used to calculate the similarity of quantum states |x0 〉 and |c 〉 is shown
in Fig. 2.

Fig. 2. Circuit of the Control-SWAP test.

The calculation process is as follows:

(1) Initial state: |0 〉|x0 〉|c 〉;
(2) Application H gate: 1√

2
(|0 〉 + |1 〉)|x0 〉|c 〉;

(3) Perform Swap operation: 1√
2
(|0 〉|x0 〉|c 〉 + |1 〉|c 〉|x0 〉);

(4) Application H gate again: 1
2 |0 〉(|x0 〉|c 〉 + |c 〉|x0 〉) + 1

2 |1 〉(|x0 〉|c 〉 − |c 〉|x0 〉);

3.3 Projection Measurement

Use a measurement operator M1 = |1 〉 〈1| to observe the quantum state |φ 〉.
P(M1) = 〈φ|M1|φ 〉

= 1

4
((〈0, x0, c| + |0, c, x0〉) + (|1, x0, c〉 − |1, c, x0〉))

× |1 1|((|0, x0, c〉 + |0, c, x0〉) + (|1, x0, c〉 − |1, c, x0〉))
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= 1

4
(〈x0, c| − 〈c, x0|)(|x0, c〉 − |c, x0〉)

= 1

4

(
2 − 2(〈x0|c〉)2

)

= 1

2

(
1 − 〈x0|c〉2

)
(7)

The probability that the first quantum state is 1 is 1
2

(
1 − 〈x0|c〉2

)
. The quantum state

|c 〉 is the superposition of the quantum states |ci 〉 of k clustering center points. Therefore
〈x0|c〉 is the cosine value of x0 and ci. Define s(x0, ci) = 1

2 (1 − 〈x0|c〉)2 to describe the
similarity of x0 and ci.

The output of the control switch gate can be expressed as:

|ϕ 〉 = 1√
k

∑k

i=1
|i 〉

∑n

j=1
(μij)

2
(√

1 − s(x0, ci)|0 〉 + √
s(x0, ci)|1 〉

)
(8)

3.4 Phase Estimation

Next, the phase estimation algorithm is applied |φ 〉. Taking the quantum state |φ 〉 as the
input of phase estimation. The steps of the quantum Phase estimation algorithm are as
follows:

(1) Prepare initial quantum state, including |0 〉⊗k and |φ〉. Using H gate in initial state.

|φ1 〉 =
(
H⊗k ⊗ I

)
|0 〉⊗k |φ 〉 = 1√

2k

∑
|x0x1...xk−1 〉|φ 〉 (9)

(2) Use controlled U , e2π iθ is added to the probability range when each qubit is 1.

U |φ〉 = e2π iθ |φ〉
|φ2 = 1√

2k

∑
e2π iθ |x1x2...xk−1 |φ (10)

(3) Use QFT−1:QFT−1|φ2 〉 = |θ 〉, θ is the (μij)
2‖x0 − ci‖.

we can get:

|α 〉 = 1√
k

∑k

i=1
|i 〉

∑n

j=1

∣∣∣(μij)
2‖x0 − ci‖〉 (11)

We can store the degree of membership and similarity of x0 and c in the qubit
|α 〉.

3.5 Quantum Search Algorithm

Use the Grover algorithm to find the qubits with the greatest similarity and the degree
of membership. The steps of the quantum search algorithm are as follows:
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(1) In the initial state |0 〉⊗k use H⊗k obtain |s 〉 = |+〉⊗k , k is the number of cluster
categories.

(2) Repetitive action Grover iteration G = (2|s 〉 〈s| − 1)O, and repeat times are R ≈√
k.

(3) Measured obtain ci. It is the final selected classification result.

4 Algorithm Complexity Analysis

Comparison of time complexity and space complexity between the proposed algorithm
and the classical algorithm, as shown in Table 1.

Table 1. Comparison of the complexity of two algorithms.

Complexity Classical Quantum

Time O(nkd) O(n
√
k)

Space n(d + kd + k)
(
4 + 2log2d + log2k

)

4.1 Time Complexity

Themain calculation step of the classical k-means algorithm is to calculate the similarity
between n sample points and k cluster centers, so the time complexity is O(nkd).

The quantum fuzzy clustering algorithm proposed in this paper uses the control
switching gate to calculate the similarity between the sample to be tested and the k
clustering centers. The phase estimation algorithm is used to store the similarity and
membership into qubits, and the quantum search algorithm is used to find the cluster
center with the largest similarity and membership. The time complexity required to find
the target cluster center is

√
k, so the time complexity is O(n

√
k). When the number of

samples n and eigenvalue k become larger, themore advantages of the quantumalgorithm
can be reflected.

4.2 Space Complexity

Compared with the basic unit bits of classical information, the basic storage unit of
quantum information is called a qubit. In the process of classical information processing,
one bit can only store one of the classical states 0 or 1; For quantum information, a qubit
state is a vector in a two-dimensional complex space, which can exist continuously and
randomly in any superposition state of |0 〉 and |1 〉. Therefore, m qubits can store 2m

information at the same time, under the same bit number.
In a classical algorithm, if a characteristic dimension occupies 1-bit space, n variables

have d attributes, nd bit space is required, and occupied nk bit storage membership. In
the calculation process of the algorithm, the similarity between n samples and k clusters
needs to be calculated, so nkd bit storage space is needed to store the variables in the
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execution process of the algorithm. So the total storage space M = nd + nkd + nk =
n(d + kd + k).

In a quantum algorithm, the memory required for the quantum state of any data point∣∣xj〉 is 2 + log2d bits (membership is encoded in quantum amplitude), and the memory
required for the quantum state of k cluster centers is 2 + log2d + log2k bits. Then the
maximum memory required in the first step is 4 + log2d + log2k bits.

Compared n(d + kd + k) with 4 + log2d + log2k, we can see that the spatial
complexity of the quantum algorithm is reduced exponentially.

5 Conclusion

Quantum fuzzy k-means algorithm introduces quantum computing and fuzzy theory into
clustering tasks. The algorithm proposed in this paper mainly goes through four steps:
first, prepare the data points to be clustered (including membership) and K clustering
center points into quantum states; Secondly, the controlled switching gate is used to
calculate the similarity between any data point and K clustering centers; Thirdly, the
similarity is stored in qubits by phase estimation; Finally, the quantum search algorithm
is used to find the smallest of the K similarity, that is, to find the most similar cluster
center.

After analyzing the classic algorithm and the algorithm proposed in this article. we
can see that the spatial complexity of the quantum algorithm is reduced exponentially
and the time complexity is also reduced.
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Abstract. In the environment of strong noise, it is very difficult to extract bear-
ing fault characteristics from vibration signals. To solve the problem, this paper
proposes a fault diagnosis method based on Multiple Efficient Channel Attention
Capsule Network (MECA-CapsNet). Due to diverse scales channel of attention
mechanism, MECA-CapsNet can obtain multi-scale channels feature, enhance
information interaction between different channels, and fuse key information of
diverse scale receptive field. So, our model can effectively abstract the key infor-
mation of bearing fault characters from noisy vibration signal. To verify the effec-
tiveness of MECA-CapsNet, experiments are carried out on the bearing data set
of CWRU. When the signal-to-noise ratio is from 4 dB to −4 dB, the accuracies
of MECA-CapsNet are better than typical fault diagnosis methods. Then, T-SNE
technology is used to visualize the features extraction process. The visualization
result verifies thatmultiple ECAmodules on different scales can effectively reduce
noise interference and improve the accuracy of rolling bearing fault diagnosis.

Keywords: Fault diagnosis · Efficient Channel Attention · Capsule network ·
Information interaction

1 Introduction

In recent years, deep learning algorithms such as deep neural network [1–3], convolu-
tional neural network [4], convolutional auto-encoder network [5], residual network [6],
LSTM Network [7] and capsule network [8, 9] have gradually been applied in bearing
fault diagnosis and have achieved fruitful results. Compared with traditional methods
[10], deep learning methods are more suitable for the requirements of the big data era.
Xu et al. [11] proposed a bearing fault diagnosis method combining deep convolutional
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neural network and random forest ensemble learning, which can mine multi-level fea-
tures of bearing fault and improved fault diagnosis performance of the model. Zhang
et al. [12] introduced scaling exponential linear unit and layering into convolutional
neural network to construct an enhanced convolutional neural network, which improved
feature extraction ability of the model for time-frequency image of bearing vibration
signal. Chen et al. [13] used cyclic spectrum to preprocess original vibration signal and
obtained more superior features expression combined with CNN. Zhang et al. [14] used
wide kernels in first layer of deep convolution neural network which can capture more
characteristic information from original vibration signal. Jian et al. [15] constructed a
new type of neural network by using wide kernel, CNN and D-S evidence theory, which
effectively improve cross-domain adaptability of fault diagnosis. These existing studies
mainly use CNN and its improved model to extract fault characteristics from vibration
signals and time-frequency distribution graphs. However, these models pay little atten-
tion to correlation of different channel features and interaction of cross-channel infor-
mation. When vibration signal contains strong noise, existing methods will be difficult
to extract fault features, and this will affect accuracy and reliability of fault diagnosis.

Attention mechanism comes from human visual research. It selectively focuses on
important information and ignores other information in process of cognition. Zhang et al.
[16] proposed a channel attention mechanism to find the correlation between feature of
various channels and highlight features of important channels. Typical channel atten-
tion mechanisms are Squeeze-and-Excitation (SE) module [17] and Efficient Channel
Attention (ECA) module [18]. Huan Wang et al. [19] proposed multi attention 1DCNN,
which improve the discriminant feature representation by using attention module. Hui
Wang et al. [20] combined SE module with CNN to make the model reducing redundant
information, and main features can be more prominent. Huang et al. [21] proposed a
shallow multi-scale neural network with attention, which used the attention mechanism
to select features more effectively for classification. Wang et al. [22] used the SEmodule
to fuse frequency signal features for increasing model’s versatility. SE module can learn
the correlation of different channel features through two fully connected layers. But the
learning process is complex, because SE module adopts feature maps in each channel
to interact other channels. ECA module uses one-dimensional convolution operation to
optimize fully connected operation in SE module. The feature of current channel only
interacts with channel feature of its K domains, which can greatly reduce parameters
and decrease model complexity.

Therefore, this paper proposes a bearing fault diagnosis method based on MECA-
CapsNet, which applies diverse scales channel attention to extract more comprehensive
feature information fromnoisy vibration signal. Owing tomulti-scales convolution, ECA
modules can enhance interaction of cross-channel feature information and obtain key
channel fusion fault feature information at different scales. In addition, MECA-CapsNet
combined with capsule module, vector neurons and dynamic routing algorithm, which
can establish correlation between low-level features and high-level features. So MECA-
CapsNet could highlight key feature information of bearing faults and improve model’s
bearing fault diagnosis performance in strong noise environments.
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2 Efficient Channel Attention and Capsule Network

2.1 Efficient Channel Attention

In recent years, the channel attention mechanism has been applied to convolutional neu-
ral networks, which has great potential in improving network performance. To achieve
better performance and reduce model’s complexity, the Effective Channel Attention
mechanism (ECA module) is proposed. ECA module adopts one-dimensional convo-
lution to effectively realize local cross channel interaction strategy. And the coverage
of local cross-channel interaction is decided by adaptive convolution kernel size. The
structure of SE module and ECA module is shown as in Fig. 1.

Fig. 1. The structure of SE module and ECA module.

The structure of SEmodule is shown inFig. 1(a),which ismainly composedofGlobal
Average Pooling (GAP) layer and a fully connected layer. Among them, C represents
channel, W is width, and H express height. The SE module includes two operations,
Squeeze and Excitation.

In squeeze operation, gap compresses characteristic information of previous layer
into channel descriptor, so that the information from the network global receptive field
can be used by its lower layer. That is, the two-dimensional featuremaps on each channel
become real numbers of global receptive field. The compression operation process is
shown in Eq. (1), X are feature maps, and c is channel descriptor.

zc = Fsq(Xc) = 1

W × H

W∑

i=1

H∑

j=1

Xc(i, j) (1)

After obtaining the global features, an Excitation operation is required to model the
importance of different feature channels. The gating mechanism of sigmoid is used
here, as shown in Eq. (2).

s = Fex(z,W) = σ(g(z,W)) = σ(W2δ(W1z)) (2)

In this, W1 ∈ R(C/r) *C , W2 ∈ RC * (C/r). W1 × z represents the first fully connected layer
operation; the main function control model’s complexity by reducing dimensionality.
It can be seen from Fig. 1(a) that the dimension has changed from 1 × 1 × C to 1
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× 1 × (C/r). r represents the dimensionality reduction coefficient. δ represents ReLU
activation function. After the first fully connected layer, the dimension kept unchanged
through ReLU layer. The second fully connected layer operation is multiplying withW2,
and the dimension is upgraded to 1 × 1 × C. So, the two fully connected layers could
reduce parameters and capture more non-linear cross-channel interactive information.
s is the weight of C feature maps learned through fully connected layers and nonlinear
layers.

Multiplying the learning weight of each channel by the original feature on X, as
shown in Eq. (3).

X̃C = Fscale(XC , SC) = SCXC (3)

The learning process pays more attention to channel features with greater weight
and suppress unimportant channel features. As shown in Fig. 1(b), ECA module deletes
the fully connected layer in SE module and directly uses one-dimensional convolutional
layer after GAP layer. The convolution kernel size determines coverage of local cross-
channel information interaction. At the same time, weight sharingmeans that each group
has the same weight, which greatly reduces parameters optimizes the network learning
rate. The one-dimensional convolution kernel size K is a hyperparameter, and it vary
with the number of channels. The formula is shown in Eq. (4).

k = ψ(C) =
∣∣∣∣
log2(C)

γ
+ b

γ

∣∣∣∣
odd

(4)

There is a mapping relationship between k and C, that is C = 2γ *k−b. It is designed to
the power of 2 because the number of channels is generally the power of 2. γ and b are
designed as 2 and 1 respectively.

2.2 Capsule Network

Network Structure. The Capsule Network transforms traditional scalar neurons into
vector neurons and mines the correlation between low-level features and high-level
features in a dynamic routing way. The capsule network includes a convolution module
and a capsule module. The capsule module consists of PrimaryCaps layer and DigitCaps
layer. The structure of Capsule Network is shown in Fig. 2.

The inputs of network are one-dimensional vibration signals. And primitive signal
features are extracted by single convolutional layer. Then features are input into cap-
sule module. And vector neurons transform features from scalars into vectors. Between
PrimaryCaps layer and DigitCaps capsule layer, a dynamic routing algorithm is used to
establish the correlation between low-level capsule and high-level capsule. Finally, the
effective classification of rolling bearing fault types is realized. The working principle
of capsule is divided into following three steps.

The first step is matrix multiplication of input vector. The neuron ui and feature
matrix Wij are multiplied to obtain prediction vector Uj|i. ui contain low-level feature
information. Wij contain the space, time and relevance information of low-level and
high-level features. As shown in Eq. (5).

Uj|i = Wijui (5)
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Fig. 2. The structure of capsule network.

The second step is weighted summation of input vectors. The prediction vector Uj|i

is multiplied by coupling coefficient cij (weight) and summed to obtain output vector Sj.
As shown in Eq. (6).

Sj =
∑

i
cijUj|i (6)

The third step is nonlinear transformation from vector to vector. The output vector
undergoes a non-linear activation function, and squeeze length is less than 1 without
changing direction. As shown in Eq. (7).

Vj =
∥∥Sj

∥∥2

1 + ∥∥Sj
∥∥2

Sj∥∥Sj
∥∥ (7)

Dynamic Routing. cij in Eq. 2 is determined by the dynamic routing algorithm and
represents the weight of lower-layer capsules to upper-layer capsules. The purpose is to
realize the vector transfer process from lower-layer capsules to upper-layer capsules. As
shown in Eq. (8) and Eq. (9).

cij = softmax
(
bij

) = exp
(
bij

)
∑

exp
(
bij

) (8)

bij = bij + Uj|iVj (9)

bij is initialized to 0. In the process of forward propagation, the correlation between the
two is measured according to the dot product of the vector Uj|i in the low-level capsule
and the vectorVj in the high-level capsule. After the loop iteration of the dynamic routing
algorithm, a best set of coupling coefficients is obtained.
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3 Fault Diagnosis Method of Rolling Bearing Based
on MECA-CapsNet

3.1 Network Structure of MECA-CapsNet

The convolution module of capsule network only contains one convolutional layer and
pay little attention to the correlation of features between different channels. The feature
extraction ability of the model is restricted, and it is difficult to fully mine fault feature
information. The MECA-CapsNet uses channel attention mechanism to improve convo-
lutionmodule of the capsule network. It applies the ECAmodule at different scales to pay
multi attention to the features of key channels. The network structure ofMECA-CapsNet
is shown in Fig. 3.

Fig. 3. The network structure of MECA-CapsNet

The feature extraction module of MECA-CapsNet includes Multiple-Conv layer,
Conv layer, Multiple-Pooling layer, Pooling layer, Multiple-ECA layer, and concatenate
layer. The capsule module includes PrimaryCaps layer and DigitCaps layer. In the fea-
ture extraction module, the model directly uses one-dimensional vibration signal as the
input of the network. In the Fig. 3,@ is preceded by numbers of channel and followed by
kernel size. To obtain the feature information more comprehensively, the Multiple-Conv
layer uses four wide kernel convolutions of different sizes. A large convolution kernel
corresponds to a large receptive field, which could validly reduce noise interference and
improve the anti-noise of themodel. So, using large-size convolution kernel can perceive
fault feature information. Then, ECAmodules with different scales can enhance interac-
tion of cross-channel feature and obtain fault feature frommulti-scale key channels. The
concatenate layer fuses key channel feature at different scales. In the capsule module,
the capsule unit (vector neuron) is constructed by the main capsule layer. Feature scalars
are converted into feature vectors and input into DigitCaps layer, and finally 10 vectors
with 8 dimensions are output. The 10 vectors correspond to 10 category bearing faults,
and the height of vector represent the probability values of 10 types of faults. The loss
function uses margin loss.
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4 Experimental Verification

4.1 Experimental Data

To verify the effectiveness of MECA-CapsNet in rolling bearing fault diagnosis, this
paper uses the public data set of Case Western Reserve University Bearing Data Center
to conduct experiments. The experimental bearing is the drive end bearing, and the
bearing type is SKF 6205-2RS. Using electric discharge machining technology (EDM)
to produce single-point damage on the outer race, inner race, and rolling element of
experimental bearing. The diameter of the damage at each location is 0.007 in., 0.014 in.,
0.021 in. There are totally 9 category bearing faults. A 16-channel DAT recorder is used
to collect the vibration signal with 12 kHz frequency.

There are about 120,000 sample points for each category fault data. And sliding
windows are used for continuous overlapping sampling. The size of sliding window is
115. Then every 2048 data points constitute a test sample. The data set expansionmethod
is shown in Fig. 4.

Fig. 4. Data set expansion

Three different loads were included in the experiment such as 1 HP, 2 HP, and 3 HP.
There are 9 category bearing states under each load. 1000 samples are collected for each
type of fault state. Training set and test set are divided by 7:3. Four data sets are prepared,
D1 is samples under load of 1HP, D2 is samples under load of 2HP, D3 is samples under
load of 3HP, and D4 mixed the samples of D1, D2, and D3. Ten-dimensional one-hot
encoding is used to make samples’ labels. The data set information is shown in Table 1.
Epoch is set to 150, and batch-size is set to 64. Dropout technology is used in DigitCaps
layer to reduce over-fitting.
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Table 1. Experimental data set.

Fault labels Fault classifications Fault diameter (inch) Number of samples

0 Normal 0 1000

1 Rolling element fault 0.007 1000

2 Rolling element fault 0.014 1000

3 Rolling element fault 0.021 1000

4 Inner race fault 0.007 1000

5 Inner race fault 0.014 1000

6 Inner race fault 0.021 1000

7 Outer race fault 0.007 1000

8 Outer race fault 0.014 1000

9 Outer race fault 0.021 1000

5 Fault Diagnosis Results and Visual Analysis

5.1 Fault Diagnosis Results

To verify the diagnostic performance of the model, experiments are performed using
data sets D1, D2, D3, and D4. We use WDCNN [14] and DC-CapsNet [9] to compare
with MECA-CapsNet. The average of five experimental results are shown in Fig. 5.

Fig. 5. The result of experiment.

In Fig. 5, the accuracies of MECA-CapsNet bearing fault diagnosis on different data
sets have reached 98%. Among them, accuracies on data sets D2 and D3 has reached
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100%. The accuracy of MECA-CapsNet reached 99.58% on the mixed data set D4. So
MECA-Caps still has good fault recognition accuracy even variable load cases.

5.2 Visual Analysis of Feature Extraction Process

To further verify the effectiveness of MECA-CapsNet and explore its feature extrac-
tion process, the t-SNE technology is used to visualize the features of each layer. The
experimental data set adopts D4, and result is shown in Fig. 6.

Fig. 6. Visualization of feature extraction process.

Figure 6(a–f) respectively represent the features of original data, connection layer,
convolutional layer, PrimaryCaps layer, and DigitCaps layer. Obviously, original data
samples emerge chaotic distribution in Fig. 6(a). The ten category samples initially dis-
tinguished in concatenate layer as shown in Fig. 6(b). In Fig. 6(c), the samples labeled
5, 3, 8, 6 completely separated from other categories of samples. In PrimaryCaps layer,
ten samples are clustered into ten clusters, only samples labeled 0 and 2 have some con-
fused. In Fig. 6(f), DigitCaps layer can distinguish ten samples completely and clearly.
So, MECA-CapsNet enhances feature extraction capability through ECA modules.

6 Bearing Fault Diagnosis in Noise Environment

6.1 Fault Diagnosis Results in Noise Environment

To verify fault diagnosis performance of MECA-CapsNet in noise environment, the
above two typical deep learning algorithm models are compared with MECA-CapsNet.
And a Multi-scale Convolution Capsule network (MC-CapsNet) without ECA modules
is constructed to explore the impact of ECA module.
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To simulate noise pollution in actual industrial environment, gaussian white noise
with different Signal-to-Noise Ratios (SNR) are added to data set. The smaller the value
of the signal-to-noise ratio, the higher the noise intensity. Its calculation formula is as
shown in Eq. (10). Psignal is signal power, Pnoise is noise power.

SNRdb = 10 log10

(
Psignal

Pnoise

)
(10)

The signal waveform with different SNR noises is shown in Fig. 7.

Fig. 7. Original signal, the mixed signal with SNR = −4 dB, 4 dB.

The horizontal axis is the number of samples, and the vertical axis is amplitude. It
can be seen from the figure that the amplitude of the original signal is more obvious.
After adding Gaussian white noise with SNR = −4 dB, the vibration features of the
original signal are overwhelmed by noise, and it is difficult to determine whether the
noise-added signal belongs to the same category as the original signal. Therefore, the
difficulty of diagnosing rolling bearing faults in a noise environment with a low SNR
will increase significantly.

In this experiment, the mixed load data set D4 is selected. The original signal data
is added with Gaussian white noise with SNR = −4 dB, −3 dB, −2 dB etc. The
experimental results are shown in Fig. 8.

In Fig. 8, MECA-CapsNet achieves 88.56% of bearing fault recognition accuracy
in noise with SNR = −4 dB, which exceeds WDCNN and DC-CapsNet by 44.33%
and 20.81%. Due to advantage of ECA module, accuracy in MECA-CapsNet is 13.33%
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Fig. 8. Fault diagnosis results in noise environment.

higher than MC-CapsNet. Among them, the diagnostic accuracy of DC-CapsNet is
better than that of WDCNN, which shows that the capsule network has good resistance.
In MECA-CapsNet, bearing fault accuracy reaches 93.42% in noise environment with
SNR= −3 dB, whileWDCNN, DC-CapsNet andMWC-Caps are only 66.87%, 83.74%
and 85.34%. When noise intensity drops to 1 dB, MECA-CapsNet’s accuracy can reach
99.03%, as other methods only get 83%–95%. When noise intensity drops to 4 dB,
WDCNN, DC-CapsNet and MC-CapsNet are lower than 98%, the MECA-CapsNet still
keep 99.35%. Therefore, MECA-CapsNet has good anti-noise performance especially
in strong noise environments.

6.2 Visual Analysis of Features in Strong Noise Environment

To further verify diagnostic effect of methods, we selected data set C4 with mixed
loads, and add gaussian white noise with SNR = −4 dB to the data set. Then t-SNE
technology is used for feature discrimination visualization inDC-CapsNet,MC-CapsNet
and MECA-CapsNet, and the result is shown in Fig. 9.

In Fig. 9, (a) and (d) show feature extraction visualization of DC-CapsNet. (b) and (e)
are feature extraction visualization ofMC-CapsNet. (c) and (f) present feature extraction
visualization MECA-CapsNet. Due to multiscale convolutions, (b) and (c) get better
clustering effect than (a). The three models further extract features from ten types of
samples. In Fig. 9(d), samples labeled 0, 1, 2, 6 and 8 are still partially confused. In
Fig. 9(e), MC-CapsNet is also difficult to completely distinguish samples labeled 0,
2, 6 and 8. In Fig. 9(f), MECA-CapsNet could clearly distinguish ten kinds of data
samples. These visualizations show that concatenate layers adopt multi-scale connection
layer to extract features, which have more obvious classification trend than single-scale
conv-pooling layer.Meanwhile,MECA-CapsNet classification trend is clearer thanMC-
CapsNet in further information learning. It fully demonstrates the advantages of ECA
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module, which achieves better classification effect and better feature expression than
other methods.

Fig. 9. Visualize the output features of key layer in feature extraction module.

7 Conclusion

This paper uses Multiple-ECA module to improve capsule network, which applies in
bearing fault diagnosis. Multiple-ECA module adopts various scales convolution to
abstract features correlation from different channels. So Multiple-ECA can enhance the
interaction of cross-channels’ information andobtain bearing fault features ofmulti-scale
channels. In capsule module, vector neurons convert feature scalars into a feature vector,
and the dynamic routing transmits key feature vectors layer by lay-er. Experimental
results show that MECA-CapsNet has stronger anti-noise performance and higher fault
diagnosis accuracies than WDCNN, DC-CapsNet and MC-CapsNet. Through visual
analysis of features, MECA-CapsNet uses multi-scale convolution combined with ECA
module, which can effectively reduce noise interference and improve the accuracy of
rolling bearing fault diagnosis in a strong noise environment.
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Abstract. In recent years, with the rapid development of e-commerce, more and
more people are engaged in the e-commerce industry. In order to stand out from
numerous e-commerce enterprises and retain customers, it is necessary to achieve
accurate marketing, so as to segment the market, locate customer groups, and
attract and retain customers through formulating marketing strategies. In this
paper, RFM model and Naive Bayes algorithm are used to analyze customer
churn. The three indicators of RFM model are relatively independent and have
good representativeness for customer classification, and have been widely used
in customer classification in various fields. Naive Bayes algorithm can calculate
the probability of loss more easily, so the combination of the two can be used to
identify which kind of customers are more likely to lose. Thus help enterprises to
implement different marketing strategies for different customer groups, in order
to save the cost of enterprises, improve the efficiency of enterprises.

Keywords: RFM model · Naive Bayes algorithm · Customer churn forecast

1 Introduction

Precision marketing is a marketing method that enterprises make plans correctly and
quickly and constantly change plans to satisfy customers according to their needs. Pre-
cision marketing pays the most attention to the word “precision”. It delivers accurate
products to customers at an accurate time and in an accurate way, so that customers can
get satisfactory service, so that suppliers can obtain higher profit margins [1]. The key is
to master market segmentation. Only with clear market segmentation [2] can customer
groups be accurately positioned and customers can be classified.

There are many publicly published methods of customer classification, and the rep-
resentative methods include: Carbajal Santiago García et al. classified customers of
sporting goods stores through Path Reconstruction [3]. Yadegaridehkordi Elaheh et al.
segmented the customers of eco-friendly hotels through multi-criteria and machine
learning techniques [4]. Based on the RFM model, Lizheng Jing et al. subdivided e-
commerce customers by combining CH clustering to evaluate quality indicators and
K-means algorithm [5]. Huilin Yuan et al. RFMPA multi-index customer system and
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improved K-means algorithm to subdivide customers [6]. Haoliang Cui et al. classified
social e-commerce customers based on K-means++ algorithm [7]. RFM model is the
most popular model used inmany customer classificationmethods. RFMmodel is a clas-
sic model for identifying customer value in the field of marketing. It is used to analyze
customer consumption in the observation period (a period before the observation point)
at the observation point [8]. It is mainly used in the traditional retail industry and has
good characterization in reflecting customer purchase preference [9]. Although RFM
model customer consumption behavior analysis results on the frequency of purchase is
more accurate and obvious, but for the time consumption frequency is low, purchase
frequency is not high amount of regular clients the results of the analysis is relatively
fuzzy [10], and in different areas contain indicators are not the same, then you need to
improve the RFM model to apply. The scenarios recently used include: Yuqi Chen et al.
constructed a popular book evaluation model by combining the improvement of RFM
model with book evaluation [11]. Meng Zhao et al. constructed RFMP model based
on comment behavior on the basis of traditional RFM model [12]. Weikang Li et al.
improved the RFM model and applied the RVMF model to the customer segmentation
of online stores [13]. At the same time, RFM model has also been widely used in more
subdivided areas. Lingfang Sun et al. established e-commerce recommendation mech-
anism by combining the RFM model and collaborative filtering [14]. Chengyi Le et al.
combined the RFM model with user portraits to conduct research on university library
users [15]. Chun Yan et al. improved the SOM neural network model and RFM model
to study non-life insurance customers [16]. Zhengang Zhang et al. combined the RFM
model with the random actor-oriented model [17]. Ling Wei et al. predicted the loss of
MOOC users by improving RFM and GMDH algorithms [18]. Lin Yang et al. combined
the RFM model with the random forest algorithm to predict the loss of civil aviation
customers more accurately [19].

One of the purposes of customer classification is to identify vulnerable customers.
It is known that the cost of developing new customers is 5–6 times that of maintaining
existing customers [20]. Therefore, it is of great significance to recover vulnerable users.
At present, there are few studies that use RFMmodel to judge customer churn, and there
is no specific study on RFM model to analyze the probability of customer churn. On
the basis of studying the RFM model to judge customer churn, this paper combines
the RFM model with naive Bayes and focuses on the e-commerce industry with new
business models in the 21st century [21] to realize the probability analysis of customer
churn, provide reliable basis for retaining customers and facilitate enterprises to take
corresponding measures.

2 RFMModel and Naive Bayes Algorithm

2.1 RFM Model

RFM model was proposed by Arthur Hughes of American database research institute
in 1994 [22]. It is a customer classification method based on online stores [23]. Cur-
rently, the application scenarios mainly include mobile phones, credit cards, securities
companies, etc. [24]. Next, we will briefly analyze the RFM model [25].

RFM consists of the following three indicators.
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R (Recency) indicates the interval between the last purchase period and the end date
of the statistical period.

F (Frequency) indicates the purchase times of a customer during the statistical period.
The more times you buy, the more loyal you are and the more likely you are to buy again.

M (Monetary) stands for the total amount of purchases made by customers during
the statistical period. In general, the higher the total purchase amount, the more loyal
the customer.

The RFM model can divide customer groups into the following eight categories
(Figs. 1 and 2).

Fig. 1. Customer classification.

Fig. 2. Customer classification space map.
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2.2 Naive Bayes Algorithm

Naive Bayes algorithm is the main algorithm of Bayesianism [26, 27]. It is a classi-
cal machine learning algorithm based on the naive assumption [28] that features are
independent. It is a direct and powerful probabilistic method [29]. The core idea is to
assume that under ideal conditions, all relevant probabilities of classification tasks are
known in advance. By comparing the probability of samples in different categories, the
optimal category to which the samples belong can be determined [30]. In some areas,
its performance is comparable to neural networks and decision tree learning [31].

The following is the naive Bayes algorithm and theorem [32].
Corresponding to the feature vector x1, x2, …, xm of the given sample X; the

probability of the category y of the sample X can be obtained by the Bayesian formula.

P(y|x1, x2, ..., xm ) = P(y)P(x1, x2, ..., xm|y )
P(x1, x2, ..., xm)

(1)

Features are independent of each other, and can be obtained as follows.

P(y|x1, x2, ..., xm ) = P(y)P(x1, x2, ..., xm|y )
P(x1, x2, ..., xm)

=
P(y)

N∏

i=1
P(xi|y )

P(x1, x2, ..., xm)
(2)

For a given sample, P (x1, x2, …, xm are constants).

P(y|x1, x2, ..., xm ) ∝ P(y)
N∏

i=1

P(xi|y ) (3)

The final model is required to be.

ŷ = argmaxP(y)
N∏

i=1

P(xi|y ) (4)

According to the above modeling process, the following theoretical logical frame-
work of naive Bayes algorithm can be obtained (Fig. 3).

2.3 RFM Model

RFM model as a classic model for customer classification, its three major indicators
with relative independence and a good representative, and naive bayes algorithm is
applicable to the independence of good indicators, for such indicators research results
more accurate, and the naive bayes algorithm based on probability theory, compared
with other algorithms such as random forest, Its algorithm formula is more simple to
understand, can be understood by the public. The combination of the two can effectively
calculate the loss probability of different customer groups and help enterprises to adopt
different marketing measures for different customer groups.
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Fig. 3. Flow chart of naive Bayes algorithm.

3 Experimental Steps

3.1 Data Preparation

This paper selects the transaction data of Aliyun TIANCHI data website as experimental
data. The transaction data of users were imported into Jupyter Notebook for analysis.
The total data span is from January 3, 2015 to December 30, 2018, including 9994
data records. The data contains the following fields: commodity ID, payment time,
delivery time, buyer ID, buyer nickname, etc. According to the requirements of model
construction, three fields of buyer nickname, payment time and actual payment amount
were selected to constitute backup data, and a total of 9994 experimental data were
obtained (Table 1).
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Table 1. Raw data sample.

Customer name Order date Sales

0 Claire Gute 2017-11-08 261.9600

1 Claire Gute 2017-11-08 731.9400

2 Darrin Van Huff 2017-06-12 14.6200

… … … …

3.2 RFM Model Construction

The RFM model was constructed using experimental data. The data collection date was
originally set as 13 January 2022 to calculate the index. The calculation results are as
follows, where R is the number of days between the latest purchase date and the data
collection date. F (Frequency) is the total consumption times of users. (M) Monetary
refers to the total amount of money consumed by users (Table 2).

Table 2. Calculation results of index quantity sample.

Customer name R F M

Aaron Bergman 1524 6 886.156

Aaron Hawkins 1121 11 1744.700

Aaron Smayling 1191 10 3050.692

Adam Bellavance 1163 18 7755.620

Adam Hart 1143 20 3250.337

Exploratory analysis is made on the calculated results, and the running results of the
program are as follows (Table 3).

Table 3. Exploratory analysis results.

R F M

Count 739.000000 793.000000 793.000000

Mean 1255.773014 12.602774 2896.848500

Std 186.111367 6.242559 2628.670117

Min 1109.000000 1.000000 4.833000

25% 1139.000000 8.000000 1146.050000

(continued)
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Table 3. (continued)

R F M

50% 1184.000000 12.000000 2256.394000

75% 1292.000000 16.000000 3785.276000

Max 2274.000000 37.000000 25043.050000

As can be seen from the figure, there are a total of 793 users after summarizing, with
the average of Recency being 1255.77 days, Frequency being 12.60 times andMonetary
being 2896.85 yuan. According to the above analysis, the data are divided into regions,
and the R, F and M indicators are scored one by one to determine whether the scoring
result is greater than the mean value. If it is greater than the mean value, it is 1; if it is
less than the mean value, it is 0. Finally, users are classified according to the classical
RFM model, and the results are as follows (Table 4).

Table 4. Customer classification results sample.

Customer
name

R-score F-score M-score R-score > the
men

F-score > the
men

M-score > the
men

Customer
type

Edward
Becker

4 3 3 1 1 1 Important
value
customer

Scot
Wooten

3 2 1 1 0 0 General
development
customer

Guy
Phonely

1 1 1 0 0 0 Lost
customer

3.3 Combined with Naive Bayes Algorithm

According to the classification of the above customer groups, the lost customer groups
are extracted and the mean value and standard deviation of lost customers are calculated
(Table 5).
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Table 5. Customer churn analysis

R F M

Count 196.00000 196.000000 196.000000

Mean 1427.260204 7.454082 1081.269245

Std 231.883213 3.093904 661.726993

Min 1108.000000 1.000000 4.833000

25% 1233.000000 5.000000 475.839000

50% 1358.000000 7.000000 1039.651000

75% 1540.500000 10.000000 1497.212500

Max 2273.000000 13.000000 2394.025000

Then calculate the mean values of R, F andM of the other seven types of users (Table
6).

Table 6. Other seven types of customer analysis

R F M

Important value customers 1143.929032 19.380645 4920.223203

General value customers 1143.477273 17.295455 1888.671643

Important development customers 1151.151899 10.556962 4362.479223

Important to keep customers 1305.373494 19.469880 5386.354551

General development customers 1146.986755 8.417219 1130.816243

General to keep customers 1328.633333 15.966667 1606.538233

Important to retain customers 1369.618182 10.327273 4161.513700

Combined with Gaussian Naive Bayes algorithm, the churn probability of R, F and
M indicators is calculated for the other seven types of users (Table 7).

Finally, the basic formula of naive Bayes algorithm is substituted to get the final
conclusion (Table 8).
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Table 7. The probability of loss of R, F, M

R F M

0.0016734341410082898 0.08387340093102237 1.1641850028882794e−8

0.0008240891779219367 0.12302465031031498 0.0006018874986992121

0.0008458775316388757 0.07805425581629265 2.6951595971178504e−9

0.0015022047808097782 6.769826004858919e−5 3.7145059389518674e−13

0.0008111040657287225 7.48400136213901e−5 2.8578936556562513e−11

0.0015754836437899722 0.002910319523781567 0.000440275537481332

0.0008111040657287225 0.000810773734445775 0.0002864452162800118

Table 8. Churn probability of the other seven categories of users

The loss probability

Important value customers 1.1710091090685687e−17

General value customers 1.2715153164134549e−9

Important development customers 1.201136424389536e−12

Important to keep customers 2.5498314676063216e−19

General development customers 4.1189398139937196e−7

General to keep customers 1.3626455439232312e−8

Important to retain customers 1.1029571785724215e−11

4 Conclusion and Prospect

In the rapidly changing e-commerce industry, enterprise development still follows the
80–20 rule proposed by Italian economist and sociologist Vilfredo Pareto, that is, 20
percent of customers can create 80% of the profits of the enterprise. Given that the
cost of acquiring new users is several times higher than the cost of maintaining an old
one, retention becomes even more important. The RFM model is commonly used in
customer classification, divides customers into eight categories simply and clearly, and
then provides different marketing strategies according to different types of users. In the
third part of this paper, the prediction of loss probability based on the customer group
classified by RFM model combined with naive Bayes algorithm can effectively help
enterprises distinguish customers and identify customer value under the circumstance of
limited resources, achieve accurate marketing, and efficiently utilize limited resources
to maximize the interests of enterprises.
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4.1 Conclusion

In the first two parts of this paper, the application of RFMmodel at home and abroad has
done a lot of understanding, and the naive Bayes algorithm has made relevant explana-
tions. In the third part, the naive Bayes algorithm is used to analyze the customer groups
classified by RFMmodel. The results show that compared with the other four categories,
the probability of losing general development customers, the probability of losing gen-
eral to keep customers and the probability of losing general value customers are higher,
and the probability of losing general development customers is the highest. Therefore,
whenmakingmarketing strategies, enterprises should always pay attention to the loyalty
of new customers, attract the eyes of new customers, and retain new customers.

4.2 Prospect

RFM model can classify customers with fewer characteristic indexes, which is conve-
nient for enterprises to identify high-value customers quickly. However, it is difficult to
determine the weight of the three indicators of THE RFMmodel. Even though customer
groups are divided into eight categories according to the Pareto method, the classifica-
tion method is still relatively general, and it is still impossible to clearly distinguish the
customer groups whose value is in the middle level. Although this paper combined RFM
model with naive Bayes algorithm to predict the loss of customer groups, the RFMmodel
itself contained few indicators, so it could not well express the behavior characteristics
of customers, and the experimental results obtained still need to be improved. The fol-
lowing experiments can give different weights to the three indicators of the RFMmodel
or increase the consideration indicators of the RFM model to make it more close to the
actual results of customer loss, so as to facilitate the adoption of appropriate marketing
strategies for the upcoming customer loss, maintain the relationship between customers
and enterprises, and achieve accurate marketing.
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Abstract. We study a multi-task learning framework for semantic seg-
mentation in Mobile Laser Scanning (MLS) point clouds. The exist-
ing methods on semantic segmentation of point cloud rely on a large
number of annotation data. However, manually annotating data is time-
consuming and laborious, and the manually annotation efficiency is par-
ticularly low. To alleviate those problems, we propose to exploit a multi-
task learning framework to reduce the large demand of training sam-
ples for implementing semantic labeling of point clouds. Specifically, we
design a new neural network containing a backbone network and two
branching networks, which accomplish the color prediction and category
prediction, respectively. Color prediction, as an auxiliary task, can be
easily conducted by exploiting the color information of each 3D point
to train the proposed neural network. Here, color information of each
point can be easily generated by using the optical images obtained by
the cameras equipped in the MLS system. Once the training procedure
of color prediction is completed, we only use a small portion of manually-
annotated points to fine-tune the branching network of category predic-
tion for each 3D point. To demonstrate the effectiveness and correctness
of our proposed framework, we conducted extensive experiments on the
colorized point clouds which are collected by a RIEGL VMX450 MLS
system. The experimental results show the proposed approach can reach
96.04%. OA and 94.41% mIoU under the supervision of 10% annotation
data.
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1 Introduction

With the rapid development of 3D data acquisition technology, different types of
3D Mobile Laser Scanners (MLS), such as Light Detection and Ranging (LiDAR)
scanner [11], are becoming more and more universal. Due to the fact that a
LiDAR scanner is an active scanner, the LiDAR scanner is robust in generating
high-resolution 3D data regardless of illumination. As a basic data representa-
tion, the point cloud can be easily collected by LiDAR scanning devices, and the
obtained point cloud has high precision, accurate spatial coordinate information,
and rich information is reserved for further investigation. Therefore, point cloud
plays an important role in 3D computer vision.

Very recently, deep neural network is introduced to boost the performance of
point cloud information extraction. Existing works have proposed a number of
frameworks in various fields (e.g. convolutional neural networks [14,21,23], graph
neural networks [12,13,24], cyclic neural networks [7,26], etc.) to extract features
and accomplish point cloud semantic segmentation. Besides, Gankhuyag et al.
[8] proposed to transform the point clouds into 2D depth image through prepro-
cessing to handle the major problem, which is low-quality point clouds that are
noisy, cluttered and that contain missing parts in the data. The success of these
methods is mainly owing to the deep neural network [19] and a large number of
annotated 3D point cloud data [2,15], in which the great number of annotated
data is assumed to be usually available. Although many works are still chasing
advanced neural network frameworks, we believe that the data annotation prob-
lem is a neglected bottleneck. In practice, the labeling of semantic segmentation
of point cloud data is time-consuming and laborious and the semantic annota-
tors should be well-trained to build a robust dataset. Moreover, when manually
labeling point cloud data, due to the disorder, sparsity and uneven organised
of point cloud data, it is inevitable to produce missing labels and wrong labels
during manual labeling, which will bring large errors and low accuracy to the
learning of neural network.

There are many researches on 2D image semantic segmentation applied to
the medical field. Naqvi et al. [17] applied semantic segmentation to biomet-
rics and healthcare. Anand et al. [1] proposed residual u-network for breast
tumor segmentation from magnetic resonance images. Af-net [9] utilized atten-
tion mechanism and feature fusion to medical image segmentation. What’s more,
many previous works on semantic segmentation of 2D images used the method of
multi-task learning [4]. Bischke et al. [3] used multi-task learning to improve the
segmentation predictions of building footprints. Dai et al. [5] proposed Multi-
task Network Cascades (MNCs) for accurate and fast instance-aware semantic
segmentation. MTI-Net [22] overcome a common obstacle of performance degra-
dation in multi-task networks, and observe that tasks mutually benefit from each
other, resulting in significant improvements w.r.t. their single-task counterparts.
Peng et al. [18] proposed a multi-task network for cardiac magnetic resonance
image segmentation and classification. Compared to networks trained on single
task, the performance of these multi-task methods is improved.
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In order to reduce the large number of labeled training samples needed by
deep learning and boost the performance of semantic labeling, inspired by the
multi-task frameworks, we propose a novel multi-task learning method. Specif-
ically, the two tasks are color label prediction and semantic segmentation. Not
only the color label prediction task is highly related to semantic segmentation
task, but also color labels are easier to obtain compared with semantic labels.
Therefore, we use predictive color label as a task with rich training data. Finally,
we formulate semantic segmentation tasks as a multi-task learning framework.
The multi-task framework contains two outputs where a large number of com-
mon model parameters are shared among. We train the model on point cloud
data with a fully-supervised color labels and only a small portion of semantic
labels. The conducted experiments have supported our views and shown the cor-
rectness of the proposed framework. The rest of the paper is outlined as follows.
Section 2 contains a discussion about our neural network architectures of multi-
task learning. In Sect. 3, Our experiment on VMX450 is introduced. Finally, we
give our conclusion in Sect. 4. The main contributions of our proposed multi-task
framework is summarized as follows:

– We propose a novel multi-task framework in assisting to boost the perfor-
mance of semantic segmentation for MLS point cloud. Only a small portion
of semantic annotated data is needed to fine-tune neural networks, thus reduce
the cost of manually annotating point cloud samples.

– The color label prediction task, as an auxiliary task, is highly related to
semantic labeling prediction and can be useful for various applications. More-
over, the color label we use is easy to access from mobile laser scanners.

– We evaluate our network on MLS dataset VMX450, containing real point
cloud scenes. The experimental results not only demonstrate that our app-
roach achieves promising performances, but also show as a reference for MLS
semantic labeling researchers.

2 Method

Color 
Encoding

Mul�-task 
Training Predic�ng

Fig. 1. The workflow of the proposed framework.

Given a point cloud scene si = {p1, p2, ..., pn}, each pi contains three-dimensional
coordinate information and color information. The task of semantic segmentation
aims at classifying every point in the scene into several regions with specific
semantic categories [25].

As shown in Fig. 1, the main stream of our proposed framework can be
divided into three components, inclouding color encoding, multi-task training
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and predicting. Specifically speaking, to obtain a more clean point cloud scene,
we first use point cloud filtering to preprocess point clouds. Then we use the color
information to encode each input point and assign each point with a color label.
After that, the deep learning model is trained under the supervision of gener-
ated color labels. And after that we fine-tune the neural network to accomplish
semantic labeling only using a small portion of semantic annotations. Finally,
We use the trained framework to perform semantic segmentation.

The remainder of the section is organized as follows. In Sect. 2.1, we show
how to encode the color label for each point. In Sect. 2.2, the proposed multi-task
model is unrolled in detail.

2.1 Color Encoding

Due to the complex measurement environment and the error caused by laser
scanners, the acquired original point cloud data may contain a lot of noise. The
noise might result in the fact that color and geometry information is not able
to be utilized directly. In order to obtain a more accurate color and geometry
information, we design a point cloud filtering method on both geometry and
color fields. Moreover, to alleviate the huge burden of obtaining semantic labels,
we propose a color label generation method. Through the color label generation,
each point will obtain a color label. The details will be discussed as follows.

Point Cloud Filtering. The noise comes from two aspects, one is from the
geometry aspect, another is from the color aspect. On the one hand, the geometry
noise primarily results from complicated background environment. Some objects
may be scanned incompletely. Thus the geometry features usually contain redun-
dant information. On the other hand, the color noise results from illumination
condition. Thus the color features have more possibility to be extracted incor-
rectly.

The big challenge of filtering point cloud is to strike a balance between denois-
ing and maintaining the geometry information. To our prior knowledge, the
geometry noise is caused by a small part of outliers. Therefore, we remove the
geometry outliers directly. However, if we simply remove the color outliers, the
geometry information might not be maintained. Therefore, we propose to smooth
the color outliers according to their neighbors.

In the beginning, the KDTree [16] is generated according to the point cloud,
and the topological relationship of each point is established.

To handle the geometry noise, we use a Radius Outlier Filter to remove the
outliers in point cloud scenes. Firstly, we define a radius r. Then for each point
pi, we search the neighbors of pi in a circle with radius r based on established
KDTree. Lastly, as Fig. 2 shows, if the neighbors’ number of pi is less than a
threshold dT , pi is considered as an outlier and removed from the point cloud
scene.

To handle the color noise, we use Neighbor Weighted Filter to smooth the
color of outliers. For each point pi, firstly, we find k neighbors of pi denoted as
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Fig. 2. The example of the Radius Outlier Filter. If the threshold dT is set to 1, the
red point will be regarded as an outlier. If dT is set to 2, both the red point and orange
point will be regarded as outliers. (Color figure online)

neigh(pi, k) = {pj}. Secondly, we use the colors of k neighbors of pi to decide
the new color of pi based on Eq. (1) and Eq. (2).

ci =
1
k

k∑

j=1

ωjcj (1)

ωj =
e−d(pi,pj)

∑k
j=1 e−d(pi,pj)

(2)

where d(pi, pj) represents the distance from neighbor pj to pi. ωj is the weight
of pj to pi. Equation (2) shows that the more closer the neighbor pj is, the more
influence on pi the neighbor pj have.

Color Label Generation. In order to generate color labels for each point,
we need to statistically obtain a histogram about the color distribution of point
clouds. Firstly We convert RGB channels into a gray channel. The RGB color
is formed by proportionally mixing the three primary colors R (red), G (green)
and B (blue). Gray value point uses black with different saturation to represent
each image point. For example, 8-bit numbers which represent 0–255 are used
to represent the “gray” degree. Each point only needs a grayscale value. The
conversion of RGB value and gray level is actually the conversion of human
eyes’ perception of color and brightness. RGB can be converted into gradient
according to Eq. (3). Since the distribution of gray value on 0–255 needs to be
counted, it needs to be made integer.

color = int(ω1R + ω2G + ω3B) (3)

where ω1 ∼ ω3 are the parameters to mix RGB’s value. Note that
∑3

i=1 ωi = 1.
The color distribution is then obtained according to Algorithm 1. And then the
color distribution is divided into K categories. Figure 3 illustrates the division
procedure based on salient value ranges. The peaks generally act as the division
line. Specifically, if a range contains only a little points, we give them a special
color label CL0 to denote that their categories are uncertain. After that, we
traverse each point pi in the dataset and to see which category range they lay.
Finally pi is given the corresponding color label CLi.
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Fig. 3. The example of the color histogram, where there are 4 categories. For those
ranges containing less points, we give them a special color label 0 (uncertain label).
(Color figure online)

Algorithm 1. Color Histogram Generation
Input:

the set of point cloud P
Output:

the color histogram of point cloud H
initialize H with 256 zeros
for p in P do

get color code color of p using Eq. 3
H[color] = H[color] + 1

end for
H = H/n
return H

2.2 Multi-Task Training

The basic framework of our network is shown in Fig. 4. The backbone of our
neural network is RandLA-Net [10], since RandLA-Net clearly surpasses state-
of-the-art approaches for semantic segmentation.

The native RandLA-Net uses an Encoder-Decoder structure similar to U-net
[6], which uses 3D coordinates and attribute features as the input. The corre-
sponding encoder of our network framework contains 5 layers, and the decoder
also contains 5 layers. In the encoding stage, each coding layer has an Local
Feature Aggregation (LFA) module and random sampling (RS) operation. The
LFA module is used to improve the feature dimension of points, and the ran-
dom sampling is used to reduce the number of points. Only 1/4 points of each
coding layer are reserved (N → N

4 → N
16 → N

64 → N
256 → N

512 ), and the feature
dimension of each point is increasing (8 → 32 → 128 → 256 → 512 → 1024).



388 X. Lin et al.

In the decoding stage, the nearest interpolation is used to realize the point up
sampling. After the up sampling, the Multi-Layer Perception (MLP) is used to
reduce the feature dimension of the points, and the skip connection operation is
used to stack the decoded features with the features corresponding to the cod-
ing stage, the last native part is the semantic segmentation stage. The semantic
category of each point is predicted through three fully-connected (FC) layers.

As shown in the Fig. 4, our deep model is divided into two parts. Taking
point cloud as input x, after the last layer of upsampling and MLP, the model
contains two outputs. On the one hand, we add an FC Layer. Subsequently, a
softmax layer is used to predict the possibilities of color labels for input point
cloud. This part of function is denoted as f(x). On the other hand, another FC
layer is added. Similarly a softmax layer is used to predict the possibilities of
semantic labels for input point cloud. This part of function is denoted as g(x).

Firstly, we use color labels to pre-train network parameters. After that, we
fine-tune the network with a small amount of annotated data with semantic
labels. Following we will introduce multi-task training in detail.

Train with Color Labels. In order to boost the performance of semantic
labeling, we propose to use color labels to pretrain the neural network. Accord-
ing to a related research [20], more similar two tasks are, more beneficial in
multi-task learning, and vice versa. Color label prediction is a similar task as
semantic label prediction. This is because to some extent, the color distribution
can represent the basic feature of categories. For instance, the color of grass is
green. In addition, both color and semantic label predictions are the tasks of
classification. Therefore, the color label prediction is highly related to semantic
label prediction.

In Sect. 2.1, we obtain a large amount of data with color labels. Since every
point is assigned a color label, we can firstly train the f(x) part to predict the
color labels. In the pretraining stage, the parameters are shared with semantic
label prediction task. It is crucial to the work of the training phase. Specifically,
the input is the 3D coordinates of the point cloud, and the output is the pre-
dicted color label. Through pre-training, the neural network have a better under-
standing on the common features hidden in data, that is, learn the approximate
shapes and colors of each object. We also introduce some penalties to regulate
the learning process of predicting color labels. The loss function �CE1 is

�CE1 = − 1
N

∑

i

K∑

c=1

CLc
i log f(pi) (4)

where K represents the category of color labels. Particularly, for the uncertain
color label, loss value is not covered and backpropagated.
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Input point cloud LFA + RS US+MLP

FC

FC

Output color labels

Output seman�c labels

Fig. 4. The proposed framework. FC: Fully Connected layer, LFA: Local Feature
Aggregation, RS: Random Sampling, MLP: shared Multi-Layer Perceptron.

Train with Semantic Labels. The pretraining stage not only alleviates our
requirements for the number of data with semantic labels to a certain extent,
but also makes the model have better generalization ability.

In the formal training stage, we only need to fine-tune, that is, use data with
a small amount of semantic labels to adjust the parameters of the pre-trained
neural network. The loss function is defined as:

�CE2 = − 1
N

∑

i

M∑

c=1

yc
i log g(pi) (5)

where M represents the category of semantic labels. yic is the true semantic
label.

3 Experiment

The dataset used in our experiment was collected by the RIEGL VMX450 mobile
LiDAR system on Xiamen Island, China. There are 16 scenes illustrating com-
plex outdoor traffic scenarios in the dataset totally. The number of points in
most scene varies from 5 million to 15 million, depending on the traffic scenarios
size. All points are provided with both 3D coordinates and color information.
We take 8 scenes as the training set. In the remaining 10 scenes, two of them
are the validation set and the rest are the test set. In the experiment, we only
use 10% of the annotation data.

According to the number of input points in different datasets (about 5 mil-
lion to 15 million), we train 100 epochs on a single NVIDIA Tesla V100-DGXS
GPU with a batch size of 4. The learning rate of pre-training and training start
from 0.01 and decays with a rate of 0.05 after every epoch. For the proposed
algorithm, the parameter settings are shown in the Table 1. For native RandLA-
Net architechture, we set the layer number to be 5, the input points to be 6553,
the knn to be 16.
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Table 1. The parameter setting of the proposed algorithm. k in the table refers to
the number of neighbors. K refers to the number of color categories. M refers to the
number of semantic categories. r refers to the search radius. dT refers to the threshold.
ω1,ω2,ω3 refers to the parameter in converting RGB to grayscale formula.

k K M r dT ω1 ω2 ω3

16 4 7 0.1 10 0.299 0.587 0.114

First of all, in order to get color coding, we have counted the color distribution
of all scenes. The specific distribution is shown in the Fig. 3. We have divided the
color labels into four categories. In addition, for semantic segmentation tasks,
we train seven categories of segmentation in the scene.

In order to evaluate the performance of our proposed framework in seman-
tic segmentation in 3D point cloud, we conducted three groups of experiments.
Specifically, the first group, we use RandLA-Net for training with full supervi-
sion. The second group, we use RandLA-Net for training with only 10% anno-
tation data. The last group, we use our multi-task learning network for training
with only 10% annotation data. Figure 5 shows the visual results of the experi-
ments we designed.

Fig. 5. Example of our semantic segmentation predictions of VMX450.

In addition, we mainly use the mean Intersection-over-Union (mIoU), which
is the average IoU of all semantic classes in the entire dataset. Equation (6) is
the definition of mIoU. Further, we also provide the overall accuracy (OA) for
all points. Equation (7) is the definition of OA. Table 2 quantitatively presents
the performance of our network. In general, we performed well regarding to the
metrics of average class accuracy (96.04 %) and mIoU (94.41 %). In only 10 %
annotation data, it can be seen that our methods are superior to RandLA-Net
except grass and road. What’s more, IoU of the two categories exceed the fully
supervised RandLA-Net, ie., cycas and loght pole.

mIoU =
1

n + 1

n∑

i=0

TP

FN + FP + TP
(6)

OA =
TP + TN

TP + FN + FP + TN
(7)
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Table 2. Semantic segmentation results (%) on VMX450. We compared the IoU of
the seven categories in the three experiments.

OA mIoU Road Grass Palm tree Cycas Brushwood Loght pole Vehicle

RandLA-Net 99.16 97.84 99.04 96.77 98.00 98.04 96.51 96.99 99.55

RandLA-Net(10%) 96.13 92.25 94.65 85.98 94.45 97.95 89.42 92.61 90.74

Ours(10%) 96.04 94.41 94.23 85.45 96.50 98.34 92.50 97.17 96.66

4 Conclusion

This paper mainly studies the semantic segmentation of MLS point cloud scene
with a small number of annotated data via multi-task learning. Specifically, we
have proposed a multi-task learning framework. The two tasks are color label
prediction and semantic segmentation. We use point cloud to train the model for
color label prediction task, and only a small number of annotated samples are
needed for fine-tuning for semantic segmentation task. We verify the significant
performance of our network on our VMX450 dataset. To conclude, given a small
portion of annotated data, we have provided an effective multi-task learning
solution to boost the performance of semantic labeling.
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Abstract. Aiming at the problems of low success rate and large damage in grasp-
ing spherical fruits and vegetables, this paper proposed a novel end-effector system
based on data-driven control (DDC). According to the actual working conditions,
the mechanical structure of the end-effector is designed. The 3D model estab-
lishment, kinematics analysis and physical testing of its mechanical structure are
completed. Then, using the DDC algorithm, a PID controller and a partial-format
dynamic linearizationmodel-free adaptive controller (PFDL-MFAC) are designed
to realize the force-tracking control of end-effector system. RecurDyn and Mat-
lab machine-control co-simulation is completed by means of joint modeling and
coupling calculation of mechanism and control. It verified the rationality of the
mechanical structure and the effectiveness of the control method. The results indi-
cate that the end-effector system designed in this paper can track the desired
grasping force well. In terms of end-effector structure and control system design,
the problem of non-destructive grasping of spherical fruits and vegetables can be
solved.

Keywords: Force control · End-effector · Data-driven

1 Introduction

In the process of robot grasping and handling objects, the end-effector is the part that is
in direct contact with the operating object. In order to reduce the damage to the operating
object during this process, the design of the end-effector control system has become an
important research direction for researchers in this field [1]. In terms of agricultural
robots, the complex environment and special circumstances have led to a low success
rate of fruit and vegetable grasping and a high damage rate. Non-destructive clamping
and grasping have become key technologies in the research of related robots [2–4].
Since the operating object has the characteristics of flexibility, fragility, and fragility, the
purpose of force control research on end-effectors is to achieve dexterous and supple
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grasping. This research has significant value not only in agricultural picking, but also
in the food processing industry [5]. With robotics, visual recognition algorithms and
cutting methods, the end-effector of picking robots has developed rapidly [6–9].

In the field of robotics, force control refers to the control of the output force of the
end-effector, or the control of the torque corresponding to the driving joint. In the robot
through motion control, the contact force between the end-effector and the operation
object is constant or stable within a certain range. Regarding the force control of end-
effectors, researchers in this field have carried out a lot of research from mechanical
structures and control algorithms [10]. Wang et al. simplified the fruit and vegetable
gripping system of the end-effector for fruit and vegetable grasping into an impedance-
admittance model, and proposed a grasping force tracking impedance control algorithm
for the two-finger end-effector [11]. The designed impedance controller can reduce the
damage of fruit and vegetable grasping. Hu et al. found that when the force of the end-
effector is loaded, the position control system will affect the force control system, and
use the error compensation link to solve the problem of precise control of the grasping
force, which has an enlightening effect on the force control of the end-effector [12].
Zuo et al. developed a robot end-effector and proposed an inverse control method based
on the Preisach operator, and the active disturbance rejection controller improved the
control performance of the rigid end-effector’s holding force [13]. The two-fingered
flexible manipulator force feedback control system designed by Becedas et al. is applied
to the end-effector of a six-degree-of-freedom manipulator to achieve a compliant grasp
of fragile objects. The generalized proportional-integral controller improves the force
control accuracy of the end-effector [14]. The above researches all need to establish an
accurate mathematical model for the end-effector control system. However, the math-
ematical theoretical analysis and system identification process are complicated and the
accuracy of the mathematical model cannot be guaranteed. The traditional force feed-
back control strategy only pursues the force control accuracy and ignores other dynamic
parameters that are not modeled. If the structurally complex end-effector is accurately
modeled, the more complex controller designed can affect the stability and robustness
of the system.

Model-free adaptive control (MFAC) algorithm is a typical DDC algorithm. Through
the design and analysis of the input and output data of the controlled system, the MFAC
can realize the parameter self-tuning and structural adaptive control of the unknown
nonlinear controlled system [15, 16]. Because this algorithm is robust, does not require
any model information, and has a good control effect on nonlinear systems, it is widely
used in robots, vehicles and other fields [17, 18].

In this paper, a non-destructive grasping end-effector control system based on DDC
is proposed. In terms of the mechanical structure of the end-effector and the design
of the control system, the problem of non-destructive grasping of spherical fruits and
vegetables is solved. In the first section of this paper, a two-finger arc end-effector with a
four-bar linkage mechanism is designed, and a 3D model of the mechanical structure is
established. The rationality of the mechanism is verified by kinematic analysis, and the
effect of the built end-effector is consistent with the theoretical analysis. In the second
section, the algorithm based on DDC is used to realize the force control of the end-
effector system, and the typical PID and PFDL-MFAC controllers are designed. The
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third section mainly uses RecurDyn multi-body system simulation software and Matlab
mathematical analysis software to simulate and verify the end-effector system designed
in this paper. The results of the jointmodeling and coupling calculation of themechanism
and control indicate that the mechanical structure of the end-effector is reasonable and
the control algorithm is effective. Finally, the main conclusions of this paper and future
research work are given.

2 End-Effector System Design

2.1 Mechanical Design

The robot end-effector is the final actuator of the grasping action. It is connected and
fixed by the preset mechanical interface at the end of themanipulator. The rational design
of the mechanical structure of the end-effector is very important to achieve the goal of
non-destructive grasping.

Considering that the skin of spherical fruits and vegetables is vulnerable, the fingers
of the end-effector have a certain enveloping function, which increases the contact area
and reduces the contact pressure. Therefore, the curved finger is selected to increase the
contact area and reduce grabbing damage [19]. At the same time, a concave-convex tex-
ture imitating human fingerprints is designed on the curved surface of the end-effector
finger, which can prevent spherical fruits and vegetables from slipping off when they are
clamped or transported. The two-knuckle structure is sufficient for grabbing spherical
fruits and vegetables, and the control difficulty is small, and the R&D and production
costs are low. Therefore, the mechanical structure of the end-effector is shown in Fig. 1,
and the mechanical model of the end-effector is established by using the software Solid-
Works. The end-effector mechanism includes a transmissionmechanism 1, a drivemotor
2, a curved surface gripper 3, a parallel four-bar linkagemachine 4, a base 5, a connection
interface 6 and a force sensor 7.

Fig. 1. Structure diagram of the end-effector.

2.2 Kinematics Analysis

The content of the kinematic analysis research of the mechanical structure of the end-
effector mainly includes position analysis, velocity analysis and acceleration analysis
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[16, 20]. It can determine the motion range and stroke of the two curved fingers of the
designed end-effector, and define the motion trajectory of the center of the two curved
fingers at key points. From the dynamic analysis point of view, the end-effector system
contains a four-bar linkage, which can be simplified as a nonlinear system [21]. In
the process of adding end-effector grasping, there are factors such as viscoelasticity of
materials, gaps of structures, deformationof rods, etc. These are the complex links that are
neglected in mathematical modeling. Therefore, the input and output of the end-effector
system designed in this paper have a relatively complex nonlinear relationship.

Fig. 2. Kinematics simulation results of the end-effector. (a) Opening and closing process; (b)
Simulation environment.

In this paper, the 3D model of the end-effector is imported into RecurDyn software
to complete the simulation analysis of the driving point angle, angular velocity and
angular acceleration. After three steps of model pre-processing, simulation analysis
calculation and simulation result post-processing, the kinematics simulation result of
the end-effector is shown in Figs. 2 and 3. Define the angle between the drive rod and
the vertical as the end-effector movement angle α, Fig. 2 (a) is the motion state of
α = 0◦, α = 45◦, α = 90◦. Figure 2(b) is the simulation environment built by the end-
effector. The arc represents the movement trajectory of the two curved finger centers
of the key points. The connection point between the steering gear and the actuator in
the end-effector system is defined as the driving point, and the angle, angular velocity
and angular acceleration of the driving point change with time, as shown in Fig. 3. It
can be seen from the kinematics simulation results that the position of the rods of the
end-effector mechanism designed in this paper is reasonable, there is no interference
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between the rods, and the movement trajectory of the key points is consistent with the
expectation.

Fig. 3. Driving point angle, angular velocity and angular acceleration.

Fig. 4. Physical picture of the end-effector.

2.3 End-Effector

According to the simulatedmechanical structuremodel, a real end-effectorwith the same
scale size was produced. The curved fingers are produced by 3D printing technology,
with good results [22]. The size of the arc surface is 47.60 mm in diameter, 2.98 mm in
depth, and 2.00 mm in concave-convex texture, as shown in Fig. 4. The hardware test is
carried out for the mechanical structure of the end-effector proposed in this paper. The
results show that the designed mechanism of the end-effector is compact. It can perform
normal opening and closing motions. The end-effector did not appear stuck, which is
consistent with the results of kinematics simulation analysis.
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3 Based on Data-Driven Control

The adjustment of the grasping force is very important to not damage the spherical fruits
and vegetables. After the above analysis, this paper adopts the grasping force control
strategy of the end-effector system based on the MFAC control algorithm, as shown
in Fig. 5. The end-effector judges the target position through the infrared photoelectric
sensor. When the distance is less than the reference position, the end-effector starts to
grip spherical fruits and vegetables. The deviation e between the expected force fd and
the actual contact force f is used as the input of the MFAC controller. When the curved
surface gripper contacts the spherical fruits and vegetables, the contact force is fed back
to the control in real time through the flexible pressure sensor. The control algorithm is
embedded in the microcontroller. The output electrical signal controls the motor through
the drive system. Themotor realizes the actual contact force between the cambered finger
and the spherical fruit and vegetable through the transmission mechanism to control the
desired tracking force. Thus, the grasping force control of the end-effector system is
realized.

MFAC 

Controller

Motor and 

drive system

Flexible 

pressure sensor

-

Interference

Curved 

fingers

Signal 

conversion

Transmission 

mechanism

Fig. 5. Force tracking control based on data-driven algorithm.

3.1 Dynamic Linearization

This paper uses MFAC based on the PFDL data model to solve the end-effector system
control problem. Since the end-effector system is a SISO nonlinear system, for ease of
reading, the general form of single input single output (SISO) nonlinear system PFDL is
given below. Consider the following nonlinear system with SISO, as shown in Eq. (1):

y(k + 1) = f (y(k), ..., y(k − ny), u(k), ..., u(k − nu)) (1)

Among them, u(k) ∈ R and y(k) ∈ R are the control input contact force and output
rotation angle of the system at the time step k respectively. ny and nu are both positive
integers, and f (...) : Rnu+ny+2 �→ R is a non-linear function.

In the proposed end-effector system, the input of the end-effector system proposed
in this paper is the rotation angle of the end-effector drive motor, and the output is the
contact force between the grasping object and the end-effector.
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Define UL(k) ∈ RL as a vector composed of all control input signals in the sliding
time window [k − L + 1, k], as shown in Eq. (2):

UL(k) = [u(k), ..., u(k − L + 1)]T (2)

And when it is k ≥ 0, there are UL(k) = 0L , the integer is the control input
Linearization length constant; it is a zero vector with a dimension of 0L.

In order to establish the PFDL data model and use the MFAC strategy, this article
puts forward the following assumptions:

Assumption 1: f (...) has continuous partial derivatives with respect to the (ny + 2)
to (ny + L + 1) variables.

Assumption 2: The systemmeets the generalized Lipschitz condition, that is, for any
k1 �= k2, k1, k2 > 0 and UL(k1) �= UL(k2), there is

y(ki + 1) = f (y(ki), . . . , y(ki − ny), u(ki), . . . , u(ki − nu))

|y(k1 + 1) − y(k2 + 1)| ≤ b‖UL(k1) − UL(k2)‖ (3)

where: i = 1, 2, b is a constant.
Note 1: From a practical point of view, the above assumptions for end-effector

systems and other controlled systems are reasonable. This is a typical assumption for
nonlinear systems. Assumption 2 is a physical constraint of the end-effector control
system. The limited variation of the rotation angle of the end-effector driving motor
cannot cause infinite variation of the contact force between the grasped object and the
end-effector. From a physical point of view, this is reasonable for real systems.

Theorem 1: Consider a nonlinear system (1) that satisfies Assumptions 1 and 2, given
L, when ‖�UL(k)‖ �= 0, there must be a time-varying parameter vector ΦP,L(k) ∈ RL,
called Pseudo Gradient (PG), in this way, the system (1) can be transformed into a PFDL
data model, as shown in Eq. (4):

�y(k + 1) = ΦT
P,L(k)�UL(k) (4)

Among them �y(k + 1) = y(k + 1) − y(k) , �UL(k) = UL(k) − UL(k − 1) and
for any time k, ΦP,L(k) = [Φ1(k), ...,Φ1(k)]T is bounded [23].

3.2 PFDL-MFAC Controller

After the end-effector system is dynamically linearized, the PFDL-MFAC control
strategy can be designed. Suppose the estimation criterion function of PG is Eq. (5):

J (ΦP,L(k)) =
∣
∣
∣y(k) − y(k − 1) − ΦT

P,L(k)�UL(k − 1)
∣
∣
∣

2

+μ

∥
∥
∥ΦP,L(k) − Φ̂P,L(k − 1)

∥
∥
∥

2
(5)

Among them, is the μ > 0 weight factor, which can punish the excessive change of
PG estimation; Φ̂P,L(k) is the estimated value of unknown ΦP,L(k).

PG uses the matrix inversion theorem to get, as shown in Eq. (6):

Φ̂P,L(k) =Φ̂P,L(k − 1) + η�UL(k − 1)(y(k) − y(k − 1))

μ + ‖�UL(k − 1)‖2
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−η�UL(k − 1)(Φ̂
T
P,L(k − 1)�UL(k − 1))

μ + ‖�UL(k − 1)‖2 (6)

Φ̂P,L(k) = Φ̂P,L(1), If
∥
∥
∥Φ̂P,L(k)

∥
∥
∥ ≤ ε or ‖�UL(K − 1)‖ ≤ ε or

sign(Φ1(k)) �= sign(Φ1(1)) (7)

Among them, η ∈ (0, 2); ε is a small positive number; Φ̂P,L(1) is the initial value
of Φ̂P,L(k). Equation (7) is the added reset algorithm to enhance the ability of the PG
estimation algorithm to track time-varying parameters.

In order to estimate the control input of the motor rotation angle, the following
criterion function on the control input is listed, as shown in Eq. (8):

J (u(k)) = ∣
∣y∗(k + 1) − y(k + 1)

∣
∣2 + λ|u(k) − u(k − 1)|2 (8)

y∗(k + 1) ∈ R outputs the expected value of the contact force between the grasped
object and the end-effector, and λ > 0 is a weighting factor that controls the input change
and is a positive coefficient.

Then u(k) can be obtained as shown in Eq. (9):

u(k) = u(k − 1) + ρ1Φ̂1(k)(y∗(k + 1) − y(k))

λ +
∣
∣
∣Φ̂1(k)

∣
∣
∣

2 −
Φ̂1(k)

L∑

i=2
ρiΦ̂ i(k)�u(k − i + 1)

λ +
∣
∣
∣Φ̂1(k)

∣
∣
∣

2

(9)

Among them ρi ∈ (0, 1], i = 1, 2, ...,L.

4 Co-simulation Verification

In this section, the machine-control co-simulation experiment will be carried out by
RecurDyn and Matlab software. Through the RecurDyn/Control function interface, it
can interact with Simulink data, which realizes the combination of the end-effector
mechanical system and the control system [24]. The purpose is to achieve common
modeling and coupling calculations to verify the rationality of the mechanical structure
of the end-effector system and the effectiveness of the control method. The typical PID
control and PFDL-MFAC control are used for the end-effector system respectively, and
the co-simulation model is shown in Fig. 6.
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Fig. 6. Co-simulation model. (a) PID control system; (b) PFDL-MFAC control system.

Table 1. Controller initial parameters.

Working condition Controller Parameter

7N PID Kp = 0.0002 Ki = 0.032 Kd = 0

PFDL-MFAC Φ̂P,L(0) = [0.1, 0, 0]T ρ = 0.15 λ = 40

η = 0.5 μ = 1 L = 3

4N PID Kp = 0.00024 Ki = 0.042 Kd = 0

PFDL-MFAC Φ̂P,L(0) = [0.08, 0, 0]T ρ = 0.1 λ = 15

η = 0.5 μ = 1 L = 3

In co-simulation experiments, for two working conditions with expected pressure
values of 7N and 4N, the parameter settings of the typical PID controller and the PFDL-
MFAC controller are shown in Table 1. After setting the parameters of the model, the
co-simulation is carried out, and the co-simulation results can be obtained as shown in
Fig. 7.

The results show that both the typical PID control and the PFDL-MFAC control
can realize the force tracking control of the end-effector system, and the steady-state
performance of is good.When the expected value is 7N, the adjustment time of the PFDL-
MFAC control system is 2.06 s, and the maximum overshoot is 16.4%; the adjustment
time of the typical PID control system is 2.37 s, and the maximum overshoot is 30.4%.
When the expected value is 4N, the adjustment time of the PFDL-MFAC control system
is 2.29 s, and the maximum overshoot is 11.3%; the adjustment time of the typical PID
control system is 2.78 s, and the maximum overshoot is 45.8%. Therefore, PFDL-MFAC
control system is superior to typical PID control in dynamic response characteristics such
as rapidity and overshoot. In addition, after many simulation experiments and analysis,
selecting the appropriate value, the PFDL-MFAC control time cost is greater, but the



402 Z. Liu et al.

maximum overshoot is greatly reduced, and themaximum contact force is limited within
the error range. In summary, this paper proposes an end-effector system based on a
DDC algorithm, which can effectively and accurately realize the force-tracking control
of the end-effector system. Compared with the typical PID control, the PFDL-MFAC
control effect is more in line with the actual working conditions of the spherical fruit
and vegetable clamping and handling, which can reduce the grasping damage rate and
achieve the goal of non-destructive grasping.
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Fig. 7. Simulation results with expected pressure values of 7N and 4N. Expected force 7N:
(a) Contact force between grasped object and end effector; (b) Rotation angle of the drive
motor;Expected force 4N: (c) Contact force between grasped object and end effector; (d) Rotation
angle of the drive motor.

5 Conclusion

In this paper, an end-effector system based on DDC is proposed for the problem of non-
destructive grasping of spherical fruits and vegetables. The advantage of this system is
that it only needs the input data of the drive motor rotation angle and the output data of
the contact force deviation, and does not require any information from the end-effector.
The machine-control co-simulation was carried out on RecurDyn andMatlab platforms.
The comparative analysis of the simulation results shows that the mechanical structure
of the system is reasonable and the control method is effective. When the end-effector
system is used to grasp spherical fruits and vegetables, the force tracking control effect
of the PFDL-MFAC control algorithm is better than that of the PID control algorithm. In
terms of themechanical structure of the end-effector and the design of the control system,
this solution meets the requirements of actual working conditions, and can reduce the
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damage of the end-effector to fruits and vegetables during the clamping process. In the
future, this paper will build an experimental platform for the end-effector system based
on the above work. The purpose is to further verify and study the optimization of the
proposed data-driven end-effector force control strategy.
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Abstract. Cardiovascular disease is one of the important diseases endangering
human health. Arrhythmia is an important symptom of cardiovascular disease,
and ECG is the main diagnostic basis of arrhythmia. At present, in the algorithm
research of ECG classification and recognition, due to the small number of sam-
ples collected from abnormal signals, the characteristics of abnormal ECG signals
can not be well learned, resulting in the low recognition accuracy. This paper pro-
poses an improved Generative Adversarial Network model to enhance the data of
a few categories of ECG signals, and then constructs Resnet-seq2seq classifica-
tionmodel for classification and recognition. TheGenerativeAdversarial Network
uses the game between generator and discriminator to learn the characteristics of
a small number of samples. When the Nash equilibrium is reached, the genera-
tor automatically generate ECG samples with high similarity to the original data.
Resnet network structure learns the features of the ECG signal after data enhance-
ment, and then sends the feature vectors into the seq2seq model for classification
and recognition. This paper uses the pattern between patients to divide the data
set, and takes the data set after data enhancement as the training set. The results
show that the data enhancement based on GAN can effectively improve the clas-
sification effect of ECG signals, and the overall classification accuracy is 98.09%,
especially in S and F categories.

Keywords: Generative adversarial networks · Convolutional neural network ·
ECG · Feature learning

1 Introduction

With the development of society and the improvement of people’s living standards,
cardiovascular disease has become one of the important diseases that endanger people’s
health. According to the ‘2021 World Health Statistics Report’ released by the World
Health Organization [1], cardiovascular disease has become one of the main killers
of human beings. Most cardiovascular diseases are often accompanied by arrhythmia,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13338, pp. 405–419, 2022.
https://doi.org/10.1007/978-3-031-06794-5_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06794-5_33&domain=pdf
https://doi.org/10.1007/978-3-031-06794-5_33


406 J. Liu et al.

including ventricular premature beats, tachycardia, atrial fibrillation, and ECG is one of
the main diagnostic methods for detecting arrhythmia [2]. ECG recorded the change of
cardiac potential generated by cardiac activity cycle, and had intuitive regularity.

Traditional ECG diagnosis relies mainly on doctors’ experience in ECG recognition,
which is often time-consuming and laborious. In order to solve this problem, people
began to apply machine learning related technologies to the automatic identification and
classification of ECG signals. At present, a large number of machine learning algorithms
based on Feature Engineering have achieved satisfactory results. Such as Support Vector
Machine (SVM), RandomForest (RF), NaiveBayes, Artificial NeuralNetwork and other
machine learning classification algorithms [3–6], they classify abnormal ECG signals
by extracting the frequency domain features, time domain features, RR interval, wavelet
decomposition, high-order statistics (HOS) and other feature information of ECG signals
[7]. R. Th et al. [8] used discrete wavelet transform to extract wavelet coefficient features,
took the features of each ECG signal as the input of SVM classifier, and achieved
98.67% accuracy in MIT-BIH database test. S. Bhattacharyya et al. [9] used the time
series feature extraction library (TSFEL) for feature extraction, the SMOTE method
is used for data enhancement, combined RF and SVM, and used weighted majority
algorithm (WMA) to classify heartbeat signals to improve the classification effect. F.
Bouaziz et al. [10] used the discrete wavelet transform to segment the ECG signal,
and realized an automatic ECG classification algorithm based on K-nearest neighbor
algorithm (KNN), which achieved 98.71% classification accuracy in the ECG data of
MIT-BIH database. Oliveira et al. [11] proposed a method based on Dynamic Bayesian
Network (DBN), which can adjust the certainty of beat classification through threshold.
On MIT-BIH data set, the Dynamic Bayesian Network with threshold of 0.75 is used
to achieve 99% sensitivity and specificity for PVC beat classification. Although ECG
signal detection based on machine learning algorithm has achieved very good results,
this method requires manual extraction of a large number of feature information, which
may lead to information loss. Therefore, these defects limit the overall performance of
traditional machine learning algorithms in ECG signals.

With the development of artificial intelligence, deep learning algorithm has made
significant breakthroughs, especially convolution neural network has been widely used
in medical signal detection. Guo L et al. [12] designed a fusion model architecture
of dense connected convolutional neural network (Densenet) and gated recurrent unit
(GRU) network to solve the ECG classification between patients. Without complex data
preprocessing and feature engineering, the classification performance of supraventricular
(SVEB) and ventricular (VEB) abnormal beats is significantly improved. J. Niu et al.
[13] used multi-perspective convolutional neural network (MPCNN) to symbolize ECG
signals, and realized automatic extraction and classification of ECG signal features,
with an overall accuracy of 96.4%. For most of the samples collected from various types
of ECG signals, there is a distribution imbalance in the proportion of the number of
heart rhythm samples, which makes the detection of abnormal signals often fail to meet
the clinical requirements. The imbalance of samples leads to the decrease of the final
classification accuracy.

In order to solve the problem of data imbalance, many researchers have proposed
different data enhancement methods to overcome this problem.Most of the expansion of
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ECG signal data is based on traditional sample sampling techniques, such as: Random
over-sampling, Random under-sampling, SMOTE algorithm, etc. [14]. However, these
methods have some shortcomings. Under-sampling will lose potentially useful data, and
over-sampling may lead to over-fitting. In recent years, Generative adversarial networks
have made significant progress in data enhancement, providing new ideas for solving the
imbalance problem of arrhythmia data. Since Goodfellow proposed generative adversar-
ial network in 2014, it has been widely used in image data enhancement. Radford A et al.
[15] combined convolutional neural networkwith generative adversarial network to form
deep convolutional generative adversarial network (DCGAN). New images were syn-
thesized on different image datasets, and the classification performance was improved
by using the generated images. Shota Harada et al. [16] proposed a time series data
generation method based on GANs, explored the ability of GANs to generate biological
signals with specific categories and characteristics, and introduced canonical correlation
analysis (CCA) to analyze potential variables in the method, expressed the relationship
between input data and generated data as canonical loads, and used these loads to control
the characteristics of the proposed method to generate data. The LSTM neural network
model is used to predict the classification accuracy, which proves the effectiveness of this
method. In this paper, we propose an improved generative adversarial network DCGAN-
BiGRU model for data enhancement. The model learns the characteristics of ECG data
after preprocessing, so that it can synthesize a small number of ECG samples to improve
the classification accuracy of ECG signals. Then the reliability of the generated data is
tested by constructing the classification model of Resnet-seq2seq convolutional neural
network.

The rest of this paper is organized as follows: The database, data preprocessing,
and related hardware equipment are presented in Sect. 2. The architecture of generating
confrontation networkmodel and theResnet-seq2seq classificationmodel are introduced
in Sect. 3. The Sect. 4 gives the experimental results, and finally the Sect. 5 makes a
summary of this paper.

2 Prepared

2.1 Datasets

The dataset used in this paper is the Arrhythmia Database (MIT-BIH) data set provided
by the Massachusetts Institute of Technology. The MIT-BIH database [17] records 48
ECG data at the frequency of 360 Hz, and each record contains 30 min of ECG infor-
mation. According to the international standards of the American Association for the
Improvement of Medical Devices (AAMI) [18], the 15 types of arrhythmias in the MIT-
BIH arrhythmia database can be divided into 5 categories: Normal or bundle branch
block (N), Supraventricular ectopic beat (S), Ventricular ectopic beat (V), Fusion beat
(F), and Unknown beat (Q). Due to the small number of Unknown beat (Q), this article
will not consider this category.

Among the 48 ECG signals, 4 ECG signals (102, 104, 107 and 217) were recorded as
rhythmic beat signals, which will not be considered in this modeling. The rest 44 signals
were divided into DS1 and DS2 groups according to the classification of inter-patient
arrhythmia in this paper [19]. the train set DS1 is: 101, 106, 108, 109, 112, 114, 115,
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116, 118, 119, 122, 124, 201, 203, 205, 207, 208, 209, 215, 220, 223, 230; The test
set DS2 is 100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 214, 219,
221, 222, 231, 233, 234. Because the individual differences between patients may lead
to differences in the same type of arrhythmia signals, the robustness of our model can
be better evaluated by using inter-patient classification. Table 1 shows the number of
arrhythmia signals for each category after grouping.

Table 1. Number of arrhythmia categories in DS1 and DS2.

Data categories N S V F Total

DS1 45770 940 3782 414 50906

DS2 44156 1834 3217 388 49595

2.2 Preprocessing

In general, ecg signal is mainly affected by baseline drift, power frequency interference
and electromyographical interference in the acquisition process. These noises will affect
the learning of model features and have a negative impact on the recognition of abnormal
heart rhythm. In this paper, the wavelet decomposition method [20] is used to denoise
the ECG signal, DB5 is selected as the wavelet basis function, 6-scale decomposition
is used to remove the first-order, second-order high-frequency noise and sixth-order
low-frequency noise, and then the remaining information is reconstructed to obtain the
denoised ECG signal.

Fig. 1. The preprocessing process of ECG signal.

After the noise was removed from the ECG signal, we divided the long-sequence
ECG signal into a single beat. In order to ensure the integrity of the beat, according
to the position of the marked R peak in the MIT-BIH database, 120 points were taken
forward and 120 points backward, and 240 points were used to characterize a beat. The
maximum and minimum normalization is used to normalize the signal. The results are
shown in Fig. 1. The single beat data is uniformly converted to the range of [0,1], and
the normalization formula is as follows Eq. (1):

x = x − xmin
xmax − xmin

(1)
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2.3 Experimental Environment

All the experiments in this paper were carried out based on Intel’s I7-2600 processor, and
four TitanXP graphics cardswere added to accelerate the training. For software, Python3
is used on top of the Ubuntu 16.04 operating system. Scripting language, while intro-
ducing TensorFlow1.8 version and keras2.2.4 and other third-party machine learning
library under python3.

3 Method

As shown in Fig. 2, shows the flow chart of ecg signal classification in this paper.
Firstly, we preprocess the MIT-BIH data set to obtain a single beat signal. Then, a small
number of ECG signals are introduced into the generative adversarial network model
for training, and a small number of samples are generated for data equalization. Finally,
the classification results are input into the classifier.

ECG Signal Preprocessing GAN model
Classification

model

Fig. 2. Frame diagram of ECG signal detection system.

3.1 Data Enhancement Based GAN

Adversarial generative network is a new model of convolutional neural networks, which
includes generativemodel and discriminatormodel. The generator is responsible for gen-
erating the input noise into data similar to the real signal, andDiscriminator is responsible
for judging the authenticity of the generated data. After several times of training and
game between Generator and Discriminator, the data generated by Generator is closer
and closer to the real data until the Discriminator cannot distinguish the authenticity of
the generated data, and finally reach Nash equilibrium.

In this paper, we propose an improved GAN network structure for data enhancement
of ECG signals. According to the DCGAN network structure, we adopt the Wasserstein
distance as the loss function and the gradient penalty strategy to improve the stability of
the network model. The bidirectional GRU recurrent neural network is introduced into
the generator to improve the reliability and similarity of time series generation. Figure 3
depicts the training process of GAN.

In the network model, we use the Wasserstein distance to replace the cross entropy
loss function, so that even in the generated data and real data without overlapping, also
can better reflect the distance between the two distribution, but at the time of gradient
update loss function need to satisfy the continuity conditions, so that greatly reduces the
network fitting ability, Therefore, we use the gradient penalty strategy to solve the above
problems caused by the continuity constraints. Then our objective function is shown as
follows Eqs. (2)–(6):

Lloss = Lorigin + Lgp (2)
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Lorigin = 1

2

{
Ex̂∼pg

[
D(x̂)

] − Ex∼pr [D(x)]
}

(3)

Lgp = λEx∼px

[
(‖∇xD(x)‖2 − 1)2

]
(4)

where:

x̂ = G(z) (5)

x = εx + (1 − ε)x̂ (6)

In the formula, z represents the noise vector, D is the discriminator, G is the generator,
and x denotes the interpolation sampling between the real data distribution x ∼ pr and
the generated data distribution x̂ ∼ pg . The penalty coefficient λ = 10, ε is the random
number between [0,1].

Fig. 3. Training process diagram of GAN network.

In the training process, if all samples are used to train the network, then the categories
that generate ECG signals cannot be distinguished. Therefore, we use a separate training
network for minority ECG signals to generate minority ECG data to balance the data set.
The input of generator G is a random noise of 100 × 1 dimension obeying Gaussian dis-
tribution Z ∼ N (0,1). The generatormodel ismainly composed of four one-dimensional
convolution layers, and the number of convolution kernels is divided into 256, 128, 64.
The final output convolution kernels are 240, and the size of all convolution kernels is 1 *
6, and the padding is the same. It consists of three up-sampling layers with step size 2 and
two bidirectional cyclic neural network GRUs with kernel number 32. Relu and Batch
Normalization are used as the activation function of each layer to prevent over-fitting. As
a result, Tanh activation function is used to output ECG signals with a length of 240 × 1
dimension. The input of the discriminator D is a one-dimensional sequence with a length
of 240. The model includes three convolution layers, the number of convolution kernels
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is 32, 64 and 128, respectively. The size of the convolution kernels is 1 * 6, and the step
size is 3, and the padding is the same. LeakyRelu is used as the activation function of
each layer, the parameter λ = 2, and Batch Normalization of the leading factor is used
as the normalization of the layer. The Dropout process is performed with a Dropout rate
of α = 0.4 to prevent over-fitting, and the fully connected layer is used as the output.
The network architecture of Generator and Discriminator is shown in Table 2.

Table 2. Network structure of generator and discriminator.

Generator Discriminator

Layer Filters Kernels Stride Layer Filters Kernels Stride

Dense 30 * 128 – 1 Conv1D 32 1 * 6 3

Reshape (30,128) BN/LeakyReLU – – –

UpSamping – – 2 Dropout – – –

Conv1D 256 1 * 6 1 Conv1D 64 1 * 6 3

BN/Relu – – – BN/LeakyReLU – – –

UpSamping – – 2 Dropout – – –

Conv1D 128 1 * 6 1 Conv1D 128 1 * 6 3

BN/Relu – – – BN/LeakyReLU – – –

UpSamping – – 2 Dropout – – –

Conv1D 64 1 * 6 1 Flatten – – –

BN/Relu – – – Dense 1 – –

BiGRU 32 – –

BiGRU 32 – –

Conv1D 240 1 * 6 1

Tanh – – –

3.2 Classification Model

In order to verify that the generated data is beneficial to improve our classification accu-
racy, this paper constructs a hybrid classification model based on Resnet and seq2seq.
Resnet module is used to extract the initial features of ECG signals, and then the fea-
tures are input into the seq2seq classification module. The seq2seq module has two
parts: encoder and decoder. The encoder encodes the input features, and the decoder
recognizes the input beat information respectively. We introduce the attention mecha-
nism between the encoder and the decoder, which can automatically give each feature
to different weight coefficients, so that the model pays more attention to important fea-
ture information, so as to improve the accuracy of prediction. The classification model
architecture is shown in Fig. 4:
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Fig. 4. Resnet-seq2seq classification model architecture.

Resnet Module: In the residual network module, the initial features of ECG signals are
extracted from the first layer convolution, and then input into the encoder and decoder
modules through M residual modules. In the residual module, the number of M can be
adjusted to adjust the function of model performance. If M is too small, the network
structure is simple, it can not learn the characteristics of ECG well. If M is too large, the
network model is degraded due to the deep number of convolution layers and complex
model. Therefore, the parameters of M can be adjusted appropriately to optimize the
network.

Encoder and Decoder Module: The module is mainly composed of encoder and
decoder. The encoder mainly encodes the signal to form semantic vector. The decoder
takes the semantic vector as the initial input, completes semantic conversion through
decoding operation, and finally realizes the classification effect. Because the ECG sig-
nal has strong timing and is composed according to the sequence of Q wave, R wave
and S wave, the encoder and decoder are composed of bidirectional long-term and short-
term memory (BiLSTM) network. BiLSTM structure uses the combination of forward
propagation and back propagation to capture not only the important characteristics of the
previous time period of ECG signal, but also the waveform characteristics of subsequent
ECG signal.

Attention Mechanism Module: In this model, there are two parts, local attention
mechanism (SE-net) and global attention mechanism. In the residual module, SE-net
learns the local morphological features of the ECG signal, focusing on extracting impor-
tant feature information of single signal. Between the encoder and the decoder, we use
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Bahdanau Attention as the global attention mechanism to weight the semantic informa-
tion extracted by the encoder, so that the decoder does not need to pay attention to all
the features of the input signal, and the classification results can be obtained only by
calculating the features with higher weights.

Loss function: When constructing the Resnet-seq2seq classification model, the net-
work model parameters increase due to the complexity of the model. In this paper, on
the basis of using the cross entropy loss function, the penalty term is introduced to reduce
the complexity of the model and prevent over-fitting. The expression of the loss function
in this paper is as follows Eq. (7):

loss = −
k∑

i=1

yilog(pi) + β

k∑
i=1

w2
i (7)

where: k is the number of sample types, yi is the label of sample i, pi is the probability
value predicted as sample i, and w is the model weight, β is the penalty coefficient.

4 The Experimental Results

4.1 Performance Evaluation

In the ECG data generated by GAN network model, we only consider a few samples S,
V, F class for data expansion. Three methods for judging the similarity of time series
are used to comprehensively evaluate the generated data: (1) Dynamic Time Warping
(DTW) [21] (2) Percentage Root mean square Difference (PRD) [22] (3) Root Mean
Square Error (RMSE) [23].

In this classification model, accuracy (ACC), accuracy (PPV), sensitivity (SEN)
and specificity (SPE) were evaluated. The classification recognition mainly includes
true positive (TP), true negative (TN), false positive (FP) and false negative (FN). The
calculation method is shown in Eqs. (8)–(11).

ACC = TP + TN

TP + TN + FP + FN
(8)

PPV = TP

TP + FP
(9)

SEN = TP

TP + FN
(10)

SPE = TN

TN + FP
(11)
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4.2 Data Enhancement Experimental Analysis

In GAN model training, RMSprop optimizer is used. The learning rate of generator is
0.0006, the learning rate of decider is 0.0002, the smoothing constant is α = 0.5, epoch
is 200 and batch-size is 64. Three different types of ECG signals were input into the
model for training, and the similar data with the original signal was generated by the
dynamic game of the generator and the decision maker. In Table 3, the results of the
similarity of ECG signals generated by three generation data models are compared. The
smaller the value is, the higher the similarity between the generated sequence and the
original data is.

As can be seen from Table 3, in DCGAN-BiGRU model, the PRD index of F is
larger than that of other models, and the other index values are significantly smaller than
those of the other two models. The data indexes of S and V are smaller than those of the
other two data generation models. It shows that in the generation of ECG data, the GANs
network model using Wasserstein distance as the loss function and gradient punishment
is more stable, and the data generated by DCGAN-BiGRU model after introducing
bidirectional GRU neural network is more similar to the original ECG signal.

Table 3. Evaluation results of data quality generated by several models.

Model Category DTW PRD RMSE

DCGAN S 18.00675 63.4821 0.247752

V 28.5744 69.77452 0.327756

F 9.019031 56.53203 0.175713

DCGAN-BiLSTM S 17.56619 58.04716 0.229904

V 22.85556 61.24574 0.288245

F 9.653678 58.24284 0.177979

DCGAN-BiGRU S 14.00921 50.16172 0.199692

V 20.75952 58.29548 0.275789

F 8.286566 57.8493 0.171149

4.3 Data Enhancement Experimental Analysis

In the trainingprocess of classificationmodel,Adamoptimizerwas used, the learning rate
was 0.0001, a total of 100 epochs were carried out, and the batch-size was set to 128. We
use DS1 as the training set and DS2 as the test set, because the original data set has fewer
S, V and F classes, which makes the distribution of types in the training set extremely
unbalanced. Therefore, DCGAN-BiGRU network is used for data enhancement to make
the number of samples reach 1:1:1:1, and the constructed classification model is used to
verify the classification effect. In the classification experiment, we adjust the size of and
the evaluation index of classification results to make the classification model achieve the
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optimal results. Table 4 shows the classification results of the classification model under
different M values.

Table 4. Comparison of model classification results under differentM .

M ACC(%) PPV(%) SEN(%) SPE(%)

2 96.02 74.36 75.22 90.97

3 97.75 75.05 83.99 94.83

4 98.09 80.63 83.65 94.90

5 98.1 80.49 80.14 93.77

6 97.94 81.05 77.29 93.41

7 97.75 77.32 62.03 90.98

8 97.67 76.75 74.3 91.81

In Table 4, the classification results of M from 2 to 8 are given. With the increasing
value of M, the performance of the model continues to improve. It reaches the optimum
when M is 4, and then the model performance continues to decline.

In the experiment, the traditional data enhancement method is compared with the
DCGAN-BiGRU data enhancement method proposed in this paper, and the classifica-
tion recognition is carried out under the classification model structure with M = 4. As
shown in Table 5, the classification performance of the data enhancement method pro-
posed in this paper is significantly higher than that of the non-data enhancement method
and the traditional data enhancement method. Compared with the traditional SMOTE
method, the ACC, PPV, SEN and SPE are improved by 1.23%, 22.93%, 6.13% and
2.65% respectively. It can be seen that using DCGAN-BiGRU model to learn the fea-
tures of the original data and then generate the corresponding category of ECG signals
is effective for the classification performance of the model.

Table 5. Category performance comparison in different data balancing modes.

ACC(%) PPV(%) SEN(%) SEP(%)

Original data 97.76 75.93 56.13 90.18

SMOTE 96.90 65.59 78.79 92.45

DCGAN-BiGRU 98.09 80.63 83.65 94.90

Because the sample size of S, V and F is small, it is not conducive to the learning of
classification model features. After using the data enhancement method proposed in this
paper, it can be seen from Table 6 that the DCGAN-BiGRU network model constructed
in this paper has significantly improved the SEN and PPV of S, V and F, and most
classification results reach more than 70%. The SEN of class S is 47.33%, and the PPV
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of class F is only 29.90%. Due to the small number of classes S and F, in the process of
feature learning of generator G, all the features in the test set can not be well learned, and
enough feature samples can not be generated, resulting in a slightly low classification
accuracy. In future experiments, more samples can be collected to enhance the feature
learning of the generator network.

Table 6. Classification effect of each type of beat under DCGAN-BiGRU model.

Class ACC(%) PPV(%) SEN(%) SPE(%)

N 96.24 97.72 98.07 91.41

S 97.97 95.49 47.33 99.91

V 99.88 99.41 98.73 99.96

F 98.26 29.90 90.46 98.33

In addition, we compare themethod proposed in this paper with themethod proposed
by previousworkers. As shown in Table 7. V.Mondjar et al. [24] usemulti-feature extrac-
tion of ECG signals to construct a multi-support vector machine model to classify ECG
signals. The accuracy rate is 94.5%, but the recognition effect of class F is low; Sellami
A et al. [25] overcomes the problem of data imbalance by using weighted loss function,
and obtains an accuracy of 95.33%, but the accuracy of class S and class F is low; M.
Chen et al. [26] used multi-path convolution network and introduced cluster alignment
loss and cluster separation loss to increase the discrimination of ECG categories, and
obtained an accuracy of 94.35%, but the classification effect of class F was poor; Niu
L et al. [27] proposed a new ECG classification method based on adaptive adversarial
domain, which solved the problem of insufficient training samples, improved the phe-
nomenon of different data distribution caused by individual differences, and improved
the classification accuracy of cross-domain ECG signals with different data distribution,
and the classification accura cy reaches 92.3%. By comparing different classification
models, this paper adopts the method of data equalization optimization by using GAN
network model, which makes the overall classification performance due to other meth-
ods. However, the sensitivity of class S is lower than that of other methods, and the
accuracy of class F is only 29.90%, which is at a low level and needs to be improved in
the follow-up work.
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Table 7. The comparison results between this method and other methods.

Class N S V F

PPV SEN PPV SEN PPV SEN PPV SEN

V. Mondjar [24] 98.20 95.90 49.70 78.10 93.90 94.70 23.60 12.40

A. Sellami [25] 98.80 88.51 30.44 82.04 72.13 92.05 8.60 89.40

M. Chen [26] 98.46 95.34 88.67 78.59 95.00 93.89 8.83 43.81

L. Niu [27] 97.40 93.90 73.20 76.60 57.80 85.10 44.90 38.40

Proposed 97.72 98.07 95.49 47.33 99.41 98.73 29.90 90.46

5 Conclusion

In this paper, a data enhancement method based on generative adversarial network is
proposed to solve the problem of unbalanced distribution of ECG signal samples in the
classification process. BiGRU neural network model is introduced into the generator to
better learn the time series characteristics. The results show that by learning the charac-
teristics of a small number of samples, the Gaussian distribution noise is automatically
generated by the generator network, which solves the problem of insufficient number of
minority categories in the classification model. Then we construct the Resnet-seq2seq
classification model to verify the data enhancement algorithm in this paper. By adjust-
ing the size of M, we select the optimal classification network model. Compared with
the traditional data enhancement method and the classification method proposed by
other scholars, this paper proves that the data enhancement based on GAN network can
effectively improve the classification effect of ECG. However, in the data enhancement
method, because the number of minority samples is too small, the generator cannot well
learn the feature information about the test set, resulting in low classification accuracy
of individual categories. In the future work, we will try to obtain more minority samples
for feature learning.
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Abstract. Detecting the sentiment people present in social media such
as tweets is important for politics, commerce, education and so on. The
task of multiple emotion recognition in texts is to predict a set of emotion
labels that expressed in sentences. There are still some shortcomings in
the current works: 1) the dependencies among emotions are not well mod-
eled due to the complex combinatorial features of them, 2) the semantics
of emotion labels as well as the semantic correlations between emotion
labels and sentences are not fully considered. In this paper, in the pur-
pose of capturing the dependencies between emotions, we propose a new
method by using Graph Convolutional Network (GCN) based on a label
co-occurrence matrix building from the dataset, and a Convolutional
Neural Network (CNN) is used to capture the syntactic and semantic
information in the sentences through different convolutional filters, the
outputs of GCN and CNN are multiplied together to fuse their features
as the last output. Experiments on SemEval2018 Task1: E-c multi-label
emotion recognition problem show that metrics have been significantly
improved, and our approach obviously obtains the dependencies among
emotions described by Pointwise Mutual Information (PMI) which mea-
sures the correlations between emotions both in the true test labels and
predicted labels.

Keywords: Multi-label emotion recognition · Graph convolutional
network · Sentiment analysis · Deep learning

1 Introduction

Nowadays, with the development of Internet, people can express their thoughts,
attitudes and emotions through social media such as Twitter, Facebook and
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Weibo. Analyzing these subjective information is an important task in nat-
ural language processing (NLP) which has received a lot of attentions from
many researchers recently. Sentiment analysis or opinion mining is the computa-
tional study of people’s opinions, sentiments, emotions, appraisals, and attitudes
towards entities such as products, services, organizations, individuals, issues,
events, topics, and their attributes [1,5,6,13,17,22], the sentiment can be the
polarity or an emotion state such as joy, anger or sadness [9]. The target of sen-
timent recognition is to recognize the categories of these emotions in sentences.

Judging from the number of emotions in a sentence, we can divide sentiment
recognition into single-label recognition and multi-label recognition. Single-label
recognition has been extensively studied such as [18,19,23]. However, although
the results of single-label sentiment recognition have achieved a superior perfor-
mance, it ignores the reality that a sentence itself may have multiple emotions
at the same time, which result in losing some subjective information during
processing these sentences. The task of multiple emotion or multi-label emotion
recognition aims to predict a set of emotion labels that expressed in a sen-
tence, which is different from single-label recognition. Due to the combinatorial
nature of the emotional output space, that is, the emotions normally cooccur
in a sentence with more complex dependencies which is more challenging than
single-label task. How to dig out the dependencies between emotions efficiently
is a key to solving the problem of multi-label sentiment recognition.

In order to overcome the challenges of multi-label emotion recognition in social
texts such as Tweets, there have been several excellent works done by researchers.
Most of current methods for this task convert the multi-label recognition prob-
lem into a set of binary or multi-class recognition problems, which is called prob-
lem transformation, to predict whether each label is or not a true label, and then
the predictions are combined into multi-label predictions [9]. A bidirectional Long
Short-Term Memory (LSTM) neural network with attention mechanism was used
by Baziotis et al. [2] to deal with multi-label emotion recognition task of SemEval-
2018 Task1, which won the competition. Their model utilized a set of word2vec
word embeddings trained on a large collection of 550 million Twitter messages.
Mohammed Jabreel et al. [9] proposed a novel method to transform the problem
into a binary recognition problem and exploited a deep learning approach to solve
the transformed problem, achieving a new accuracy score on the same dataset.
Hardik Meisheri [15] combined three different features generated from deep learn-
ing models-a word-level bidirectional LSTM with attention as well as a traditional
method in support vector machines. Ji Ho Park et al. [20] transferred the emo-
tional knowledge by exploiting neural network models as feature extractors, they
used these representations for traditional machine learning models such as sup-
port vector regression and logistic regression to capture the correlations of emotion
labels, and it treated the multi-label problem as a sequence of binary recognition
problems, thus the current classifier could use previous classifier’s output, namely
classifier chain [21].

All of the previous works tried to use transformation method to deal with
this task and played an important role in multi-label emotion recognition, how-
ever, there are still some shortcomings. On the one hand, due to the limitation
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of predicted emotion label combination, the correlations existing in emotions
could not be well modeled or they even lose the dependencies between emotion
labels, such as binary relevance [21]. On the other hand, the semantics of emo-
tion labels or even the semantic correlations between the emotion labels and the
texts are not considered, and we think it can provide more additional informa-
tion for multi-label emotion recognition. For example, in sentence “Oh, hidden
revenge and anger...I remember the time”, the emotion labels for it are “anger”
and “disgust”, we can obviously find that the labels and the sentence are seman-
tically related, and even label-“anger” appears in it. Therefore, we argue that
considering the above two aspects is crucial to achieve the goal of multi-label
emotion recognition which motivates us to design a new method to overcome
the weakness.

In this paper, we propose a novel Graph Convolutional Network (GCN) [11]
based model to capture the label correlations for multi-label emotion recogni-
tion with a emotion label co-occurrence matrix. We use a Convolutional Neural
Network (CNN) with different convolutional filters to further obtain the syntac-
tic and semantic features in sentences. In order to take advantage of semantic
correlations between sentence and labels, we also take the labels’ semantics into
account which are used as the representations of nodes in the input of GCN.
Experiments conducted on SemEval-2018 task 1 dataset show that our app-
roach can improve multi-label emotion recognition metrics, and the dependencies
between labels are captured, which are observed through visualization analysis.

This paper is organized as follows: In Sect. 2, we explain the methodology.
The experiments and results are reported in Sect. 2. At last, conclusions are
presented in Sect. 4.
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Fig. 1. The proposed multi-label emotion recognition model based on GCN.
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2 The Proposed Method

In this Section we will first introduce the overall architecture of the proposed
model, then the details of the CNN module and the GCN module which compose
the model will be described. At last, we will introduce the output layer.

2.1 Overall Architecture

Assume the input sentence with n words is represented as:

S = {x1, x2, ..., xn}, (1)

xi is the i -th word in the sentence. The label set is formed as:

G = {g1, g2, ..., gN}, (2)

where N is the number of emotion labels. The goal of this task is to predict a
label subset belongs to G according to the input sentence S.

Figure 1 illustrates the overall architecture of the proposed model for the
task. In the sake of extracting plentiful features from the input sentence, we
adopt Bidirectional Encoder Representation from Transformers (BERT) [4], an
excellent pre-trained language model, as the word embedding layer to calculate
the embeddings of words in sentences and emotion labels. Then a CNN module
is used to capture the local information through several convolutional filters
attempting to take full advantage of the syntactic features. According to the
dataset, we calculate the co-occurrence matrix of the emotion labels, which is
normalized and put into the GCN with emotion label word embeddings, acting
as the edge matrix and node matrix, respectively. Then we make the matrices
from CNN and GCN multiply each other as the last output, thus fusing the
correlations of different emotion labels and the features of sentences.

2.2 CNN Structure

We design a CNN architecture in the model. The input of CNN can be denoted
as H ∈ R

B×L×dB , where B is the batch size, L is the max length of sentence we
pad, and dB is the hidden size of BERT.

The convolution operations are applied on these vectors to produce new
feature maps. In the proposed model, the convolution operation involves several
filters so as to capture different local features, because the emotions are often
expressed by a sequence of words in different parts in sentences. We concatenate
the results after the convolution. At the first filter, a two-dimensional convolution
is used and we employ global max-pooling to obtain the feature r1:

r1 = F(H; θ)) ∈ R
B×dm , (3)

where dm is the number of out channels in CNN, θ indicates model parameters.
This operation is the same as the other filters. Thus we can get the last output
of the CNN as follows:

r = [r1; r2; ...; rn] ∈ R
B×(dm×n), (4)
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where n represents the number of filters.

2.3 GCN Module

GCN [11] is designed to deal with data containing graph structure, which is
constructed by nodes and edges. In each GCN layer, a node iteratively aggregates
the information from its one-hop neighbors and update its representation [7,12,
25,26].

In this task, we first count all labels in the dataset to construct the label
co-occurrence matrix A ∈ R

k×k through automatic method. Then we use a
GCN to extract the co-occurrence features of emotion labels. For the first layer
of GCN, we take the labels’ word embeddings E ∈ R

k×dB and normalized label
co-occurrence matrix A as the input, which denotes the nodes and edges, respec-
tively, where k is the number of labels. The node features updates as follows:

hl
i = σ(

k∑

j=1

AijW
lhj

l−1 + bl), (5)

where l is the l -th layer of GCN, hi and hj represent the state of node i and
j, respectively. W l is a linear transformation weight, bl is a bias term, and σ(·)
is a nonlinear function, such as ReLU. The output of the last layer in GCN is
H ∈ R

k×(dm×n) which represents the aggregated informations among emotion
labels.

In this way, the features among emotion nodes can be aggregated through
the GCN module.

2.4 The Output of the Whole Model

At last, we make the output of CNN and GCN multiply together as follows:

y = rHT ∈ R
k, (6)

where HT is the transposed matrix of H and y is the last output of the proposed
model.

3 Experiments and Results

3.1 Dataset

We evaluated our model on a benchmark dataset: SemEval-2018 Task1 (Affect in
Tweets) [16], which contains 10,983 sentences combined with training set (6,838
samples), validation set (886 samples), and testing set (3,259 samples), there are
11 emotion labels in this dataset which are more difficult to conduct recognition
task. The statistic of emotion labels in training dataset is shown in Table 1.

We pre-processed each tweet in the dataset like [9], a list of regular expres-
sions was used to recognize the meta information in tweets so as to clean up the
unnecessary symbols.
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Table 1. The number of labels in training dataset.

Anger Anticipation Disgust Fear Joy Love

4282 1916 4563 2124 3876 1401

Optimism Pessimism Sadness Surprise Trust Total

3456 1586 3567 760 845 28376

3.2 Compared Models

We compared our model with other five previous related models used to do the
this task:

1. SVM-unigrams [16]: SVM-unigrams used word unigrams as features and
support vector machine to deal with this task.

2. TCS [15]: TCS introduced a bidirectional LSTM with attention mechanism
in the same task.

3. PlusEmo2Vec [20]: PlusEmo2VEc adopted a model with classifier chain and
won the third place in SemEval-2018 Task1.

4. Transformer [10]: Transformer used a large pre-trained language model to
recognize the emotions in sentences.

5. BNet [9]: BNet transformed the multi-label task into a binary recognition
problem with deep learning, obtaining a better results.

3.3 Evaluation Metrics

In this work, we reported the Jaccard index, Macro-F1 and Micro-F1 for perfor-
mance evaluation.

When we used the predicted results to calculate the best Macro-F1 and
Micro-F1 score, the corresponding thresholds were also selected at the same time,
which were represented by threshold ma and threshold mi, respectively, then we
took the average of the two thresholds as the last threshold to determine Jaccard
index, that was to say, for a sentence, the emotion labels were predicted as
positive if the results of them were greater than (threshold ma + threshold mi)/2.

3.4 Training and Parameters Setting

At last, we trained our model by using the multi-label recognition loss as follows:

loss =
k∑

j=1

yilog(σ(ŷi)) + (1 − yi)log(1 − σ(ŷi)), (7)

where σ(·) was the sigmoid function. During training, we used the pre-trained
“bert-base-uncased” model, where the number of transformer layers was 12 and
hidden size dB was 768. AdamW [14] was used as the optimizer, the learning
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rate was set to be 5e-5, and batch size was 4, epoch number was 20. We padded
the sentence with the same length of 128. The out channels of CNN was set to be
200, and we adopted 3 convolution filters which size were 2,3 and 4, respectively,
the output size of GCN was decided by the number of filters and the out channels
of CNN.

3.5 Results

As shown in Table 2, the best results are bolded, we can know obviously that
our model performs very well compared to other models on the same dataset
especially on Micro-F1 and Macro-F1 indicators which obtain the highest scores,
when comes to compare Jaccard index, our model achieves the second place.
These results prove our method is effective.

Table 2. Compared results of our model and other models.

Model Jaccard index Micro-F1 Macro-F1

SVM-Unigrams [9] 0.442 0.57 0.443

Transfomer [9] 0.577 0.69 0.561

TCS [9] 0.582 0.693 0.53

PlusEmo2Vec [9] 0.576 0.692 0.497

BNet [9] 0.590 0.692 0.564

Our model 0.586 0.701 0.587

We conducted an ablation study to verify the importance of modules in our
model. The results are listed in Table 3. When we removed the co-occurrence
matrix, the performance of the model was the most worse on Jaccard index.
And we replaced GCN with attention mechanism [24], the results were also
worse, it was the same as removing CNN. This illustrates the importance of the
modules we designed.

Table 3. Ablation study of the proposed model.

Jaccard index Micro F1 Macro F1

BERT 0.572 0.693 0.573

w/o CNN 0.574 0.694 0.578

w/o Co-oc 0.566 0.686 0.575

Replace GCN with ATT 0.577 0.694 0.565

Whole model 0.586 0.701 0.587

In order to further examine the performance of our model, we calculated the
precision score, the recall score and F1 score of every emotion label, which are
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Fig. 2. The performance of our model.

plotted in Fig. 2. As we can see from it, our model clearly recognizes the emotion
labels, such as “anger”, “disgust”, “fear”, “joy”, “love”, “optimism” and “sad-
ness”. However, the performances on “anticipation”, “pessimism”, “surprise”
and “trust” are worse. We speculate that the reason for this phenomenon may
come from the dataset itself, from Table I, we can see the number of these labels
are fewer than others resulting in the model not being able to fully learn the
emotional characteristics.

Furthermore, we calculated the Pointwise Mutual Information (PMI) [3] by
using the co-occurrence matrix built from the test dataset and predicted emotion
labels, the PMI can be written as follows:

PMIab = log
p(a, b)

p(a)p(b)
= log

p(a|b)
p(a)

, (8)

where positive values indicated that emotion labels occurred together more than
would be expected under an independence assumption and negative values indi-
cated that one emotion label tended to appear only when the other did not [8].

The visualization results of PMI for the true emotional labels in test dataset
and the predicted results are shown in Fig. 3 and Fig. 4, respectively. Each grid
in the pictures represents the correlation of every corresponding pair of labels.
The lighter the color, the greater the correlation. From the comparison of the
two figures, we can easily find that the image of predicted results is very similar
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Fig. 3. The visualization of PMI for true labels.

Fig. 4. The visualization of PMI for predicted labels.

to the true labels, meaning our model has captured the dependencies among
the emotion labels. On closer inspection from those figures, we can see that the
relationship between the emotions “anger” and “disgust” and the relationship
between “pessimism” and “sadness” are obvious (the corresponding grid in the
picture is lighter), which can correspond to our real life. Furthermore, the cor-
relations among “joy”, “love” and “optimism” are very obvious, which explains
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why the samples of “love” is also less but the result is still better than “anticipa-
tion”, “pessimism”, “surprise” and “trust” as shown in Fig. 2, because the model
has unearthed the dependences between “love” and “joy” and “optimism”.

4 Conclusion

In this paper, we propose a novel method for multi-label emotion recognition
based on CNN and GCN. The CNN is used for capturing syntactic and semantic
information from sentence word embeddings. In order to effectively mine the cor-
relations characterized by PMI among emotion labels, we build a co-occurrence
matrix as well as the labels’ word embeddings acting as the inputs of GCN. At
last, the product of their results is taken as the final output. Experimental results
show that our model outperforms other methods, and the correlations among
emotional labels are captured obviously, demonstrating the feasibility and effec-
tiveness of our approach. In the future, it will be expectant to combine other
advanced methodologies such as Graph Attention Network to design a better
architecture for this task.
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Abstract. Deep learning based steganography is an important protection for
secret message, especially for secret images. For different type of cover and secret
message, such as audio cover and secret image, the imperceptibility of steganogra-
phy can be improved, however, the representation difference between audio cover
and secret image becomes a great challenge. In this paper, we propose a visual
audio steganography model to based on convolutional neural network (CNN). In
our model, we design an audio visualization method with STFT and DWT trans-
formation. Then we exploit ISGAN to build an auto encoder, in order to embed
a grayscale image into a segment of audio in the embedding stage. Experimental
results show that generated stego audio fidelity is indistinguishable to the listener,
andwe can extract high-quality grayscale images from stego audio in the extraction
stage.

Keywords: Steganography · Audio steganography · Convolutional Neural
Network

1 Introduction

The steganography can embed the secret data into the public digitalmediawithout chang-
ing its perceptual characteristics, and complete the transmission of the secrets through
the transmission of the carrier on the open channel. The steganalysis method is to ana-
lyze the carrier by fitting statistical characteristics. As time goes by, the development of
both domains gradually comes to a bottleneck period. For steganography, it is inceas-
ingly difficult to use traditional methods to find a better embedding way to avoid the
steganalysis detection.

With the substantial increase in computing power in recent years, deep learning has
become popular. Convolutional Neural Networks (CNN) [1], Generative Adversarial
Network (GAN) [2], Recurrent Neural Networks (RNN) [3] and other deep learning
models have achieved breakthrough results in the fields like image processing, natural
language processing, and speech recognition, etc. This has attracted the attention of
security researchers, who hope to use deep learning to break through the bottleneck
encountered by steganography.
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Through deep learning, the image steganography algorithm can get rid of many
expert knowledges of image processing, and achieve higher security using the adversar-
ial training with steganalysis methods. The algorithms that use deep learning to directly
generate the stego image can embed the secret image into the cover image and restore
the secret image with high quality and good transparency. However, these works raise
some new issues. For example, although the generated images have strong anti-analysis
capabilities, they are mostly distorted in semantics and are easy to attract human atten-
tion. And the restored images might have slight errors, which bring additional noise to
the embedded information. Audio, as another widely used digital media, has high redun-
dancy and high data transmission efficiency, and is also suitable for use as a carrier. To
embed secret image into cover audio, the representation difference between audio cover
and secret image is a main problem to overcome.

To improves someof these problems,we propose a visual audio steganographymodel
based on CNN. Our research is based on ISGAN [4]. And we present a visual audio
steganography model based on CNN. The model includes encoder and decoder. The
encoder network can embed a gray secret image into a cover audio, and the generated
stego audio has good transparency. The decoder can recover the secret image from the
stego audio, and the recovered image also has good transparency. In addition, in view of
the problem that CNN can only process images, this paper designs audio visualization.
Experimental results show that this audio visualization can make CNN process audio
objects well.

2 Related Work

2.1 Traditional Steganography Algorithm

There are many types of traditional image steganography algorithms. According to dif-
ferent theories, image steganography can be divided into spatial domain steganography
and transform domain steganography.

Least Significant Bits (LSB) is the earliest steganography, which is a kind of airspace
steganography. The same type of steganography algorithm includes OPAP (Optimal
Pixel Adjustment Process) [5], LSB Matching [6], PPM (Pixel Pair Matching) [7] and
so on. The steganography algorithm of image spatial domain has the advantages of large
capacity and simple processing. However, due to the disadvantages of spatial steganog-
raphy, such as poor security and resistance to various processing (such as filtering,
compression), researchers have begun to focus on transformation domain.

Another typical image steganography algorithm is based on DCT (Discrete Cosine
Tranformation). The steganography in the transform domain has strong security and can
resist various compression processing, but the hiding capacity is limited.

With the development of steganalysis technology, the focus of steganography
research is not only to reduce the difference in perception of the human visual sys-
tem, but also to resist the attacks of steganalysis technology. Therefore, the goal of the
steganography algorithm is to hide the secret information in areas with complex textures
or rich edges according to the properties of the image, i.e., adaptive steganography. Its
representative algorithms are HUGO [8], WOW [9], UNIWARD [10], HILL [11], EBS
[12], UED [13], etc.
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On the other hand, audio steganography provides another choice for information
hiding to improve imperceptability. Typical audio steganography also used handmake
features to find the best embedding positions and reduce the modification of the audio
and reduce the distortion [14].

These steganography algorithms are all based on handmake features and cannot
suit for big data environment. Thus, these traditional algorithms cannot achieve bet-
ter performance in imperceptability in real world, which induce deep learning based
algorithms.

2.2 Steganography Algorithm Based on Deep Learning

With deep learning fast develops, researches on steganography algorithms come into
the age of deep learning. Volkhonskiy et al. [15] proposed the first image steganog-
raphy model SGAN (Steganographic GAN) based on deep learning. The generated
images have higher security. Yang et al. [16] proposed RNN (Recurrent Neural Network)
based linguistic steganography to achieve better imperceptability on natural language
steganography. Wang et al. [17] explores autoencoder model based image steganogra-
phy to achieve higher visual quality. Zhang et al. [18] propose new CNN (Convolutional
Nerual Network) structure on image steganalysis to improve the detection ability.

Shi et al. [19] proposed SSGAN (Secure Steganography Based on GAN) on the basis
of SGAN. The deep learning model is replaced by DCGAN with WGAN (Wasserstein
GAN) [20], which makes the generated images more realistic and their quality higher,
and the training speed of the model is further improved. The methods of SGAN and
SSGAN do improve the security of the model, but the generated carrier images are
mostly distorted in semantics, which attracts channel listeners’ attention.

Hayes et al. [21] first proposed a HayesGAN model that directly uses generative
adversarial networks to generate secret images. The secret image generated by thismodel
performs well in semantics, but its discriminator D cannot guarantee the correctness of
the extracted information, that is, there is a difference between the embedded secret
data and the extracted secret data. Based on HayesGAN, Zhu et al. [22] proposed an
improved model HiDDeN (Hiding DataWith Deep Net-works). This model adds a noise
layer. Through adversarial learning, the generated stego images can still extract secret
data with high accuracy under attacks such as Gaussian blur, pixel-by-pixel attenuation,
cropping, and JPEG compression.

The aforementioned steganography models basically hide secret information in
image files. Baluja et al. [23] proposed a steganography model that can hide images
in images. The model is based on the autoencoder framework. In the same period,
Atique et al. [24] designed a CNN-based model. While this model has a huge payload
for complex images, it also guarantees quite high PNSR and SSIM values.

The above twomodels have large capacity and strong concealment, but the generated
dense images have poor security because of color distortion, yellowing and etc. Zhang
et al. [4] proposed an ISGANmodel that can hide grayscale images in color cover images.
The model contains three parts: encoder, decoder and steganalyzer. As shown in Fig. 1,
the stego image generated by the ISGAN model is semantically highly consistent with
the original cover image, and the problem of color distortion is effectively suppressed.
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Fig. 1. ISGAN [4] model.

Compared with Atique’s work [24], it has stronger transparency and security. But in
terms of robustness, it cannot effectively resist scaling attacks.

To embed image secret message into audio cover, we need to analyze the multi-
modal steganography to process the audio information and image information in a same
information demain. With integrating the data of multiple modalities at different fusion
levels, Alsaedi et al. [25] achieves multimodal information fusion. Currently, visual
audio steganography still keep an open difficult problem.

3 Method

The research of this paper is carried out on the basis of ISGAN. The ISGAN model
based on the encoder-decoder architecture can embed grayscale images on the cover
image. The model converts the image from the RGB color space to the YCbCr color
space, and then embeds the secret grayscale image of the same size into the Y channel.
Although the embedding rate is only one third of that of Baluja et al.‘s work [23], it
solves the problem of color distortion of the stego image and improves the safety of
the model. In view of the excellent performance of this model, we designed a visual
audio steganography model based on CNN. The visual processing of the audio carrier
facilitates the processing of audio by CNN. The CNN model we proposed can embed a
gray-scale secret image into the cover audio, and extract it with high quality.

3.1 Visualization of Audio

CNN performs very well in image recognition tasks. It accepts image pixel matrix as
input, reads the matrix in a sliding window mode to learn the features of the image to
obtain a feature map, and then inputs it to the next convolutional layer. The digital audio
signal is stored in the form of a one-dimensional array, and each semaphore is related
before and after, so it is not feasible to directly input the audio signal into the CNN.
The data format is inconsistent with the input, and forcibly changing the data format
to input the neural network is also inappropriate. Therefore, this paper first considers
converting audio signals into frequency domain signals and inputting them into the CNN
in the form of a two-dimensional spectrogram. As for the conversion method, we tried
windowed short-time Fourier transform (STFT) and discrete wavelet transform (DWT)
respectively.
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The transformation process of STFT is shown in (1).

xn(k) =
∞∑

m=−∞
x(m)w(n − m)e−j 2πknN (1)

Equation (1) contains a sequence of window functions, that is, w(n-m). The window
generally adopts Hann window and slides along with the change of n.

The audio signal is in the form of a+bi complexmatrix after STFT, a is a real matrix,
and b is an imaginary matrix. In this way, we obtained the two-dimensional features of
audio through STFT. In the training process of the model, we can try to embed the secret
image into the real matrix.

DWTcandivide audio signals into high-frequency signals and low-frequency signals.
Low-frequency signals are very important. They often contain signal characteristics,
while high-frequency signals give the details or differences of the signal. For a signal
containing noise, the energy of the noise component is mainly concentrated in the high-
frequency signal. If we remove the high-frequency components of the human voice,
it may sound different from the original voice, but we can still know what is said; if
we remove enough low-frequency components, we will hear some meaningless sounds.
Therefore, in the audio signal, the redundancy of the high-frequency signal component is
very high, and the secret image can be embedded in the high-frequency signal component
during the training process of the model.

3.2 Autoencoder

The autoencoder is a type of Neural Networks and consists of two parts: an encoder and
a decoder. It is traditionally used for high-dimensional feature vector dimensionality
reduction or feature learning. The output is infinitely close to the input. As shown in
Fig. 2, the compression representation capability of the autoencoder requires that the
input data of the network are related to each other. If the input data is completely random,
and each input data is completely independent of other input data, then this Compressed
representationwill be very difficult to learn. During the training process, the autoencoder
uses the loss function to measure the original feature representation (x1,x2,x3,…,x100)
and the reconstructed feature representation (x

∧

1,x
∧

2,x
∧

3,…,x
∧

100), the goal of training is to
minimize this loss function.

Our method is to use the convolution neural network (CNN) to build encoder and
decoder of our autoencoder. In detail, we use CNN to fuse the secret image into the
two-dimensional feature component of the audio signal, and to recover the secret image
from the two-dimensional feature component of the stego audio. This process uses
the compression learning and representation ability of the autoencoder, and in view of
the excellent performance of the ISGAN model in image fusion, we directly uses the
autoencoder in the ISGAN network as the basic structure of the model for the next
experiment.
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Fig. 2. Autoencoder compression representation example.

The specific structure of the encoder network is shown in Table 1. ConBlock1 rep-
resents the 3 × 3 convolutional layer + BN layer + ReLU activation function, and
ConBlock2 represents the 1 × 1 convolutional layer + TanH activation function. The
input of the encoder is a two-dimensional 128 × 128 matrix. It is composed of a 128 ×
128 secret image and a 128 × 128 audio feature. The output is a 128 × 128 stego audio
feature map.

Table 1. Architechture of encoder.

Layer Process Output size

Input / 2 × 128 × 128

Layer1 ConBlock1 16 × 128 × 128

Layer2 InceptionBlock 32 × 128 × 128

Layer3 InceptionBlock 64 × 128 × 128

Layer4 InceptionBlock 128 × 128 × 128

Layer5 InceptionBlock 256 × 128 × 128

Layer6 InceptionBlock 128 × 128 × 128

Layer7 InceptionBlock 64 × 128 × 128

Layer8 InceptionBlock 32 × 128 × 128

Layer9 ConBlock1 16 × 128 × 128

Output ConBlock2 1 × 128 × 128

Compared with the compressed representation function of the encoder network,
the decoder network function is relatively simple, and only needs to recover the secret
image from the secret audio feature. Its specific structure is shown in Table 2. ConBlock1
represents a 3 × 3 convolutional layer + BN layer, and ConBlock2 represents a 3 × 3
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convolutional layer. The input is the stego audio feature of 128 × 128, and the output is
the recovered 128 × 128 secret image.

Table 2. Architechture of decoder.

Layer Process Output size

Input / 1 × 128 × 128

Layer1 ConBlock1 32 × 128 × 128

Layer2 ConBlock1 64 × 128 × 128

Layer3 ConBlock1 128 × 128 × 128

Layer4 ConBlock1 64 × 128 × 128

Layer5 ConBlock1 32 × 128 × 128

Output ConvBlock2 1 × 128 × 128

3.3 Workflow

Carrier Audio

a
Encoder

E

Secret Image

m

Stego Audio

s

Decoder

D
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h
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ISTFT(IDWT)

STFT(DWT)

Fig. 3. Algorithm flow.

The entire training process is shown in Fig. 3. First, a batch of cover audios and secret
grayscale images are randomly selected from the training set. For each audio and image in
batch, perform STFT(DWT) on the cover audio. The real numbermatrix (high frequency
component) h and the secret image are stitched together to form a two-channel image.
Then input the two-channel image into the encoder network E to generate the stego
real number matrix (the high-frequency component) h′. The stego real number matrix
(the high frequency component) h′ and the corresponding original imaginary matrix(low
frequency component) l form a spectrum graph, and then use the inverse transform to
obtain the stego audio s. This is the embedding process. For the extraction process,
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the stego real number matrix (the high-frequency component) h′ obtained after using
STFT(DWT) on stego audio is input into the decoder network D to recover the secret
imagem′. After the embedding and extraction operations are completed, the loss function
is used to calculate the error between the stego matrix and the original matrix, and the
error between the secret image before embedding and the secret image after extraction.
Finally, the parameter gradients of the encoder network and the decoder network are
calculated. The optimizer will update the parameters to complete a round of training.

We use h, h′ to represent the original feature of 128 × 128 and the secret feature of
128 × 128, m, m′ to represent the secret image of 128 × 128 and the recovered secret
image of 128 × 128, respectively, α, β represent hyperparameters, which are used to
measure the weight of each loss during training. We take mean square error (MSE) to
measure loss. The overall loss function is shown in (2).

L
(
h, h

′
,m,m

′) = α
(
MSE‖h − h

′ ‖
)

+ β
(
MSE‖m − m

′ ‖
)

(2)

4 Experiments

4.1 Datasets

We uses two datasets, LFW and TIMIT. LFW (Labeled Faces in the Wild) [26] is a face
dataset, mainly used to study face recognition problems in natural scenes. The dataset
contains more than 13,000 face images from the Internet, which belong to more than
1,680 people. The dataset is used as the secret image to be embedded. We randomly
select 2396 samples to build the secret image of the training set, and then randomly
select 880 samples from the remaining images to build the secret image of the test set.

TIMIT (The DARPA TIMIT Acoustic-Phonetic Continuous Speech Corpus) [27]
is an acoustic-phonetic continuous speech corpus built by Texas Instruments, Mas-
sachusetts Institute of Technology and SRI International. The voice sampling frequency
of the TIMIT data set is 16 kHz and contains a total of 6,300 sentences. 630 people from
the eight major dialect regions of the United States each utter a given 10 sentences. All
sentences are manually segmented and marked on the phone level. 70% of the sentence
speakers are male. Most speakers are adult whites. However, due to the different audio
lengths in the TIMIT dataset, to have enough capacity to embed the secret image, we
discarded audios with a length less than 32768. Among the 3276 pieces of audio data
remaining after screening, we randomly select 2396 pieces of audio as the carrier data
of the training set, and the remaining audio as the test set.

4.2 Results

In our test, each audio is sampled at 16kHz. STFT uses 512 FFT frequency intervals
to transform audio with a 10 ms sliding window. The initial learning rate of the model
is 1e-4. The batch size is set to 4. The model uses the Adam optimizer [28]. Training
is carried out in 100 epochs. After many experimental attempts, the hyperparameters α

and β of the model are set to 0.5 and 0.8 respectively.
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Fig. 4. Experiment performance based on STFT. The first column is the spectrogram of the cover
audio, and the second column is the secret image. The third column is the spectrogram of the stego
audio, and the fourth column is the recovered secret image.

4.2.1 STFT

After we train the model for 100 epochs, the experimental performance of the STFT-
based audio spectrogram is shown in Fig. 4. The first column in the figure is the cover
audio spectrogram. The second column is the gray-scale secret image. The third column
is the stego audio spectrogram. The fourth column is the recovered secret image. From
the experimental results, there is almost no big difference in waveform or color between
the secret audio spectrogram and the carrier audio spectrogram. The error between the
secret image and the recov-ered secret image is visually invisible. However, the error
between the stego audio s and the cover audio a is very different, and the distortion
is particularly serious, and the stego audio s is full of noise, and human ears cannot
hear any meaningful con-tent. After research, it is found that the problem lies in the
STFT process. Although the STFT can reflect the changes of audio signals over time,
the redundancy of the trans-formed spectrum is too poor. With any modification, even
a very small modification, the spectrum cannot be restored to an audio signal with
high quality. Therefore, in the experiment, the secret image is embedded in the audio
spectrogram and the result performswell, but the audio signal is seriously distortedwhen
the frequency spectrum is restored to audio by ISTFT.
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Fig. 5. Experiment performance based on DWT. The first column is the spectrogram of the cover
audio, and the second column is the secret image. The third column is the spectrogram of the stego
au-dio, and the fourth column is the recovered secret image.

4.2.2 DWT

However, the performance of the DWT-based audio steganography experiment is excel-
lent, as shown in Fig. 5. From the perspective of the human visual system, there is no
significant difference between the secret image and the recovered secret image. There is
also no significant difference in the waveform and color between the cover audio spec-
trogram and the stego audio spectrogram. It is almost indistinguishable for the audience.
It can be seen from Table 3 that the PSNR between the secret image and the recovered
secret image is slightly inferior to the performance of the ISGANmodel, while the PSNR
between the cover audio spectrogram and the stego audio spectrogram is very high. But
in general, it shouldn’t be compared with the ISGAN model, because the carrier object
of the ISGAN model is an image, while the carrier object of the model in this paper is
audio.

Table 3. PSNR results.

Model Our ISGAN

Recovered Image PSNR(db) 51.1717 26.72

Secret Image PSNR(db) 25.6650 25.97
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5 Conclusion

In this paper, we propose a visual audio steganography model based on CNNs. The
model starts from preprocessing the audio and performs time frequency transformation
on the audio. Then the audio two-dimensional frequency domain signal is sent to the
autoencoder. In the autoencoder, the encoder network is responsible for embedding the
gray secret image into the frequency domain features of the audio to form the stego
audio, and the decoder network is responsible for reconstructing the secret image from
the features of the stego audio. Our experiments show that the DWT-based method can
recover the secret image with high quality. The spectrum of the stego audio and the
cover audio are very similar, and the two audios are also indistinguishable aurally, so
our algorithm has good transparency.
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Abstract. Text classification (TC) is an important basic task in the field of Natu-
ral Language Processing (NLP), and multi-label text classification (MLTC) is an
important branch of TC. MLTC has undergone a transformation from traditional
machine learning to deep learning, and various models with excellent perfor-
mance have emerged one after another. But at present, the focus of various related
researches is also varied, so we combed the excellent research results in the field of
MLTC in recent years, and classified them according to the focus of their research.
At the same time, we also summarized the relevant data sets and evaluation indi-
cators in the field of multi-label text classification, and made a prospect for the
future of the field of MLTC.

Keywords: Natural Language Processing · Text classification · Multi-label ·
Deep learning

1 Introduction

As one of the important carriers in the information age, text has the characteristics of
huge and unstructured. In the mining of text information, named entity recognition [1]
and text classification (TC) [2, 3] are all basic tasks. TC refers to categorizing a given
text according to preset tags. This text can be a sentence, a paragraph of text, or even
a document. TC is also an important link for downstream tasks such as Information
Retrieval [4], Emotion Analysis [5], and question answering systems [6–8] in the field
of NLP.

According to the number of assignable tags for a single text, it can be divided into
single-label text classification and multi-label text classification [9]. Early text classi-
fication research is mainly for single-label text, which obviously does not meet most
application scenarios. The label of a text has multiple labels with an uncertain num-
ber in most problems. Therefore, the focus of text classification research should be on
multi-label classification.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13338, pp. 443–456, 2022.
https://doi.org/10.1007/978-3-031-06794-5_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06794-5_36&domain=pdf
https://doi.org/10.1007/978-3-031-06794-5_36


444 X. Chen et al.

1.1 Contribution

At present, the review papers in the field of multi-label text classification are still in
a blank period. We wrote this article in order to fill this gap and made the following
contributions:

• We summarized the excellent research results in the field of multi-label text clas-
sification in recent years, and classified them according to the different research
focuses.

• Wesummarized the current challenges facing thefield ofmulti-label text classification,
and predicted the future development trend for reference.

1.2 Structure

The second section explains the multi-label text classification and briefly describes its
development process. In the third section,we summarized the excellent research results in
recent years. The fourth section summarizes the data sets that are currently popular in the
field of multi-label text classification, and then also introduces the evaluation indicators
commonly used in this field. The fifth section summarizes this article and makes an
outlook for the future development of the field of multi-label text classification.

2 Background

Multi-label text classification refers to finding a subset that fits the specified text in the
label set. The label set L = {l1, l2, l3, l4 . . . ln} is set in advance, where ln represents a
label, and n represents the number of labels. Now it is necessary to find an Li ∈ L for
each ti in the text set T = {t1, t2, t3, t4 . . . ti}, and the labels of different texts can be the
same. Therefore, multi-label classification can be described as L = F(T ), where F is the
mapping relationship from text to label, and the mapping relationship is shown in Fig. 1.

Fig. 1. Text and label mapping.
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The processing flow of multi-label text classification tasks can be mainly divided
into: text preprocessing, text representation, andmulti-label classification. The flowchart
is shown in Fig. 2. Text preprocessing refers to a series of operations such as removal of
stop words, word segmentation, and part-of-speech restoration on the original data set,
but currently there are very mature technologies for the above processing. If you need
word segmentation, you can directly use jieba [10], HanLP [11] and other ready-made
tools, researchers do not need to spend too much energy on this research. Text repre-
sentation is the cornerstone of the field of natural language processing. Since machines
cannot directly recognize natural language, it is the job of text representation to convert
natural text into an expression that can be understood by machines. At present, text
representations generally use distributed expression methods. Related research can be
traced back to Word2Vec [12] developed by Google, but the feature vector dimension of
this model is too high, which will cause excessive calculation. The current mainstream
model is BERT [13], and the subdivided areas can be fine-tuned on the basis of BERT.

The research on multi-label text classification can be traced back to Binary [14]
proposed by M.R. et al. in 2004. The model adopts the idea of problem transformation
to transform the multi-label classification problem into multiple single-label problems.
Its structure is simple but the shortcomings are also prominent, that is, the correlation
between the tags is not mined, which makes the classification efficiency low. Since
then, Jesse Read et al. proposed the Classifier Chain (CC) [15] against this drawback.
The model links all the classifiers in a chain, so that a single trainer trains the input
space and the previous classifiers in the chain. Although the correlation between the
labels is considered to a certain extent, the essence is still to transform the problem
into multiple Single label classification problem. The Label Powerset (LP) algorithm
proposed by Boutell et al. [16] is a multi-class classifier that converts all different class
label subsets into different classes for training in the training data, so as to solve the
label correlation. However, as the training data increases, the number of label categories
increases too fast, which increases the complexity of themodel and reduces the accuracy.
The above-mentioned methods are based on traditional machine learning, and not only
have the cumbersome feature engineering that requires manual participation, but are
also not suitable for large-scale text and extremely multi-labels. With the advent of deep
learning, not only the end-to-end model is realized, but also the machine can perform
feature engineering autonomously, and the performance has also been greatly improved.

Fig. 2. Classification process.
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Compared with traditional machine learning, deep learning can extract richer and deeper
semantic information. FromWord2vec toBERT, researchers have invested a lot of energy
in feature extraction. Since then, scientific researchers have continuously improved the
entire classification process, and the outstanding models that have emerged have been
continuously refreshed to obtain SOAT.

3 Method

At present, related technologies such as text preprocessing in multi-label text classi-
fication are quite mature. The research content of the researchers mainly focuses on
reducing dependence on the original data set, feature extraction, mining the correlation
between tags, and improving the interpretability of the model. On a question. Therefore,
this section will also summarize the excellent research results in recent years based on
this.

3.1 Research to Reduce Dependence on Original Datasets

As one of the three major elements of the current development of artificial intelligence,
the importance of data sets is self-evident. However, for the field of multi-label text
classification, high-quality data sets are scarce resources, and most data sets have prob-
lems such as uneven data distribution, incorrect labeling or missing. In response to such
problems, in recent years, scientific researchers have used limited supervision, joining
a generative confrontation network, and strengthening data sets to solve them.

Limited Supervised. The limited supervised model has less dependence on the data
set than supervised learning. Because it is very difficult to label multi-label data, a larger
label space brings higher labeling costs. As the problemswe face becomemore andmore
complex, sample dimensions, data volume, and label dimensions will all affect the cost
of labeling. Therefore, another trend of multi-label in recent years is to pay attention to
how to build better learning models under limited supervision.

Meta-learning [17] is one of the commonly used methods to solve small sample
problems, and many researchers also apply it in the field of text classification. Deng
et al. [18] proposed the MTM model, which uses a combination of meta-learning and
unsupervised to solve the problem of insufficient data. Mekala et al. [19] fused meta
data and text to train a rich text network, and used the topics in it for weakly supervised
learning. In addition, some researchers have introduced reinforcement learning into
the field of multi-label text classification. Ye [20] et al. used reinforcement learning
to effectively use unlabeled data. The main idea Kim et al. [21] merged self-supervised
learning andweakly-supervised learning to formmultiple pre-trainingmodels to improve
the effect of text classification is to use the label name to generate the corresponding
vocabulary and then classify it.

GAN-based Methods. Generative Adversarial Network [22] is a machine learning
architecture proposed by Ian Goodfellow of the University of Montreal in 2014. Gen-
erating a confrontation network is to learn by letting two neural networks play games
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with each other, which can generate new fake data based on the original data set. Based
on GAN, there has been extensive research in the field of CV [23], and it is a good
method to use GAN to solve the problem of insufficient dataset samples in multi-label
text classification tasks.

Wu et al. [24] proposed a dual-adversarial collaborative learning method applied to
multi-domain text classification (MDTC) to simultaneously align features in different
domains and between labeled and unlabeled data to improve the generalization ability
of the model. Jin et al. [25] proposed a new TextFooLER model based on generative
adversarial network to efficiently generate adversarial text. Croce et al. [26] respectively
proposedmethods for text classification based on BERT generated adversarial examples.

Enhancing the Dataset. In view of the low quality of the data set itself, such as the long
tail, one of the most direct strategies is to strengthen the data set. Of course, in addition
to remanufacturing or perfecting the data set in a purely manual way, some researchers
have also provided other ideas.

Yang et al. [27] proposed a hybrid CNN network to solve the problem of extreme
imbalance of samples in multi-label text classification. Tepper et al. [28] proposed a
BalaGen framework to expand the data set to obtain a more balanced data set. Lee et al.
[29] proposed a SALNet model based on semi-supervised learning to stably expand
the training data set. Mekala et al. [30] proposed a ConWea model based on weakly
supervised learning to strengthen the corpus from the perspective of context.

3.2 Feature Extraction

Since computers cannot directly process text information, a method of expressing text
with vectors is generally used for the computer to interpret the text. However, the vector
obtained by text vectorization is not suitable for direct text classification due to its high
dimensionality and sparse representation. Forcibly using text to represent the resulting
vector will only lead to a huge amount of calculation and low precision. Therefore, it
is necessary to remove irrelevant features from the initially obtained vector to obtain a
dense vector, and it can even strengthen the favorable features for text classification.

Improve Feature Vector Representation Capabilities. Improving the characteriza-
tion ability of eigenvectors is the most direct study of eigenvectors. Qin et al. [31]
proposed a feature projection method, which projects existing features into the orthog-
onal space of common features to obtain a feature vector that is easier to classify and
distinguish. He et al. [32] proposed the MSD model to improve the accuracy of uncer-
tainty scores by reducing the overconfidence effect ofwinning scores and simultaneously
considering the impact of different categories of uncertainty. There are also researchers
who focus on proposing new term weighting schemes. Chen et al. proposed the TF-
MDFS model to increase the weight of related terms in the feature vector [33]. Ibrahim
et al. designed the pooling layer of CNN as a co-party pooling layer to extract feature
vectors that are more suitable for classification [34].
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Multi-feature Fusion. Feature fusion has many mature studies in the field of CV [35],
and it is also a very valuable research direction in the field of NLP. When it is difficult
for a feature vector to express the text in a deeper level, multiple vectors extracted from
different features can be selected for characterization, so as to improve the accuracy of
text classification.

Guo et al. combined the multi-scale structure with the self-attention mechanism so
that the model can extract features from different scales [36]. Liu et al. constructed a text
graph tensor, using semantic information, syntax andorder constraints to describe context
information [37]. Li et al. proposed an ACT model, which draws on the advantages of
CNN and Transformer, combines global semantic features and local semantic features
and retains order information [38]. Li et al. proposed the AGN model, which combines
the statistical information of the text and the feature information of the text through a
control gate mechanism to improve the text classification effect [39]. Tao et al. designed
a radical feature for Chinese characters, and then combined it with text features [40].
Ali et al. combined OLDA and Bi-LSTM models for text feature extraction [41]. Ren
et al. proposed the BG-TCA model, which uses an attention mechanism to replace the
maximum pooling process to maximize the retention of text features in the feature fusion
stage while distinguishing different features [42].

3.3 Mining Label Relevance

Compared with single-label text classification, multi-label text classification introduces
a new point worth studying, that is, mining the correlation between labels.

Hierarchical Multi-label Text Classification. Compared with single-label text clas-
sification, the main challenge of hierarchical multi-label text classification lies in the
exploration of the relationship between text feature expression and label structure.

Zhou et al. [43] proposed a HiAGM model that learns hierarchical perceptual label
embedding through a hierarchical encoder to make full use of the interaction between
the text feature space and the label space. Chen et al. introduced the joint embedding
loss and matching learning loss to learn the semantic matching relationship of text
labels in a hierarchical-aware manner [44]. Wang et al. proposed a new concept-based
label embedding method that can express concepts explicitly and model the inter-class
sharing mechanism of hierarchical text classification [45]. Huang et al. proposed a new
framework, called Hierarchical Attention-Based Recurrent Neural Network (HARNN),
which classifies documents into the most relevant category level by level by integrating
text and hierarchical category structure [46].

Serialization Label. In 2014, the google team proposed a sequence-to-sequence model
(seq2seq) [47], which simulates the way of thinking of people and designs an encoder
and a decoder, which can map a sequence to another sequence. The framework of the
Seq2seq model is shown in Fig. 3. At first, the seq2seq model was applied in the field of
machine translation. Later, researchers discovered that if multiple tags associated with
the text are regarded as a sequence, the seq2seq model can be used. Chen et al. [48]
proposed the CNN-RNNmodel, which first extracts the text feature vector from the text
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through CNN, and then sends the vector to the RNN network to output the label. Yang
[49] et al. introduced the attention mechanism into the seq2seq model and proposed
the SGM model and used it in multi-label text classification. Later, Yang et al. [50]
made improvements to SGM and added a Set Decoder module to reduce the impact of
incorrect labels. Qin [51] et al. proposed an adaptive RNN sequence model to provide a
new training target so that the RNN model can find the best label sequence.

Fig. 3. seq2seq model.

3.4 Interpretability

The emergence of deep learning has greatly benefited multi-label text classification, and
outstanding models that emerge continue to obtain SOAT on various data sets. However,
the current deep learning model is more like a black box for humans, and it is impossible
to know exactly how this box works. This also makes it difficult for researchers to
predict the results of deep learning models, which requires a lot of computing resources
to constantly test.

Arous et al. proposed a method of combining artificial and artificial intelligence
to incorporate human classification reasons into the attention-based text classification
model, thereby improving the interpretability of the classification results [52]. Sun et al.
discussed the factors that may affect the attention score under the neural classification
model [53]. Chrysostomou et al. proposed a series of new task scaling mechanisms to
improve the credibility of the interpretation of text classification based on the attention
mechanism [54]. Bhardwaj et al. conducted in-depth theoretical analysis and empirical
observation on the identifiability of attention weights, and found that it is easier to
identify attentionweights by revealing the hidden effects of key vectors [55].Moradi et al.
proposed the BioCie method to obtain a model for electronic document classification
from the post-interpretation of the backup box [56]. Chen et al. proposed a multi-label
text classification framework with uncertainty quantification to better understand and
evaluate the uncertainty in multi-label text classification tasks [57].

4 Dataset and Evaluation

4.1 Datasets

We have summarized 9 mainstream datasets in the field of multi-label text classification,
covering Chinese and English, long text and short text, extreme multi-label and ordinary
multi-label. We briefly elaborated these datasets in order of the number of tags from the
least to the most, and showed the relevant data in Table 1:
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• AAPD [58]: This dataset is a collection of abstracts and corresponding discipline
categories of 55,840 papers collected by Yang and others from the Internet.

• Reuter-21578 [59]: The dataset contains 22 documents, a total of 21587 news articles
from Reuters, and a total of 90 tags.

• RCV1 [60]: This data set is also from a Reuters news column report, collated and
collected by Lewis and others.

• ToutiaoNews [61]: This data set is a Chinese data set that counts the news from today’s
headlines.

• Eurlex [62]: The data set organizes documents from various EU laws, treaties, etc.,
and contains 15,449 training documents and 3865 test documents. The entire data set
has a total of 3956 tags.

• AmazonCat-13K [63]: This data set comes from Amazon and contains data such as
user reviews and product information.

• Wiki0-31K [64]: The data set contains 18011 articles on Wikipedia, but the number
of tags has reached 30,928.

• Wiki-500K [65]: The data is also included from Wikipedia, but compared to the
Wikil0-31K data set, the number of samples is larger and the number of tags is larger.

• Amazon-670K [66]: This data set comes from Amazon’s user reviews, product infor-
mation and other data like AmazonCat-13K, but the number of tags in this data set
reaches an astonishing 6,700,091.

Table 1. Datasets related information. Detailed datasets statistics. Ntrain is the number of training

samples, Ntest is the number of test samples, L is the number of labels, L is the average number

of labels per sample, L̂ is the average number of samples per label, Wtrain is the average number
of words per training sample and Wtest is the average number of words per testing sample.

Datasets Ntrain Ntest L L L̂ Wtrain Wtest

AAPD 54,840 1,000 54 2.41 2,444.04 163.42 171.65

Reuters-21578 7,769 3,019 90 – – – –

RCV1 781,265 23,149 103 3.18 729.67 259.47 269.23

ToutiaoNews 23,677 5,261 1,070 – – – –

Eurlex 15,499 3,865 3,956 5.30 20.79 1,248.58 1,230.40

AmazonCat-13K 1,186,239 306,782 13,330 5.04 448.57 246.61 245.98

Wikil0-31K 14,146 6,616 30,938 18.64 8.52 2,484.30 2,425.45

Wiki-500K 1,779,881 769,421 501,008 4.75 16.86 808.66 808.56

Amazon-670K 490,449 153,025 670,091 5.45 3.99 247.23 241.22

4.2 Evaluation

In multi-label text classification, commonly used evaluation indicators usually include
Hamming Loss (HL) and Micro-F1.
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Hamming Loss. Schapire et al. [67] proposed the Hamming loss in 1999. Simply put,
it is a measure of the proportion of misclassified labels. The proportion of labels whose
correct labels are not predicted correctly and the proportion of labels whose wrong labels
are predicted are two. The percentage of difference in the label set, the smaller the value
of Hamming loss, the better the prediction result. Calculated as follows:

HL = 1

|D|
∑|D|

i=1

XOR(xi, yi)

|L| (1)

Among them, |D| is the number of samples, |L| is the total number of labels, xi
represents the label, yi represents the real label, and XOR is the exclusive or operation.

Micro-precision, Micro-recall and Micro-F1. For single-label text classification, the
precision rate (Precision) is based on the prediction result, indicating how many of the
samples whose predictions are positive are real samples. One is to predict the positive
class as a positive class (TP), and the other One is to predict the negative class as a
positive class (FP), which reflects the precision of the model. The recall rate (Recall)
is for the sample, indicating how many positive samples in the sample are predicted
correctly. One is to predict the original positive sample as a positive class (TP), and the
other is to predict the original positive sample. It is a negative class (FN), which reflects
the recall rate of the model. See Table 2 for details.

Table 2. Confusion matrix.

Confusion matrix Predictive value

Positive Negative

Actual value Positive TP FN

Negative FP TN

Multi-label text classification assigns text to multiple labels, and the number of
labels is not fixed. Micro-precision and Micro-recall are usually used, considering the
overall accuracy and recall rate of all labels. Ideally, the higher the two, the better, but
the actual situation often produces contradictions. Therefore, in the field of multi-label
text classification, Micro-F1 is used for evaluation. Micro-F1 is the harmonic average
of Micro-precision and Micro-recall, and its calculation formula is as follows (where L
represents the total number of category labels) [68]:

Micro − precision =
∑L

j=1 TPj
∑L

j=1

(
TPj + FPj

) (2)

Micro − recall =
∑L

j=1 TPj
∑L

j=1

(
TPj + FNj

) (3)

Micro − F1 =
∑L

j=1 2TPj
∑L

j=1

(
2TPj + FPj + FNj

) (4)
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5 Summary and Outlook

Text classification is an important basic task in the field of natural language process-
ing, and multi-label text classification is an important branch of text classification. The
research on multi-label text classification has achieved fruitful results with the advent of
deep learning, especially after the advent of BERT, it has greatly improved the accuracy
of related research. Although there are already quite mature and practical technologies
in this field, there are still some thorny issues that are worth exploring together by
researchers:

• The lack of data sets and low quality problems. Multi-label text classification is much
more expensive than single-label text classification, so the lack of data set resources
greatly limits the development ofmodels by researchers. Secondly, because the current
data set in this field generally has uneven data distribution, it is mainly manifested as
a long-tail problem, that is, most documents in the same data set are only related to
one or a very small number of tags. Therefore, creating more high-quality data sets or
studying how to deal with low-quality data sets or even deep learning models without
data sets is a problem worthy of long-term discussion.

• The problem of dynamic division of text-related labels. At present, multi-label text
classification mainly relies on supervised learning, which means that once the label
changes, the existing model needs to be retrained to adapt to this change. But this
requires high costs for both relabeling the data set or training the model. Therefore,
how to make the trained model adapt to the change of the label at low cost and quickly
is a problem worthy of consideration.

6 Conclusion

We explained the multi-label text classification and briefly described its development.
Then we summarized the excellent research results in recent years. Then it summarizes
the data sets that are currently popular in the field of multi-label text classification, and
introduces the evaluation indicators commonly used in this field. Finally, this article is
summarized and the future development of multi-label text classification is prospected.
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Abstract. Black box characteristics of machine learning algorithms seriously
hamper their application in the certain fields, such as medicine, military, finance
and so on. So far, the interpretability of machine learning remains as a challenge.
In this paper, we use Layer-wise Relevance Propagation (LRP) to calculate the
relevance of the Convolutional Neural Network (CNN) on the input data, and
visualize it as a heat map, so as to intuitively understand which features the Con-
volutional Neural Network are based on to make prediction, and then improve the
model by analyzing the heat maps. In this article, by using the control variable
method, the LRP algorithm is applied to the improved convolution neural network
to obtain a new heat map. The difference between the two heat maps is analyzed to
verify that the interpretable algorithm conforms to the objective facts. In this way,
the interpretability of different network structures is compared and improved.

Keywords: Convolutional neural network · Layer-wise relevance propagation ·
Deconvolution · Heat map

1 Introduction

With the rapid development of computer science and technology, computers have been
able to replace people to do some tedious and repetitive tasks, bringing great conve-
nience to people’s lives. Thanks to the rapid development of machine learning, advanced
artificial intelligence systems have successfully simulated or even surpassed human per-
formance in many decision-making games, such as Alpha GO [1] defeating human top
chess player Shishi Li in 2016. The difference from traditional modeling ideas is that
neural networks are not entirely dependent on physical features, but are driven by data,
and features are extracted from data through a complex network structure. CNN [2] is a
feedforward neural network that includes convolution calculations and has a deep struc-
ture. It is one of the representative algorithms of deep learning. On the one hand, with
the development of graphics processing unit GPU and the improvement of computer
computing power, neural networks are used in autonomous driving [3], visual problem
solving [4–7] image classification, natural language processing, human behavior recog-
nition [8], medical diagnosis even weapons of mass destruction [9] and other fields. But
on the other hand, it has also been used to “do bad things” or even harm humans. For
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example, certain websites use artificial intelligence algorithms to perform big data kills.
In 2015, Volkswagen in Germany even had a robot “killing incident”. In this regard, the
European Union has required all algorithms to explain their output principles [10, 11].

Neural networks perform very well in practical applications. Due to the nonlinear
nested structure of neural networks, it is difficult for people to explain [12] on which
features the neural network makes corresponding predictions, so it is also regarded as
a black box model. In some fields that only value results, neural networks are under-
standable as black box models. For example, Alpha GO only needs to win the game; but
in many fields, the inexplicability of neural networks is a shortcoming that cannot be
ignored, such as in the field of medical diagnosis that emphasizes the decision-making
process. People often don’t trust the prediction results of the black box model, and they
trust experts who can give a reasonable explanation. For example, in autonomous driv-
ing technology, small misjudgments may bring serious consequences, so safety must be
guaranteed.

From another perspective, Explainable AI (or XAI for short) will also open up many
new ways of cooperation between humans and machines. For example, many fields will
try to introduce machine learning [13] technology in the absence of sufficient data and
use its ability to quickly process large amounts of data. At this time, explainable artificial
intelligence helps humans to determine when to let the machine process and when to
intervene. For example, in the financial field such as venture capital: In the financial
scenario, the interpretability of the model is particularly emphasized, so that people’s
risk control experience and intuitive feelings can be correlated with the results of data
performance. It is precisely the interpretability of neural networks that plays an important
role in more and more occasional applications. Many scholars are dedicated to studying
the interpretability of neural networks. The theoretical analysis and visualization of
neural network interpretability have gradually become an important subject of deep
learning. The theoretical analysis and visualization of neural network interpretability
have gradually become an important subject of deep learning.

The interpretability of neural networks can be used to improve the model. The
improvement of the model is first to discover the shortcomings of the model. Com-
pared with the incomprehensible black box model, the interpretable neural network is
easier to find the cause of the decision error, so as to make improvements based on the
error. Interpretability can also be used to verify neural network models. Neural networks
must undergo rigorous verification from training to actual application. People often ver-
ify neural networks through existing data sets, so the accuracy of new sample prediction
results, or data sets, cannot be guaranteed. There are systematic deviations, even if it
performs well on existing data sets, it cannot be applied in practice.

The interpretability of neural networks can be used. Interpretability can be used
to compare the pros and cons of different models. It can be seen from the literatures
[14, 15] that although different models are similar in classification performance, they
make decisions based on completely different characteristics. The interpretability can
be selected from the three models that is most consistent with the actual situation from
the three models.

Interpretability can bring many new discoveries. With human capabilities, the obser-
vation of data is usually very limited, but millions or more of samples are used as training
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sets by neural networks. And in the training process, the neural network can learn all the
features that people cannot perceive. Through feature visualization, you can intuitively
see the features learned by the neural network to explore new possibilities.

2 Background

2.1 Convolutional Neural Network

As a kind of deep neural network [16], convolutional neural network is used for visual
image analysis in most cases. One of their main applications is image classification [17],
which is the process of taking images as input and outputting image categories. When
the image is input to the model, the model treats it as an array of pixel values according
to the size and resolution of the image.

2.2 Explanatory Algorithm

The research and interpretation of machine learning models. Artificial intelligence has
been carried out in the early stage of artificial intelligence research, but it has not
been included in the research field until recent years. Although the research scope of
explainable artificial intelligence focuses on deep learning, it covers artificial intelligence
technology and other machine learning models.

Moritz Böhle discussed an interpretability method called Layer-wise Relevance
Propagation [18] (Layer-wise Relevance Propagation, LRP), which is a general method
for interpreting AI predictions. The mathematical explanation is the deep Taylor decom-
position of the neural network. It was originally proposed by Bach et al. in the 2015
paper “On the Pixel-Level Explanation ofNonlinear ClassifierDecisions byHierarchical
Correlation Propagation”.

2.3 LRP

Deep neural networks are some of the most powerful learning algorithms ever devel-
oped. Unfortunately, they are also the most complicated. The hierarchical nonlinear
transformation of neural networks applied to data is almost impossible to understand.
This problem is exacerbated by the uncertainty of neural network training mechanisms.
To solve this problem, deep learning researchers use a variety of tools and techniques
to monitor the learning process of neural networks. Even just visualizing the weight
matrices or histograms of gradients for each layer can help researchers spot problems.
After training the network, it is often helpful for researchers to try to understand how the
network forms predictions. For example, in this paper, we use deconvolution techniques
to visualize how each layer in a convolutional neural network processes an input image
by essentially reversing the hierarchical image encoding process.

LRP is a technique used to determine which features in a particular input vector
contribute the most to the output of a neural network. LRP can produce some very
useful and nice-looking visualizations of how neural networks interpret images.
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3 Convolutional Neural Network Structure

3.1 Convolution

Convolution [19] is a mathematical operator that combines two functions f and g to
produce a third function. Here, perform operations on the convolution kernel and the
input to obtain a new output.

Assuming that three 5×5×3filters [20] are used, the output of thefirst convolutional
layer will be an array of 28× 28× 3, and the three filters represent three features. When
entering the next convolutional layer, the output of the previous convolutional layer is the
input of the next convolutional layer. Assuming that the previous convolution layer is the
first layer, its input is the original image, and the input of the next layer of convolution is
the activation map output by the previous layer. The second level of input usually depicts
the location of low-level functions in the picture. Based on this, a set of filters will be used
(pass it through the second convolutional layer), and the output will be an activation map
that represents more advanced functions. Such features can be semicircles (combination
of curves and straight lines) or quadrilaterals (combination of several straight lines). As
we go deeper into the network and go through more convolutional layers, we will obtain
activation maps of more complex functions. The deeper the network, the better the feel
of the filter, which means that they can handle a larger range of raw input.

3.2 Pooling

The pooling layer is usually located after the convolutional layer. Its main function is to
reduce the spatial size (width × height) of the input volume of the next convolutional
layer, but the pooling operation does not affect the depth size of the volume. The pooling
layer is very similar to the convolutional layer. It uses a sliding window or a specific
area that moves across the input stride, and then converts these values into the values
to be represented. The conversion is performed by taking the maximum value from the
observable values in the window (called the “max pool”) or taking the average of these
values.

Overfitting is a characteristic considered when creating an overly complex model.
Again, this is an abstract explanation of the concept of pooling, and does not delve into
the mathematical and technical aspects of pooling. Here, the human brain can be used
for comparison. The human brain performs the merging step. The input image received
by the human eye is then extracted multiple times until the most relevant information is
retained as much as possible. After completing the first two steps, you should now have
a pooled feature map. What happens after the flattening step is that you finally get a long
input data vector, which is then processed further through the artificial neural network.

3.3 Fully Connected

In the process of adding artificial neural networks and convolutional neural networks to
the latter, the process of creating convolutional neural networks began to become more
complicated. In the context of convolution, the “fully connected layer” is used. The input
layer contains the data vector created in the flattening step. The functions extracted in
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all previous steps are encoded in this vector. At this point, they are enough to accurately
identify the category to a certain extent. Now, people hope to take it to a new level in
terms of complexity and accuracy.

After a series of convolution, pooling, and flattening operations, the neural network
will predict it. For example, suppose that the probability that the task in the network
prediction is a dog is 80%, but in fact the image is indeed a cat. In this case, an error-loss
function must be calculated. In order to achieve this goal, the cross-entropy function
is used, but it is only necessary to know that the function of the loss function is to tell
people the accuracy of the network, and then use it to optimize the network to improve
its effectiveness. This requires some changes in the network, including weights (blue
lines connecting neurons) and feature detectors, because the network often proves to
be looking for the wrong features and must be checked multiple times for optimization.
Then the information is transmitted in the opposite direction. In the process of optimizing
the network, the information continues to flow back and forth until the network reaches
the desired state.

4 Interpretability of Deep Learning

In 2016, when AlphaGo and Lee Sedol played WuFan chess, AlphaGo made many
moves that human Go experts had never thought of. Fan Hui [21], who was watching
the game at the time, once commented: This is not a move that humans will make. I
have never seen a human moves. I’ve never seen a human plays this move. People may
have research on AlphaGo’s chess ability out of curiosity and competition needs, but
if artificial intelligence related technologies are to be extended to more fields, such as
assisting in sentencing in courts [22] and assisting in medical diagnosis [23]. Judging
the pros and cons of an investment strategy in insurance and finance [24], or dominating
the allocation of resources in social welfare policies, people will more urgently need to
know how the model draws conclusions.

LRP was first published in Bach et al. (2015). Generally used in the model interpre-
tation of image recognition [25], LRP can calculate the relevance of each pixel in the
input image data to the recognition result.

In fact, there have been several ways to show the importance of each dimension of
input data with heat maps. Samek et al. [26] have compared the differences between
LRP, sensitivity analysis, and deconvolution. The general conclusion is that LRP has
better explanatory power than sensitivity analysis and deconvolution, and the amount
of data in the heat map is relatively small, and the degree of disorder is relatively low.
However, sensitivity analysis is mainly to calculate the norm of the gradient vector
of the classification function in each dimension of the input data, so it shows which
dimension changes can change the prediction results most, which is a little different
from the importance.

The calculation of these heat maps is done through a certain backpropagation algo-
rithm [27], and the output results are used to derive the importance of the input data.
The algorithm used by LRP is relatively intuitive. In principle, it depends on how much
the neuron of the previous layer contributes to the next layer in the prediction process.
According to this ratio, the back propagation is all relevance of one layer is allocated to
the previous layer and pushed back to the input layer.
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5 Experiments

5.1 Applying LRP to Different Convolutional Neural Networks

We mainly use the controlled variable method to compare the heat map obtained by the
LRP algorithm. First, by using different types of data sets, and then by using the same
LRP algorithm to visualize different types of heat maps, the types of data sets used here
are: MNIST handwritten data set and ImageNet.

For the MNIST handwritten data set, we use the transformation of the ordinary con-
volutional neural network and the convolutional neural networkAlexNet for comparison.
It is called the modified AlexNet because the data set used is MNIST, and the size and
number of convolution kernels need to be changed, but the order of convolution, pool-
ing, and full connection is exactly the same as that of the classic convolutional neural
network AlexNet.

For the imagenet data set, here is a comparison between VGG16 and VGG19.
Through comparison, it can be found that the network structure of VGG16 and VGG19
is basically similar, but starting from the third block, each block of VGG19 has one more
convolutional layer than VGG16. Combined with “the more layers, the better the effect”,
you can boldly guess here: the heat map effect generated by VGG19 will definitely be
better than VGG16, and this is indeed the case.

5.2 Heat Map Result Display

Fig. 1. The accuracy rate of the MNIST dataset trained on the AlexNet network structure.
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Fig. 2. The loss function trained by the MNIST dataset in the AlexNet network structure.

First of all, Figs. 1 and 2 are the accuracy and loss function trained by the MNIST
data set in the AlexNet network structure. From the images, it can be clearly seen that
the accuracy of the first point is extremely high, which has reached 99.5%, and the
second point is the loss. As the number of iterations of the function increases, the loss
becomes lower and lower, and finally approaches 0. Through these two images, it can
be determined that the training is still very good.

After the training is over, start to use the LRP algorithm to get a visual heat map:
The numbers 0 and 8 on the left and on the right in the above Fig. 3 are heat maps

generated by using the same LRP algorithm under the ordinary convolutional neural
network and the AlexNet classic convolutional neural network, respectively.

Through the comparison of the same number, you will find that the more layers of
the convolutional neural network, the darker the heat map generated. The following is
the heat map generated by the VGG16 and VGG19 network structures in the same LRP
algorithm:

The left side of the Fig. 4 is the heat map generated by the LRP algorithm under the
VGG16 network structure, and the right side is the heat map generated under the VGG19
network structure. Through the heat map, it can be clearly compared that the heat map of
VGG19 has a darker color and VGG16 has a slightly lighter color, which also confirms
that the deeper the network structure mentioned above, the greater the number of layers,
the darker the color of the generated heat map. The image at the Fig. 4 predicts that the
image is Chihuahua, and the number 0.96 on the right represents the probability that the
image is Chihuahua. Obviously, the prediction is completely correct [28, 29].

As we all know, the heat map generated under the LRP algorithm is not to let people
recognize objects, but to make the recognition of the convolutional neural network
interpretable through the heat map, and it is intuitive to tell people which pixels the
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Fig. 3. MNIST data set (left picture) and AlexNet data set (right picture).

Fig. 4. Chihuahua heat map.

convolutional neural network uses to judge. What kind of image does the image belong
to. Therefore, when you carefully observe the heat map of the Chihuahua above, you will
find that the red pixels of the heat map aremainly concentrated on the head and footsteps,
especially the mouth and eyes of the head, and the overall outline of the Chihuahua’s
head is clearly displayed. Out. According to the principle of the LRP algorithm-the red
points in the heat map indicate the points with high correlation, that is, the main basis
for the convolutional neural network to make classification decisions, and then compare
the results in the heat map with the objective facts to explain the convolutional neural
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network model. Therefore, it can be concluded that the convolutional neural network
VGG16 and VGG19 recognizes that the output picture is a Chihuahua based on the
Chihuahua’s head contour, ear shape, and characteristics of the foot.

This paper has visualized the LRP algorithm through a variety of data sets, and
verified its feasibility, but found that the heat maps visualized by using VGG16 and
VGG19 convolutional neural networks at the same time are not very different, but one
color is darker and slightly lighter. This conclusion is not sufficient and does not have
any substance. So continue to observe the heatmap of Fig. 5:

Fig. 5. Pizza heat map.

The pizza image is a heat map visualized by the same LRP algorithm in VGG16
(left image) and VGG19 (right image). VGG16 is predicted to be pomegranate, which
is wrong, but VGG19 is correct. Therefore, it can be concluded that the more layers of
the network structure, the higher the accuracy of the prediction.

6 Conclusion

This paper uses the LRP algorithm to calculate the trained convolutional neural network
and displays the results in the form of heat maps. Through the heat map, people can
intuitively see which features the convolutional neural network recognizes the image
according to, and judge whether it conforms to the objective facts. This provides a
basis for comparing and improving various convolutional neural networks. Through the
method of controlling variables, we compare different CNNs on different types of data
sets, and observe the comparison of results by improving the network structure. By
using the LRP algorithm in different network structures and observing the heat map,
it is confirmed that the interpretable algorithm conforms to the objective facts, and the
number of network structure layers is positively correlated with the prediction accuracy.
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Abstract. To thoroughly mine the vertical information contained in the unstruc-
tured data (text evaluation) in the teaching evaluation data and to make sure that
the effective content contained in it can be used and the teaching quality will
be improved completely, considering that the traditional text sentiment analysis
method cannot adapt to the complexity and change. The language context has
certain limitations. Taking objective data from the Department of Computing of
Qinghai University as an example, this paper proposes two efficient classifica-
tion methods, Convolutional Neural Network (CNN) and Stacked Bidirectional
Long Short Term Memory (LSTM), and performs sentiment value calculation,
descriptive analysis, and characteristic analysis based on classification, and further
Excavated the essential information contained in the text teaching evaluation. The
experimental results show that the average classification accuracy of the proposed
method can reach 98%, which effectively solves the problem of text classification
and application for teaching evaluation. This method has been applied in the actual
teaching improvement link of the Computer Department of Qinghai University,
and its effectiveness further demonstrates the advanced nature of the method and
provides an important reference for the fundamental improvement of the teaching
level.

Keywords: Text classification · Teaching text · Convolutional neural network ·
Stacked bidirectional long short term memory

1 Introduction

Students’ Evaluation of Teaching, S.E.T. is currently an important way to supervise and
guarantee the teaching quality of colleges and universities at home and abroad. It refers
to the behavior of students’ evaluation of teachers’ teaching and their learning process
by certain teaching requirements and evaluation standards [1]. Teaching evaluation is
an important part of the construction of classroom quality in colleges and universities.
It plays a pivotal role in promoting talent training and improving the quality of educa-
tion. In the existing teaching evaluation link, only the teaching evaluation mechanism
directly feeds back the subjective ideas of students.With the development of information
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technology, more and more colleges and universities have adopted the mode of online
teaching evaluation and accumulated a lot of data.

Students are the most direct participants in classroom activities, and the feedback
information can objectively and clearly reflect the development of the classroom to the
greatest extent, and the analysis of teaching evaluation data can effectively improve
the teaching level. The evaluation methods used in teaching evaluation are generally
objective evaluation and subjective evaluation. Since the first “ Perdue Teaching Rating
Scale” (the grade scale for student evaluation of teaching information) was published for
teaching evaluation in the 1920s, [2] has formed several diversified index-type evalua-
tions and Subjective evaluation with strong viewpoints, in which the form of subjective
evaluation is text comment. Based on the subjective feelings of students in the learning
process, the content conveys students’ attitudes and thoughts on teaching work, relative
to fixed indicators the type of evaluation contains a wider range of information and
greater value. It is an important way for students to express their specific demands. It
contains information about the nature of the process in the teaching process, which is
conducive to the targeted investigation of omissions and vacancies.

Therefore, text evaluation is undoubtedly a “gold mine” of great value for teaching
evaluation data mining. By analyzing the content of the text obtained from teaching
evaluation, on the one hand, you can intuitively understand the situation in the classroom,
help teachers improve the quality of teaching, and enhance the overall teaching level
of learning. On the other hand, the subjective text data not only contains feedback on
the teacher’s teaching but also includes suggestions from multiple angles such as course
setting and equipment arrangement, it has greater value for mining. Therefore, how to
research teaching evaluation text data is particularly important.

However,most of the research focus nowadays tends to themeaning and value behind
objective evaluation such as indicator setting and teaching evaluation effectiveness anal-
ysis, ignoring the deep meaning of subjective evaluation. But analyzing the subjective
text also means that how to analyze the text with strong subjectivity, how to analyze the
deep-level information contained in the text, and how to truly explore its potential value
has become an important link that restricts the true use of the value of the text.

2 Current Status of Domestic and Foreign Research

Processing unstructured text evaluation data is currently mostly focused on sentiment
analysis. The commonly used methods are mainly dictionary-based analysis methods
and machine learning-based algorithms. For example, Luo Yuping [3] et al. The dictio-
nary database gives the calculation method of the sentiment analysis of the comment
evaluation. Yan Zhongping [4] et al. took the sentence pattern as the starting point to
assign different levels of weight to the conjunctions, degreewords, and negative words of
the evaluation sentence to construct the calculation method of sentiment value. Li Yijie
[5] and others constructed a new complex sentence model based on the structural char-
acteristics of Chinese complex sentence patterns and Word2vec and combined it with
SVM training to complete the emotional classification of complex sentence patterns.
Bollegala [6] and others used PMI to calculate the similarity between the dictionary
elements unigram and bigram and constructed a distributed sentiment dictionary, that
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is, for any sentiment word, there is a corresponding sentiment word list. Their research
makes cross-domain sentiment analysis possible. Feng [7] et al. added the analysis of
Weibo emoticons in the sentiment map and used a random walk algorithm to extract
sentiment words that meet certain conditions, but the disadvantage of this method is
that it ignores some low-frequency sentiment words. Yan Xia and Zhang Kun [8] based
on the inconspicuous emotional characteristics of the teaching texts and the character-
istics of complex sentence patterns, proposed an emotional analysis method based on
the emotional dictionary, combined the characteristics of complex sentence patterns and
calculated the text quantitatively. Emotional intensity. Sun Hongxia [9] and others used
latent semantic analysis to reduce the dimensionality of text vectors and used the SVM
classification method to classify the teaching texts. Turney et al. [10] scholars use point
mutual information value (PMI) to calculate the polarity of emotional words. The basic
idea is that if the co-occurrence frequency and similarity between candidate words and
seed words are positively correlated.

Among them, the dictionary-based emotion discrimination method needs to con-
struct an emotion dictionary in related fields, and the quality of the emotion dictionary
determines the accuracy rate, which has certain limitations. Traditional machine learning
text representation often uses the word bag model or vector space model. The biggest
disadvantage is that it ignores the relationship between the text context. Each word is
independent of the other and cannot represent semantic information, and the vector rep-
resented by the text is usually high. The dimensionality and sparseness require manual
construction of a large number of feature projects, which is time-consuming, and the
processing effect on a large amount of text is not obvious.

3 Analysis on the Processing Method of Teaching Evaluation Text

Before the emergence of deep learning methods, the mainstream text representation
methods were the word bag model BOW, topic models, etc.; classification methods
include SVM, LR, etc. Shweta Rana [11] and others used Naive Bayes and Linear SVM
methods to classify users’ film review texts respectively, and the Linear SVM method
has higher accuracy on the data set of their literature. However, the above text sentiment
classification model still has certain shortcomings and cannot adapt to the complex and
changeable language context, so it cannot be widely promoted and applied. Take BOW
as an example here. For a piece of text, BOW indicates that the word order, grammar, and
syntax are ignored, and the text is only regarded as a set of words, so the BOW method
cannot fully express the semantic information of the text. For example, the sentences
“The class taught by the teacher is terrible” and “The content of the course is boring,
empty, and without connotation” have high semantic similarity in sentiment analysis,
but their BOW indicates a similarity of 0. For another example, the BOW of the sentence
“The course is empty and has no connotation” and “A course that is not empty and has
the connotation” is very similar, but in fact, they have opposite meanings. At present,
there are still the following problems in the field of text sentiment analysis:

• The dictionary method is widely used regardless of whether it is a supervised learning
method or an unsupervised learning mode. However, it only uses opinion words and
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phrases in the text to distinguish the polarity of words and phrases and does not regard
the change of context as an influencing factor. Ignore the different meanings of the
same word in different contexts.

• In daily conversations and Internet communication, texts with subjective mean-
ings tend to be colloquial, and there may even be non-standard Internet language.
There is no grammatical constraint when choosing words and sentences, and they
are very random. Therefore, it is not possible to judge and study subjective collo-
quial texts only from the perspective of grammar. A large number of network non-
standardized languages on the Internet gives the sentiment analysis model more room
for improvement.

• In addition to vocabulary that clearly expresses emotions, some neutral words such as
“decrease”, “disappear”, “increase” and so on can also affect the emotional tendency
of sentences. In addition, the phenomenon of “derogation and derogation” and “dero-
gation and compliment” has gradually appeared on the Internet. Some compliment
words seem to be commendatory on the surface, but in fact, they are ridiculous. All
these put forward higher requirements for the researchwork of text sentiment analysis.

Deep learning has become a very active research field. A Deep Learning (DL) based
detection model is used due to its high detection accuracy and extensive data handling
capability. By learning the characteristics of data, it has produced relatively ideal predic-
tion results in image recognition and other fields. This strong generalization ability of
deep learning currently makes it stand out from the other machine learning techniques.
With the success of deep learning in many other application fields, deep learning has
also been widely used in sentiment analysis in recent years. The deep learning [14]
model overcomes the above shortcomings of BOW representation. It maps the text to a
low-dimensional semantic space based on the word order and performs text represen-
tation and classification in an end-to-end manner. Compared with traditional methods,
its performance is significantly improved. The method based on machine learning is
essentially the application of automatic classification theory to realize emotional label-
ing. This method completes the training of the praise and criticism classifier through
training samples and then uses the classifier to automatically determine the emotional
tendency. Compared with the previous text analysis methods, it has the characteristics
of high efficiency, accuracy, and certain innovation.

4 Deep Learning Text Classification Method

4.1 Convolutional Neural Networks

CNN is a type of feed-forward neural network that includes convolution calculations and
has a deep structure. CNNs are usually utilized in image classificationwith high accuracy
over many datasets compared to features engineering methods. This is due to the deep
learning of features from raw data in the training process. It is one of the representative
algorithmsof deep learning. It consists of the input layer, convolution layer, pooling layer,
the fully connected layer is composed of 4 parts [16, 17], and has achieved extraordinary
effects in the field of image processing. There is also applicability in text information
processing. Figure 1 shows the text classification model of the convolutional neural
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network (take 4 convolution kernels as an example). Among them, the main function
of the convolutional layer is feature extraction, convolution operation on the data with
the help of a specific convolution kernel, the result is added to the offset value, and the
activation function is passed through, and the data is finally output. It should be noted that
convolution can only extract features layer by layer. It can only extract part of the edge
information in the first layer. As the number of layers increases, the dimensions of the
extracted features gradually increase; because of the data after convolutionMatrix feature
dimensions are still not easy to calculate directly, so the pooling function is used to reduce
dimensionality without distortion, that is, the main function of the pooling layer is to
downsampling,which greatly improves the computational efficiency of the convolutional
neural network; the fully connected layer is It is used to merge abstract features, and
then use activation functions to deal with classification problems or regression problems.
After a process, the data processing, extraction, and selection are completed, which can
simplify the integration of large amounts of data [18].

Fig. 1. Convolutional neural network text classification model.

In the text processingmodel, the convolutional neural network is applied. The specific
process is as follows: First, the input layer processes the word vector sequence after the
input text processing through the convolution kernel to generate a feature map and then
adopts the largest time dimension for the feature map. The pooling operation obtains the
whole sentence features corresponding to the convolution kernel, finally concatenates
all the features obtained by the convolution kernel to obtain the fixed-length vector
representation of the text, and finally connects the Softmax function to output a complete
classification model.

The characteristics and advantages of convolutional neural networks are as follows:

• Weight sharing, that is, the same neuron shares a set of neuron parameters when
extracting different regions of the same text and different texts, and multiple neurons
can extract different features of the text. Compared with the traditional artificial neural
network, each neural unit needs to be connected to the entire image. The convolution
operation of the convolutional neural network is only locally connected to the sur-
rounding neighborhood. Each neuron only needs to extract the features of the local
area in the text, and then pass. The deep network structure integrates all local features
layer by layer to obtain global information at a higher level. On the premise of fully
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extracting features, the strategy of local connection and parameter sharing greatly
reduces the required parameter scale and greatly improves the learning efficiency. It
also reduces the complexity of the model to a certain extent and prevents over-fitting
in the job.

• Downsampling means that the pooling layer reduces the dimensionality of image
data based on preserving the effective information of the image as much as possible,
greatly reducing the number of subsequent calculations, and effectively improving
the calculation efficiency.

• Local area perception, the convolution kernel perceives the local text, and gradually
extracts high-dimensional features fromshallow todeep.Different convolutionkernels
can extract different features of the text, which makes the model have generalization
ability.

• Parallelism. Compared with other models, the convolutional neural network has not
only improved on the algorithm level but also realized the parallel processing operation
of multiple GPUs, which greatly improved the prediction accuracy of the model.

It is precise because of the above advantages that the convolutional neural network
can perform higher-level and more specific analysis of the original text, to analyze the
semantic meaning of the specific expression of the sentence and classify it.

4.2 Stacked Bidirectional Long Short Term Memory

Long Short Term Memory [19] was first proposed by Hochreiter and Schmidhuber in
1997. It is used to solve the problem of gradient explosion and gradient disappearance.
It is an improved time loop neural network. LSTM is capable of learning long-term
dependencies in data. LSTM, as the name implies, is most commonly used for process-
ing sequence data. The text of commentary is a type of sequence data. The distinctive
feature of sequence data is that the context of the sequence is strongly correlated, and
the special internal structure of LSTM can store the context information of the sequence.
The basic structure of the LSTM involves the memory-based RNN cell. This memory
cell is beneficial for storing information and retrieving past information. This memory
cell aids in the transmission of prior information to the next level. The model selects
previous information based on its training requirements. Remembering useful informa-
tion over a long period is regular exercise. Memorize and apply the stored information
to subsequent operations compared with ordinary recurrent neural networks. The gated
cell can be divided into Input Gate, Output Gate, and Forget Gate according to functional
classification, collectively referred to as long and short-term memory cells. Because the
memory unit in the network can save the state that changes over time, LSTM greatly
improves the ability of the recurrent neural network to process long sequences of data
(Fig. 2).
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Fig. 2. LSTM at time t.

For a cyclic neural network in normal order, ht contains the input information before
time t, that is, the above information in the sentence. To obtain the following information,
a cyclic neural network in the reverse direction (input in reverse order) is used.

The traditional LSTM-based neural network model cannot fully extract the contex-
tual feature-dependent information contained in other aspects of the word, especially the
part of speech of the word. Part of speech plays an important role in feature selection and
feature extraction. It has certain drawbacks and limits the process of text classification.
And the special structure of LSTM makes it support a stacked structure design. Stacked
LSTM is a variant of the LSTM model, that is, multiple LSTMs are stacked. There are
two kinds of forwarding LSTM and backward LSTM. The forward LSTM is used to
capture the past. Features and backward LSTM are used to obtain future features. The
specific process is shown in the figure below. There are two bidirectional LSTM layers
in this network structure. The input of the upper bidirectional LSTM layer is the output
of the lower bidirectional LSTM layer. Each bidirectional LSTM layer consists of two
LSTM layers in different directions. The input of two LSTM layers with different direc-
tions in the same bidirectional layer is the same, except that the connection direction of
each LSTM cell unit is different.

In other words, compared to the traditional LSTM model, in the stacked LSTM
model, text information is input from two directions, which helps to more accurately
recognize the text information and greatly improves the accuracy of the traditional LSTM
model in processing data. In summary, this paper combines themethod of the deep recur-
rent neural network to build a more powerful LSTM-based stacked bidirectional LSTM
(Stacked Bidirectional LSTM) [22] to model teaching texts. As shown in Fig. 3 (take
three layers as an example), the odd-numbered LSTM is forward and the even-numbered
LSTM is reverse. The higher LSTM uses the information of the lower LSTM and all
previous layers as input, and the highest LSTM sequence is used the maximum pooling
in the time dimension can obtain the fixed-length vector representation of the text. This
process fully integrates the contextual information of the text and deep-level abstrac-
tion of the text. Finally, the text representation is connected to Softmax to construct a
classification model.
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Fig. 3. Stacked Bidirectional LSTM text classification model.

5 Case Study

5.1 Data Sources

The data is selected from Qinghai University’s 2019–2020 spring semester from a total
of 61,161 text evaluation data from the Department of Computer Technology and Appli-
cation, the School of Chemical Engineering, the School of Civil Engineering, and the
School of Finance and Economics. After removing some useless data, 61,098 valid
evaluations were obtained. The experimental data is shown in Table 1.

Table 1. Evaluation data set.

Serial number Comment content

1 The teacher is very easygoing

2 The teacher lectures very well

3 Teachers can be clean and self-disciplined and strict in self-discipline

4 Thank you very much teacher, we love this course very much

5 I didn’t take this course, I don’t know

… …

61098 The teacher treats his work carefully and disciplines himself strictly. He can
speak completely in every class, and he treats students with due diligence and
kindness



476 Y. Liang et al.

5.2 Processing Flow

Environmental Preparation. Before constructing the classifier, the evaluation data is
divided into categories according to the classification rules in Table 2 and labeled (Fig. 4):

Table 2. Classification rule definition.

Item Category 0 Category 1 Category 2

Explanation Represents negative and
negative

Represents the neutral
category of evaluations,
including evaluations that
do not indicate
viewpoints and “under”
types of evaluations (both
commendatory and
derogatory), as well as
some expectations and
suggestive evaluations

Represents positive and
positive evaluation

Example “I don’t understand at all
in class” “Class is
boring”
“Teacher is stupid in
class”

“None” (no point of view
expressed)
“The teacher didn’t teach
me.” (no point of view)
“The content is
interesting, but Mandarin
is not standard.” (first
increase and then
decrease)
“I hope the teacher can be
a little creative.” (Express
expectations)

“Very good.”
“Teacher is serious in
class, I especially like it.”
“The teacher is fun and
responsible”

After the labeling, the proportion of each category in the statistics is Category 2:Cat-
egory 1:Category 0 = 54781:5633:684 ≈ 80:8:1, before feeding the model training, the
data is randomly divided into 3 parts: 60% The training set of is used for model training,
20% of the validation set is used to verify the accuracy of the model, and 20% of the test
set is used to predict the effect of the model.

Data Preprocessing. Deep learning framework: paddle v1.7.2
Implementation language: Python3.7.1
Computing environment: Intel(R) Core(TM) i7-8550U CPU@1.80 GHz 1.99 GHz,

CPU training.

Model Building. Build a CNN network and a Stacked Bidirectional LSTM network for
text classification respectively, and the loss function uses cross-entropy loss.

Model Training and Verification. In each round of model training, the average loss
and accuracy of the training set and the validation set are recorded, and the validation
set checks whether the training model is normal.
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Fig. 4. Evaluation text-processing flow.

5.3 Experimental Results

Experimental Results of the Training Set and Validation Set
The average accuracy of the two types ofmodels in the training phase and the verification
phase can reach 98% (Figs. 5 and 6).

Verification Results of the Test Set
To obtain a scientific and accurate prediction effect, 20% of the test set was predicted 10
times in the CNN model and the Stacked Bidirectional LSTM model, and the average
value was taken as the final result. At the same time, to understand the accuracy and
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Fig. 5. The average loss and accuracy of CNN.

Fig. 6. Average loss and accuracy of Stacked Bidirectional LSTM.
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errors of each category in the prediction stage The data are tested separately during
prediction, and the data results are shown in Figs. 7 and 8.

Fig. 7. Accuracy of each category predicted by CNN and Stacked Bidirectional LSTM in the test
phase.

Fig. 8. Error rate predicted by CNN and Stacked Bidirectional LSTM in the test phase.

Results Analysis and Model Evaluation. Both types of models have achieved very
good results in prediction, and the overall accuracy rate can reach 97%. In the comparison
of the accuracy and error rates of each category, CNN is slightly better. The accuracy
of category 0 is relative to category 2, 1 is low, between 55% and 64%. The reason is
that the ratio of each category in the original data set is 80:8:1, and the original data
is unbalanced. This is also based on the characteristics of the actual data itself, which
makes the learning and representation ability of the model in the category with more
data is stronger than the category with fewer data. In addition, from the perspective of
lower error rates, both types of models have achieved good classification results.

6 Classification Application

In natural language processing, sentiment analysis is a typical text classification problem,
but any text information mining cannot stop at the classification of text, but should
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further condense the essence of text information based on classification. Taking teaching
evaluation as an example, the mining of teaching evaluation data should reflect the
gains and losses in the teaching process, and reflect the advantages and disadvantages of
teaching, to promote the fundamental improvement of teaching quality. This article takes
the text classification of teaching evaluation data as the ‘neural center’ of the mining
system and expands the expression of text information in three aspects. Among them,
the classification models all use CNN classifiers.

6.1 Experimental Results

Dictionary-based sentiment analysis starts from the characteristics of the sentence pat-
tern to quantitatively calculate the sentiment tendency of the text, which has certain
applicability, but the disadvantage is that the sentiment classification in the sentence
pattern is often fixed, usually divided into (positive emotion, negative emotion) There
are two categories of emotion) and (positive emotion, neutral emotion, and negative
emotion). Generally speaking, human emotions are divided into 7 types, and it is more
difficult to construct a corresponding dictionary. From the perspective of classification,
a variety of emotional categories can be customized.

The emotion calculationmethod isEmo i=Si/
∑n

i=1 Si.Among them, i is the emotion
category and Si is the number of emotion categories.

Take the result of the above instance classification as an example to calculate the
emotion, and obtain the following emotion distribution map (Fig. 9).

Fig. 9. The three-category sentiment distribution of the instance.

6.2 Focus Analysis

Focus analysis is mainly aimed at the subject objects in the comments. The essence of
the difference in emotion categories lies in the different emotion polarities caused by the
combination of words andwords. Therefore, exploring the essence of emotion categories
can be displayed utilizing words. Here, the nouns in each category are selected as the
embodiment, as shown in the figure below (Figs. 10, 11, and 12):
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Fig. 10. Focus analysis-bubble chart of the positive category.

Fig. 11. Focus analysis-bubble chart of neutral class.

Fig. 12. Focus analysis-negative bubble chart.
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6.3 Characteristic Analysis

Characteristic analysis refers to the description of the review object, which is a concrete
reflection of the emotional tendency and can better reflect the quality of the evaluation
object. Here, the adjectives in each category are selected as the embodiment, as follows
(Figs. 13, 14, and 15):

Fig. 13. Characteristic analysis-bubble chart of positive class.

Fig. 14. Characteristic analysis-neutral bubble chart.

Fig. 15. Characteristic analysis-negative bubble chart.
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Based on the classification of categories, show the reasons why focus words and
descriptive words can specifically reflect the polarity of emotional categories, such as:

In the positive evaluation, the focus analysis reflects that the students are most con-
cerned about the “class atmosphere”, “curriculum”, “content”, “method”, “discipline”,
“influence”, etc., indicating that these aspects have been gained in the teaching process.
Students’ unanimous recognition; the descriptive words in the characteristic analysis
include words such as “humor”, “rigorous”, “patient”, “very good”, “interesting” and
other words that reflect the characteristics and effects of teachers’ teaching. From the
above words, we can understand the positive evaluation the specific embodiment of the
teacher.

The previously defined content of neutral evaluations are evaluations that do not
indicate opinions, evaluations of the “under” type, and evaluations of the expected
suggestion type, indicating that certain aspects of the teaching process are flawed in
the beauty of the situation. From the focus analysis and characteristic analysis, it can
also be learned that “focus”, “speed”, “method”, “organization”, “knowledge structure”,
“chaos”, “patience”, “rigorous” and other related aspects have certain shortcomings.

The number of words related to the negative evaluation is relatively small, but this is
the most critical part of the teaching evaluation because only knowing the shortcomings
can prescribe the right medicine. From the perspective of the vocabulary embodied
in the two types of analysis, words such as “communication”, “voice”, “too small”,
“delay class”, “difficulty”, “boring”, “banal”, and “heavy” are the main components.
It is known that the reasons for the negative evaluation may include problems in the
communication between teachers and students, the teacher’s voice being too small, the
teacher’s existence being dragged in the classroom, and the class being relatively dull.
If you want to improve the teaching level, you can carry out targeted work based on the
above questions.

7 Conclusions

This article uses deep learning to analyze and apply texts through two methods: Convo-
lutional Neural Network and Stacked Bidirectional LSTM. Compared with traditional
text analysis methods, this method has the advantages of high accuracy and efficiency.
The analysis of the results shows that the above methods can efficiently classify teaching
texts with an average accuracy rate of up to 98%, and have high accuracy. And further
targeted the essential information reflected in the evaluation of teaching texts, includ-
ing the calculation of sentiment value, descriptive analysis, and characteristic analysis,
which provides a useful reference for improving teaching methods and improving teach-
ing quality. However, there are still some shortcomings: due to the complexity of the
text itself, the mining in the classification foundation is not perfect. For example, the
highly extracted text representation is not yet in place, and future research still needs
further improvement. Moreover, this article only analyzes the teaching evaluation data
of the Computer Department of Qinghai University, which has certain limitations. In the
future, more comprehensive data sets will be used to continuously improve the method.
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Abstract. How to make information-based teaching more efficient in the digital
age and provide a better reference for the integration of information technology
and curriculum is a proposition that needs urgent research. The article analyzes
the differences in classroom teaching behaviors in the differentiated information
technology environment, and uses video analysis method to quantify the teaching
records. By combining the improved Flanders interaction analysis method, the
data representation of teaching behavior is discussed. Finally, combined with the
characteristics of the teaching process, the improvement measures for effective
teaching using information technology are proposed, which provides a useful
reference for the quality assurance and promotion of the integration of information
technology and curriculum.

Keywords: Informationized teaching ability · Classroom teaching behavior ·
ITIAS

1 Introduction

Information technology has a revolutionary impact on the development of education, and
it will also cause unprecedented changes in classroom teaching. The “Horizon Report
2020 (Teaching and Learning Edition)” mentions that instructional design and learning
design are the key factors for the value of educational informatization [1]. Therefore,
teachers’ information literacy, information technology and curriculum integration capa-
bilities, and the ability to design information-based teaching have become important
“Soft power.”

But at present, the iterative speed and frequency of educational technology have
been far higher than the progress of informatization teaching strategies, which indi-
cates that more observation experiments are needed, and the purpose is to explore more
efficient teaching strategies in an informatization environment. On the other hand, a
certain amount of information-based teaching does not have a scientific methodological
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reference, or there are doubts about the efficiency and benefit of information-based teach-
ing. In order to ensure the success rate of teaching implementation, teachers often rely
more on traditional education technology and implement the “downward compatibility”
technical thinking in lesson preparation.

In fact, in the process of the penetration of information technology into the education
field, the role of teachers is still a key factor. The teacher’s application of information
technology is directly proportional to the completion of classroom teaching [2, 17].Many
early research results related to teachers’ teaching behavior contained a large amount
of information and the analysis process was complicated. Although these studies have
scientific research value, it is difficult to help teachers find problems in actual teaching
activities. However, the emergence of experimental methods represented by the Flanders
interactive analysis system has gradually inspired the work of educational data mining
in the past 60 years, and has brought new opportunities for the research in the field of
teachers’ classroom teaching behavior. To a certain extent, it reduces the threshold and
difficulty of research in this field, and makes the results more obvious. To sum up, these
changes make the analysis of teachers’ teaching behavior in the information classroom
environment once again become a research hotspot.

2 Literature Review

2.1 Teaching Behavior Research

The research needs of teaching behavior originally originated from the needs of teaching
reflection, which is a means to improve teachers’ professional skills and evaluate teach-
ing effectiveness. Early researchers conducted a large number of empirical studies on
teaching effectiveness, interaction behavior, and role behavior. Among them, the study
of teacher characteristics completed by Kratz is considered the beginning of the study of
teachers’ behavior [3], but the study of teachers’ teaching behavior at this time has not
been clearly defined. Since the 1920s, scholars represented by Elliott (1913) and Char-
ters (1929) have carried out special research on teaching behavior, which confirmed the
deep influence of teachers’ behavior on the classroom, and clarified the value of research
on teacher’s teaching behavior [4, 5]. In the 1960s, researchers began to pay extensive
attention to the internal connection between various factors and effects in the classroom,
including teachers’ teaching behavior [6, 18].

With the emergence of the above research, it can be considered that the vertical
research of teacher’s teaching behavior is gradually established in the long explo-
ration, and it is still subdivided into deeper research content. Such as teaching effec-
tiveness, interaction behavior, role behavior, teaching strategies, teaching procedures
and methods, teaching models, etc.

2.2 Teaching Behavior Observation and Analysis Method

Observation tools for teaching behavior began to develop rapidly after entering the
information age, and are currently showing a diversified trend. The main observation
tools involved are: eye movement data, facial video, posture tilt, movement changes,
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pressure sensing, and even emergence The application of medical tools such as ECG,
EEG, and skin conductance in the analysis of teaching behavior. When these techniques
are used as observation tools, video recordings often accompany them in the form of
backups. Researchers often tend to retrieve video backups to verify the reliability of
the results. Because, video recording is considered to be the earliest and most mature
observation method [7].

As for teaching behavior research tools, Flanders InteractionAnalysis System (FIAS)
[8], a coding system for teaching behavior analysis, is often mentioned as an analysis
tool for classroom videos. The process is to use a fixed time interval method to encode
the behavior in each time interval. However, in subsequent experiments, researchers
gradually discovered the differences between regions, subjects, and classroom equip-
ment, which would make FIAS unable to form results that meet the research objectives.
Therefore, many studies have evolved modified versions on the basis of FIAS according
to requirements.

Li et al. [9] believed that FIAS had defects in distinguishing traditional education
technology frommodern education technology, and then developed FIAS (improved) for
the practical application of detection technology in the classroom on this basis effect. For
the study of specific subjects, Ye and Luo [10] combined Chinese context and improved
some items under “indirect influence” in FIAS, so that thewhole system can have a better
performance in the processing of language situations. In response to the changes in the
information environment in the classroom,GuandWang [11] analyzed the coding system
ITIAS for the interactive analysis of teaching behavior in the information environment.
Then Fang et al. [12] set up specific features for the problems in the use of ITIAS. The
revised version is called iFIAS. Up to now, iFIAS is still used as an effective analysis
system for subject education and teaching, teaching application research, development
research and other fields.

Due to its strong descriptibility and maneuverability, FIAS, as a research tool, has
been widely used in the graduation thesis of masters and doctors, and the number has
shown an increasing trend yearly.

3 Research Design

3.1 Object of Study

Select the teaching record of the teaching theory of Chinese language courses at the
undergraduate level of higher education as the research material. A total of 2 valid
samples were selected (hereinafter referred to as “Class A” and “Class B”). The teachers
all have the title of associate professor or above, and are responsible for the course
teaching in the video for more than 5 years. In order to ensure the quality of teaching,
the selected materials are all winning works of the teaching competition.

3.2 Conditions of Study

In order to make the characterization of the results more obvious, the site for conducting
research is set on a reconstructed multimedia classroom. In addition to having traditional
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teaching tools, a recording and broadcasting system is also set up to meet the conditions
for classroom teaching video collection.

In order to try to eliminate the influence of environmental factors on the experimental
results, the recording of the material belongs to the same classroom before and after
the renovation, but at different times. Among them, only the display equipment in the
classroom was replaced. Group A uses a reflective ultra-short throw projector with
touch whiteboard for display and writing; Group B is equipped with modern educational
technology equipment, using five large-scale tablet computers. These five terminals can
be used for information exchange.

3.3 Methodologies

Information Technology-Based Interaction Analysis System (ITIAS) is an improved
version proposed by the R&D team led by Professor Gu Xiaoqing of East China Normal
University on the basis of long-term practice. It is based on Flanders Interaction Analysis
System (FIAS). Gu and others believe that it solves the problem that FIAS cannot
define some new teaching behaviors in modern informatization teaching. It is currently
a relatively complete analysis system in the field of teaching behavior analysis in my
country, with a total of 18 codes. It is divided into four categories: “teacher language”,
“student language”, “silence”, “technology and practice”.

3.4 Definition of Teaching Behavior

A certain number of experiments using FIAS and its derivatives have pointed out in
their conclusions that the experimental method will have definition errors in the coding
process, due to the inaccurate description of some behaviors.

In order to avoid judgment errors in the encoding process, combining the definition
given by academic experts, the concept of “teaching behavior” is summarized as the
research scope: teaching behavior is considered to be a role behavior that occurs between
teachers and students based on a certain teaching purpose, including teacher teaching
and students learning, two kinds of behaviors [13, 19]. Teachers and students are the
composite subjects of teaching behavior [14, 20]. But teaching behavior is usually a
comprehensive behavior shown under the guidance of teacher preset content [15, 21].
Therefore, active behaviors caused by non-above subjects in the teaching are not in the
scope of research. For example, automated behaviors that are not preset by teachers
or students, or behaviors caused by characters other than teachers or students. (e. g.
characters appearing in video content or virtual technologies).

3.5 Research Process

According to ITIAS, the classroom teaching behavior in the video has been coded at the
corresponding time. Sampling is performed every 3 s, and the main actions that occur
during the three-second period are recorded. According to this process, group A and
group B collected 879 and 978 valid codes, respectively. (As shown in Table 1).
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Table 1. Basic information of course recording video.

Effective teaching time Effective coding Ordered pair

Group A 43 min 57 s 879 878

Group B 48 min 54 s 978 977

Fill in the collected data into the corresponding position of the FIAS code table
(shown in Table 2), take group A as an example, intercept the first 9 min.

Table 2. FIAS code table (part of group A).

MIN
SEC

3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60

0 7 16 16 16 6 6 6 6 6 6 6 6 5 6 6 4 4 14 14 7

1 10 10 10 10 3 3 10 10 3 3 6 6 6 6 6 6 6 6 16 16

2 6 6 6 6 6 6 6 6 4 16 16 16 6 6 6 6 6 5 9 3

3 3 3 6 6 6 6 6 6 5 5 9 6 5 9 6 6 6 6 6 9

4 6 6 6 5 9 6 6 6 6 6 5 9 3 6 4 13 6 6 6 6

5 6 6 5 9 6 6 6 6 6 6 5 9 6 6 6 6 6 6 6 6

6 6 4 4 14 14 14 14 14 14 14 9 9 2 2 9 9 9 9 9 9

7 3 3 3 3 4 9 9 9 9 9 9 9 3 3 2 6 6 6 16 16

8 16 16 6 6 6 6 6 6 6 6 6 6 6 16 16 16 6 6 6 6

9 6 16 6 6 6 6 6 6 6 6 16 6 6 6 6 6 4 9 6 6

In order to form a more intuitive representation, the data in the FIAS coding table
will be migrated to the interactive classification matrix. The migration rule is as follows:
Suppose there are n sample data xi (i = 1,2, ···, n) in the code x, and then use adjacent
sample data to form an ordered pair (xn, xn+1). Taking the five data recorded in the FIAS
code table (group A) from 0 min 3 s to 0 min 15 s as an example, the ordered pairs
formed are (7,16), (16,16), (16,16), (16,6). Use the above method to organize all the
sample data xi of group A and group B to form 878 and 977 ordered pairs, respectively.

Next, treat the ordered pair as the coordinates of a point, and fill in the rectangular
coordinate system. Then count the number of ordered pairs in the corresponding coordi-
nates in the rectangular coordinate system. Finally, the interactive classification matrix
is presented (as shown in Tables 3 and 4).
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Table 3. Interactive classification matrix (group A).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 F R

1 8 1 3 3 3 18 2.05%

2 4 1 1 5 11 1.25%

3 1 2 19 7 5 34 3.87%

4 4 7 13 1 2 1 28 3.19%

5 3 1 7 21 5 4 1 42 4.78%

6 5 3 7 3 4 335 17 2 1 1 21 1 400 45.56%

7 4 2 1 1 1 1 10 1.14%

8 0 0.00%

9 1 3 26 2 1 16 2 51 5.81%

10 1 1 3 2 3 1 89 1 2 1 104 11.85%

11 0 0.00%

12 1 1 60 62 7.06%

13 1 1 0.11%

14 6 7 13 1.48%

15 0 0.00%

16 1 1 3 1 20 2 1 34 63 7.18%

17 0 0.00%

18 1 3 37 41 4.67%

For ease of expression, the research uses cell(a, b) to express the number of rows
and columns in the interactive classification matrix (a= 1,2, ···,18) (b= 1,2, ···,18). The
sum of row b is the frequency Fb, and its calculation formula is:

Fb =
∑18

a=1
cell(a, b) (1)

The calculation formula for the proportion Rb of row b is:

Rb =
∑18

a=1 cell(a, b)∑18
b=1 Fb

(2)
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Table 4. Interactive classification matrix (group B).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 F R

1 2 3 1 6 0.61%

2 1 1 0.10%

3 15 2 1 5 4 1 28 2.87%

4 3 22 2 4 2 5 1 4 1 44 4.50%

5 1 1 7 1 5 1 16 1.64%

6 3 2 5 180 1 3 1 1 1 9 1 207 21.19%

7 2 1 3 15 1 1 1 24 2.46%

8 1 1 0.10%

9 2 7 5 2 29 1 46 4.71%

10 3 1 1 1 1 1 26 1 35 3.58%

11 0 0.00%

12 1 154 1 156 15.97%

13 1 1 2 0.20%

14 7 5 12 1.23%

15 1 78 79 8.09%

16 1 2 1 10 2 114 1 1 132 13.51%

17 2 141 143 14.64%

18 1 1 2 1 40 45 4.61%

4 Research Results and Analysis

4.1 Main Teaching Behavior Analysis

Byobserving the interactive analysismatrix (Tables 3 and 4), themain teaching behaviors
in the classroom under different information environments are revealed. The frequency
of main teaching behaviors is higher than the arithmetic mean, and the frequency of
general teaching behaviors is lower than the arithmetic mean.

The calculation formula of the arithmetic means F and variance S is:

F =
∑18

b=1 Fb

18
(3)

And:

S =
∑18

b=1

(
Fb − F

)2

17
(4)

The main teaching behaviors of group A are: teaching (45.56%), student-led ability
to respond (11.85%), teacher operation skills (7.18%), discussion with peers (7.06%),
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and students’ passive response (5.81%). By sorting out the main teaching behaviors, it
can be seen that in the traditional multimedia environment, Group A still uses “transmit-
receive” as the main teaching procedure, and teachers use multimedia to cooperate with
speech to complete the delivery of teaching content. Among them, questions accounted
for 7.97%, with 70 ordered pairs, occupying 3 min and 30 s of class time. It can be seen
that teachers use questioning as the main interactive method. This method will stimulate
students to think and activate the classroom atmosphere.

The main teaching behaviors of group B are: teaching (21.19%), discussion with
peers (15.97%), students’ independent practice (14.64%), teacher’s operating skills
(13.51%), and doing exercises (8.09%). By observing the main teaching behaviors,
it can be concluded that compared with group A, group B has greater changes in the
teaching style and teaching procedures. One is that the time spent on lectures has been
drastically reduced. The second is that teaching behaviors are presented in amore diverse
form, which is mainly manifested in the variance of the proportion of the main teaching
behaviors of group A and group B. The teaching behavior in group B has a diversified
trend, and “teaching” in group A is dominant. Third, in teaching design, Group B is more
inclined to use group collaboration and practice as the main means to replace large-scale
questioning and other behaviors to maintain the atmosphere and complete the teaching
content.

Through the above comparison, it can be found that the emergence of interactive
display terminals has changed the original course design to a certain extent. One is to
break the traditional way of carrying out collaborative teaching in teaching. Traditional
teaching relies on the division in the sense of physical space, and the teaching supported
by information technology uses interactive devices to interact between students. The
second is that the change in the way of interaction is conducive to rebalancing the dis-
course power of teachers and students, which has a symbolic significance for weakening
teacher-led teaching.

4.2 Ratio Analysis

Ratio analysis is common in FIAS-based research, and it can provide macroscopic data
conclusions for research. Classify each code in each ITIAS and calculate the ratio, and
finally draw a comparison of classroom teaching behavior structure under the influence
of information technology (as shown in Table 5).

Calculation formulas for the ratio of behaviors appearing in Table 5 are as follows:

TL =
∑8

b=1
F ÷

∑18

b=1
Fb (5)

TL1 =
∑5

b=1
Fb ÷

∑18

b=1
Fb (6)

TL2 =
∑8

b=6
Fb ÷

∑18

b=1
Fb (7)

SL =
∑12

b=9
Fb ÷

∑18

b=1
Fb (8)
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Table 5. Comparison of teaching behavior structure under the influence of information technol-
ogy.

Group A Group B

Teacher language (TL) 61.85% 33.47%

Indirect effects (TL1) 15.15% 9.72%

Direct effects (TL2) 46.7% 23.75%

Student language (SL) 24.72% 24.26%

Answer (SL1) 17.65% 8.29%

Questions and discussions (SL2) 7.06% 15.97%

Silence (Q) 1.59% 9.52%

Chaos that doesn’t help teaching (Q1) 0.11% 0.2%

Think about the problem (Q2) 1.48% 1.23%

Do exercises (Q3) – 8.09%

Technology and operation (Tp1) 11.85% 32.75%

Teacher operation technology (Tp1) 7.18% 13.51%

Students try to operate (Tp2) – 14.64%

Technology works on students (Tp3) 4.67% 4.61%

SL1 =
[∑18

a=1
cell(a, 9)+

∑18

a=1
cell(a, 10)

]
÷

∑18

b=1
Fb (9)

SL2 =
[∑18

a=1
cell(a, 10)+

∑18

a=1
cell(a, 11)

]
÷

∑18

b=1
Fb (10)

Q =
∑15

b=13
Fb ÷

∑18

b=1
Fb (11)

Q1 =
∑18

a=1
cell(a, 13)÷

∑18

b=1
Fb (12)

Q2 =
∑18

a=1
cell(a, 14)÷

∑18

b=1
Fb (13)

Q3 =
∑18

a=1
cell(a, 15)÷

∑18

b=1
Fb (14)

Tp =
∑18

b=16
Fb ÷

∑18

b=1
Fb (15)

Tp1 =
∑18

a=1
cell(a, 16)÷

∑18

b=1
Fb (16)

Tp2 =
∑18

a=1
cell(a, 17)÷

∑18

b=1
Fb (17)
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Fig. 1. Comparison of teaching behavior structure under the influence of information technology.

Tp3 =
∑18

a=1
cell(a, 18)÷

∑18

b=1
Fb (18)

Population Ratio Distribution. Comparison of the overall structure of the two groups
of classroom teaching behaviors under the influence of information technology (as shown
in Fig. 1). The teacher language ratio of Group A is 61.85%, which exceeds the sum
of other columns. The various languages of group B are in a more balanced state. It is
worth noting that in group B, “doing exercises “ accounted for 84.97% of the “silent”
part and 8.09% of the total. While “students try to operate” accounted for 44.7% of
the “technology and practice” and14.64% of the total. The lack of this type of student
behavior in the group A classroom affects the ratio of teachers and students participating
in the classroom to a certain extent.

There are two preliminary conclusions that can be drawn from the above analysis:
First, from the perspective of students, the use of information technology can strengthen
students’ participation in the classroom in the “Silence” part and the “Technology and
Practice” part, so as to achieve a student-oriented teaching atmosphere. Second, from
the perspective of teachers, the use of information technology will greatly reduce the
rate of teaching using teacher language, which has caused some teaching content in the
original teaching plan to be redesigned. Teachers need to think about how to re-establish
interaction and evaluation mechanisms with students.

Teacher Language Ratio Distribution. Teacher language is a collection of direct
effects such as teaching and Indirect effects such as questioning, which indicates the
teacher’s participation in leading the classroom behavior. As shown in Fig. 2, the teacher
language ratio of group A is significantly higher than that of group B, and the behavior
of “teaching” (code 6) of both groups is dominant in direct influence. The difference
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Fig. 2. The comparison of teacher’s language and student’s language behavior structure.

is that the ratio distribution within Indirect effects is differentiated. What is more obvi-
ous is that feedback behavior (codes 1–3) is basically missing in the data of group B.
Through video review, it is found that teaching is implemented in different technical
environments. Not only will it affect teachers to adopt different teaching strategies. And
it will lead to changes in teacher information feedback. The feedback behaviors in group
A (codes 1–3) are mainly derived from real-time feedback from teachers after students
answer the questions, but group B adopts more online interactive behaviors (collecting
answers online, online multiple-choice questions, etc.). The results show that teachers
use less time to feedback the results of such behaviors, and they also omit accurate
information feedback to some students.

Students Language Ratio Distribution. Student language is the part that represents
students’ participation in the classroom. There are four codes for their behavior, which
can be divided into two categories (“answer”, “questions and discussions”) by observing
Table 5, it can be found that the proportions of “answer” and “questions and discussions”
are opposite. Through behavioral frequency analysis, it is found that the differences in
the two sets of data are derived from the differences in teaching strategies in the technical
environment. In Group a, where teaching and questioning are the main teaching behav-
iors, the ratio of “Answer” (17.65%) is higher than that of “Questions and discussions”
(7.06%) in Group B where practice and discussion are the main teaching behaviors, the
rate of “Questions and discussions” (15.97%) is higher than that of “Answer” (8.29%).

4.3 Steady State and Behavioral Frequency Analysis

Flanders (1970) described amethod of behavioral analysis using the stability of observa-
tion data in his research [16]. In the interactive analysis matrix, the coordinate traversed
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by the diagonal line formed by the equation y= x is the steady-state grid.When the coor-
dinates are in the steady-state grid, the corresponding teaching behavior is continued.
Analyzing the steady-state grid can obtain a variety of data in the teaching behavior:
First, the ratio between the steady-state grid and the frequency can reveal the degree
of stability of the corresponding teaching behavior (for example, the probability that
the teaching behavior may be converted to other teaching behaviors after it occurs). In
addition, by observing the coordinate distribution of the non-steady-state grid part, data
related to the teaching behavior pattern can be obtained.

Analyze Teaching Behavior by Using the Characteristics of Steady-State Grid. It
is found that the stability of “discuss with peers” and “Technology works on students”
of group A are at a relatively high level, and the main teaching behaviors of group
B are “discuss with peers”, “Students try to operate” and general teaching behaviors
“Do exercises” The degree of stability is at a relatively high level. Through the video
review, the research found that the behaviors with higher stability have the following
characteristics: First, from the perspective of teaching design, the behaviors with higher
stability usually have a strong purpose. They occur intensively in a certain period of time
in order to achieve the purpose of teaching. Second, from the perspective of the object.
Typically, the behavior subject of highly stable behaviors is the student. The reason for
this phenomenon is that teachers take the initiative to set aside time for student activities
through guidance.

By comparing the highly stable behaviors in group A and group B, the research can
learn the main ways teachers and students interact in classroom teaching. Group A tends
to allow students to gain experience through efficient display (long-term observation
of pictures, videos). Group B tends to let students conduct discussions through group
collaboration, and at the same time use the Internet to complete inter-group interaction
and teacher-student interaction. The source of experience is mainly peers.

Obtain Classroom Information by Analyzing Non-steady-State Grid. For example,
“indirect effects” generally show a low degree of stability, where the areas corresponding
to codes 1 to 3 represent the teacher’s feedback on student behavior, and the areas
corresponding to codes 4 and 5 are the teacher’s questioning behavior. By observing the
interactive classification matrix, it can be concluded that Group A and Group B both
show a relatively low level of stability in the above-mentioned areas. among them, 60%
of the coordinates of cell(a,5) in the interactive classification matrix of group A fall in
the position of cell(6,5). 61.9% of the non-steady state coordinates of cell(a,4) fall in
the position of cell(6,4), which means that 60% of open problems and 61.9% of closed
problems occur in the “teaching” behavior after the end.

Therefore, it can be known that the groupAused theway of frequently asking various
questions to attract the students’ attention andmaintain the degree of concentrationwhen
teaching content. In group B, the value of this area is relatively small, indicating that
this type of questioning is not the main teaching method of group B.
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5 Conclusion

First of all, it is discovered through research that the application of information technol-
ogy in the classroom will further deepen the integration of information technology and
courses. This study found through comparative analysis that the addition of new termi-
nals and new functions has changed the way teachers teach to a certain extent. In the
group B class, the use of digital devices to communicate has become a part of the class.
For example, teachers use teaching software to post classroom tasks; students use touch
screens to write and display the content of group discussions. Such classroom activities
require more teaching preparation. In a sense, it can be said that the impact of technology
on the classroom is extending from inside the class to outside the class. In the teaching
design stage, the teacher combined the teaching content of the course and the function of
the equipment in the classroom to redesign the teaching process, which will determine
the degree of completion of the classroom activities. Therefore, the emergence of new
technologies is conducive to the integration of information technology and curriculum
to a certain extent, and guides teachers to rethink.

Secondly, the application of information technology in the classroom will further
balance the discourse power of teachers and students in the classroom. In traditional
classrooms, teacher language usually dominates. However, due to the emergence of new
interactive channels in the classroom, the medium of dissemination of information has
changed, and the teacher’s characteristic of occupying the classroom will be weakened.
It can be found by comparing the two groups of classrooms through ratio analysis. On
the one hand, in Group B, the terminal tablet computer not only displays classroom
information, but also provides an equivalent interaction space for teachers and students.
On the other hand, the “quick sharing of screens” function can be used to emphasize
information. This new type of function is used extensively in the classroom of Group
B, and replaces the traditional way of emphasizing information such as “stand up and
answer questions”. These changes have further revealed the traces of balancing the
discourse power of teachers and students.

However, the use of information technology will also cause the lack of some class-
room teaching behaviors, which affects teaching activities to a certain extent. Through
the analysis of teacher’s language ratio and non-steady state, it is found that the emo-
tional interaction between teachers and students in the classroom that uses information
technology to interact is weak. This phenomenon is intuitively reflected in the classroom
as two points. One is that it is difficult for teachers to participate when student complete
online tasks. It is difficult for teachers to make effective teaching behaviors within the
time when students complete the tasks. Normally, the teacher will intervene after the
student has completed most of the tasks. Second, there is a lack of accurate feedback on
the content posted by students. Although the method of collecting answers widely can
improve efficiency, it also leads to the loss of emotional interaction in the classroom. In
contrast, traditional classrooms use the “stand up to answer questions” method. Teachers
usually make full evaluations and feedback on the results, which forms the main part of
the teacher-student emotional interaction in the classroom.
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6 Epilogue

This study uses ITIAS to quantitatively analyze two classrooms in different technical
environments. Use data analysis as a means to mine the generated classroom behavior
data. From the perspective of classroom teaching behavior, it is proved that different
technologies will have an impact on teaching design and classroom behavior of teachers
and students. Then, sort out the reasons behind the phenomenon, and provide experience
for the development of informatization teaching level. However, it needs to be pointed
out that due to the limitation of the analysis method, the metadata of this research is the
result of human judgment. If the follow-up research uses AI for analysis, it can be both
objective and efficient. In addition, the use of the ITIAS code sheet to analyze different
lesson types is prone to data deviation, and the control experiment is still only suitable
for the samples under the same lesson type. The later stage of research should also be
in line with the student-centered concept, and need to pay more attention to the learning
experience, starting from the student’s perspective.
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Abstract. In order to realize object loading and improve loading efficiency, a six-
degree-of-freedom robot is taken as the research object, and its kinematics analysis
and trajectory planning research are carried out. Establish a kinematic model for
the loading robot, and perform forward and inverse kinematics analysis; useMonte
Carlo method to solve the robot’s workspace, and obtain a point cloud image of
the workspace at the end of the robot; perform a trajectory planning simulation on
the loading robot to obtain The position, velocity and acceleration curve of each
joint during the movement. The results show that the robot moves continuously
and smoothly, the scope of the working space is appropriate, and the loading work
can be completed.

Keywords: Loading robot · Kinematics analysis · Workspace · Trajectory
planning · Six degrees of freedom

1 Preface

In recent years, robots have developed very rapidly and have become an indispensable
part of our daily lives. For example, in response to COVID-19, intelligent factories,
etc. [1–3]. For the factory, the wide application of industrial robots helps manufacturers
reduce production costs, improve production efficiency and product quality, and adapt
to the changes of market demand faster. Among them, the loading robot is mainly used
in the field of logistics automation to replace manual transfer and assembly of goods
[4]. There are many kinds of existing robots, but there is a lack of a loading robot with a
high degree of intelligence, a compact overall structure and strong load capacity [5–9].
It is necessary to develop a small, heavy-duty and high-precision robot. For this, we
have Research on related basic theories and key technologies such as design, trajectory
planning, dynamic simulation, motion control of small, heavy-duty and high-precision
robots.

This paper takes the six-degree-of-freedom loading robot as the research object,
based on the D-H parameter method to model and analyze the kinematics of the robot,
analyze theworkspace byMonteCarlomethod, andperform the robot trajectory planning
and simulation by Matlab.
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2 Coordinate System Establishment

The D-H parameter method was proposed by Denavit and Hartenberg [10]. Based on
the D-H parameter method, we established a coordinate system on each joint of the
six-degree-of-freedom loading robot, and described the end effector pose of the loading
robot through the relationship between the coordinate systems. The kinematic equation
of the loading robot, the coordinate system is shown in Fig. 1, and Table 1 is the D-H
parameter table of the six-degree-of-freedom loading robot.

Fig. 1. Link coordinate system.

Table 1. D-H parameter table.

Link i di/(mm) αi/(mm) ai/(◦) θi

1 201 0 π/2 θ1

2 0 −480 0 θ2

3 0 −360 0 θ3

4 180 0 π/2 θ4

5 120 0 −π/2 θ5

6 137 0 0 θ6
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3 Forward Kinematics

The forward kinematics analysis of the loading robot is carried out, and the position and
posture of the end effector of the robot relative to the reference coordinate system are
obtained through its link parameters and joint variables [11].

The homogeneous transformation matrix between the adjacent joint coordinate
systems of the loading robot is:

(1)

cθi = cosθi, sθi = sinθi, cαi = cosαi, sαi = sinαi (2)

Bring in the D-H parameter,

0
1T =

⎡
⎢⎢⎣

cθ1 0 sθ1 0
sθ1 0 cθ1 0
0 1 0 d1
0 0 0 1

⎤
⎥⎥⎦ (3)

1
2T =

⎡
⎢⎢⎣

cθ2 −sθ2 0 a2cθ2
sθ2 cθ2 0 a2sθ2
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (4)

2
3T =

⎡
⎢⎢⎣

cθ3 −sθ3 0 a3cθ3
sθ3 cθ3 0 a3sθ3
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (5)

3
4T =

⎡
⎢⎢⎣

cθ4 0 sθ4 0
sθ4 0 −cθ4 0
0 1 0 d4
0 0 0 1

⎤
⎥⎥⎦ (6)

4
5T =

⎡
⎢⎢⎣

cθ5 0 −sθ5 0
sθ5 0 cθ5 0
0 −1 0 d5
0 0 0 1

⎤
⎥⎥⎦ (7)

5
6T =

⎡
⎢⎢⎣

cθ6 −sθ6 0 0
sθ6 cθ6 0 0
0 −1 0 d6
0 0 0 1

⎤
⎥⎥⎦ (8)
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Set the reference coordinate system to the base of the robot and bring in the D-H
parameters, in there, cθi = cos θi; sθi = sin θi; cαi = cosαi; sαi = sin α◦ where the
above matrix is multiplied by the right to get the relationship between the end of the
robot and the base:

0
6T = 0

1T · 12T · 23T · 34T · 45T · 56T =

⎡
⎢⎢⎣

nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

⎤
⎥⎥⎦ (9)

Among:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

nx = c1 [c23(c4c5c6 − s4s5) − s23s5 c5] + s1(c4c5c6 − c4s6)
ny = s1 [c23(c4c5c6 − s4s6) − s23s5 c6] − c1(s4c5c6 + c4s6)
nz = −s23(c4c5c6 − s4c6) − c23s5c6
ox = c1 [c23(−c4c5c6 − s4c6) + s23s5 s6] − c1(−s4c5s6 + c4s6)
oy = s1 [c23(−c4c5s6 − s4c6) + s23s5 s6] − c1(−s4c5s6 + c4s6)
oz = −s23 (−c4c5s6 − s4c6) + c23c5s6
ax = −c1(c23c4s5 + s23c5) − s1s4s5
ay = −s1(c23c4s5 + s23c5) + c1s4s5
az = s23s4s5 − c23c5
px = c1[a2c2 + a3c23 − s23d4] − d3s1
py = s1[a2c2 + a3c23 − s23d4] + d3c1
pz = −a3c1 − a2s2 − d4c23

(10)

In the above formula:

c23 = cos(θ2 + θ3) = c2c3 − s2s3, s23 = sin(θ2 + θ3) = s2c3 + c2s3 (11)

4 Inverse Kinematics

The inverse kinematics analysis of the loading robot is carried out, and the joint variables
are reversed through the connecting rod parameters and the expected position and posture
of the robot end relative to the reference coordinate system [12]. There aremany solutions
to robot inverse kinematics, such as geometric solution, algebraic solution, etc. [13], this
paper uses algebraic method to solve the six-degree-of-freedom robot.

4.1 Solve θ1, θ5, θ6

0
6T = 0

1T · 12T · 23T · 34T · 45T · 56T =

⎡
⎢⎢⎣

nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

⎤
⎥⎥⎦ (12)
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Further available:

0
1T

−1 · 06T = 1
6T (13)

0
1T

−1 · 06T · 56T−1 = 1
2T · 23T · 34T · 45T = 1

5T (14)

0
1T

−1 =

⎡
⎢⎢⎣

c1 s1 0 0
0 0 1 −d1
s1 −c1 0 0
0 0 0 1

⎤
⎥⎥⎦ (15)

5
6T

−1 =

⎡
⎢⎢⎣

c6 s6 0 0
s6 −c6 0 0
0 0 1 −d6
0 0 0 1

⎤
⎥⎥⎦ (16)

Left side of equation:

0
1T

−1 · 06T · 56T−1

=

⎡
⎢⎢⎣

c6
(
nxc1 + nys1

) − s6
(
oxc1 + oys1

)
c6

(
nxc1 + nys1

) − s6
(
oxc1 + oys1

)
nxc6 − ozs6 ozc6 + nzs6

s6
(
oyc1 − oxs1

) − c6
(
nyc1 − nxs1

) −s6
(
nxc1 + nys1

) − s6
(
oxc1 + oys1

)
0 0

axc1 + ays1 pxc1 − d6
(
axc1 + ays1

) + pys1
az pz − d1 − azc1

axs1 − ayc1 −pxc1 + d6
(
ayc1 − axs1

) + pxs1
0 1

⎤
⎥⎥⎦ (17)

From the equal sign left and right are equal, we know that the elements in the 3rd
row and 4th column of the matrices on both sides of the equation are correspondingly
equal.

−pyc1 + d6
(
ayc1 − axs1

) + pxs1 = d4 (18)

Assume:

d6ay − py = m (19)

axd6 − px = n (20)

Then:

mc1 − ns1 = d4 (21)
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So:

θ1 = A tan 2(m, n) − A tan 2

(
d4,±

√
m2 + n2 − d24

)
(22)

A tan 2(m, n) = 2 tan(m + n)/
[
1 − tan2(m + n)

]
(23)

From the 3rd row and 3rd column on the left and right are equal, we get:

axs1 − ayc1 = c5 (24)

θ5 = ±arccos
(
axs1 − ayc1

)
(25)

From the left and right third row and the first column are equal, we get:

s6
(
oyc1 − oxs1

) − c6
(
nyc1 − nxs1

) = s5 (26)

Assume: nxs1 − nyc1 = m, oxs1 − oyc1 = n
Then:

mc6 − ns6 = s5 (27)

Obtained by simplification: m2 + n2 = s52, get:

θ6 = A tan 2(m, n) − A tan 2(s5, 0) = A tan 2(m/s5, n/s5), (s5 �= 0) (28)

4.2 Solve θ2, θ3, θ4
0
1T

−1 · 06T · 56T−1 · 45T−1 = 1
2T · 23T · 34T = 1

4T (29)

Among:

4
5T

−1 =

⎡
⎢⎢⎣

c5 s5 0 0
0 0 −1 d5

−s5 c5 0 0
0 0 0 1

⎤
⎥⎥⎦ (30)

1
2T · 23T · 34T = 1

4T =

⎡
⎢⎢⎣

c234 0 s234 a3c23 + a2c2
s234 0 −c234 a3s23 + a2s2
0 1 0 d4
0 0 0 1

⎤
⎥⎥⎦ (31)

Calculate joint angle θ3, because the first row and the fourth column of equations
on both sides are equal, and the second row and the fourth column of equations on both
sides are equal.

d5
[
s6

(
nxc1 + nys1

) + c6
(
oxc1 + oys1

)] − d6
(
axc1 + ays1

) + pxc1 + pys1 = m (32)
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pz − d1 − azd6 + d5(ozc6 + nzs6) = n (33)

Then:

m = a3c23 + a2c2 (34)

n = a3s23 + a2s2 (35)

Taking the sum of squares, we get:

a2
2 + a3

2 + 2a2a3(s23s2 + c23c2) = m2 + n2, s23s2 + c23c2 = c3 (36)

Therefore:

θ3 = ±arccos

(
m2+n2 − a22 − a32

2a2a3

)
,m2 + n2 ≤ (a2 + a3)

2 (37)

The same can be obtained:

θ2 = A tan2(s2, c2) (38)

Finally, we calculate θ4:

(39)

So:

θ4 = A tan 2
(−s6

(
nxc1 + nys1

) − c6
(
oxc1 + oys1

)
, ozc6 + nzs6

) − θ2 − θ3 (40)

5 Working Space

Theworkspace is composed of all the points that can be reached by the robot end effector
in the reference coordinate system. It is an important index to measure the performance
of the robot. In this paper, Monte Carlo method is used to solve the problem, which is
fast and easy to display.

First, determine the variation range of each joint variable of the robot, and generate N
0–1 random points through a random function to obtain the random value of each joint
variable as the step length. Through positive kinematics the function fkine generates
a working space, which is composed of all the points that can be reached by the end
effector of the loading robot in the reference coordinate system, taking N= 100000, and
the result is shown in the figure:

It can be seen from Fig. 2, Fig. 3, Fig. 4, and Fig. 5 that the working space of the
filling robot is approximately a sphere with a radius of 1 m, and there is no obvious
cavity, indicating that the robot can work at any point in the working space, and the
working space of the robot can Effectively cover the task space and can adapt to various
working environments.
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Fig. 2. Cloud map of workspace. Fig. 3. XY plane projection.

Fig. 4. YZ plane projection. Fig. 5. XZ plane projection.

6 Trajectory Planning

Trajectory planning belongs to the robot bottom planning, which calculates the expected
motion trajectory according to the requirements of the task. The so-called planning refers
to the displacement, velocity and acceleration of the robot in the process of motion. The
trajectory planning of the loading robot can be carried out in joint space or Cartesian
space, but the trajectory is required to be smooth and continuous to make the robot move
smoothly. Since trajectory planning in Cartesian space needs to be transformed through a
large number of calculations [14], this paper performs trajectory planning in joint space.
Polynomial interpolation is commonly used in joint trajectory interpolation, because
cubic polynomial interpolation can not meet many constraints, so quintic polynomial
interpolation is needed. The constraints of the loading robot are:

(41)
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Substitute:

(42)

The result is:

(43)

The joint angle of the robot for grabbing and filling is: [0,0,0,0,0,0], and the joint
angle of the robot for placing and filling is: [pi/4, pi/6, −pi/6, pi/2, −pi/4, pi/2]. Taking
joint 1 and joint 6 as examples, the trajectory simulation results are shown in Figs. 6, 7,
8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24.

Fig. 6. Robot end trajectory.

From Figs. 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24,
it can be seen that during the loading work, After quintic polynomial programming,
the angular displacement, angular velocity and angular acceleration curves of the six
joints of the robot meet the constraints, the route from the grasping position of the
loading robot to the placement position is fast and smooth. There are no interruptions
and jumps. The rationality of the structural design is further verified. The curves of the
angular displacement, angular velocity, and angular acceleration of the loading robot
joints are smooth and continuous without sudden changes, and there is no excessive
acceleration, which can meet the requirements of the loading work, which meets the
stability requirements during movement.
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Fig. 7. Joint angle 1 displacement Fig. 8. Joint angle 2 displacement

Fig. 9. Joint angle 3 displacement Fig. 10. Joint angle 4 displacement

Fig. 11. Joint angle 5 displacement Fig. 12. Joint angle 6 displacement

Fig. 13. Joint angle 1 speed Fig. 14. Joint angle 2 speed
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Fig. 15. Joint angle 3 speed Fig. 16. Joint angle 4 speed

Fig. 17. Joint angle 5 speed Fig. 18. Joint angle 6 speed

Fig. 19. Joint angle 1 acceleration Fig. 20. Joint angle 2 acceleration
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Fig. 21. Joint angle 3 acceleration Fig. 22. Joint angle 4 acceleration

Fig. 23. Joint angle 5 acceleration Fig. 24. Joint angle 6 acceleration

7 Conclusion

This paper aims at the loading problem of 6-DOF robot, the D-Hmodeling of the loading
robot is carried out, and the relationship between the joint angle and the end pose of the
robot is obtained through the analysis of forward kinematics and inverse kinematics; the
cloud image of the working space of the loading robot is established by the Monte Carlo
method, and the simulation experiment is carried out by quintic polynomial trajectory.
The trajectory curve and joint displacement, velocity and acceleration of the loading
robot from the grasping position to the placement are obtained. The results show that
the loading robot has a simple working route, runs smoothly, the rationality of the
loading robot design and geometric parameter design of the manipulator is verified,
and exhibits good working performance. It lays an application foundation for the mobile
robot equipped with loading robot to complete the autonomous recognition and grasping
of the target object, we can get help from it for follow-up research.
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Abstract. Aiming at the lack of specific domain corpus in text sentiment polarity
analysis, the inaccurate classification accuracy of the naive Bayes algorithm due
to the independence assumption and the sparse word vector matrix, a text senti-
ment analysis method based on the improved naive Bayes algorithm is proposed.
Combining machine learning methods with domain sentiment dictionary weight-
ing methods. The improved word frequency inverse file frequency algorithm is
used to extract the feature word vector of hotel review text, and the weight of the
feature word vector of the domain dictionary after regression test is introduced to
weaken the influence of the independence assumption. The singular value decom-
position algorithm realizes the dimensionality reduction of the word vector sparse
matrix and eliminates redundancy. The remaining features are used to construct a
polynomial model of Naive Bayes. The results of simulation research show that
this method can effectively improve the effect of text sentiment classification.

Keywords: Singular value decomposition · Emotion analysis · Domain
dictionary · Naive Bayes

1 Introduction

With the development of social software and e-commerce platforms, various online
applications are flooding our daily lives, and the acceleration of the pace of life has caused
users to rely heavily on these applications. At the same time, it has produced evaluation
information rich in emotional value. It will resonatewith other consumers and affect their
subjective intentions. The products of these online products, including textual data on
consumer sentimental tendencies, have great value that can be mined. At the same time,
the amount of data generated by the application is also very large [1], if you rely solely
on manual identification, the amount of tasks will be very large and heavy. Therefore, it
is necessary to propose a text sentiment analysis technology based on machine learning.
As a text value mining process in the field of natural language processing, text sentiment
analysis is the study of processing, analyzing, and mining information data in different
forms of natural language. The main research here is sentiment analysis and mining of
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text information. For example, in the field of hotel reviews, the user’s living experience
contains complex and emotional information, and the evaluation of hotel services and
facilities is polar, with high-profile praise and negative rebuke. With the development of
technology, the field of humanistic sentiment analysis is not only limited to word-level
issues, but also extended to article-level research. Through the development of existing
machine learning and data mining technology, it provides the field of text sentiment
conditions for development.

This paper mainly studies the two classification problems of sentiment orientation
polarity of Chinese text, combined with the more versatile machine learning methods
and domain dictionary methods, and analyzes the sentiment polarity of consumers’ sub-
jective texts based on machine learning methods, such as Naive Bayes, KNN Traditional
methods such as SVM, SVM, and algorithms for different problems in the research
field are combined and improved. The analysis method based on the domain dictionary
calculates the overall emotional strength of the text by analyzing the polar words.

2 Related Work

Scholars at home and abroad have done a lot of research on sentiment feature analysis.
Literature [2] constructed a domain sentiment dictionary method based on word vec-
tors, trained the word2vec model to obtain the seed word set vector and mapped it to
the high-dimensional vector space, and realized the sentiment word The feature vector
representation makes the extracted emotion word vector more domain characteristics.
Literature [3] constructs a sentiment dictionary covering different parts of speech infor-
mation in the field ofWeibo, and introduces a combination of semantic rule sets between
texts and multi-faceted sentiment dictionaries to enhance the accuracy of analysis. Liter-
ature [4] studies sentiment analysis in the homestay domain, uses an improved SO-PMI
algorithm to construct a domain dictionary for homestay evaluation, and uses the LDA
topic model for analysis, and finally visualizes homestay reviews. Based on the extended
domain dictionary, better decision-making effects are made. Considering the low accu-
racy of the model prediction by the word frequency and part of speech of the sentiment
dictionary, more and more researches combine the sentiment dictionary with machine
learning methods to increase the learning ability of the model in addition to overcoming
the shortcomings of the sentiment dictionary. It is widely used in the field of sentiment
analysis. Literature [5] integrates the extended emotional dictionary into the Chi-square
feature selection model (CHI) to eliminate the influence of negative words changing
part of speech and feature selection on the effect of the polarity value on the result of
emotion prediction during emotion prediction. Improved classification accuracy. The
literature [6, 7] uses the method of integrating multiple machine learning algorithms
combined with the emotional dictionary, and uses the integrated learning of Word2Vec
feature extraction and support vector machine (SVM) classification method to solve the
problem of machine learning methods lacking a specific corpus, and the use of multiple
classifiers The fuzzy calculation of the integrated and quantified dictionary improves
the accuracy of model prediction. Literature [8–10] uses convolutional neural network
(CNN) and recurrent neural network (RNN) to solve the problem of high-dimensional
explosion and gradient disappearance of data. The literature [11] has a large number of
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language constraints on utterance and polarity structure to enhance DNN and apply it
to sentence sentiment analysis, using less training data to significantly improve perfor-
mance. The literature [12] proposed a hierarchical Twitter sentiment model (HTSM),
there are twomain features: short texts without predefined levels of depth andwidth build
important aspects of the hierarchical tree, and through the application of price perception
Dictionary to discover these important aspects of emotional polarity emotional reasoner.
The literature [13] developed a new fast sentiment analysis method (FAST-BiLSTM),
which can strike a balance between performance and speed. The literature [14] use rough
set theory (RST) and teaching-based optimization (TLBO) methods, combining natural
language processing with text processing, and the effect of sentiment analysis has been
improved. The literature [15] is aimed at a specific field and conducts a polar sentiment
analysis of Arabic social media news. Reference [16] constructed a Bayesian network
model for extracting sentiment variables with OCCmodel generation rules for sentiment
SD symbols in text data, and realized sentence-level sentiment classification under the
influence of weakening of the lack of information, and solved the category of senti-
ment sentences. Automatically determine the problem. Literature [17] combines parent
nodes with dependent relationships and improved word frequency inverse file frequency
algorithm to construct a hidden Naive Bayes model to improve classification accuracy.
Literature [18] constructed a weighted naive Bayes algorithm based on the contribution
rate of sentiment words, which considers the overall feature on the basis of improving
its posterior probability, which is an effective analysis method. Reference [19] aimed at
the assumption of conditional independence among attributes of the naive Bayes model,
and studied the independence and dependence between text attributes, combined with
the hidden naive Bayes model as an sentiment classification model in the field of product
reviews.

Based on the research results in the field of sentiment analysis at home and abroad, it
is found that theNaive Bayes algorithm has a huge space inmining the value of sentiment
information. It is simple and easy to operate, but the classification effect is very good,
and it has a high level of performance for special fields lacking a corpus. Conditional
independence [20] hypothesis and high-dimensional word vector matrix sparse problem,
select the emotional feature words in the wrong sample after the test to give a linear
weight, and build an artificial label based on the frequency of the wrong sample after the
regression test for the original sentiment dictionary. The sentiment dictionary enables the
improved word frequency inverse file frequency algorithm to make the tested sentiment
features have high-category features when extracting features, and the artificially labeled
sentiment dictionary is returned to the original sentiment dictionary to construct a corpus
of specific fields. While weakening the influence of the assumption of independence,
the singular value decomposition algorithm is applied to the word vector sparse matrix
to reduce the dimensionality to eliminate redundant features, construct a naive Bayesian
polynomial model.
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3 Text Sentiment Analysis Model

3.1 Data Preprocessing

Remove stop words: Stop words provide noise during the training of the model, which
is detrimental to the training of the model. When the model is trained, useless symbols
can be added to it through a custom stop vocabulary list, or the custom stop vocabulary
can be combined with a standardized stop vocabulary widely used on the Internet. In the
training process of the model, the adverse effect of stop words on the accuracy of the
model is solved, and the efficiency of the model is improved.

Stuttering participle: The smallest unit of Chinese expression semantics is words, so
the basis of preprocessing is the segmentation of text data. The result of word segmenta-
tion is very important for processing Chinese information. Stuttering word segmentation
is the most commonly used Chinese natural language processing word segmentation
method. The processed text file is the key to feature extraction and text word vector
generation.

3.2 Improved TF-IDF Algorithm

1) In the process of data processing, the extraction of text feature word vectors plays a
vital role, the word frequency inverse frequency algorithm, was produced in 1988,
which realizes the calculation and normalization of text data to improve the classi-
fication effect of features. Feature words represent document attributes to a certain
extent. Its quantitative characteristics and attribute characteristics also provide a ref-
erence for mathematical modeling for the article. Tf represents the importance of
the frequency of the feature in the text, that is, the word frequency. Idf represents
the distinguishing ability of features in terms of categories, that is, the frequency of
feature words in the sample is very high, and the frequency of appearance in other
samples is very low. The basic TFIDF algorithm formula is as follows:

tfidf = tfij ∗ idfj = tfij ∗ log(N/nj) (1)

tf ij refers to the frequency of the feature t in each sample in the text di, that is the
word frequency, idf j refers to the reciprocal of the text where the feature word vector
t appears. The total number is N, number of texts containing feature word vectors is
nj.

2) Text data in a specific field has an impact on the accuracy of model predictions. In
order to solve the above problems, it is necessary to regress the problem of inaccurate
prediction of feature word vectors in the sentiment dictionary, and then construct a
weighted representation of domain sentiment. Therefore, it is necessary to improve
the TFIDF algorithm formula. The weight formula of improved TFIDF is:

tfidf = tfidf (1−tfidf ), tj ∈ Dsenti (2)

tj is the featureword vector in thewrongmatching data set, andDsenti is the sentiment
dictionary, where the weighted tfidf value is a proportional linear weight that is
adaptive compared to the original weight value [21].
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3.3 Singular Value Decomposition

Due toChinese text sentiment analysis, the text information data is huge and the extracted
feature word vector is always 103, which will always cause the dimensional disaster
of high-dimensional data and the generation of sparse matrix, and the linearly related
features will also cause redundancy, sparse matrix It will reduce the accuracy of classifi-
cation, so data dimensionality reduction is necessary. This article combines the weights
of feature word vectors after data dimensionality reduction into the naive Bayes model.
Singular values can be used as the criteria for selecting features of the data matrix. The
hidden category information in text data [22] may be hidden in the singular values, and
the obvious features, that is, the features represented by high singular values, are used
as important category features for sentiment model analysis.

The text sample and word vector matrix are non-square:

Am∗n = USVT = tfidfm∗n (3)

Am*n is text samples m, and n is a feature word vector. U is the m*m matrix for
the correlation between the text and the topic, V is the n*n matrix for the correlation
between the feature vector and the topic, and S is the m*n matrix with singular values on
the main diagonal the degree of relevance between different topics. The three matrices
of U, S, V and the singular values are obtained by eigenvalues and eigenvectors.

The original data matrix can be described by the largest k singular values and the
corresponding left and right singular vectors, and the largest k singular values can be
obtained by the proportion threshold to solve the reduced dimensionality data matrix:

Am∗n = Um∗kSk∗kV T
k∗n, k < n (4)

The threshold is set to represent the sum of all its singular values, and k is the
maximum number of singular values obtained by the proportion threshold, that is the
number of final decomposed matrices.

Since the final Naive Bayesmodel is a polynomial model, it cannot bemodeled when
the word vector is negative. The value is the feature word vector of the n feature words
in the text m. After verification and discarding the negative value, compared with the
absolute value, the classification accuracy can be improved.

The word vector value can be improved:

Ai
m∗n =

∣
∣
∣Ai

m∗n
∣
∣
∣ (5)

3.4 Improved Naive Bayes Model

Improve the naive Bayes model: Naive Bayesian classification is to solve the probability
value P(p1, p2, . . . , pj) of each word vector X (x1, x2, . . . , xj) in the text belonging to
the category Y (y1, y2, . . . , yn), and its solving formula:

P(Yj|x1, x2, . . . , xn) = P(x1, x2, . . . , xn|Yj)
P(Y1,Y2, . . . ,Yn)

(6)
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That is to say, under the condition that the text belongs to the category Yj, the
probabilityP(x1, x2, . . . , xn|Yj) of the featureword vector x1, x2, . . . , xn contained in the
text is the category joint probability P(Y1,Y2, . . . ,Yn) of all documents. The maximum
value solution formula is defined as a constant during the training process. All can be
expressed as:

Ynb = argmaxYj=Y P(x1, x2, . . . , xn|Yj)P(Yj) (7)

Due to the independence of their attributes, that is, there is nodependency relationship
between the feature word vectors of the text, based on this independence assumptions:

P(x1, x2, . . . , xn|Yj) = �P(xi|Yj) (8)

According to Eq. 8 for the preprocessed text vector x1, x2, . . . , xn of unknown cat-
egory, the limit value category of the probability P(X |Yj)P(Yj) that X belongs to each
category can be obtained, and then:

Ynb = argmaxCj∈C P(Yj)�P(xi|Yj) (9)

The feature word vector here has been converted to the vector value after
dimensionality reduction of the SVD algorithm:

X (x1, x2, . . . , xn) = SVD

(tfidf (tfidf1, tfidf2, . . . , tfidfn))
(10)

Fig. 1. Algorithm flowchart.
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3) Improve the algorithm flow
Flow chart of text sentiment analysis method based on improved naive Bayes

algorithm (Fig. 1).

4 Experiment and Result Analysis

4.1 Experimental Data

The experimental data in this article comes from the public data set of Dr. Tan Songbo’s
hotel review corpus, which mainly contains two kinds of emotional reviews, such as
negative reviews “The room conditions are too bad. Perhaps the positioning is to serve
those tourists who visit here. All conditions are met. Quite poor, at best the level of a
guest house”, positively commented, “Fortunately, a beautiful manager named Angela
at the front desk took care of it in time. I am quite satisfied, and I would like to express
my gratitude to him.”.

4.2 Classification Evaluation Index

Text classification, natural language processing, pattern recognition, etc. in machine
learning all involve a necessary task, namely evaluation, and the criteria to be considered
for evaluation include Accuracy, Precision, Recall and F1 As shown in Table 1, the
judgment parameter table:

Table 1. Judgment parameter table.

Accuracy parameter Parameter description

P Precision

R Recall

F1 Harmonic mean of P and R

The accuracy rate is the ratio of the correct classification of the emotion model to
the total number of samples in the unclassified text. Here, classification 1 is positive or
positive, and classification 0 is negative or negative.

The confusion matrix is as follows (Table 2):

Table 2. Confusion matrix.

Description Positive category Negative category

Retrieved TP, positive category is judged as
positive

FP, the negative category is judged as
positive

Not retrieved FN, positive category is judged as
negative

TN, the negative category is judged as
negative
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The formula of the evaluation index precision rate (Precision), recall rate (Recall)
and F1:

P = TP/(TP + FN ) (11)

R = TP/(TP + FP) (12)

F1 = 2PR/(P + R) (13)

4.3 Experiment Analysis

The accuracy of the method in this paper is the average of 10 experiments to eliminate
contingency.

Comparison of Classification Algorithms Based on Word2Vec. The method in this
paper is compared with the classification algorithms of SVM, KNN, and random forest
in the method in the literature [6], and the hotel corpus of Dr. Tan Songbo is divided in
a ratio of 4/5.

It can be seen from Table 3 that the classification results of the SVMmethod and the
method in this paper are relatively stable, while the classification effect of the random
forest method under different categories is quite different. The method in this paper will
be the accuracy rate, recall rate and F1 value of the active class. The indicators were
increased by 3%, 5%, and 4%, compared with the maximum values of the other three
methods, while the negative category was increased by 7%, 2%, and 6%, respectively.
The results show that the method in this paper is better than the classification algorithms
based on Word2Vec, so in terms of feature extraction, this paper chooses the improved
word frequency inverse file frequency algorithm.

Table 3. Comparison of various classification methods 23 with this article.

Classification algorithm Category Accuracy rate Recall rate F1

SVM Positive 0.83 0.80 0.82

Negative 0.78 0.81 0.80

KNN Positive 0.73 0.73 0.75

Negative 0.74 0.78 0.76

Random forest Positive 0.81 0.70 0.76

Negative 0.74 0.84 0.78

Method of this article Positive 0.86 0.85 0.86

Negative 0.85 0.86 0.86
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Algorithm Comparison Experiment with Literature [17]. Literature [17] combines
parent nodes with dependent relationships and improved word frequency inverse file
frequency algorithm to construct a hidden Naive Bayes model to improve classification
accuracy. Table 4 is a comparison of the accuracy, recall and F1 value of the active class
on the basis of the same experimental data set between the method in this paper and the
algorithm in literature [17].

Table 4. Compared with literature 17.

Classification algorithm Accuracy rate Recall rate F1

Literature 17 0.832 0.820 0.826

Method of this article 0.864 0.850 0.857

It can be seen from Table 4 that the method in this paper is better than the method
in literature [17] in terms of accuracy, recall and F1 value, with an average increase of
3.2%, 3.0% and 3.1%, and the algorithm accuracy rate is above 86%. It is better than
the literature [17] method.

Algorithm Comparison Experiment with Literature [7]. Literature [7] In order to
solve the problem of lack of a specific corpus in machine learning and improve the
accuracy of fuzzy calculation based on quantitative emotional dictionary, use hotel data
set 2000 positive and negative categories. Table 5 is the algorithm of this paper and the
algorithm of literature [7]. Compare the accuracy, recall and F1 value of the positive
class with the average.

Table 5. Compared with literature 7.

Classification algorithm Accuracy rate Recall rate F1

Literature 7 0.802 0.814 0.819

Method of this article 0.856 0.853 0.857

It can be seen in Table 5 that the performance of the method in this paper is better
than that of the literature [7], and the accuracy, recall and F1 value are increased by
5.4%, 3.9% and 3.8% on average.

It can be seen from the above several comparative experiments that themethod in this
paper shows better performance. The reason is that when the improved word frequency
inverse file frequency algorithm is introduced to extract the text feature word vector and
the weight of the sentiment dictionary feature word vector after the regression test, the
specific hotel sentiment dictionary corpus built is used, which has more obvious features
and weakens Under the influence of the independence assumption, the singular value
decomposition algorithm is used to reduce the dimension of theword vector sparsematrix
and eliminate redundant features, so that the results of model training are more targeted.
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The constructed polynomial model of improved naive Bayes achieves the accuracy of
text classification, F1 value and performance improvement of recall rate.

5 Summary

The method in this paper is an improved text sentiment analysis method based on the
naive Bayes algorithm after analyzing the text sentiment analysis method of the relevant
literature. The combination of the improved naive Bayes algorithm and the SVD algo-
rithm is based on the domain sentiment dictionary weighted On the basis of weakening
the influence of the assumption of independence, on the basis of ensuring simplicity
and efficiency, it effectively improves the classification effect of the macro precision
rate, the macro recall rate and the macro F1 value. Although this algorithm has a certain
improvement in the effect of sentiment classification based on Chinese text, there are still
many shortcomings that need to be improved, and there is still room for improvement
in its accuracy.
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Abstract. With the increasingof remote sensingdata sources and collectionmeth-
ods, its application scenarios are continuouslymigrating anddeveloping.However,
it is difficult to meet the demand for real-time detection due to the problems of low
automation of data and poor timeliness of information extraction. After extensive
research, a newmethod of remote sensing image classification based on theResNet
model is selected, which can shorten the training time and improve the classifica-
tion accuracy. In this paper, the self-made remote sensing image dataset HN-7 and
the feature classification dataset of the Shang Tang remote sensing image com-
petition are used. Experiments were conducted on the improved network model
and with a weight-shifting training method. The experimental results show that
the improved network model and the robustness of the model are enhanced by the
weight-shifting training method. The availability of input features is improved by
combining multi-scale feature extraction and channel attention. The experimental
results show that the improved network model and the weight transfer training
method can improve the classification accuracy without increasing the training
time.

Keywords: Remote sensing imagery · Multi-scale feature extraction · Channel
attention mechanism · Feature classification methods

1 Introduction

The classification of remote sensing image is an important part of remote sensing image
interpretation, and the good or bad result of the classification determines whether rele-
vant feature information can be accurately and efficiently obtained from remote sensing
image. There are two kinds of remote sensing image interpretation: one is the traditional
visual interpretationmethod, and the other is computer interpretation. Thework of visual
interpretation is divided into five main stages: the collection stage of information, the
preliminary interpretation and field inspection of the interpretation area, the detailed
interpretation stage, the field verification, and continuous correction stage, and the map-
ping stage [1]. The visual interpretation method requires high geological knowledge
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of the interpreter as well as a considerable amount of experience. In addition, as the
amount of remote sensing image data increases, the interpreter needs to spend a lot of
time interpreting, which leads to labor-intensive interpretation work and a long infor-
mation acquisition cycle [2]. Moreover, the process of visual interpretation has a large
role in subjective factors, which leads to a higher probability of misinterpretation, and
the accuracy rate will be affected to a certain extent. Furthermore, visual interpretation
cannot realize the organic combination of RS and GIS, whichmakes the acquired remote
sensing information cannot be changed to GIS in time [3].

With the development of the computer era, machine interpretation began to show its
advantages gradually. A series of human-computer interaction interpretation methods
with computer interpretation as the core began to appear. In the current remote sensing
applications, the technique of supervised classification is more mature and widely used.
There are numerous limitations: the learning and memory of the network do not have
stability, and the network convergence speed is slow and inefficient [4]. To overcome
these technical shortcomings as much as possible, this paper proposes a remote sensing
image classification method based on multi-scale feature extraction and channel atten-
tion mechanism, which can free human resources, reduce the subjective factors of the
decoder, and improve the accuracy of classification results; on the other hand, accelerate
the convergence speed of the neural network and greatly improve the efficiency of clas-
sification; in addition, the method proposed in this paper has fewer limitations and can
better adapt to a variety of complex remote sensing image, and has certain generality.

Themethod proposed in this paper consists of three main aspects: multi-scale feature
extraction, deep supervision mechanism, and channel attention mechanism.

Multi-scale Feature Extraction. Multi-scale features are obtained by analyzing
remote sensing image at different scales. multi-scale features can be classified into
three categories: FC features (features extracted from fully connected layers), Conv
features (features extracted from convolutional layers), and combined FC and Conv fea-
tures. FC features such as SPP-Net [5] spatial pyramid pooling net, SPP-Net), MOP
[6] (multi-scale orderless pooling, MOP), etc. SPP-Net uses spatial pyramid pooling
(SPP) to replace the average pooling or maximum pooling layer in front of the fully
connected layer, where SPP can transform the feature map corresponding to an image
of any size into a fixed dimensional output. That means the image is transformed into
images of different sizes by scaling and other operations, and then fed into the CNNwith
SPP layer to obtain multi-scale features. And DAG-CNNs [7] (directed acyclic graph
convolutional neural networks, DAG-CNNs) combine Conv features and Fc features to
obtain better performance. The multiscale features extracted by making full use of the
limited high-resolution remote sensing data truly represent the rich ground information
[8] avoiding the phenomenon of overfitting, which can make the classification results
do not lead to complex and diverse feature types because the feature information in
high-resolution remote sensing image is highly subdivided, and avoid the phenomenon
of easy to appear the same thing and different spectrum or different thing and same
spectrum, which cannot achieve the expected results [9].
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Implicit Deep Monitoring Mechanism. Convolutional neural networks have been
continuously improved by scholars since they were first proposed by LE [10] in 1989,
and have been playing a great role in areas such as image recognition. The more popular
ones include DenseNet (Dense Convolutional Neural Network) proposed by GAO [11]
in 2017, which absorbs the essence of ResNet (residual network) and improves on it
with innovations, thus making its performance more perfect and its applications more
widespread. Due to the dense connection method, DenseNet improves the backpropa-
gation of gradients, which makes the network easier to train. Since each layer can reach
the last error signal, it achieves implicit “deep supervision”. Short-circuiting the con-
nections by concat features enables feature reuse, and simplifying the model parameters
reduces the computational effort of the network, which makes DenseNet more efficient
and accurate than other networks [12, 13].

Channel Attention Mechanism. Convolutional neural networks are often used as the
optimal choice because of their good performance, however, when processing images:
at a moment in time, only the current local_neighborhood will be attended to, i.e., CNNs
are characterized by focusing only on the content of the current window of attention, but
cannot capture the global content.

Similar to the nature of selective visual attention mechanisms in humans, such func-
tionally similar attention mechanisms exist in deep learning, which selects the infor-
mation that is more critical and useful for the current task goal [14]. To better improve
the classification of convolutional neural networks, the channel attention mechanism
will be introduced in this paper. The Squeeze-and-Excitation Networks (SENet) model
proposed in the paper [15] is a very important model structure in the current channel
attention mechanism. SENet utilizes a rescaling method to explicitly model and thus
learn the weights of each channel [16]. The above operations can make the channel
attention mechanism more intuitively characterize the features that are most relevant to
the task target and suppress irrelevant features,which not only speeds up the classification
detection but also significantly improves the classification accuracy.

2 Related Works

2.1 Traditional Methods

The classification method of remote sensing image by visual interpretation, although
the classification accuracy is guaranteed, this method requires high expertise of the
interpreters, is time-consuming, and does not apply to a large number of remote sensing
image. So people began to implement traditional remote sensing image classification by
spectral features and texture features of images.

Texture analysis is performed by extracting texture features and thus obtaining a
quantitative or qualitative description of the texture [17]. The commonly used texture
analysis methods are divided into three categories: statistical analysis methods, struc-
tural analysis methods, and spectral analysis methods. The statistical analysis method
became the most widely used texture feature analysis method after Haralick proposed
the grayscale co-occurrence matrix method in 1973, which can well reflect the spatial
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grayscale distribution of the image because it is not constrained by the analysis object.
The method describes the detail and randomness of the texture better and is more adapt-
able. The structural analysis method [17, 18] was proposed by Mandelbrot in the 1970s,
which describes the macroscopic and structural nature of the texture better by selecting
irregular phenomena as the description object but is much less adaptable than the sta-
tistical analysis method. The spectral analysis method mainly analyzes texture features
with the help of frequency features, which can reflect the scale features of texture more
comprehensively and has a good feature extraction effect, but the shortcoming is that
the computational process is complex, computationally intensive, and slow.

Spectral feature extraction is the spectral analysis of a multispectral or hyperspectral
image of a substance to remove redundant information and retain real and useful feature
information that distinguishes it from other substances. The extraction methods are
unsupervised principal component analysis (PCA), supervised support vector machine
(SVM), correlation vector machine (RVM), wavelet transform (Wavelet), and linear
discriminant analysis method (LDA) [19]. Spectral feature extraction has the following
shortcomings: low-frequency background spectra can affect the target spectrum, changes
in lighting conditions can cause multiplicative factors [20], and too much dependence
on the external environment. Improving the extraction method of spectral features and
choosing a suitable extraction method according to the requirements and characteristics
of the research problem weaken the effects mentioned above.

2.2 Deep Learning Methods

The most used deep learning algorithm for remote sensing image classification appli-
cations is the convolutional neural network CNN, which features an image-to-image
end-to-end learning model, based on which models with better results for image classi-
fication can be extended, such as deep convolutional neural network (DCNN) and full
convolutional neural network (FCN) (Table 1).

Aiming at the problem that a high misclassification rate of remote sensing image
occurs due to the phenomenon of “same spectrum different matter” and “same object
different spectrum”, DNN (deep neural networks) [21] was applied to the classifica-
tion of medium-resolution remote sensing image. To solve the problems of high time
complexity, small sample data, and poor recognition of small objects in separate deep
learning algorithms for classification of high-resolution remote sensing image, DCNN
[22] structure as well as the stitching edge effect unique to deep learning for classifi-
cation of GF-1 images. Residual learning network (ResNet) [23] was used to extract
depth features and low-level features of GF-2 remote sensing image. To make full use
of image information to improve classification accuracy, Li et al. [24] designed a multi-
scale extraction network based on residual convolution blocks (ResNet50) and pyramid
pooling modules for more discriminative feature extraction of building regions. S. U.
Islam [25] also showed that spatial and temporal information on urban infrastructure is
essential and remote sensing image could provide valid information.

In addition, in the feature extraction stage, the Spatial PyramidNetwork (SPPNet) [5]
introduced the spatial pyramid pooling layer, relaxing the limitation on the input image
size and improving the accuracy of feature extraction. The RCNN family [5, 27, 28]
of methods provides a great improvement in accuracy, but the disadvantage is that they
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Table 1. Comparison of classification methods for deep learning.

Method Description Advantages Disadvantages

DBN [34] Deep network structure
and better feature
extraction than
traditional classifiers;
better image
classification when
unsupervised learning of
features

Prevent overfitting to
some extent

The process uses
stochastic gradient
descent, which does not
allow for effective
training

CNN [35] For hyperspectral images
with a good
classification effect,
many branches have
been developed

Shared convolutional
kernel for stress-free
processing of high
dimensional data; feature
extraction can
beperformed
automatically

Requires tuning, large
sample size, and GPU
consumption for training

DCNN [36] Feature extraction for
each candidate region
using deep networks,
image classification by
SVM, and other
methods; better for
region feature
classification

CNN-based algorithm for
improved image
classification

The process of acquiring
region categoriesand
training is more
time-consuming

FCN [37] Pixel-level classification
of images, but
upsampling results in
unfine pixel
segmentation and is not
efficient enough

Can accept any size input
image

No global contextual
information is
considered

RCNN [38] A CNN network is used
to extract features from
candidate regions
top-down, and when the
size of the dataset is
small, pre-trained
migration learning with
other auxiliary tasks are
used

Significant increase in
accuracy

Slow processing speed,
long training time, and
high memory usage for
one image
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cannot fully utilize the context in thewhole picture information [29].A.Asokan [30] used
spatial-spectral features from each channel and fuse them with texture features, which
method uses CNN to extract, solving themixed pixel problem by considering the spatial-
spectral and texture information of the input channels. S. Kim [31] proposed multi-scale
feature extraction layers and feature attention layers to efficiently remove coding artifacts
of compressed medical images. Y. Li [32] combined multi-scale convolution and self-
attention branches to solve the problem about extracts the fine-grained features from
objects of different scales difficulty. Y.Guo [33] used a cascaded network andmulti-scale
feature for a coarse-to-fine segmentation to improve the segmentation effect. Multi-scale
feature extraction was proved to be effective.

3 Methodology

3.1 Overview

Multi-scale features can effectively improve the results of tasks such as image retrieval,
image classification, and object detection. However, common network models such as
SPP-Net and MOP only utilize FC features or Conv features alone, and DAG-CNNs,
although combining both of them is a breakthrough, cannot obtain good performance
for remote sensing image characteristics, so the addition of attention mechanism is
considered. The channel attention mechanism is concatenated to the input features to
let the model focus on those important channels on the input features. In this paper, we
take an improved model based on ResNet pre-training and add the channel attention
mechanism to extract the key channel information of remote sensing image data for
selective feature addition.

Our network consists of 1 input module, 3 multi-scale feature extraction modules,
2 depth-supervised modules, a channel attention module, and a classification layer, as
shown in the figure above. We first combine each RGB 3-channel remote sensing image
input with the input module of the spatial attention mechanism to obtain important
spatial detail features. To better fit the remotely sensed images, we use a 3 × 3 Adaptive
Pool with a step size of 2 to lift the problem that the input images must be of the
same size, unifying them into a 224 × 224 × 3 outsize. then, the features are input to
the 3 multi-scale feature extraction modules for expansion to obtain a more favorable
combination of features for the results. Third, the expanded features are passed through
2 Denseblock as a deep supervision module to generate global contextual information.
As shown in the figure below, each basic_layer of this module takes the feature outputs
of all previous layers as input and the network is supervised diversely, thus improving
the representativeness of the network. The features are selectively enhanced using the
channel attention module after the deep supervision module. Finally, remote sensing
image classification is done using global pooling, 2 fully connected layers, and softmax
function (Fig. 1).
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Fig. 1. Overall framework diagram of themodel consisting of one input module, threemulti-scale
feature extractionmodules, two depth-supervisedmodules, one channel attentionmodule, and one
classification layer.

3.2 Multiscale Feature Extraction

The input image is transformed into a feature map, and the scale change is performed
at the feature map level, and different methods are used to fuse the features at different
scales, and the features at lower levels are fused with the features at higher levels, and the
feature extraction is performed separately at different feature layers. The scale feature
extraction layer can extract features at different scales, and then fuse the features through
the feature fusion layer, so that the multi-scale feature extraction network has the ability
of multi-scale feature extraction with low computational complexity (Fig. 2).

Fig. 2. The multiscale module.

3.3 Channel Attention Mechanism

The channel attentionmechanism comes fromSENet [15] (Squeeze-and-Excitation Net-
works), the winning model of the last ImageNet classification competition, with a pro-
posed SE module that is simple in idea, easy to implement, and can easily be loaded into
existing networkmodel frameworks. SENetmainly learns the correlations between chan-
nels and filters out channel-specific attention, which slightly increases the computational
effort, but is more effective.
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By any given transformation Ftr Map the input X to the feature map U, where
U ∈ RH×W×C , H × W is the spatial dimension, C is the number of channels (Fig. 3).

Fig. 3. Channel attention module.

3.4 Evaluation Indicators

Several commonly used evaluation metrics for remote sensing image classification are
used and calculated by Confusion Matrix. The five metrics are overall classification
accuracy acc (indicating the proportion of all results judged correctly by the classification
model to the total observations).

acc = TP+TN
TP+TN+FP+FN (1)

Kappa coefficient is used for consistency testing. The parameter N is the sum of the
total number of images in all ground truth categories; the parameter k is the number of
rows of the error matrix, such as ground coverage class; xii is the number of observation
points located in the i-th row and the column; xi+ is the sum of the i-th row, x+j is the
sum of the j-th column, and N is the total number of sampling points.

Kappa = N
∑k

i=1 xii−
∑k

i=1(xi+×x+j)
N 2−∑k

i=1(xi+×x+j)
(2)

4 Experiment and Analysis

4.1 Dataset

There are 2 sources of datasets used in this paper. One dataset, HN-7, was produced
from remote sensing image data provided by the Bureau of Mapping and Geographic
Information of Hainan Province, which is 3.5 km long and 1.7 km wide rectangular
remote sensing image of Haikou City, Hainan Province, with the data format of .tif
format, with a size of 59470 KB and a resolution of 6987 × 3406. the HN-7 dataset is
divided into seven categories: beach, construction site, forest, highway, industrial area,
dirt road, and residential area, taking several examples as shown in Fig. 5. Each image
has 256 × 256 pixels, and there are 50 remote sensing images in each category, of
which 80% are divided into the training set and 20% are testing set. The dataset reflects
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Fig. 4. Samples of HN-7, from left to right are seven categories: beach, construction site, forest,
highway, industrial area, dirt road, and residential area.

the typical geographical characteristics of Hainan Province and is regionally specific
(Fig. 4).

Since this dataset has a small sample size, the dataset is processed by borrowing the
data augmentationmethod fromsmall sample learning, and three strategies are adopted to
convert samples from the training set, convert samples from similar datasets, and convert
samples from weakly labeled or unlabeled datasets, which can expand the sample data
to some extent.

Fig. 5. Three data enhancement methods.

The other dataset is the feature classification dataset of the Shang Tang 2020 AI
Remote Sensing Image Interpretation Competition, which contains 50,020 remote sens-
ing images, also 80% of which are classified as training set and 20% as the test set. The
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dataset contains 8 major lasses of remote sensing image scenes (0–7): agricultural land,
commercial land, industrial land, public service land, residential land, transportation
land, water, and unused land. The distribution is as follows (Fig. 6).

Fig. 6. Example of remote sensing image dataset for Shang Tang feature classification.

4.2 Experimental Analysis

Ourmodel was trained on the dataset and also trained onVGG, ResNet18, and DenseNet
to perform a control experiment using the same data enhancement method. The variation
of accuracy and loss during the training of the model shows that the model iteration rate
is fast, but the obtained loss values are not very reasonable. In addition, we also obtained
average accuracy: 89.13%, and Kappa = 89.5552. The images of accuracy and loss
during the training process were obtained as shown below (Figs. 7, 8 and Table 2).

Fig. 7. Training accuracy and loss variation.
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Table 2. Comparing the classification accuracy of each neural network on the test set, our model
outperforms other networks.

Method Our VGG ResNet18 DenseNet HFSL [39]

Accuracy 93.7% 92.0% 90.2% 79.1% 93.5%

Fig. 8. The recognition accuracy of each category in the dataset, where the blue dotted line
indicates the 7 classes of HN-7 and the red solid line indicates the 8 classes of the Shang Tang
remote sensing image dataset. (Color figure online)

5 Conclusion

Based on the analysis of the characteristics of neural networks and remote sensing
image classification, the network model is improved to shorten the training time and new
attempts are made to the training method. When building a dataset, samples are often
limited by subjective and objective conditions, which makes it difficult to obtain large-
scale samples and classify different types of samples. Although the loss values of the
dataset on the model during the experiment are not very satisfactory, the model proposed
in this paper can improve the training effect to a certain extent. The improvement ways
to enhance the generalization performance of the model will continue to be explored in
the future.
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Abstract. The distribution of fresh products is an urgent problem to be solved. In
this paper, on the basis of considering the problem of vehicle path planning in the
logistics distribution process, the distribution of fresh products by electric refrig-
erated vehicles is added. Considering that the electricity of refrigerated trucks will
be consumed by low-temperature restrictions in addition to being used for vehicle
driving, the vehicle routing problem of electric refrigerated trucks is constructed
with the goal of minimizing the total cost of fixed costs, power consumption costs,
cargo damage costs, and penalty costs. And by improving the transition proba-
bility and pheromone update of the traditional ant colony algorithm, an improved
ant colony algorithm is proposed to solve the model. Through the analysis of the
improved ant colony algorithm and the traditional ant colony algorithm to solve
the model, it can be seen that the improved ant colony algorithm proposed in this
paper is effective and superior in solving the path planning problem of electric
refrigerated vehicles.

Keywords: Fresh products · Cold chain logistics · Electric vehicle routing
problem · Ant colony algorithm

1 Introduction

Fresh products such as fruits, vegetables, meat, eggs and milk are indispensable in our
daily lives. Because of their perishable characteristics, they need to be transported in a
low temperature environment by cold chain logistics [1]. Themassive consumer demand
for fresh products has also driven the vigorous development of the cold chain logistics
industry. Nowadays, the combination of cold chain logistics and environmental pro-
tection has become a hot topic [2]. In September 2020, President Xi Jinping solemnly
promised on behalf of the Chinese government at the 75th United Nations General
Assembly that China will strive to achieve carbon peaks by 2030 and achieve carbon
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neutrality by 2060. As one of the important areas of my country’s carbon dioxide emis-
sions, the transportation industry, including cold chain logistics, will gradually develop
to the use of new energy transportation vehicles under the goal of carbon peaking and
carbon neutrality. The traditional cold chain logistics using fuel vehicles will generate
a lot of carbon emissions and cause pollution to the environment, while the use of new
energy cold chain vehicles to distribute fresh products is obviously more conducive to
achieving carbon peak and carbon neutral goals [3].

Vehicle Routing Problem (VRP) originated in 1959 [4]. After years of research by
domestic and foreign scholars, there have been many research branches, such as Vehi-
cle Routing Problem with Time Window (VRPTW), Electric Vehicle Routing Problem
(EVRP) and so on. In VRP and its many research branches, different scholars have many
different research results.Martin et al. [5] proposed a column generationmethod to solve
the VRPTW problem, and the problem can be solved effectively through dynamic pro-
gramming and branch and bound algorithms. Jose [6] used an iterative local search
algorithm to solve the open vehicle routing problem with time windows, and explained
the effects of the model and algorithm. Gan Junwei et al. [7] considered energy con-
sumption and time window together, first established an energy consumption estimation
model that considers vehicle speed and load, and based on this, proposed a vehicle path
model that minimizes cost, and finally used a greedy algorithm to solve the problem.
Sensitivity analysis. Li Juntao et al. [8] took the cold chain logistics of fresh agricul-
tural products as the research object, and constructed a multi-vehicle route optimization
model that considers carbon emissions and customer satisfaction. The adaptive genetic
simulated annealing algorithm designed by them is better than other algorithms Have
better performance. Ren Teng et al. [9] simultaneously considered customer satisfac-
tion and road congestion, constructed a cold chain vehicle path optimization model that
minimizes the total cost, and combined the tabu search operator and the knowledge
model with the ant colony algorithm into a knowledge-based ant colony algorithm, And
finally verify the effectiveness of the model and algorithm through an example. Li Qian
et al. [10] conducted research on the fresh cold chain industry, constructed a multi-
objective distribution route model considering satisfaction and fuzzy time windows,
and designed a non-dominated sorting genetic algorithm to optimize the solution. Bac
et al. [11] proposed an electric vehicle path optimization problem with time windows
that considers multiple parking lots and multiple vehicle types at the same time, and
proposed a neighborhood operator that can perform local search to verify the problem.
Kancharla et al. [12] innovatively used an adaptive large neighborhood search algorithm
to solve the problem of electric vehicle path planning considering linear charging and
load power consumption, and pointed out that the key to EVRP is to consider load power
consumption.

In the existing papers, compared with the research on the path planning of tradi-
tional vehicles, there are fewer researches on the path planning of electric vehicles, and
most of these papers are aimed at the transportation of ordinary goods. Research on
refrigerated trucks. This has the following problems: (1) In addition to the power of
the electric refrigerated vehicle for normal vehicle driving, part of the power is used
for low-temperature maintenance in the refrigerating room, which means that the vehi-
cle is not driving during the delivery process. It also consumes power in the state. The
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consumption of electricity by the refrigerating device will definitely affect the charging
time and frequency of the electric vehicle, and then affect the vehicle path planning. (2)
There is no need to consider the loss cost of the goods when transporting ordinary goods,
while fresh products are prone to corruption and deterioration due to their easy-to-wear
characteristics, which will increase the cost of the entire logistics distribution process.
From the perspective of cost, it is necessary to deliver the goods as soon as possible to
reduce the loss of fresh products as much as possible, which will also affect the route
planning of electric vehicle distribution.

Based on the above problems, this article takes the cold chain logistics and distribu-
tion of fresh products as the research object, and considers the consumption of electric
vehicles by refrigeration equipment and the cost loss caused by the decrease in freshness
of fresh products, and proposes the path optimization problem of electric refrigerated
vehicles with time windows., And established an electric vehicle logistics distribution
model with the total cost including fixed cost, power consumption cost, cargo damage
cost and penalty cost as the optimization goal.

2 Problem Description

Thedistribution center shall provide fresh products distribution services for customers. In
order to ensure the freshness of fresh products, the distribution vehicles are all electric
refrigerated vehicles. When electric refrigerated trucks provide distribution services,
different vehicles carry fixed goods from the distribution center and serve different
customers in turn. The service time should be within the customer’s service timewindow
asmuch as possible, otherwise there will be a certain cost loss. If the power is insufficient
during the delivery process, it needs to be returned to the delivery center.

2.1 Assumptions

(1) A distribution center is equipped with a fixed number of electric refrigerated
vehicles, which can be charged at a fixed number and location of charging stations.

(2) Each electric refrigerated truck has the same model, has the same load limit and
battery capacity, and has the same charging and power consumption speeds.

(3) All electric refrigerated trucks start from the distribution center to serve certain
customers. They can be charged at the charging station on the way and return to
the distribution center after serving the established customers.

(4) Each customer has a certain amount of demand for goods, and has its own service
time window.

(5) Each customer is only delivered by an electric refrigerated truck, and no other fees
are required for delivery within its service time window, and certain penalty fees
are required for delivery within its service time window.

(6) The transportation volume of each electric refrigerated truck cannot exceed the
load limit, and the demand of each customer is within the load limit of the vehicle.

(7) Only one car is allowed to depart and arrive at each customer point, and the
customer’s demand needs to be met at one time.

(8) At the same speed, the power consumption of all electric refrigerated trucks is
only related to time, and has nothing to do with their own load and environment.
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(9) During the vehicle delivery process, the speed remains constant, and other special
situations such as traffic jams are not considered.

(10) The electric refrigerated truck is fully chargedwhen it departs from the distribution
center. When it reaches a certain point, it needs to return to the distribution center
if the battery is insufficient.

2.2 Parameters and Symbols

N : The number of customers that need to be served;
K : The number of electric refrigerated trucks equipped in the distribution center;
ck : The maximum load capacity of the electric refrigerated truck;
W : The maximum battery capacity of the electric refrigerated truck;
dij: The distance between customer point i and customer point j;
qi: Customer demand for products at point i;
t0k : The time pointwhen the distribution vehicle k departs from the distribution center;
tik1: The time point when the delivery vehicle k arrives at the customer point i;
tik2: The time point when the delivery vehicle k arrives at the customer point i;
wik1: The point in time when the delivery vehicle k leaves the customer point i;
wik2: The electric quantity of the delivery vehicle k when it reaches the customer point

i;
tijk : The time of delivery vehicle k from point i to point j;
si : The service time of the delivery vehicle at the customer point i;
wtik : The waiting time of the delivery vehicle at the customer point i;
ei: The upper limit of the delivery time window for customer point i;
li: The lower limit of the delivery time window for customer point i;

3 Build the Model

3.1 Cost Analysis

Fixed Costs. Electric refrigerated trucks have a certain cost for each delivery service,
including driver wages, vehicle maintenance fees, vehicle depreciation costs, etc., which
are called fixed costs. This article assumes that the fixed costs of all delivery vehicles
are the same, so the total fixed cost is only related to the number of electric refrigerated
vehicles dispatched for each delivery. The total fixed cost can be expressed as:

C1 =
K∑

k=1

V∑

j=1

fkx0jk (1)

Among them, it is the fixed cost for each use of the electric refrigerated truck.

Power Consumption Cost. Electric refrigerated trucks consume a certain amount of
electricity each time they perform distribution services, including the electricity con-
sumed for normal vehicle driving and the electricity consumed by refrigerating devices.
The cost of all consumed electricity is called electricity cost. This article assumes that
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the vehicle starts to consume electricity when it leaves the distribution center. During
normal driving, both the vehicle driving and the refrigerating device consume electric-
ity. When the vehicle is not running (such as charging and serving customers), only the
refrigerating device consumes electricity, and the total power consumption is The cost
can be expressed as:

C2 = γ

K∑

k=1

V∑

i=1

V∑

j=1

[
a1tijk + a2(wtik + si)

]
xijk (2)

Among them, is the power consumption per unit time when the vehicle is running
normally, is the power consumption per unit time when the vehicle is not running, and
is the unit price of electricity.

Cargo Damage Cost. Every time an electric refrigerated truck provides a fresh product
distribution service, the fresh productwill deteriorate even if it is in the refrigerated truck.
The cost due to the corruption and deterioration of the fresh product is called the cost
of cargo damage. Electric refrigerated trucks do not open the refrigerating compartment
during normal driving or charging, and the temperature in the refrigerating compartment
remains constant, and the rate of spoilage and deterioration of fresh products is relatively
slow; when performing customer service, the refrigerating compartment door needs to
be opened, which causes the temperature in the refrigerating compartment to change.
The rate of product spoilage and deterioration increases, and the cost of damage to goods
will also increase. From this, the total cost of damage to goods can be expressed as:

C3 =
K∑

k=1

V∑

i=1

V∑

j=1

[
b1

(
tijk + wtik

) + b2si
]
xijk (3)

Among them, is the cost of damage per unit time when customer service is not
performed, is the cost of damage per unit time when performing customer service, and
is the waiting time.

Penalty Costs. Electric refrigerated trucks must arrive within the customer’s service
time window every time they perform distribution services. Failure to provide services
to customers within the customer’s timewindow requires payment of a certain fee, which
is called penalty cost. Each customer has a service time window, including the earliest
arrival time and the latest arrival time. Delivery vehicles arriving before the earliest
arrival time and arriving after the latest arrival time need to pay penalty costs. The total
penalty cost can be expressed as:

C4 = u1

N∑

i=1

max{ei − tik1, 0}+u2

N∑

i=1

max{tik1 − li, 0} (4)

Among them, is the penalty cost per unit time for the vehicle to arrive before the
earliest arrival time, and is the penalty cost per unit time for the vehicle to arrive after
the latest arrival time.
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3.2 Model

minz = C1 + C2 + C3 + C4 (5)

K∑

k=1

V∑

j=1

x0jk ≤ K (6)

K∑

k=1

V∑

j=1

xijkqi ≤ Q, ∀k ∈ K (7)

K∑

k=1

V∑

i=1

xijk = 1, ∀j ∈ N (8)

K∑

k=1

V∑

j=1

xijk = 1, ∀i ∈ N (9)

0 < wik1 ≤ W , ∀i ∈ V , ∀k ∈ K (10)

tik2 − tik1 = wtik , ∀i ∈ F, ∀k ∈ K (11)

xijk =
{
1, vehicle k drives directly from customer point i toj
0, otherwise

(12)

(5)Means that the objective function is the minimization of the total distribution cost
with the sum of fixed cost, power consumption cost, cargo damage cost and penalty cost;
(6) Means that the number of electric refrigerated vehicles starting from the distribution
center does not exceed the number of vehicles equipped in the distribution center; (7)
Means that the sum of demand of all customers served by the same electric refrigerated
truck is less than the specified vehicle load; (8) Means that only one electric refrigerated
truck arrives at each customer point; (9) Means each customer There is only one electric
refrigerated truck leaving at all points; (8) and (9) indicate that each customer is served
and only served once; (10) indicates that any electric refrigerated truck has remaining
power when it arrives at any node; (11) means that the entire stay time of any electric
refrigerated truck at any customer point is equal to waiting time plus customer service
time; (12) means 0–1 decision variable.

4 Improved Ant Colony Algorithm Design

4.1 Introduction to Ant Colony Algorithm

Ant ColonyOptimization (ACO)was proposed in the 1990s: After research, it was found
that there are always two behaviors of pheromone tracking and pheromone remaining
when ants foraging, and the ants will leave information in the places they pass by. In
this way, the ants will have a certain probability to track and forage according to the
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pheromone on the road, and the pheromone is also left in the tracking process. This
process with positive feedback characteristics is improved into an algorithm and widely
used [13]. The vehicle routing optimization problem is NP-hard, and it is difficult to
obtain the optimal solution within an acceptable time using accurate algorithms [14],
and the electric vehicle routing problem with time windows studied in this paper is an
extension of the traditional vehicle routing optimization problem, and the calculation
is more Complex, so it is more suitable to use heuristic algorithms such as ant colony
algorithm to solve. The traditional ant colony algorithm has a long search time and
is prone to local optimization. This article improves it from two aspects: transition
probability and pheromone update strategy.

4.2 Dynamic Transition Probability Design

In the ant colony algorithm, the transition probability is composed of pheromone,
expected value and their respective heuristic factors. The size of the pheromone heuristic
factor reflects the strength of the ant colony’s role of random factors in the path search,
and the size of the expected value heuristic factor reflects the strength of the ant colony’s
role of deterministic factors in the path search. This paper constructs a path planning
model with the goal of minimizing the total cost. In order to obtain the optimal solution
faster and better, the expected value is defined as the reciprocal of the total cost. In
such an ant system, when the total cost on a path is smaller, The greater the transition
probability on this path.

In order to avoid the algorithm falling into the local optimum as much as possible, a
random number is introduced to make the transition probability dynamic, and a constant
is specified to compare with the random number, so that the transition probability can be
calculated in two different ways, as shown in Eq. (13). When it is greater than or equal,
the vehicle will give priority to the customer with the largest transfer factor for delivery;
when it is less, the roulette method is used to select the next customer point.

j =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

argmax
l∈Nk

i

[
τα
il η

β

il

]
, r ≥ r0;

Use roulette to choose j according to probabilityPk
ij:

Pk
ij = τα

ij η
β
ij∑

l∈Nk
i

τα
il η

β

il

, r < r0.

(13)

Among them, τ is the pheromone concentration, η is the reciprocal of the total cost,
α is the pheromone heuristic factor, β is the expected value heuristic factor, and Nk

i is
the set of optional customers.

4.3 Adaptive Information Update Strategy

In ant colony algorithm, themovement of antswill leave pheromone.As time goes by, the
pheromone left before will gradually disappear. Pheromone disappearance factor is used
to reflect the degree of disappearanceof pheromone.The size of the pheromone extinction
factor is directly related to the algorithm’s global search ability and convergence speed.
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If there are too few pheromones on the path that has never been searched, it will reduce
the algorithm’s global search ability. In the ant week model, the pheromone increment is
related to the total pheromone and the total distance. For example, the total pheromone
amount is the total amount of pheromone released on the path passed by the ant when it
circulates for a week. Larger, the faster the accumulation of pheromone left by the ant
on the path, the more conducive to the rapid convergence of the algorithm.

�τ kij (t) =
{

Q
Lk

, Ant k goes through the path (i, j)

0, otherwise
(14)

Among them, is the pheromone update constant, and is the total distance to reach
the optimal goal. When pheromone update is performed, the pheromone change amount
on the optimal path is added after the disappearance of the pheromone. Other paths that
are not the optimal path only perform the disappearance of pheromone without adding
other forms of pheromone supplementation, as shown in Eq. (15) and (16). In order to
avoid that the pheromone on the path that has never been searched is too small to reduce
the global search ability of the algorithm, the volatilization of pheromone on other paths
that is not the optimal path is given an adaptive pheromone extinction factor, as shown
in Eq. (17).

τij(t + n) = (1 − ρ)τij(t) +
K∑

k=1

�τ kij (t) (15)

τij(t + n) = (1 − ρ∗)τij(t) (16)

ρ∗ =ρ
max iter − iter

max iter
(17)

Among them, ρ is the pheromone disappearance factor, iter is the number of
iterations, and max iter is the maximum number of iterations.

4.4 The Process of Improving the Algorithm

Step 1. Initialize the data of the distribution center, the customer’s information, and the
maximum number of iterations.

Step 2. Place the ants at the distribution center and let them choose the next trans-
fer point based on the transfer probability. The transition probability is dynamically
changing and is affected by the pheromone concentration and the total cost.

Step 3. After transferring to a point, add the point to the taboo table, and then select
the next point by the transition probability, until all points are added to the taboo table,
and the ant returns to the distribution center.

Step 4. After one ant traverses all the points and returns to the distribution center, put
another ant in the main center of Pei, and traverse all the points in the same way until
all the ants have completed the traversal.

Step 5. After each ant traverses all the points, calculate the total cost of this traversal,
and compare the route of the optimal ant.
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Step 6. Update the pheromone concentration according to the actual pheromone
update strategy.

Step 7. At this point, a round of iteration is completed, the number of iterations is
increased by one, and the number of iterations is increased again from step 2, until the
specified maximum number of iterations is reached, the iteration is terminated and the
corresponding delivery route is output.

5 Case Analysis

In order to verify the effectiveness of the model and algorithm, this paper selects 21
data in the example as the initial data of the case experiment. The specific data such
as the location, time window, and service brief of the distribution center and customer
points are shown in Table 1. The location coordinates are shown in Table 1. The unit is
kilometers, the demand is in tons, and the time window and service time are in minutes.
For the convenience of calculation, the specific parameters of the case experiment are
set as follows: the maximum load of the vehicle is 50 tons, the driving speed of the
vehicle is 40 km/h, the fixed cost of each electric refrigerated vehicle is 150 yuan, and
the cost of cargo damage when no customer service is performed. 10 yuan/h, the cost of
cargo damage during customer service is 12 yuan/h, the penalty cost for vehicles arriving
before the earliest arrival time is 30 yuan/h, and the unit time penalty cost for vehicles
arriving after the latest arrival time is 50 yuan/h Hours, the power consumption of the
vehicle is 600 units/h when the vehicle is driving normally, the power consumption of
the vehicle is 120 units/h when the vehicle is not driving, the total power of each vehicle
is 5000 units, and the cost of each unit of electricity is 0.03 yuan.

Use the improved ant colony algorithm and traditional ant colony algorithm in this
article to program the model and target respectively and use MATLAB to calculate
it. The number of ants is 10, the pheromone heuristic factor is 1, the expected value
heuristic factor is 3, and the transition probability is medium The constant of is 0.5,
the pheromone update constant is 5, the pheromone disappearance factor is 0.75, and
the maximum number of iterations is 30. Use MATLAB to run the programs of the
two algorithms 10 times and compare the best results. The minimum cost comparison
diagram of each generation is shown in Fig. 1, the path comparison diagram is shown
in Fig. 2, and the result comparison table is shown in Table 2.

It can be seen from Fig. 1 and Fig. 2 that using the improved ant colony algorithm
proposed in this paper and the traditional ant colony algorithm to solve the model will
have different vehicle path planning results. The improved ant colony algorithm gradu-
ally converges to 2190 after three minimum cost reductions. However, the traditional ant
colony algorithm gradually converges to 2272 after two costs. From the point of view of
the minimum cost convergence process, the improved ant colony algorithm in this paper
is superior to the traditional ant colony algorithm. It can be seen from Table 2 that the
total cost, total distance, and various costs of the vehicle path planning results obtained
by the improved ant colony algorithm are reduced compared with the results obtained
by the traditional ant colony algorithm: the total cost is reduced by 3.6%, and the total
cost is reduced by 3.6%. Distance has been reduced by 3.7%, and power consumption
costs, cargo damage costs, and penalty costs have been reduced by 3.4%, 3%, and 13.4%,
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Fig. 1. Comparison of the minimum cost of each generation.

Table 1. Distribution data sheet.

Number Abscissa Ordinate Demand Left time
window

Right time
window

Service hours

0 56 56 0 0 480 0

1 56 78 17 0 120 102

2 88 27 8 210 300 48

3 50 72 4 270 450 24

4 30 38 6 270 360 36

5 16 80 13 90 330 78

6 88 69 5 120 390 30

7 48 96 5 240 330 30

8 48 96 3 90 390 18

9 32 104 13 150 300 78

10 68 48 10 0 60 60

11 24 16 11 180 420 66

12 16 32 4 210 300 24

13 8 48 3 180 330 18

14 32 64 4 60 450 24

15 24 96 9 180 270 54

16 72 104 13 150 240 78

17 72 32 16 30 120 96

18 72 16 8 120 390 48

19 88 25 8 90 450 48

20 104 56 5 270 390 30
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Fig. 2. Path comparison chart.

Table 2. Results comparison table.

Improved ACO Traditional ACO

Total cost 2190 2272

Fixed cost 900 900

Electricity cost 452 468

Cargo damage
cost

516 532

Penalty cost 322 372

Total distance 783 813

respectively. In summary, the improved ant colony algorithm proposed in this paper is
effective and superior in solving the route optimization problem of electric refrigerated
trucks for fresh products.

6 Conclusion

In this paper, on the basis of considering the problem of vehicle path planning in the
logistics distribution process, the distribution of fresh products by electric refrigerated
vehicles is added. Considering that the electricity of refrigerated trucks will be con-
sumed by low-temperature restrictions in addition to being used for vehicle driving, the
vehicle routing problem of electric refrigerated trucks is constructed with the goal of
minimizing the total cost of fixed costs, power consumption costs, cargo damage costs,
and penalty costs. And by improving the transition probability and pheromone update
of the traditional ant colony algorithm, an improved ant colony algorithm is proposed
to solve the model. Through the analysis of the improved ant colony algorithm and the
traditional ant colony algorithm to solve the model, it can be seen that the improved
ant colony algorithm proposed in this paper is effective and superior in solving the path
planning problem of electric refrigerated vehicles.



548 J. Cui et al.

References

1. Feng, S.: Research on vehicle routing problem of fresh products with pure electric refrigerator
truck. Comput. Eng. Appl. 055(009), 237–242 (2019)

2. Zhang, C., Li, Y.: Research on optimization decision of urban cold chain logistics distribution
system from the perspective of low carbon. Ind. Eng. Manag., 1–17 (2021)

3. Zhao, L.: Electric vehicle route optimization for fresh logistics distribution based on time-
varying traffic congestion. J. Transp. Syst. Eng. Inf. Technol. 20(5), 9 (2020)

4. Dantzig, G.B., Ramser, J.H.: The truck dispatching problem. Manag. Sci. 6(1), 80–91 (1959)
5. Desrochers, M., Solomon, D.M.: A new optimization algorithm for the vehicle routing

problem with time windows. Oper. Res. 40(2), 342–354 (1992)
6. Brandao, J.: Iterated local search algorithm with ejection chains for the open vehicle routing

problem with time windows. Comput. Ind. Eng. 120, 146–159 (2018)
7. Gan, Z.: Electric refrigerated vehicle routing optimization with time windows and energy

consumption. Ind. Eng. Manag. 27(01), 204–210 (2022)
8. Li, L.: Route optimization of multi-vehicle cold chain logistics for fresh agricultural products.

J. Chain Agric. Univ. 26(07), 115–123 (2021)
9. Ren, L.: Knowledge based ant colony algorithm for cold chain logistics distribution path

optimization. Control Decis. 37(03), 545–554 (2022)
10. Li, J.: Multi-objective cold chain distribution optimization based on fuzzy time window.

Comput. Eng. Appl. 57(23), 255–262 (2021)
11. Bac, U., Erdem, M.: Optimization of electric vehicle recharge schedule and routing problem

with time windows and partial recharge: A comparative study for an urban logistics fleet.
Sustain. Cities Soc. 70, 102883 (2021)

12. Kancharla, S.R., Ramadurai, G.: Electric vehicle routing problem with non-linear charging
and load-dependent discharging. Expert Syst. Appl. 160, 113714 (2020)

13. Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: optimization by a colony of cooperative
agents. IEEE Trans. Syst. Man Cybern. 26(1), 29–41 (1996)

14. Kallehauge, B.: Formulations and exact algorithms for the vehicle routing problem with time
windows. Comput. Oper. Res. 35(7), 2307–2330 (2008)

15. Zhang, L.: Research on dynamic distribution vehicle route optimization under the influence
of carbon emission. Chin. J. Manag. Sci., 1–13 (2021). https://doi.org/10.16381/j.cnki.iss
n1003-207x.2019.0816

https://doi.org/10.16381/j.cnki.issn1003-207x.2019.0816


A Spatial-Temporal Integration Analysis
to Classify Dynamic Functional Connectivity

for Brain Disease Diagnosis

Gaoxu Xu1, Yin Liang1(B), Shanshan Tu1, and Sadaqat ur Rehman2

1 Beijing University of Technology, Beijing 100124, China
yinliang@bjut.edu.cn

2 Department of Natural and Computing Science, University of Aberdeen, Aberdeen, UK

Abstract. The analysis of functional connectivity (FC) has become the major
method in recent functionalmagnetic resonance imaging (fMRI) research for brain
disease diagnosis. Most of the present FC classification methods were established
based on the static FC patterns. However, an increasing number of studies have
shown that dynamic FC (DFC) patterns contain abundant spatial and temporal
information, which may further promote the classification. In this study, we con-
structed the DFC patterns and proposed a novel DFC spatial-temporal integration
analysis (DFC-ST) to classify DFC patterns for the brain disease diagnosis. This
model extracted the abstract spatial FC features and retained the time dependence
of DFC by adopting a two-stage configuration, which separately centered on the
spatial and temporal property. In the spatial analysis stage, we designed multiple
feature extractors based on autoencoders to extract the abstract feature represen-
tations for the FC patterns at each time point. In the temporal analysis stage, the
learnt abstract features were gathered chronologically, and a separate deep neural
network (DNN) was trained to classify the fused features and obtain the predic-
tion labels. To validate the model performance, we conducted experiments on
the Autism Brain Imaging Data Exchange (ABIDE) dataset. Results demonstrate
that the proposed model can more accurately distinguish the autism groups from
healthy controls and the fused DFC features contain more decoding information.
Our study provides an effective approach to analyze and classify the DFC patterns
and further promote the classification performance for the FC-based brain diseases
diagnosis.

Keywords: Dynamic functional connectivity (DFC) · Resting-state functional
magnetic resonance imaging (rs-fMRI) · Spatial-temporal integration analysis ·
Deep learning · Brain disease diagnosis

1 Introduction

In 21st century, brain disease diagnosis has become the hot spot in the interdisciplinary
research of artificial intelligence and life science [1, 2]. With the rapid development
of neuroimaging technologies, the functional magnetic resonance imaging (fMRI) has
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been widely applied in the studies of brain diseases. The fMRI is a non-invasive imaging
technique, which unveiling the functional properties of brain regions by measuring the
changes of blood oxygen level-dependent (BOLD) signals. Recently, functional connec-
tivity (FC) has become the major method to analyze the fMRI data. Employing machine
learning (ML) methods to classify the brain FC patterns is considered as a promis-
ing means to investigate the mechanism of various brain diseases as well as detect the
potential diagnostic biomarkers [3, 4].

The FC networks, which refer to the quantitativemeasurement of the brain functional
interactions, are commonly generated by calculating the correlations between pair-wise
brain regions. It has been proved that the FC features are informative which could be
benefit to classify the brain diseases [5, 6]. Most of previous studies were focusing on
constructing static FC (SFC) networks and employing ML models, such as support vec-
tor machine (SVM) and random forest (RF) to classify the SFC patterns for the brain
disease discrimination [7, 8]. However, the SFC pattern was generated based on the
assumption of time stationarity, which may ignore the dynamic changes in the FC pat-
terns. Recent studies have shown that the dynamics in the FC patterns are hierarchically
organized in time and the transition of the FC states are more likely to occur preceding
or following others [9–11]. Accordingly, compared with traditional SFC patterns, stud-
ies on the dynamic FC (DFC) patterns may provide additional biomarkers and further
improve the performance for brain disease classification.

To capture the dynamic changes in the FC patterns, the sliding-window approach
is widely adopted in the DFC networks construction [12, 13]. Due to the continuous
changes in the FC patterns, the dimensionality of features from the DFC is much higher
than that from the SFC, which leads to challenges in developing robust ML-based model
to effectively learn and classify DFC patterns. Most of existing studies mainly employed
statistical methods for the DFC feature dimensionality reduction and employed SVM for
the classification. For instance, Reference [14] reduced the DFC features by root-mean-
square statistics and employed SVM to classify the mild cognitive impairment (MCI)
patients and healthy controls. Reference [15] trained a least absolute shrinkage and
selection operation (LASSO) model to extract DFC features and used SVM as classifier
for the MCI patients and healthy controls classification. Reference [16] directly applied
SVM on the constructed SFC and DFC patterns to predict the major depressive disorder
(MDD). Compare to the traditional statistical analysis and ML methods, deep learning
methods can automatically learn multi-level abstract feature representations from the
initial high dimensional features. Considering the promising performance achieved by
deep neural networks (DNN) in recent computer science [17] and fMRI studies [18], the
exploration of DNN in learning and classifying DFC patterns is meaningful.

In this paper, we constructed DFC patterns for each subject and proposed a novel
DFC spatial-temporal integration (DFC-ST) analysis based on DNN for brain disease
classification. Our model contained two parts, which separately focused on the spatial
and temporal property of the DFC patterns. In the spatial analysis stage, we designed
DNN models as spatial feature extractors to obtain the low dimensional abstract feature
representations for the FC patterns at each time point. In the temporal analysis stage, we
gathered the learnt abstract features chronologically and trained a separate DNN on the
fused features for classification. To evaluate the effectiveness of ourmodel,we conducted
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experiments on the large-scale Autism Brain Imaging Data Exchange (ABIDE) dataset
[19, 20] to discriminate autism patients from healthy controls. The main contributions
of this paper are summarized as follows:

(1) We constructed DFC patterns for autism patients and healthy controls from the
fMRI data and proposed a novel DFC-ST analysis framework based on DNN for brain
disease classification.

(2) Ourmodel employed a two-stage design, which separately centered on the spatial
and temporal property of the DFC patterns. Firstly, multiple DNN extractors were built
to learn abstract feature representations for the FC patterns at each time point. Then the
learnt features were gathered chronologically and a separate DNN was trained on the
fused dynamic features for classification.

(3) Experimental results on ABIDE dataset indicate the effectiveness of our model.
Our study provides a promising approach for DFC classification, which extends previ-
ous SFC studies and further improve the performance for the FC-based brain disease
classification.

2 Materials and Methods

2.1 Data Acquisition and Preprocessing

In this study, the ABIDE data were downloaded from the Preprocessed Connectomes
Project (PCP)website. The preprocessing for rs-fMRIwas according to the Configurable
Pipeline for the Analysis of Connectomes (CPAC), which mainly included slice-timing
correction, motion correction, normalization to the standardMNI152 template, nuisance
signal regression (except global signal), and band-pass filtering with 0.01–0.1 Hz. Sub-
sequently, the CC200 brain parcellation atlas [21] was used to divide the whole brain into
200 regions of interest (ROIs) to extract the regional fMRI time series. Due to the dif-
ferent scanning times across acquisition sites, we discarded the subjects who contained
less than 110 time points. Table 1 summarized the data used in the following analysis.

Table 1. The summary of subjects used from ABIDE.

Type Number Avg Age (±SD) Gender(M/F)

ASD 468 16.7 (±8.2) 410/58

HC 495 16.8 (±7.3) 404/91

ASD: Autism spectrum disorder; HC: Healthy control; Avg Age: Average age of the subjects in
each group; SD: Standard deviation; M: Male; F: Female.

2.2 Dynamic Functional Connectivity (DFC) Patterns Construction

We adopted the widely used sliding-window approach to construct the DFC patterns.
Figure 1 shows the main steps for the DFC generation. Firstly, for the total T time points,
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the mean time series of 200 ROIs were obtained by averaging the time series of all voxels
within each ROI, which could be represented as a matrix of 200 × T. Then, a sliding
window with a length of W slid on the whole time series in the step of s. This analysis
generated N consecutive dynamic windows, where N = �(T − W )/s�+ 1. Within each
sliding window, a FC matrix was estimated by computing the Pearson correlation for
each ROI pair. The Pearson correlation coefficients of the ith and jth ROIs can be defined
as:

rij =

W∑

w=1

[
(xi(w) − xi) · (

xj(w) − xj
)]

√
W∑

w=1
(xi(w) − xi)2 ·

√
W∑

w=1

(
xj(w) − xj

)2
(1)

where xi(w) and xj(w) represent the average fMRI signals for the ith and jth ROIs at the
time point w(w = 1, 2, . . . ,W ), xi and xj respectively denote the means of xi(w) and
xj(w). By computing Pearson correlation, a FCMatrixMn(n = 1, 2, . . . ,N )with 200×
200 elements was obtained for each sliding window. To improve the normality of the FC
matrices, we transformed the Pearson correlation coefficients into z-scores by Fisher’s
r-to-z transformation. At last, we flatten the upper triangle elements of symmetric matrix
Mn to generate the FC vectorVn for the nth slidingwindow. For each subject, we obtained
the DFC patterns with N × 19900 elements, which contained temporal features of N
sliding windows and spatial features of 19900 pairs of ROI correlations. In this study,
the sliding window length W was set as 30 time points and step s was set as 1 time
point. In this way, we obtained 81 sliding windows. Thus, the DFC patterns contained
81 vectors (i.e. N = 81) with each length of 19900.

Fig. 1. The construction of the DFC patterns.

2.3 DFC Spatial-Temporal Integration Analysis Framework (DFC-ST)

The overview of the proposed DFC-ST framework is shown in Fig. 2. In the spatial
analysis stage, we built multiple feature extractors to learn the abstract feature represen-
tations for the FC patterns at each sliding window. Then in the temporal analysis stage,
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we gathered the learnt features chronologically and trained a separate DNN to classify
the fused dynamic features and obtained the prediction labels. Details for each stage will
be introduced in the subsections.

Fig. 2. The overview of the proposed DFC-ST analysis framework. In the spatial analysis stage,

DFC patterns [V1,V2,V3, . . . ,Vn]
(
Vn ∈ R

1×19900
)
from N sliding windows were entered in

the spatial feature extractors to obtain the abstract feature representations [F1,F2,F3, . . . ,FN ](
Fn ∈ R

1×k
)
. In the temporal analysis stage, the learnt abstract features were gathered chrono-

logically, then the fused dynamic features were used to train a separate DNN for classification.

2.4 Spatial Feature Extractor

To effectively reduce the dimensionality of DFC features, we combined the unsupervised
learning model stacked autoencoders (SAE) and supervised learning model multilayer
perceptron (MLP) to build the spatial feature extractor.

The AE is a classical deep learningmodel that tries to reconstruct the input vectors as
exactly as possible. Given the input data x, AE first encodes it into a lower dimensional
representation henc:

henc = fenc(x) = Tanh(Wenc · x + benc) (2)

where Tanh is Tanh activation function,Wenc and benc respectively represent the weights
and biases in the encoding stage. Similarly, henc will be reconstructed to the output x′ in
the decoding stage:

x′ = fdec(henc) = Tanh(Wdec · henc + bdec) (3)

Wdec and bdec respectively represent the weights and biases in the decoding stage. In
the training phase ofAE,we used back-propagation algorithm to optimize the parameters
by minimizing the loss function in Eq. (4). Mean square error (MSE) function was
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employed to measure the difference between the initial input and reconstructed output.
We also added sparse constraint and L-2 regularization to the loss function to further
avoid over-fitting.

lossAE = JMSE + λ

2
· JL−2 + β · JSparse (4)

where JMSE denotes the MSE function, λ is the coefficient control L-2 regularization,
JL−2 represents the L-2 regularization term,β is the sparsity coefficient, Jsparse is the
sparsity regularization term according to the Kullback-Leibler (KL) divergence.

JSparse =
M∑

j=1

(

ρ log
ρ

ρ̂j
+ (1 − ρ) log

1 − ρ

1 − ρ̂j

)

(5)

the ρ denotes a small sparse penalty hyperparameter. Supposed hj(xu) represents the
activation value of jth neuron node and ρ̂j is mean value of hj(xu) in U training data (i.e.
ρ̂j = 1

U

∑U
u=1 hj(xu)). In this study, to achieve better dimensionality reduction capability,

four AEs were trained separately. The hidden features of prior AE were regarded as the
input for the next AE training.

To further improve the robustness of feature learning, a supervised MLP was built
to fine-tune the parameters further. The MLP has the same structure as previous Stacked
AEs and the pre-trained parameters were used to initialize the corresponding layers of
MLP. In the top of MLP, the softmax function was used to normalize the output as pre-
diction probability. The cross-entropy loss was used to fine-tune the overall parameters,
which is defined as:

lossMLP = − 1

U

U∑

u=1

2∑

c=1

y(u)
c · log ŷ(u)

c (6)

where y(u)
c denotes the true label of the uth subject belongs, ŷ(u)

c denotes the probability
of predicting the uth subject into the cth category (c= 1, 2 in this study), andU denote the
total number of training data. When the fine-tuning step was finished, we removed the
label layer and obtained the abstract features Fn for the nth sliding window. The process
of extracting and learning the spatial features in all time windows for one subject is
illustrated in Algorithm 1. In this study, the dimension of the learned abstract features
Fn was set as 60.
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2.5 The Classification of Fused Dynamic Features

After the learning of spatial feature extractor, we obtained the abstract FC features
at each time window. In the temporal analysis stage, we gathered the learnt features
chronologically and trained a separate DNN to classify the fused dynamic features and
obtained the prediction labels. The abstract features Fn

(
Fn ∈ R

1×k
)
for total N sliding

windows were connected in time order to generate the fused dynamic feature vector
(contained N × k elements). In this study, the total number of sliding window was 81
and the feature dimension for each Fn was 60, thus the dimension of the fused dynamic
featurewas 81×60 = 4860. A separate DNNclassifier was trained on the fused dynamic
features for classification. In this section, the DNN structure and training process was
similar as that was implemented in the spatial feature extractor, which also contained
both unsupervised and supervised training steps. The detailed configuration for DNN
classifier is summarized in Table 2.
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Table 2. The configuration of the DNN classifier.

Model Learning rate Network structure Epochs Mini-batch

AE1 0.0001 4860-2000-4860 120 128

AE2 0.0001 2000-600-2000 300 128

AE3 0.0001 600-60-600 300 128

AE4 0.0001 60-2-60 1200 128

MLP 0.00001 4860-2000-600-60-2 150 128

3 Experimental Results

To evaluate the performance of our DFC-ST framework, we conducted experiments
on the large aggregate ABIDE dataset. We compared our model with classical SFC
classification methods, including the widely used SVM and the SAEs recently proposed
by Reference [18]. In addition, we conducted a comparative experiment by replacing
the DNN classifier in the temporal analysis stage with a simple SVM classifier to further
validate the effectiveness of the learned dynamic features. To maximize the available
data, 5-folds cross-validation approach was adopted to evaluate the overall classification
performance on the whole dataset. Briefly, the dataset was randomly partitioned into 5
equal sized subsets, one subset was used as the testing set and the remaining 4 subsets
were used as the training data. The same process repeated for 5 times until each subset
was used as testing set once. The classification performance was evaluated by accuracy
(ACC), specificity (SPE), sensitivity (SEN), precision (PRE) and F-score (F1) based on
the mean results of 5 folds. The evaluation metrics are defined as follows:

ACC = TP + TN

TP + TN + FP + FN

SPE = TN

FP + TN

SEN = TP

TP + FN

PRE = TP

TP + FP

F1 = 2TP

2TP + FP + FN

(7)

where, TP, TN, FP, and FN denote the true positive, true negative, false positive, and
false negative, respectively.

The classification performances of different methods are summarized in Table 3. In
general, the DFC classification results are higher than those from SFC. In detail, when
the SVM is employed to classify the fused dynamic features, the accuracy is improved by
2.1%, 0.2% than that of SFC-SVM and SFC-SAEs and when DNN model is embedded
in the SFC-ST framework, the accuracy is significantly improved by 4.6%, 2.7% than
that of SFC-SVM and SFC-SAEs. In addition, our DFC-ST shows more robust results
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than other methods with the lower SEMs. Together, our results suggest that the fused
DFC features contain more decoding information than the SFC patterns and demonstrate
the effectiveness of the proposed DFC-ST model.

Table 3. Classification performances of different models.

Model ACC (%) SPE (%) SEN (%) PRE (%) F1 (%)

SFC-SVM 63.1 ± 1.4 62.3 ± 1.8 69.5 ± 2.5 66.2 ± 1.2 67.6 ± 1.5

SFC-SAEs 65.0 ± 1.3 61.3 ± 1.8 68.5 ± 2.5 65.2 ± 1.2 66.6 ± 1.5

DFC-SVM 65.2 ± 1.1 60.8 ± 1.4 69.0 ± 1.6 65.3 ± 1.0 67.1 ± 1.4

DFC-ST 67.7 ± 1.2 62.3 ± 1.1 70.2 ± 1.3 67.2 ± 1.2 68.5 ± 1.1

All ± values are mean ± standard error of mean (SEM).

4 Conclusion

In this study, we proposed a novel DFC-ST analysis framework based on DNN to clas-
sify DFC patterns for the brain disease diagnosis. Our model contained two parts, which
separately focused on the spatial and temporal property of the DFC patterns. In the
spatial analysis stage, multiple DNN extractors were built to learn abstract feature rep-
resentations for the FC patterns at each time point. In the temporal analysis stage, the
learnt features were gathered chronologically and a separate DNN was trained on the
fused dynamic features for classification. Experimentswere conducted on the large-scale
ABIDE dataset. The results demonstrate that the proposed model can more accurately
distinguish the autism groups from healthy controls and the fused DFC features contain
more decoding information. In the future work, we will further try other DNN structures
to further improve the performance for DFC-based brain disease classification.
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Abstract. In order to meet the rapid growth of rich media message service
demands of mobile users in 5G environment, content caching in mobile edge
network is an effective solution. In this paper, deep reinforcement learning and
blockchain technology are used to solve the problem of Content Cooperative
Caching and routing requests between base stations. A 5G Message Cooperative
Content Caching Scheme for blockchain-enabled is proposed. aiming to mini-
mize the average transmission delay of user requests on the premise of satisfying
quality of service for the user. Deep reinforcement learning is used to train the
optimal cache decision, and blockchain is used to publish the cache file directories
and record the query cache log, while gathering global information for decision
makers. Simulation results show that the performance of the proposed algorithm
in reducing system response delay and improving cache hit rate is significantly
better than the traditional LRU and FIFO algorithms.

Keywords: 5G message · Content caching · Blockchain · Mobile edge
computing · Deep reinforcement learning

1 Introduction

With the rapid development of the Internet of Things (IoT) and 5G communication
technology, mobile devices and 5G data traffic have grown rapidly. In 2020, the number
of mobile terminal devices has reached tens of billions. At the 5G Emerging Service
Trade Development Forum held on September 5, 2020, the communication management
department announced data that More than 480,000 5G base stations have been built in
China, and the number of 5G terminals has exceeded 100 million. According to the
forecast of International Data Corporation (IDC), the global data volume will increase
from 33ZB in 2018 to 175ZB in 2025. At the same time, new applications such as virtual
reality, ultra-high definition video and autonomous driving with ultra-low latency, high
reliability and low power requirements are emerging[1].Massive terminals, massive data
and performance requirements of emerging applications pose great challenges to existing
cloud computing framework. In this context, Mobile Edge Computing (MEC) came into
being. Mobile edge computing is a new architecture mode that descends computing,
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storage and processing functions from centralized cloud platform to the edge of wireless
network. Mobile edge computing can effectively reduce service response delay, reduce
bandwidth pressure of return link and improve user experience by extending computing,
storage and other resources to the edge of the network [2].

There is a broad consensus among operators around the world that traditional SMS
services need to be upgraded to rich media messaging, or 5G messaging. According
to the 5g messaging white paper, 5G messaging supports a variety of media formats,
including text, pictures, audio and video. The audio and video part of richmediamessage
has the characteristics of large volume and high repetition rate. According to [3], 59%
of the global mobile data traffic is generated by the demand for videos in 2017. In
addition, a 9-fold increase in video data traffic is predicted by 2022, making the mobile
video traffic to account for 79% of total mobile traffic. Studies [4, 5] revealed that a large
amount of the raised video data traffic is due to the duplicate downloads of popular video
files. Using mobile content distribution techniques, popular video files can be cached
in intermediate servers or proxies (e.g., gateways, routers) so that the requests for the
same video file can be available without duplicate transmissions from remote servers.
Since the base station and other edge servers in mobile edge computing network have
the ability of data processing and content caching, which can be exploited to deploy
applications and 5G multimedia services as well as to cache rich media audio and video
data with high repetitive access [1]. At the same time, in order to improve the degree of
information sharing between edge servers and record data access, blockchain technology
can be combined. As a decentralized digital technology, the characteristics of block chain
are very consistent with the development direction of edge computing network, which
emphasizes decentralization, autonomy and intelligence. It can help edge computing
network better cooperate to allocate resources, record and share important information.

Up to now, deep reinforcement learning has been applied in communication, biology,
medicine and other fields. [6] formulated the energy-efficiency oriented user schedul-
ing and resource allocation problem with modelfree reinforcement learning framework,
in order to maximize energy efficiency of the overall network. [7] proposed a sustain-
able deep learning-based heartbeat classification system, called BeatClass. Simulation
results show that rather than using one classification model to classify the five-class
heartbeats, BeatClass uses two classification models to improve the classification results
step-by-step. [8] proposed a dual reinforcement learning (DRL)-based cooperative DCA
(DRL-CDCA) mechanism. DRL-CDCA jointly optimizes the decision-making behav-
iors of both the channel selection and back-off adaptation based on a multi-agent dual
reinforcement learning framework. [9] proposed a Q-learning-based approach to help
the drone fly with minimum handover cost along with robust connectivity.

At present, there has been some progress in the research of content caching strategy
at the edge of mobile network. [10] used the DQN algorithm in reinforcement learning
to explore the cache strategy in the mobile edge network. [11–13] discussed the poten-
tials of employing caching technique in mobile networks. [14] presented a decentralized
optimization method for the design of caching strategies that aimed at minimizing the
energy consumption of the network. [15] proposed a decentralized framework for proac-
tive caching is proposed based on blockchains considering a game-theoretic point of
view. [16, 17] proposed strategies of collaborative caching in BSs to improve the QoS of



5G Message Cooperative Content Caching Scheme 561

users especially on access delay. However, these studies have been conducted on finding
an optimal/suboptimal solution via traditional optimization techniques, which are often
lack of the self-adaption in dynamic environments and need nearly global information
that is hard to achieve in the real-world systems. Deep reinforcement learning (DRL)
combines high dimensional perception ability of deep learning and dynamic decision
ability of reinforcement learning, which can perceive dynamic network topology and
time-varying wireless channel environment, and solve complex optimization problems
with dynamic and time-varying characteristics [18]. A deep actor-critic framework for
content caching at the base station is proposed in [19]. In [20], researchers formulate
the cooperative content caching problem as a multi-agent multi-armed bandit problem
and propose a MARL-based algorithm to solve the problem. In [21], researchers studies
the content caching problem that maximizing the use of the cache capacity of the base
stations to minimize the average transmission delay of the user request and the energy
loss of the network. Deep Deterministic Policy Gradient (DDPG) algorithm is used to
interact with the environment to learn the optimal cache strategy.

Inspired by [15] and [21], in this paper, we put forward a DDPG reinforcement
learning-based framework for 5G message cooperative content caching and request
routing amongBSs inmobile edge network, aiming tominimize the average transmission
delay of user requests on the premise of satisfying quality of service for user. In addition,
we use blockchain technology to cache the record of resource catalog publication and
access. The main contributions of this article are summarized as follows:

• Weconsider cooperative content caching and request routing inmobile edge networks.
In the three-layer network architecture, mobile terminal devices request 5G message
content from the edge server layer, and the result is directly returned if the cache
is matched, while the edge server requests original data from the core network and
caches it locally. All edge servers join the blockchain shared network to publish cache
decision information and record cache access logs through the blockchain network.

• We propose a cooperative content caching and routing request scheme with user
quality of service constraints in order to minimize the average transmission delay of
user requests. All edge servers participating in the blockchain 5G message caching
shared network are regarded as an intelligent whole, and DDPG algorithm is used to
solve the optimal caching scheme.

• Simulation results show that compared with the existing LRU and FIFO schemes, the
proposed solution based on DDPG algorithm and block chain has better performance
in reducing system response delay and improving cache hit ratio.

2 System Model

In this section, we introduce the general cooperative edge caching architecture including
network model, communication model, time delay model and caching model.
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2.1 Network Model

Fig. 1. System model.

Figure 1 shows a three-layer heterogeneous network with edge caching capability,
which consists of the user layer composed ofU users, the base station layer composed of
oneMBS andK SBSs, and the cloud layer where the core network is located. In the base
station layer, all BS are connected to each other to form a blockchain network. Each
BS, as a blockchain node, shares information such as cache information catalog and
cache access log, and maintains logistically unique and immutable ledger records. In the
decision-making process, MBS performs the cache decision of specific request files, and
then publishes the decision results to the blockchain network for sharing and storage.
The MBS requests data through a wired backhaul link from the core network, which
is connected with the content server. The set of SBSs is denoted as K = {1, · · · ,K},
and the set of UEs is denoted as U = {1, · · · ,U}. Core network has abundant storage
capacity, which store all available contents. We assume theMBS is the central controller
in the architecture, which determines the connection between the UEs and the BS, the
cache of the requested files and etc.

We denote F = {1, · · · ,F} as the set of F files in the content library. Each file is
identified by three features, which can be described as f = {

sf , ρf , ζf
}
, sf , ρf and ζf

denote the size, the popularity and the maximal content delivery latency of file f . Denote
Pf is the probability of files follows the Zipf distribution [23].

Pf = ρf
−β

∑F
i=1ρi

−β
(1)

where β is the file request coefficient.
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2.2 Communication Model

We assume that each user equipment only sends one request for a period of time, and
whole transmission process is divided into T time slots discretely. Similar to [24], there
are M wireless orthogonal subchannels in each SBS and each subchannel is only used
to serve one user equipment. So, there is no co-channel interference between all users
served by the same SBS.We denoteM = {1, · · · ,M } as the set of subchannels,ϑi ∈ M
as the channel allocation decision of the SBS to UE i. At time t, the signal to noise ratio
between SBS k and UE u can be formulated as

SNRu,k(t) = pu(t)gu,k(t)d
−α
u,k (t)

σ 2 + ∑
u′ ∈U/{u}

∑
k ′∈K/{k} p

′
(t)gu′

,k ′ (t)d−α

u′
,k ′ (t)

(2)

where pu(t) indicates transmission power of UE u, gu,k(t) indicates the channel gain
between SBS k and UE u, d−α

u,k (t) indicates the distance between SBS k and UE u, σ 2

is the power of Gaussian noise.
∑

u′ ∈U/{u}
∑

k ′∈K/{k} p
′
(t)gu′

,k ′ (t)d−α

u′
,k ′ (t) indicates the

interference between SBSs. The SBS chooses a wireless subchannel ϑu to communicate
to UE u with bandwidth B, the transmission rate from SBS k to UE u can be expressed
as

ru,k(t) = Blog2
(
1 + SNRu,k(t)

)
(3)

Each user is served by the local SBS via cellular links. If the requested file is not
cached in the local SBS, the local SBS will get it from its cooperative SBS or directly
download it from core network through backhaul links. Furthermore, the local SBS
communicate with each other via the MBS. So, in the network architecture, each request
file can be transmitted via 4 types of links, link1: SBS-UE, link2: MBS-SBS-UE, link3:
SBS-MBS-SBS-UE, link4: core network-MBS-SBS-UE.

We assume the SBSs in Base Station Layer are connected by fiber and the distance
is short, the transmission time is very short. So, the transmission time of a request file
in Base Station Layer can be seen as a fixed value denoted as tb, and the transmission
time of link2 and link3 is the same. Furthermore, we assume that the communication
between cloud content server and the MBS is via fiber, the transmission time is a fixed
value denoted as tc. Define tu as the wireless transmission time between SBS and UE,
which can be expressed as

tu = sf
ru,k(t)

(4)

At time t, define t1, t2, t3, t4 as the time delay of link1, link2, link3, link4.

t1 = tu (5)

t2 = tu + tb (6)

t3 = tu + tb (7)

t4 = tu + tb + tc (8)
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2.3 Caching Model

Each SBS andMBS are equippedwith a content caching unit of limited storage resource,
which can cache n andm files, respectively, where n < m < F . The base stations located
in Base Station Layer form a base station group. If the file is cached in the base station
group, it can be forwarded to the SBS which serves the user that requests the file.
Otherwise, the file will be downloaded from cloud content server to the MBS through
backhaul link, and then forwarder to the SBS that provides services. At time t, if the file
requested by the user is not cached in the base station group, theMBSwill decidewhether
to cache it and where to cache it. We define βu ∈ {0, 1, 2} as the caching decision. If file
f requested by UE u is cached in the connecting SBS, βu = 1, and then if it is cached in
the MBS, βu = 2. Otherwise, βu = 0 indicates that the file is not cached. Due to limited
available caching capacity, the total cache size of the files on base stations should not
exceed their caching capacities.

3 Problem Formulation

In this section,we formulate the cooperative content caching and request routing problem
as Markov Decision Process (MDP) to minimize the long-term content delivery delay
with system state space, action space, and reward function.

3.1 State Space

At the beginning of each time slot, the MBS observes network state which includes
the available caching capacity of the MBS and SBSs, all content requests of UEs, the
maximal delivery delay of files, the content popularity of files, the distance between UEs
and SBSs, the cache status of files, the channel information of base stations. State st ∈ S
at time t in our cooperative caching system is defined as

st = {c(t), f (t), o(t), ρ(t), d(t),w(t), h(t)} (9)

where
c(t) = [

cm0 (t), cs1(t), · · · , csK (t)
]
: represents the available caching capacity of base

stations at time t. cm0 (t) represents the available caching capacity of the MBS;
f (t) = [

f1(t), · · · , fU (t)
]
: represents the content requests of UEs at time t;

o(t) = [o1(t), · · · , oF (t)]: represents the maximal delivery delay of all files at time
t;

ρ(t) = [ρ1(t), · · · , ρF (t)]: represents the content popularity of all files at time t;
d(t) = {[d11(t), · · · , d1U (t)], · · · , [dK1(t), · · · , dKU (t)]}: represents the distance

between UEs and SBSs at time t;
w(t) = {[w01(t), · · · ,w0F (t)], [w11(t), · · · ,w1F (t)], · · · , [wK1(t), · · · ,wKF (t)]}:

represents the cache status of F files at time t. [w01(t), · · · ,w0F (t)] represents the state
that the MBS caches files;

h(t) = {[h01(t), · · · , h0M (t)], [h11(t), · · · , h1M (t)], · · · , [hK1(t), · · · , hKM (t)]}:
represents the channel information of all base stations at time t. [h01(t), · · · , h0M (t)]
represents the channel information of the MBS. Denote hij(t) ∈ {0, 1} to describe the
subchannel j occupancy information of BS i. hij(t) = 0 means that the subchannel j is
not occupied, otherwise hij(t) = 1.
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3.2 Action Space

After receiving the content requests, the MBS selects SBS to serve and decides which
contents should be cached to which cache nodes in order to minimize transmission delay
under the premise of guaranteeing the hit rate of the request. Action at ∈ A at time t is
defined as

at = {α(t), β(t), ϑ(t)} (10)

where
α(t) = [α1(t), · · · , αU (t)]: represents the connection between SBSs and UEs at

time t. αi(t) ∈ K represents the number of SBSs which serve UE i;
β(t) = [β1(t), · · · , βU (t)]: represents the decision where to cache the request file

at time t. βi(t) ∈ {0, 1, 2}, if βi(t) = 1 or 2, cache the file in the connecting SBS or the
MBS. Otherwise, if βi(t) = 0, not to cache it;

ϑ(t) = [ϑ1(t), · · · , ϑU (t)]: represents the subchannel allocation of UEs at time t.
ϑi(t) ∈ M represents the subchannel number of SBSs which serve UE i;

3.3 Reward Function

After an action at is taken, the system will compute immediate reward and then update
system state. The objective of edge caching problem is tominimize the long-term average
content transmission delay. Thus, the immediate reward function at time t can be defined
as

ϒ(st, at) = −E

[
U∑

i=1

Pf Tif (t)

]

(11)

where Tif (t) represents the transmission delay for UE i requesting file f at time t. Since
UE i can obtain the request file from the local SBS, other BS that cooperate with the
local BS, the MBS, and core network, the transmission delay Tif (t) can be

expressed as

Tif (t) =
⎧
⎨

⎩

tu, the local SBS responds to UE i
tu + tb, other BS or MBS in Base Station Layer responds to UE i
tu + tb + tc, download file from the core network

(12)

4 DDPG Reinforcement Learning

Reinforcement learning is an important branch ofmachine learning that canmake a smart
agent learn from a set of optimal policies in a dynamic environment by minimizing/
maximizing the expected cumulative cost/reward. There are two major categories of RL
algorithms: (1) the modelbased approach and (2) the model-free approach. The former
is mainly used in the automatic control field. Generally, the Gaussian process or the



566 M. Du et al.

Bayesian network is used to model this type of problems. The model-free framework
can be regraded as a data-driven approach to obtain an optimal policy by estimating
value function or policy function. In this article, we focus on the model-free learning
approach in order to provide a training guidelines based on a large number of historical
experiences. The model-free approach can be divided into three types: (1) critic-model
(value-based approach); (2) actor-model (policy-based approach); and (3) actor-critic
learning approach. Critic-model, such asQ-learning, is a classical RL learning algorithm
that obtains optimal policies based on the estimated action-value functionQ(s, a). Actor-
model can learn a stochastic policy function πθ (s|a) with network parameter θ . Konda
and Tsitsiklis [24] combined the actor-model and the criticmodel in order to address the
individual disadvantages of policy gradient and value predication scheme. The actor-
critic approach exhibits good convergence properties with continuous action spaces.
However, the good performance is based on a large amount of training samples. In
order to solve the challenge, Silver et al. [25] developed a deterministic policy gradient
approach that can directly learn deterministic policy μ(s). Based on the deterministic
actor-critic model, we leverage deep neural networks to provide accurate estimation of
deterministic policy function μ(s) and value function Q(s, a).

4.1 Value Function and Bellman Equation

The reward is an instant grant that reflects the current action that is good or not. The state
value is a measure of the quality of the current agent’s environment and is a long-term
indicator. We define the policy function π(s|a) = P(at = a, st = s) which is mapping
the probability of taking action set a in the state s. The value of a states is worth the
average reward under state s, i.e.,

vπ (s) = Eπ (rt+1 + γ rt+2 + γ 2rt+3 + · · · |st = s) (13)

rt is the reward obtained after taking action at time t, γ ∈ [0, 1] is a discount factor,
the value is only determined by the delay bonus of the current state, and the weight
of the current delayed reward is greater than the subsequent weight. According to the
expression of the value function, we can deduce the recursive relationship of the adjacent
state of the value function, which is the Bellman equation, i.e.,

vπ (s) = Eπ (rt+1 + γ vπ (st+1)|st = s) (14)

Meanwhile, the action value function is defined in the same way to measure the
degree of the current action, i.e.,

qπ (s, a) = Eπ (Rt+1 + γ qπ (st+1, at+1)|st = s, at = a) (15)

According to the definition of the action value function qπ (s, a) and the state value
function vπ (s), we can easily get the conversion relationship formula between them:

vπ (s) =
∑

a∈A
π(s|a)qπ (s, a) (16)
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The comparison strategy is generally compared by the corresponding value function.
That is to say, finding a better strategy can be accomplished by finding a better value
function, i.e.,

v∗(s) = max
a

(Ra
s + γ

∑

s′ ∈S
Pa
ss′ v∗(s

′
)) (17)

q∗(s, a) = Ra
s + γ

∑

s′ ∈S
Pa
ss′maxa′ q∗(s

′
, a

′
) (18)

Pa
ss′ denotes the probability of action a transitioning to the s

′
state in the s state. So

we need to find the max q value during every step. In the real problem, because the state
and motion space is very complicated, it is difficult to calculate by ordinary methods, so
we can use the neural network method to fit the q value in each state.

4.2 DDPG Algorithm

TheDDPG(DeepDeterministic PolicyGradient) algorithm is alsomodel free, off-policy,
and also uses deep neural networks for function approximation. DDPG is an actor-critic
method, which has both a value function network (critic) and a policy network (actor).
DDPGadopts themethodof offline update.Both the actor and the critic have two identical
networks, and the delay is updated to reduce the correlation. The actor part generates
the deterministic action a through the current state, and the critic part obtains TD-error
by calculating the state value to evaluate the pros and cons of the current strategy and
determine the direction and speed for updating the policy network.

In this process, the action value function selected by the action policy π(s; θπ ) will
be used as the basis for critc Q(s, a|θQ) evaluation, where θπ and θQ are parameters of
the actor network and the critic network respectively. The critic network is updated by
minimizing the loss function (19):

Loss(θQ) = 1

N

∑

t

[yt − Q(st, at |θQ)]2 (19)

where

yt = rt + γQ
′
(st+1, π

′
(st+1; θπ

′
)|θQ′

) (20)

π
′
(s; θπ

′
) and Q

′
(s, a|θQ′

) are the target networks of actor and critic.
The actor-network is used to output the determined action type. We need to have an

optimization goal called policy objective function, denoted as J (θ). We want to find the
best θ to maximize the J (θ). The partial derivative ∇θJ (θ) of J (θ) to θ is the policy
gradient. Intuitively, we should update the parameter θπ of the policy in the direction
that makes the value function Q increase.

∇θπ = E[∇θπQ(s, a|θQ)|s=st ,a=π(st)∇θπ π(s; θπ )|s = st] (21)
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We can train the actor network by minimizing the loss of the actor:

Loss(θπ ) = 1

N

∑

t

−Q(st, π(st; θπ )|θQ) (22)

The detailed DDPG pseudocode is shown in Algorithm 1:

5 Simulations

In this section, we investigate the proposed algorithm and analyze the simulation results.
We implemented the simulation using Python 3.6 and TensorFlow 1.1.2.
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In the simulation environment, there is one MBS with the capacity 100 of caching
contents, and there is K = 4 SBSs with the same capacity 20 of caching contents and
U = 10 users. The default cache storage at MBS maintains totally F = 100 contents,
and size of each content is L= 1. The bandwidth of every subchannel is set as B= 1 Hz.
Set tb = 0.1, tc = 0.3.

In DDPG algorithm, the size of the mini-batch and replay memory are set as 32
and 2000 respectively. The maximum number of episodes is 3000 and the maximum
number of steps in each episode is set to 300. To verify the performance of our proposed
algorithm, we introduce the following two baseline solutions:

(1) LRU: Replace the least recently used content first.
(2) FIFO: Replace the first-in content first.

As the learning curve in Fig. 2 shows, as the number of training steps increases,
the cumulative expected reward increases and converges at about 800 sets, with the
average total reward per 100 sets eventually stabilizing at about−4.5. The more rewards
earned in each episode, the better the transmission delay and power consumption control
in the current episode. Therefore, the algorithm proposed in this paper achieves good
performance.

Fig. 2. The convergence performance of DDPG algorithm.

The effectiveness of the proposed algorithm can be attributed to that the reward
function is designed for reducing the user delay, which make the DRL agent march
towardminimizing the average delay. Figure 3 shows the time delay comparison between
the proposed algorithm and the traditional LRU algorithm and FIFO algorithm. By
comparison, it can be found that the average time delay of the proposed algorithm after
convergence is much lower than that of LRU and FIFO algorithm. However, because the
intelligent algorithm proposed in this paper needs a lot of learning to gradually converge,
the convergence speed is slower than LRU and FIFO algorithms.
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Fig. 3. Performance comparison of average delay.

Fig. 4. Performance comparison of hit rate.

Figure 4 similarly shows the positive impact of the proposed algorithm on cache
hit ratio. Compared with LRU and FIFO, this algorithm has the highest cache hit ratio.
At the same time, the convergence of the algorithm is relatively slow due to the above
reasons.

6 Conclusions

In this paper, we consider cooperative content caching and request routing inmobile edge
networks. A 5GMessage Cooperative Content Caching Scheme for blockchain-enabled
using DDPG algorithm is proposed in order to minimize the average transmission delay
of user requests on the premise of satisfying quality of service for user. Numerical results
show that compared with LRU and FIFO, the proposed framework can achieve excellent
performance in terms of the average delay and the hit rate.

Acknowledgement. This workwas supported by the research project of ChinaUnicom: Research
on the Core Technology of SMS Capability Platform Based on “5G Message + Blockchain”.
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Abstract. Named Entity Recognition is the research foundation of many Natu-
ral Language Processing sub-tasks. Named Entity Recognition for Chinese social
media is to identify entity nouns such as person names, place names, and organi-
zation names in Chinese Social Media corpus. Due to the non-standardization of
Chinese Social Media texts and the small size of the corpus, the accuracy of entity
recognition will be affected. In this review, aiming at the above issues, we first
introduce the historical development and research background of Chinese named
entity recognition. Then, we investigate the latest improvement methods of Chi-
nese named entity recognition for social media, and divide these improvement
methods into methods to improve model recognition performance with external
knowledge and methods to enhance internal knowledge to improve model perfor-
mance. Finally, we summarize the challenges Chinese named entity recognition in
social media based on deep learning, and propose the future development direction
for these challenges.

Keywords: Named Entity Recognition · Natural Language Processing · Chinese
social media

1 Introduction

Named Entity Recognition (NER) [1] refers to the identification of entity nouns with
actual meaning in unstructured text, such as: names of persons, names of places, names
of organizations, dates and times, numbers, currencies, etc. At present, NER technology
has extremely wide application in natural language processing tasks [2–5], and it is also
the research foundation ofmany natural language processing sub-tasks. For example, the
construction of knowledge graph [6, 7], knowledge base construction [8–10], network
information retrieval [11], machine translation [12, 13], automatic question answer sys-
tem [14–16], etc. The function of social media-oriented named entity recognition is to
provide conditions and foundations for solving Internet information clutter, redundancy,
noise interference and irregularity, and it can also provide technical means for processing
and analyzing unstructured text information.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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The development history of Chinese social media NER. Research on NER in foreign
countries started relatively early in China. In the 7th IEEE Conference on Artificial
Intelligence Applications (1991), Rau et al. [17] creatively realized the extraction and
recognition of company names by using heuristic algorithms and manual rule writing
methods. In MUC-6, DANIEL M. BIKEL et al. [18] applied the hidden Markov model
to English text NER for the first time, and the test results were better than the previous
methods. Since then, NER has been applied to various evaluation tasks as sub-tasks, such
asMUC-7 [19], CoNLL-2002 [20] and so on. However, most of these tasks are aiming at
the research of English data sets. Because each word in English text has a natural space
separator, and two adjacent words are naturally divided into words. Compared with other
languages, the work of English ner is relatively simple. The performance of the model
proposed by the scientists has also been improved. In the Bakeoff-2006 conference [21],
the NER method for Chinese text became the main research object. Since then, many
Chinese NER researchers have proposed various methods for the progress of Chinese
NER.MaoXinnian et al. [22] used conditional random fields with different functions for
Chinese word segmentation and part-of-speech tagging to improve Chinese vocabulary
processing performance. Li Lishuang et al. [23] used statistical methods and support
vector machines (SVM) in different situations to identify Chinese location names and
Chinese names. For a long time, the research of named entity recognition work has
focused on formal texts. It was not until 2005 that it gradually turned to the field of
Chinese social media [24–26]. In the study of Chinese social media texts, Liu Xiaohua
et al. [24] combined The K-nearest neighbor (KNN) classifier and linear conditional
random field (CRF) model to solve the problems of insufficient annotation data and
unavailability of training data when establishing NER in a specific field for tweets. Ling
Wang et al. [25] proposed a method of extracting parallel data to obtain a large amount
of parallel data in some social media for free. Peng Nanyun et al. [26] proposed the
Weibo corpus for the first time, which contains names of people, places, organizations,
and geopolitical names. They combined neural embedding and joint training objectives
to improve the Chinese social media named entity recognition model.

Themotivation for this review. In recent years,with the rapid development of artificial
intelligence and Internet technology [27–32], more and more important Chinese infor-
mation can be obtained from social media through deep learning methods, which makes
NER technology for Chinese social media attract much attention. Although Liu Jingxin
et al. [33] analyzed the Chinese NER method in detail from the traditional method and
the deep learning method for the Chinese NER method, they didn’t make a systematic
summary of the Chinese NERmethod for social media. At the same time, Chinese social
media based on deep learning still faces many challenges. Based on the above issues, it
becomes extremely important to systematically summarize the challenges faced by Chi-
nese social media NER method and classify Chinese social media NER method based
on in-depth learning.
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2 Background

2.1 NER Resources:Datasets

The data sets for Chinese social media NER include several shared data sets of Sighan in
Chinese NER,Weibo NER, etc. Several of Sighan’s shared data sets in Chinese NER are
mainly used for official Chinese texts like news [34, 35], and it is not suitable for informal
texts on the Internet. However, weibo NER was built by Peng Nanyun et al. [26] who
collected Sina Weibo information in 2015. It has many problems that the informality of
Chinese social media brings to natural language, such as such as non-standard sentence
grammar, random construction of newwords, lack of punctuation, etc. The emergence of
Weibo NER fills in the gaps in the text of informal Chinese social networks. As shown in
Table 1, it contains four types of entities: person name (PER), place name (LOC), orga-
nization name (ORG), and political geopolitical information (GPE). It contains a total
of 1890 sentences, 102729 characters, and 7000 marked characters. Among them, there
are 1350 sentences, 773378 characters, and 4951 marked characters in the training set;
the test set contains 270 sentences, 14842 characters, and 1078 marked characters; The
verification set contains 270 sentences, 14,509 characters, and 971 marked characters.

Table 1. Weibo NER dataset.

Weibo NER Train dataset Test dataset Dev dataset Total

Sentences 1350 270 270 1890

Mark Characters 4951 1078 971 7000

Characters 773378 14842 14509 102,729

Entity Types 4 4 4 4

2.2 NER Labeling Method and Evaluation Mechanism

NER annotation annotation methods for Chinese social media mainly include IO, bio,
bmoes, etc. [36]. Among them, BIO labeling method and BMOES are the most common
methods. In the BIO labeling method, B represents the starting position of an entity
noun, I represents the remaining position of an entity noun except the first word, and
O represents an intangible noun. The BMOES annotation method is an extension of
the BIO annotation method. Compared with BIO labeling method, it has more perfect
labeling rules and is also the labeling method used in weibo NER corpus at present.
In the BMOES labeling method, B represents the start position of an entity noun, M
represents the internal position of an entity noun, E represents the end position of an
entity noun, S represents a separate entity noun, and O represents an intangible noun.

PRECISION = TP

FP + TP
× 100% (1)
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RECALL = TP

FN + TP
× 100% (2)

F1 = 2PR

P + R
× 100% (3)

The NER labeling system for Chinese social media is mainly to correctly evaluate
the recognition results. The three evaluation indexes are [36]: accuracy rate, recall rate
and F1 value. The accuracy rate represents the ratio of the correct number of classified
samples to the total number of samples in a given data set; The recall rate represents
the ratio of the true number to the total number of samples; F1 value represents the
comprehensive index of reconciliation, balance precision rate and recall rate; TP refers
to the sample with correct prediction and correct reality; FP refers to the sample whose
prediction is correct and the actual is wrong; FN indicates that the prediction is wrong
and the actual is correct.

Table 2. Comparison of Chinese NER deep learning methods for Chinese social media.

Work Method Network coding
layer

Label decoding
layer

Performance
(F1)

Peng Nanyun
[35]

Jointly Train
LSTM + Emb

LSTM CRF Weibo
NER:46.85%

He Huangfeng
[36]

F-Score driven LSTM CRF Weibo
NER:50.60%

He Huangfeng
[37]

Unified model for
cross-domain and
semi-supervised

LSTM MMNN Weibo
NER:54.50%

Wang Binhui [38] Attention-based
recurrent neural
model

LSTM Attention +
softmax

Weibo
NER:54.87%

Nie Yuyang [39] Attentive semantic
augmentation

/ CRF Weibo
NER:69.80%

Gong Zhaoheng
[40]

Integrate a
boundary
assembling
method with the
state-of-the-art
deep neural
network model

LSTM CRF Weibo
NER:56.82%

Dong Chuanhai
[41]

Multichannel (S +
T, 1random,
2CRF)

LSTM CRF Weibo
NER:60.68%
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3 Research Progress of Deep Learning

With the emergence ofBiLSTM-CRF, the prologue ofChineseNERbased on deep learn-
ing is unveiled. The commonBiLSTM-CRFmodel based on character vector embedding
is shown in Fig. 1. The existing Chinese NER deep learning methods for Chinese social
media are mainly divided into two solutions. The first is to use external knowledge
(dictionary information, joint training models, transfer learning based methods, etc.) to
improve model recognition performance; The second is to enhance internal knowledge
(attention mechanism enhances semantics, boundary assembly, etc.). We counted the
performance of work based on deep learning in Weibo NER in recent years, as shown
in Table 2.

Borrowing external knowledge to improve model recognition performance. Peng
Nanyun et al. [37] improved the performance of NER in specific applications of Chinese
social media through joint training of the NER model and Chinese word segmentation.
He Hangfeng et al. [38] used semi-supervised learning methods combined with neural
networks to better solve the problem of rarely labeled or unlabeled text in Chinese
social media. He Hangfeng et al. [39] used a combination of semi-supervised learning
and cross-domain learning methods to learn more effectively the unlabeled information
and extra-domain information in order to solve the problem of difficult named entity
recognition in informal Chinese text with noise.

Enhance internal knowledge to improve model performance.Wang Binhui [40] et al.
applied the attention mechanism to the model to improve the performance of Chinese
socialmediaNERby focusing on the correlation between the part of speech of a character
in the text and the named entity of the text. Nie Yuyang et al. [41] adopted a method
of enhancing semantics to solve the problem of sparse data and informal text in social
media that are difficult to deal with NER tasks. Gong zhaoheng et al. [42] accurately
divided the boundaries of Chinese words through the boundary assembly method to
solve the problem of poor quality of named entity recognition caused by inaccurate
entity boundary division. Dong Chuanhai et al. [43] proposed a multi-channel method
to obtain data of different patterns in Chinese social media, which was used to solve
the problem of difficult named entity recognition in informal Chinese text with noise,
and found that shared embedding and randomness Initial embedding can significantly
improve model performance.

4 The Challenge of Chinese NER for Social Media

At present, researchers in this field believe that the performance of Chinese-oriented
social media NER has made some progress compared with previous studies, but there
are still some challenging problems that are difficult to solve in many aspects. After
research and analysis, we believe that Chinese NER for social media still has strong
challenges in the following aspects.

https://doi.org/10.1007/978-3-031-06794-5_1
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4.1 The Particularity of Chinese Characters

Due to the inherent characteristics of Chinese characters, their font forms are diverse, and
their sentence structure is complex, which is not similar to the prompt information such
as solid spelling of special words, obvious word boundary segmentation and inherent
definite articles in English texts, and it is difficult to distinguish entity nouns easily.
Chinese sentences are generally composed of multiple words and characters, but there
is no space distinction between words and characters. The composition of sentences is
closely arranged by Chinese characters, and the special vocabulary is difficult to divide,
which makes the application of NER in the Chinese field much more difficult than that
in the English field. In the application of NER in different languages,the basic technical
means and ideas are the same, but different models need to be selected and adjusted
according to different language features to achieve better results.

4.2 Non-standardization of Chinese Social Media Texts

Informal text content in social media often contains a large number of new words and
wrong words, the format of text content is not standardized, and the text usually con-
tains noise interference such as network terms, emoticons, special symbols, etc. These
ambiguous text contents and complex and changeable (or unfixed) expressions, to some
extent, it makes the task of natural language understanding more difficult. There are
differences in the application of Chinese named entities in different knowledge fields,
different languages and different historical and cultural backgrounds. Therefore, these
differences should be taken into account in the technical implementation of NER in the
field of Chinese social media, so as to better realize the cross-domain application of
NER.When using Chinese social media text, we should consider the problems of differ-
ent knowledge strength, different confidence and no normative constraints in the text in
this field. Under the condition of fully understanding the context semantic information,
we can dig deep into the entity semantics and effective information through the methods
such as fusion alignment and entity linking, so as to avoid the problems of ambiguous
expression, unclear reference and wrong segmentation of Chinese named entities in the
process of processing.

4.3 Chinese Social Media Corpus is Small in Scale

At present, the general corpus for informal Chinese social media is the Weibo NER
corpus proposed by Peng Nanyun et al., and its training set is only 1/30 of that of
MSRA corpus. Too few training sets in the corpus result in too few annotation data,
and the corpus for Chinese social media itself has many uncertain factors, such as, more
typos, nonstandard grammatical structures, ambiguous language descriptions, etc. These
will lead to large training errors and low accuracy of the deep learning model due to
insufficient prediction database. This is also the direct reason why the accuracy rate of
using Weibo NER corpus for Chinese social media NER is only about 60% (Fig. 1).
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Fig. 1. Character vector-BiLSTM-CRF Model.

5 Future Development Direction

The particularity of Chinese characters. There are fundamental differences between
Chinese characters and English letters in the form of construction. Chinese characters
are the combination of sound, shape and meaning, developed from pictures, and are the
oldest hieroglyphics. There are no marks and division symbols between each word and
the expression form of each word is roughly the same. While English is phonography.
English letters come from spelling, and there are obvious space separators between each
word. People’s names, place names, organization names and geopolitical names have
different expressions in uppercase or italics. Sincewe can’t change its basic font features,
we can consider adding some radical features and English spelling features of Chinese
characters in the embedded presentation layer to enhance the characteristics of Chinese
characters and express their glyph features as much as possible, so as to make the model
learn better.

Non-standardization of Chinese social media. Most information of Chinese social
media comes from network information release. Compared with non-network informa-
tion, network information is numerous and its quality is difficult to control.Nowadays,
the randomness of network language is also increasing. The non-standard sentence struc-
ture and the emergence of homophonic words have exacerbated the challenge of NER
technology for Chinese social media. In the face of a large number of non-normative
texts, we can consider adding attention mechanism in the embedded presentation layer
to express the meaning of semantic information of non-network texts. At the same time,
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we can also consider syntactic analysis of sentences in the text before NER task to ensure
the accuracy of sentence structure and build a good environment for NER task.

Chinese social media corpus is relatively small. At present, the only NER corpus for
Chinese social media is Weibo NER, which is too small to be satisfied with numerous
Chinese socialmedia information.A small corporawillmake it difficult for deep learning
models to learn through small resource corpora, which has high learning ability and
recognition performance. Facing these problems, we can consider how to improve the
transfer learning technology and borrow the data set resources in other fields to solve
the problem of small corpus size, so as to supplement and build the entity resource
information.

6 Conclusion

This survey reviews the latest research methods of Chinese social media NER. First
of all, we introduce the definition of NER, facing the development history of Chinese
social media NER and the purpose of writing this paper. Then, we explain the research
background of NER, including data set, sequence tag system and evaluation mechanism
for Chinese social media NER. Then, we analyzed the latest NER methods for Chinese
social media based on deep learning, and divided them into two categories: borrowing
external knowledge to improve recognition methods, and enhancing internal knowledge
to improve recognition methods. Finally, we put forward the challenging problems in
this field and the future development direction. We hope that this paper can provide a
new inspiration for researchers facing Chinese social media NER.
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Abstract. Compared with IPv4 network, IPv6 network has some new character-
istics, such as larger address space and more simplified message header structure.
These new characteristics in IPv6 network may introduce both security enhance-
ment opportunities and new security challenges. At present, there are mainly two
threats in IPv6 network during its wide deployment. On one hand, during the
transition from IPv4 to IPv6, “dual stack”, “traffic tunneling” and “translation”
are three building blocks, all of which may introduce new security threats. On the
other hand, IPv6 networking internal caused by new characteristics of IPv6 can
also incur vulnerability. In view of these new forms of threats, network managers
will generally adopt some defense mechanisms based on the characteristics of
IPv6. This paper introduces and classifies the security threats in IPv6 network,
then analyzed the defense mechanisms against different security threats in detail.
Finally, we present some thoughts and future research directions in the field of
IPv6 security.

Keywords: Ipv6 · Security · Threat · Defense mechanism

1 Introduction

With IPv4 address allocation exhausted, the next generation Internet Protocol IPv6 is
beginning to accelerate the promotion and deployment all over the world. The system of
IPv6 protocol is first constructed in 1995 [1, 2], with a series of RFC documents on the
definition and specification of IPv6 published. The large-scale commercial deployment
of IPv6 has been carried out rapidly. In recent years, the global IPv6 deployment has
shown a trend of rapid progress. Since 2012, many well-known websites such as Face-
book and Google have begun to permanently support IPv6. According to the statistics
of APNIC labs [3], by July 2020, the IPv6 deployment rate of 16 countries has exceeded
40%, 23 countries has exceeded 30%, and 39 countries has exceeded 20%.OnNovember
10, according to the real-time data of the website, these three numbers became 14, 28,
43. By June 2020, the top five countries/regions in the number of IPv6 users in the world
are India (358 million), the United States (143 million), China (120 million), Brazil (50
million) and Japan (40 million).
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However, with the rapid development of IPv6 in recent years, the security threats
[4, 5] and challenges of IPv6 network have become important research issues. Mean-
while, the security threats of Mobile IPv6 [6, 7] and the IPv6 security in IoT [8, 9] also
become research hot spots. Li, Xiang, et al. [10] used XMap to present the large-scale
measurement study on the IPv6 network and found that IPv6 faces potential security
threats. Thanks to the significant increase in address space (the address space of IPv6
is 2ˆ96 times that of IPv4) and the addition of security features in the protocol cluster,
IPv6 has certain enhancement in ensuring Internet security. The enhancement of security
is reflected in the following aspects: IPv6 improves anti hacker sniffing and scanning
capabilities, improves the traceability of network information, strengthens the security
capability of the protocol itself and some common attack risks in IPv4 are avoided or
mitigated. But there are still security risks in IPv6 networks.

At present, The Internet is in the stage of coexistence of IPv4 and IPv6 network.
Compared with IPv4 protocol, IPv6 has some new features which may have an impact
on the security policy and bring new security challenges of the Internet. As a result,
there are mainly two types of security challenges. One security issue comes from the
transmission of information in IPv4 and IPv6 networks [11], but with the full deployment
of IPv6 and the discontinuation of IPv4, this challenge will disappear. The other is from
IPv6 network internal, e.g., host tracking, packet filtering policies, extension headers
security, and IID generation mechanism, which is caused by the new characteristics of
IPv6 protocol.

In order to deal with these security threats, IPv6 protocol takes some defensive
measures to ensure the security of the network. In the early IPv6 network, researchers
mainly relied on the security characteristics of IPv6 protocol to ensure Internet security.
IPv6 protocol requires mandatory support for Internet Protocol Security (IPSec) [12]
which is not necessarily supported in the IPv4 network and relies on IPSec to realize
data security at the network layer, including data encryption and data authenticity. Then
researchers took some other measures to deal with the security threats caused by the new
characteristics of IPv6. IPv6 protocol uses MAC address to generate interface IP (last 64
bits), which increases the risk of privacy related attack. The current mechanism to pro-
tect privacy is frequently modifying interface IP. IPv6 use Duplicate address detection
(DAD) to ensure the availability and uniqueness of the address, but DAD mechanism
can cause Denial-of-Service (Dos) attacks. As a result, researchers use hash algorithm to
encrypt the address to prevent DoS attacks. Different from IPv4 protocol, IPv6 supports
Neighbor Discovery Protocol (NDP) [13] which provides for stateless address auto con-
figuration of nodes (SLAAC) [14], neighbor unreachability detection and resolution of
link layer addresses. But attackers can disguise as legitimate users to launch DoS attacks
[15] and Man-in-the-Middle (MiTM) attacks in IPv6 network [16, 17]. Researchers
adopt a mechanism called Intrusion Detection System (IDS) [18] which uses an active
probing mechanism to detect NDP related attacks. Recently researchers designed an
active defense approach based on web honeypot [19]. Threats can be cleverly identified
by deploying honeypot and network managers can modify the current security policy to
ensure network security.

In this paper, we first introduce the new features of IPv6 protocol and their impact on
network security.With these preliminary knowledge, we then analyze the security threats
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with deliberate classification and introduce the defense mechanisms against the security
threats in IPv6 networks. Finally, this paper introduces the summary and prospect for
the research towards of IPv6 security.

2 New Features of IPv6

As the next generation IP protocol, IPv6 has new characteristics and securitymechanism.
Among them, the core change is the expansion of address space. Unlike IPv4 address
composed of 32 bits, IPv6 is composed of 128 bits, which can assign an IP address
to every grain of sand on earth. In general, there are mainly five new features in IPv6
protocol.

2.1 Huge Address Space and Hierarchical Address Structure

IPv6 is composedof 128bits,which canprovide a real address for eachnetworknode.The
huge address space overcomes the limitation of the number of network address resources.
At the same time, IPv6 supports more levels of address hierarchy. The designers of
IPv6 divide the IPv6 address space according to different address prefixes, and adopt a
hierarchical address structure which IP address consists of a 64 bit subnet prefix and a
64 bit interface ID (as shown is Fig. 1) to facilitate the fast forwarding of data packets
by backbone routers.

Fig. 1. The composition of IPv6 address.

Thanks to the huge address space resources of IPv6, The IPv6 network security has
been significantly improved. In IPv4 network, due to the limitation of address space,
NetworkAddress Translation (NAT) [20] has beenwidely deployed by network develop-
ers, and most network communication is realized through NAT. In IPv6 network, every
equipment can get a real and unique IP address, therefore end-to-end communication
can be truly realized. IPv6 has rich address resources which ensuring that each packet
forwarded by the router has a real source address. True network address of each equip-
ment can solve the problems of network real name system and user identity traceability
through the established address verification mechanism.

In general, huge address space and sparse address distribution effectively improve
the security and transparency of the IPv6 network, although it may cause trouble to
researchers who conduct network asset analysis and network scanning (researchers need
to take strategies to improve the scan efficiency, e.g. 6Forest [21], 6Hit [22]and 6Graph
[23]).
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2.2 More Compact Header Structure and Stronger Scalability

The format of IPv6 datagram is composed of IP header and data (called payload in IPv6).
The data part of IPv6 datagram can also include 0 or more IPv6 extension headers which
is different from that of IPv4. Figure 2 shows the structure of IPv6 packet. The IPv6
basic header part is fixed to 40 bytes in length. The total length of IPv6 basic header
is greatly reduced by cutting some fields in IPv4 header or moving some fields into
extended header.

Fig. 2. The structure of IPv6 packet.

The IPv4 header length is specified by the IHL domain, while the IPv6 base header
is fixed at 40 bytes in contrast. As a result, it simplifies the processing of IPv6 messages
by forwarding equipment and improves the forwarding efficiency in IPv6 network. IPv6
also defines a variety of extended headers, which makes IPv6 flexible and can provide
support for a variety of applications, making it possible to support new applications in
the future. The simple header structure improves the performance of network forwarding
equipment, reduces the congestion in IPv6 network, and improves the security.

Moreover, thanks to the design of IPv6 header rules, packets fragmentation is reduced
in IPv6 network and common fragmentation attacks in IPv4 will be mitigated. The link
layer has the characteristic of maximum transmission unit (MTU), which limits the
maximum length of data frames. In IPv4 protocol, if the length of the data message is
greater than the MTU of current link, the packets start fragmentation. After reaching
the destination host, it is reorganized at the IP layer. IPv6 prohibits intermediate node
equipment from slicing IP messages. Packets fragmentation only occur at the start point,
and fragment information is stored in the extension header of IPv6 packets. As a result,
the times of data message fragmentation reduce reduces fragment attacks reduce.

2.3 Neighbor Discovery Protocol in Place of ARP Function

Neighbor discovery protocol (NDP) is a new protocol proposed in IPv6, which is mainly
responsible for the communication between nodes. The packets of NDP are based on
efficientmulticast and unicast instead of the broadcast mechanism inAddress Resolution
Protocol (ARP). Therefore, NDP can eliminate the risk of “broadcast storm” in IPv4
network.ComparedwithARP,NDPhasmore functions, such as router discovery through
sending RS packet, address resolution (replace ARP) and duplicate address detection
(DAD). NDP uses the following five ICMPv6 protocol version messages to perform its
functions:
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• Router solicitation (RS) type (133): Make a request to the router.
• Router advertisement (RA) type (134): In response to RS message or claim the
existence of router.

• Neighbor solicitation (NS) type (135): Get the link layer address of the neighbor,
check the reachability of hosts and verify the address uniqueness.

• Neighbor advertisement (NA) type (136): In response to a NS message.
• Redirect Message (RM) type (137): Redirect the traffic of a host from one path to
another path.

However, nodes in IPv6 can not only use DHCPv6 [24] to obtain the address in a
stateful way, but also use NDP to realize stateless address automatic configuration. In
the stateless address automatic configuration, hosts generate a global unicast address by
receiving the RA message sent by routers on the link (subnet prefix) and combining the
interface ID (IID). IPv6 adopts NDP, which solves the transmission security problems
such as broadcast storm and ARP spoofing [25] caused by ARP adopted in IPv4.

Moreover, the existing IP layer encryption authentication mechanism such as IPSec
and Security Neighbor discovery protocol (SeND) [26] can protect the NDP and ensure
the security of transmission.

2.4 IPSec Support in IPv6

Internet Engineering Task Force (IETF) issued the IPSec in November 1998 [27], which
is a group of secure communication protocol family based on network layer and applied
cryptography. IPSec is optional in IPv4 but must be supported in IPv6. Therefore, IPv6
network effectively improves the safety performance. The design goal of IPSec is to pro-
vide flexible security services for network layer traffic in IPv4 and IPv6 environments.
IPSec provides services for data integrity, data confidentiality and data source reliability.
Figure 3 shows the message of normal network layer and the message with IPSec trans-
mission mode. When the IPSec transmission mode is enabled, Authentication Headers
(AH) [28] or Encapsulating Security Payload (ESP) [29] is insert between the IP header
and Transport datagrams to protect the message.

Fig. 3. Messages in normal network and IPSec transmission mode.

IPSec architecture ismainly composed ofAH, ESP and Internet KeyExchange (IKE)
[30]. AH is a message header verification protocol, which mainly provides the functions



588 N. Liu et al.

of data source verification, data integrity verification and message replay prevention.
But AH cannot provide confidentiality because it cannot encrypt the content carried
by packets. ESP is an encapsulated payload protocol. In addition to providing all the
functions of ah protocol, it can also provide the encryption function of IP messages. AH
and ESP can be used alone or nested. IKE protocol is used to automatically negotiate the
cryptographic algorithms used by AH and ESP. In general, thanks to IPSec supported in
IPv6 network, the security ability effectively improves. IPSec guarantees the integrity
and confidentiality of data in IPv6 network.

3 Security Threats in IPv6 Network

Although new features of IPv6 improve network security, they also have limitations and
weaknesses [31]. There are mainly two types of threat in IPv6. One threat is in IPv4
and IPv6 coexisting networks, the other is in IPv6 only networks. At present, almost
all networks cannot turn off their IPv4 functionality although the IPv6 is being widely
deployed. As a result, IPv6 networks will run in parallel with IPv4 based networks,
which may last for a long time. “Dual stack”, “traffic tunneling” and “translation” are
threemechanism used for the transition from IPv4 to IPv6.Moreover, many new features
and protocols have been introduced in IPv6 only networks, which may cause security
challenges.

3.1 Security Challenges in IPv4/IPv6 Transition Networks

Security Challenges of the Transition Mechanism. First mechanism is called trans-
lation mechanism (protocol translation). This mechanism uses a protocol and address
translation gateway to convert IPv4 packets to IPv6 packets or convert IPv6 packets to
IPv4 packets. However, translation mechanism has its own disadvantages, which signif-
icantly slow down packet flow and do not allow the network to take advantage of the
specific functions of any protocol. Translation mechanism can also cause serious secu-
rity challenges when the network is attacked. Translation devices are the key equipment
in the whole network when used as IPv6 and IPv4 interconnection nodes. As a result,
translation devices are easy to become the security bottleneck of the network. Once the
translation devices are attacked, it can lead to network paralysis.

Security Challenges of Traffic Tunneling. The function of traffic tunneling is encap-
sulating an IPv6 packet into an IPv4 packet when the packet goes through IPv4 routers,
and vice versa. Traffic tunneling mechanism simply encapsulates and unpacks data
packets from the source, so the introduction of this mechanism adds security risks to the
network environment.

IPv6 packets can be encapsulated into IPv4 packets for transmission using traffic
tunneling. When the traffic tunneling mechanism is used to transmit packets, the rela-
tionship between IPv4 and IPv6 addresses is not checked. Moreover, the IPv4 network
cannot verify the authenticity of the source address due to the use of NATmechanism. As
a result, attackers can forge tunnel packets and inject them into the destination network
resulting in network security challenges.
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The traffic tunneling does not check the contents of the packets. As a result, attack-
ers can encapsulate attack packets through traffic tunneling. For instance, if network
managers deploy an IPv6-unaware firewall at an endpoint, firewall rules will allow IPv4
packets to pass without checking encapsulated IPv6 packets. However, the malicious
packets can also be encapsulated in IPv4 traffic and cause the security challenges.

Security Challenges of Dual Stack. During the transition period, IPv4 and IPv6 log-
ical channels are running simultaneously in the dual stack deployed network. But dual
stack mechanism increases the exposure of equipment, which also means that protective
equipment needs to be configured with dual stack strategy at the same time, resulting in
more complex policy management and more security risks.

Moreover, in the IPv4 network, some operation systems start the IPv6 automatic
address configuration function by default, so that there are hidden IPv6 channels in the
IPv4 network. However, IPv6 channel is not configured with protection mechanism, and
attackers can use IPv6 channel to attack.

3.2 Security Challenges in IPv6-Only Networks

The new features of IPv6 bring security mechanism, but also increase the security chal-
lenges. New fields introduced in IPv6 packets structure (such as flow label, routing
header, etc.) and new protocols may have vulnerabilities and attackers can use these
vulnerabilities to launch sniffing attacks, dos attacks.

Host Auto Configuration Related Attacks. Compared with IPv4, nodes in IPv6 net-
works can automatically generate the address of each network interface using NDP. As a
result, network administrators do not have to manually configure addresses for hosts or
maintain DHCPv6 servers. However, when the nodes use NDP to generate the address,
it can cause malicious attacks by attackers.

In IPv6 networks, nodes obtain the network prefix from the routers located in the
network segment after receiving the RA packets. And the nodes generate interface ID
(IID) using media access control (MAC) address. Then nodes combine two pieces of IP
address. Before the IP can be used, the nodes need to use duplicate address detection
(DAD) to check if the address is unique. In DAD, nodes send NS packets containing the
tentative IP address in order to get the response from the nodes which have generated
the same IP address. If there is no reply, the nodes consider the generated IP to be unique
and use it.

However, the generation mechanism of IID is based on the MAC address of the
node, which can lead to privacy related attacks. Extended Unique Identifier (EUI-64) is
the standard used in the generation of IID which is generated by the concatenation of
an Organizationally Unique Identifier (OUI) with the Extension Identifier assigned by
the hardware manufacturer. If both the OUI and the extension identifier are 24 bits, a
hexadecimal value 0xFFEE will be inserted between the two values. Then the leftmost
bits 7 and 8 of EUI are set to 1 in order to generate the IID. When a node joins a
new network, its MAC address is constant. This IID generation mechanism makes it
vulnerable to privacy related attacks. As a result, attackers can track the location of a
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node based on its IP address.Moreover, attackers can track the node inmultiple networks
and have enough time to collect the confidential information of the node.

Further, it can cause dos attacks during the period of DAD. If the node receives a NA
packet meaning that the generated IP has been used, it needs to generate the interface ID
again which may last a long time. As a result, attackers in the same network can send
NA packets to the source node informing that the address is being used, although the
IP address of attackers is different from the generated IP address in NS packets. Then
the node needs to generate the interface ID again, and repeats the DAD process, but the
generated address cannot be checked as the unique address due to the NA packets from
attackers. Then the nodes continue to generate address automatically which results in
resource consumption. In the end, the node gives up without configuring its address.

In IPv6 network, NDP is used to replace ARP function used in IPv4 networks.
However, it can causeMiTMattacks.Different from IPv4, nodes obtain theMACaddress
of other nodes in IPv6 network through NDP (NS packets and NA packets). When a
node A needs to obtain the MAC address of another node B in the same network, it
sends NS packets to the all-nodes multicast address. Only node B send a NA packet
containing its MAC address to node A. But attackers on the same link can also get NS
packet, and send NA packets containing false MAC address to node A. Therefore, both
A and B are connected to this attack node, and the traffic flow between A and B must
be passed through the attackers. Attackers peek at the packets from node A and forward
the modified packets to launch MiTM attacks.

Attackers can also implant bogus router to prevent the nodes in IPv6 from access-
ing the desired network. As mentioned earlier, nodes in IPv6 network can use NDP
to discover the prefix information. However, nodes do not validate RA packets from
the routers. If a malicious node impersonates a network default gateway, attackers can
advertise RA packets containing fake address prefix. As a result, nodes in this subnet
update their address prefix after receiving RA packets. Eventually, attackers can reroute
legitimate traffic and nodes cannot access the desired network.

Routing Headers Related Attacks. IPv6 source route can specify the intermediate
node to be accessed on the way to the destination node. Attackers can generate spe-
cific packets with routing options that specify the same intermediate nodes, then there
will be a large amount of traffic on the same link, resulting in network paralysis. Further,
if the intermediate nodes accept these headers and follow the routing instructions, the
designated routers may receive toxic packets.

Multicast-Based Attacks. Compared with IPv4 networks, IPv6 networks cancel the
broadcast mechanism and makes extensive use of multicast mechanism. Attackers con-
stantly send packets to the multicast group address notifying members of the group to
leave, resulting in DoS attacks. In addition, because the IPv6 network configures stan-
dard multicast addresses for key devices, attackers can modify the messages pointing to
these addresses on the network and intercept the packets sent by the target node to these
key devices.
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4 Security Mechanisms in IPv6 Networks

In order to deal with the possible security threats in IPv6 network and improve its
security and stability, researchers have taken corresponding measures against different
security threats, and gradually improved these measures with the development of the
IPv6 networks.

4.1 Algorithms for Protecting User Privacy

The generation method based on MAC address is vulnerable to privacy related attacks.
In order to prevent privacy related problems, researchers have made many attempts.

According to RFC 4941 [32], IID has two new generation methods, one of which
makes use of available stable storage. First, nodes select the last IID from the history
of stable storage. If the history is empty or no stable storage is available, nodes selects
a random value. Then the retrieved IID or random value is concatenated with the EUI
generated as explained inRFC4941.Thennodes performMD5algorithmon the resulting
value and take the leftmost 64 bits in the MD5 summary. Then nodes compare the data
with the IIDs in stable storage. If no matches are found, the data will be used as the IID.
Otherwise, nodes repeat the above steps. But this mechanism also has defects. If the
address of nodes in the network does not reach the maximum lifetime, it will keep using
this IID without generating a new IID. Moreover, this mechanism has high requirements
for hardware, which a stable storage area is required.

Then researchers tried to generate IID using Cryptographically Generated Address
(CGA) [33], which is an important part of Secure-Neighbor Discovery (SeND). CGA
makes use of one way hashing to generate IID which is not based on the MAC address.
First, nodes use CGA to generate a random number called modifier. Then the modifier
is connected with the real subnet prefix, the public key, and the collision count. Then
nodes use the public key to implement SHA1 algorithm on the connected data and take
the leftmost 64 bits of SHA1 summary and set the seventh bit and the eighth bit to 1.
Before generating IID, nodes need to connect the modifier with other parameters for a
hash operation to ensure its security in dealing with brute force cracking. Therefore, the
drawback of CGA is the huge calculation. It is unrealistic to deploy this strategy in the
future IPv6 network. Researchers proposed some other strategies, but these strategies
either have too much computational overhead or lack the ability to protect privacy.

Rafiee et al. proposed a new strategy [34]. This strategy first generates a 16 bytes
random number called modifier. Then the modifier is connected with router prefix and
the timestamp of current time. Then the strategy hashes the generated random number
using SHA2 algorithm to generate a summary and take the left 64 bits of the summary
as the IID. The IID generation method is shown in Fig. 4. Moreover, the lifetime of IID
is related to application layer which ensures the normal connection of the network layer
during the operation of the upper application. If the current application using the existing
address is active, nodes can still use the expired IID although maximum lifetime of that
address has been reached.
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Fig. 4. Random generation Of IID.

As a result, this strategy for generating IID is not only highly randomized, but also
ensures the network layer connection in order to support the application layer life cycle.
This mechanism is suitable for large-scale deployment in the future IPv6 network.

4.2 Algorithms for Securing the DAD Process

DAD is used to judge the uniqueness of the newly generated address in current IPv6
network. DAD process is based on NDP utilizing NS and NAmessages. Nodes generate
the IID called temporary IP address. The temporary IP address needs to go through the
DAD process. Only after the DAD process, the temporary address can be connected with
the subnet prefix and become the unicast address of the node. During the DAD process,
the nodemulticasts NS packets containing temporary IP to solicit-nodemulticast address
(SNMA). All nodes joining in the same SNMAwill receive the NS packet. If a node has
the same temporary IP as that in NS packet, it will reply NA packets to the source node.
Other nodes discard the NS packet. Moreover, If the source node does not receive the
NA message after three seconds, it will consider IID to be unique and connect it with
the subnet prefix to configure its unicast address.

However, DAD process is vulnerable to Dos attacks. Attackers joining in the same
SNMA can send NA packets to the source host as a response, although its IID is different
from that in NS messages. Then the source node needs to generate temporary again and
repeat the DAD process. After three attempts, the node will stop generating IID and
gives up address configuration due to the failure of DAD process. Figure 5 shows a
Dos attacks during DAD process in IPv6 local-link network. The source node sends
NS packets containing temporary IP to SNMA, and all nodes in local-link network will
receive the NS packet and check it. If the temporary IP of Host A, B, C does not match
with that in NS packet, they will discard it. However, attacker in the local-link network
also received the NS packet, it will send NA packets in response to NS packets without
checking the temporary IP in theNS packet. Then the source node receives theNApacket
and generates temporary again and repeat the DAD process. In the end, the source node
initialization failed.

In order to protect DAD process, researchers have proposed different mechanisms.
SeND is proposed to ensure the safety of NDP packets which contains new security
options such as CGA, RSA and time stamp. But previous studies showed the limit of
SeND for protecting NDP packets. First, CGA cannot identify the characteristics of
a legitimate node. Therefore, attackers can abuse the target nodes by modifying CGA
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Fig. 5. Dos attack on DAD process.

parameters. Moreover, the use of SeND increases the process overhead resulting in a
long processing time. As a result, SeND is not suitable for large-scale deployment in
IPv6 link-local network.

Then, researchers proposed Trust-Neighbor Discovery (Trust-ND) [35] to protect
DAD process. Trust-ND uses a new security option called Trust-Option to extend the
NDP header in order to ensure each packet to contain NS and NA messages. Trust-ND
is based on SHA-1 hash algorithm to protect NDP with less complexity. But SHA-
1 algorithm is vulnerable to hash collision attacks [36, 37]. Attackers can carefully
construct packets to create hash collision attacks. Therefore, Trust-ND is vulnerable to
collision attacks, resulting in Dos attacks during DAD process.

In 2016, Song and Ji [38] proposed a new security mechanism called Duplicate
Address Detection–Hash (DAD-h) to protect DAD process. DAD-h is based on MD5
hash algorithm which is defined in RFC1321 [39]. DAD-h mechanism uses MD5 algo-
rithm to hide IID during DAD process in order to prevent attackers to identify the IID to
be used by the node. However, MD5 in IPv6 networks requires higher delay costs which
is vulnerable to Dos attacks. Furthermore, MD5 is vulnerable to hash collision attacks
[40]. As a result, DAD-h mechanism is not recommended for protecting DAD process.

Then Ahmed K. et al. proposed a mechanism called DAD-match [41]. The main
idea of DAD-matchmechanism is protecting IID by hash algorithm during transmission.
DAD-match is based onSHA3algorithmwhich uses a quick sponge construct to generate
hash values. Thanks to the fast hash process and availability, SHA3 hash function is
considered as the most suitable algorithm for this technology. DAD-match redesigns NS
and NA messages which introduce DAD-match option to preserve the hash value of the
target address. Figures 6 and 7 illustrate the NS match and NA match message formats
respectively.

TheworkflowofDAD-matchmechanism is that nodes generate IID using the privacy
extensionmethod, hash the first 40 bits of the IID and insert the hash value into the DAD-
match option. Then the nodemulticasts NS packets to the SNMAbased on the last 24 bits
of IID. Then the receiving nodes check the DAD-match option of NS packets, and match
the hash value generated by the first 40 bits of the IID. If the hash value is equal to that in
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Fig. 6. NS-match message format.

Fig. 7. NA-match message format.

DAD-match option, the receiving node will hash the IID and insert it into DAD-match
option in the NA packet. Then NA packets will be sent to the SNMA as a response to the
NS packet. Otherwise, receiving nodes discard the NS packet. The source node receives
the NA packet and match the hash value generated by the 64 bits of the IID. If the hash
value is equal to that in DAD-match option which means that the generated IID is not
unique, the source node will generate an IID again and repeat DAD process. By contrast,
if a match is not detected or there are no NA packets received within 3 s, the source node
will consider IID as unique and connect it with subnet prefix to generate the unicast
address. DAD-match mechanism hides the IID during the DAD process which prevent
malicious nodes from launching Dos attacks. As a result, DAD-match mechanism can
effectively protect the DAD process.

4.3 Attack Detection for NDP

In IPv6 networks, NDP can be used to find MAC address which replaces the function
of ARP in IPv4 networks. ARP is stateless and many attacks like request spoofing,
response spoofing,MiTM, Dos attacks etc. are incident. NDP is also stateless and suffers
from attacks which are similar to ARP. There are various attack detections available for
ARP attacks, but not implemented for NDP. As a result, researchers proposed an active
detection mechanism for NDP related attacks.

As mentioned earlier, NDP is stateless and considers that all nodes joining the same
link are legal. Therefore, it does not authenticate themessages by default which can cause
neighbor solicitation spoofing, neighbor advertisement spoofing neighbor unreachability
detection attacks etc. As mentioned in Sect. 3.2, IPv6 uses NDP to obtain MAC address
of other nodes joining in the same SNMA. The IP-MAC pairing information from NS
and NA messages is not verified. As a result, attackers can disguise as legitimate nodes
to launch neighbor solicitation spoofing and neighbor advertisement spoofing.
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Researchers has proposed some mechanisms to detect NS/NA spoofing. IPSec AH
can be used to protect NS/NAmessages and verify the accuracy of NS/NAmessages. SA
can only be created through IKE, which requires an effective IP stack. But IP stack can
cause a bootstrapping problem.As a result, SAcan only be configured bymanuallywhich
is not suitable for deployment in large-scale IPv6 networks. Then, researchers proposed
SeND to detect NA/NS spoofing, but key management in a LAN is cumbersome for
a medium scale organization. Researchers also proposed to use CGA, whose overhead
associated can cause Dos attacks.

Then, Barbhuiya et al. proposed an active attack detection mechanism called Intru-
sion Detection System (IDS) for neighbor solicitation spoofing and neighbor advertise-
ment spoofing. Network managers can install the IDS in just one system in the IPv6
network, without requiring changes in the standard NDP. Moreover, the IDS can detect
MiTM and Dos attacks generated by NA/NS spoofing. IDS is a trusted machine with
a static IP-MAC binding, which has two network interfaces with different functions.
One is responsible for collecting network data in the LAN through port mirroring, the
other is used to handle NS/NA probe requests/replies. IDS mechanism uses an active
verification mechanism to ensure the authenticity of IP-MAC pairing.

IDS mechanism uses the first interface to connect with the switch through port
mirroring in order to intercept all traffic while using the second interface to send and
receive probe packets in the network. When IDS intercepts a NA packet from the switch,
it will check the authenticity of IP-MAC pair in Authenticated bindings table (AUTH) in
which IP-MAC bindings have been found to be authentic by the verification mechanism
of IDS. If a match is found, which means that IP-MAC pair has been already recorded
in the Authenticated bindings table, the IP-MAC pair will be verified to be genuine. If
the MAC address does not match, which means that the NA packets is a spoofed packet,
the IDS will record the details of this spoofing message in the log table. If the IP does
not find any match in AUTH, which means the IP address in the NA packet has never
been verified by IDS, IDS will send out probe packets to verify the genuineness of the
packet through the second interface.

An example to explain neighbor advertisement verification mechanism for normal
and spoofing packets in the network is shown in Fig. 8. The network has 6 hosts called
A, B, C, D, E, F. Node F is a router and node E is a monitor machine running IDS. The
first interface of IDS is connected to switch through port mirroring while the second
interface is responsible for sending and receiving probe packets. Node D is the attacker.
If node A responds a NA packet 1 to node B. Node E will intercept the NA packet and
match the IP-MAC pair in AUTH. No matches are found in AUTH, so that node E will
send a NS packet 2 to verify the authenticity of source MAC address. If node E receives
only one NA packet 3 and the IP-MAC pair in the packet is the same as the packet 1,
then packet 1 will be considered as genuine and the AUTH table will be updated with
the addition of IP-MAC pair of node A. If attacker D sends a NA packet 4 containing
the IP address of node C and the MAC address of D, node E will intercept it and match
the IP (C)-MAC (D) pair in AUTH table. No matches are found in AUTH, so that node
E will send a NS packet 5 to verify the authenticity of source MAC address. Then node
C will reply a NA packet containing IP(C)-MAC(C) pair. However, attacker will also
respond with a NA packet containing IP(C)-MAC(D) pair in response to NS packet in
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order to make its original deceptive advertising package appear genuine. As a result,
node E receives two NA packets with different MAC addresses of the same IP (C), so
that the IDE considers there is an attempt of spoofing against IP of C and record the
details of this spoofing message in the log table.

Fig. 8. Topology of IPv6 LAN

IDS is an active probing mechanism without any change in NDP. This mechanism
can also detect MiTM and Dos attacks generated by NA/NS spoofing. Moreover, IDS is
an approach based on software without requiring any additional hardware which makes
it easy to deploy IDS on a large scale in IPv6 networks.

5 Conclusion

In this paper, we described the security characteristics of IPv6 protocol. Huge address
space improves security which makes IPv6 networks overcome the dependence on NAT
mechanism. More compact header structure reduces fragment attack and improves net-
work performance. SeND and IPSec can effectively protect IPv6 network. Then we
introduced two types of security threat in IPv6 networks. One security threat exists in
IPv4 and IPv6 coexisting networks, the other security threat exists in only IPv6 networks.
Next, we introduced some mechanisms for different security threats in IPv6 network.
In the future, researchers should find solutions to the security problems in the network
where IPv4 and IPv6 coexist.
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Abstract. The detection of textual Emotion-Cause Pair causality is very helpful
for improving the accuracy of emotion-cause extraction and understanding the
causes behind specific events. To solve the polysemy problem of static word vec-
tor representation in word2vec, an Emotion-Cause Pair causality discrimination
model based on Bidirectional Encoder Representation from Transformers (BERT)
is proposed. Firstly, each independent clause in the document is transformed into
a word vector sequence by pretraining BERT, and the semantic representation of
each independent clause is obtained by pooling. Secondly, the generated indepen-
dent clause vector is used as the input of Bidirectional Long Short-Term Memory
(BiLSTM) or SelfAttention, and then the deep semantic representation of the rele-
vant independent clause context is obtained. Finally, the feature vectors extracted
in the previous two stages are subjected to multi-target weighted fusion correc-
tion and input to the fully connected layer, and the maximum probability label
sequence is calculated by the Softmax function to achieve causality detection.
The experimental results show that compared with the baseline model, the Recall
value of the proposed method is increased by 9.01%, and the F1 value is increased
by 2.71%.

Keywords: Emotion-cause pair · Causality detection · BERT · Bilstm

1 Introduction

With the proliferation of subjective texts, sentiment analysis [1–3] has been studied
extensively. In recent years, people have done a lot of research work on emotion classi-
fication [4–7]. In January 2020 “COVID-19 outbreak” began fermentation and incurred
millions of Weibo posts, further forwarded by tens of millions of WeChat in China.
Many provinces have launched major public health emergency response, and the major-
ity of netizens express their concerns for the COVID-19 outbreak.Weibo emotional map
shows that the “fear” mood dominates the emotion of netizens, and becomes an impor-
tant public opinion. The text emotion analysis of netizen posts and the study of emotion
causes have great value and practical significance for strengthening the information con-
tent governance and purifying the network ecology. At the same time, Emotion-Cause
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analysis can constructively guide future works, for example, in public opinion monitor-
ing and government decision-making, it is helpful to better understand the reasons for
the formation of public opinions.

Emotion-Cause Extraction (ECE) task was originally defined by Lee et al. [8], to
discover the potential word-level causes in emotionally expressive news texts. Early
researcherswere primarilyworking to identify linguistic cues related to textual emotional
causes and to manually construct relevant rules, then the rules were used to extract the
causes of emotional changes [9–11]. However, emotional causes usually appear at the
clause level. In order to make up for inadequate expression of emotional reasons at the
character level, Gui et al. [12] constructed a new Chinese ECE benchmark corpus and
formally defined the task as a binary clause classification task. They use event-based
7-tuple to define a multi-core Support Vector Machine (SVM) algorithm to extract the
reason.With the rise of deep learning,many relatedmethods are applied to emotion-cause
analysis [13–16].

ECE requires emotional labels, but emotional labeling is time-consuming and labo-
rious, which greatly hinders the application scenario of the tasks. To solve this problem,
Xia and Ding [17] designed a challenging new task called Emotion-Cause Pair Extrac-
tion (ECPE) based on ECE in 2019, to extract potential emotions and their corresponding
reasons in the text at the same time.

Although ECE and ECPE are becoming more and more popular, the two tasks are
only for extracting clauses containing causality, and ignore the influence of context
clauses in the text on whether the extracted Emotion-Cause Pair have effective causality.
Chen et al. [18] elaborated on the importance of context in the problem of causality
identification in the analysis of emotional causes, and studied this special causality in
the proposed text data set.

Inspired by the excellent performance of the BERT model in many difficult tasks,
this paper attempts to introduce the pre-training vector in Chinese BERT into the task of
the detection of causality for Emotion-Cause Pair. On this basis, an end-to-end BERT-
BiLSTM/SelfAttention model is proposed. The model first obtains the semantic repre-
sentation of the input sentence through BERT based on transfer learning; then input the
sentence vector sequence into BiLSTM or SelfAttention for further semantic coding;
finally, it jointly models the front and posterior stages to calculate whether the Emotion-
Cause Pair has an effective causal relationship in a specific context by the Softmax
function. Compared with the baseline, the proposed method was able to overcome the
defect that word2vec cannot capture enough semantic and emotional information and
the performance of the model was tested with 10428 pieces of data in the benchmark,
achieving satisfactory results.

2 Related Work

Understanding causal relationships between events is an important topic that has been
applied inmany domains, such as event prediction, risk analysis, or decision support [19].
Recognizing the “causal relationship” between these natural language events remains a
challenge and due to natural language flexibility, even if causality is unambiguous, there
are a variety of expressions. The model must be able to identify various grammatical
structures implying causality.



Research on the Detection of Causality for Textual 601

Earlier approaches focused on manually formulated rules and various cues between
events. The measure of event pair “causal potential” was estimated using the distribu-
tion information [20], verb pair [21], or utterance relationship marker [22]. For instance,
Hashimoto et al. [23] proposed a supervised method for extracting causality that uti-
lize some specific binary semantic relation features, grammatical context features, and
association features. In recent years, the recognition of causality has been expressed as
a classification problem based on machine learning [24, 25]. For example, de Silva et al.
[26] used convolutional neural networks to identify event causality. However, the above
methods have three main shortcomings: (1) pay less attention to implicit causality in
the text; (2) failure to incorporate document-level structural information into the model;
(3) not taking full advantage of external knowledge, which is very useful for detecting
causality importance.

Some studies have begun to explore the causality of implicit events. For example,
Liang et al. [27] used a multi-level neural network to detect implicit and ambiguous
expressions of causality. Gao et al. [28] modeled document-level graph reasoning mech-
anism for causality recognition. On the other hand, researchers use richer data sets that
include temporal relationships [29], event types [30], or coreference relationships [31] to
identify causal relationships. However, these methods rely heavily on supervised learn-
ing and are limited by data labels. For the above problems in the event causality task,
Zuo et al. [32] designed a long-distance supervised data augmentation method based
on knowledge enhanced in 2020. The next year, Zuo et al. [33] again designed a learn-
able data enhancement method based on knowledge base that can generate task-relevant
sentences for event causality identification through dual learning.

To summarize, researches prefer traditional methods (such as NB, KNN, etc.) to
deep learning to realize text causality detection. In particular, pre-training-based deep
learning methods have achieved significant improvements in many text analysis tasks.
In our work, BERT is used as a word encoder, followed by BiLSTM or SelfAttention to
construct a discriminant model. Compared with the traditional methods and the typical
deep learning methods that employ BERT to provide dynamic word vectors, the causal
detection effect of this method is significantly improved.

3 The Proposed Detection Algorithm

3.1 Problem Definition

(1) Document: a document d = (ei,Ci, coni), where ei represents an emotional clause,
Ci represents a set of reason clauses, and coni represents a context clause. They are
composed of Chinese characters and punctuation sequences.

(2) Classification goal: a set of causality (denoted as Y = {1, 0}), that is, a binary
label y that determines whether the input pair (ei,Ci) has a causal relationship in a
specific context coni.

(3) Classificationmodel: It is a function f that maps document d to a causal relationship
y, that is, y = f (d).
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The goal is to construct a discriminant function f , which can predict the causality
of the Emotion-Cause Pair of the document d with unknown causality. In the specific
implementation, the classification function f will be constructed based on the BERT
deep pre-training model.

3.2 Overall Model Architecture

NoMulti-ObjectiveOptimizationModule. This paper combines threemodels:BERT,
BiLSTM and SelfAttention to build a unified model BERT-BiLSTM/SelfAttention and
predict the causal relationship of Emotion-Cause Pair in a specific context. The structure
is shown in Fig. 1.

Fig. 1. No multi-objective optimization module.

The model first provides word vectors combined with context information by pre-
training BERT, and embeds real semantic information into the model pool to obtain
sentence vectors; then uses BiLSTM or SelfAttention mechanism to extract the context-
related features of different sentences in the document for deep learning to obtain the
final result Semantic expression.
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More specifically, this model uses BERT to obtain prior general information
to enhance semantic representation, and obtains word level semantic representation
in pre-training. At the same time, in order to consider the information of context
between document sentences, solve the semantic connection between long-distance
contexts between sentences and the problem of gradient disappearance and explosion
in the process of causal discrimination of Recurrent Neural Network (RNN) model,
the deep learning model BiLSTM or SelfAttention is introduced. Therefore, BERT-
BiLSTM/SelfAttention has the ability to distinguish whether the Emotion-Cause Pair in
a specific context has an effective causal relationship.

AddMulti-ObjectiveOptimizationModule (MOO). Chen et al. [18] proposed a Pre-
dictive Aggregation Module (PAM), which divides the causality judgment of Emotion-
Cause Pair into two optimization objectives for joint training, namely, the prediction y′
before the context clause coding and the prediction y′′ after the context clause coding.
First, without coding the context clause, PAM directly predicts the causal relationship
y′ according to the original embedding vector of the input pair (emotion clause S ′

(emo)
and cause clause set S ′

N (Cau)). When P(y′ = 1) > P(y′′ = 0), that is, the input pair has
a causal relationship, according to intuition, it can be considered that the emotion-cause
pair is more likely to produce a valid causality in any different context, so the final
result should be biased towards predicting y′ before the context clause encoding; on the
contrary, when P(y′ = 1) < P(y′ = 0), the final result should give more weight to the
prediction y′′ after the context clause is encoded. This can be formalized as:

P(y) = weight · P(y′) + (1 − weight) · P(y′′) (1)

weight = P(y′ = 1) (2)

As shown in Fig. 2 below, by constructing thismulti-objectivemodule, a trade-off can
be made between the two components, and the causality of the input pair in a specific
context can be better predicted. This trade-off is crucial, because in some cases, the
document context clause should cover the background knowledge of the Emotion-Cause
Pair, while in other cases the opposite is true.

3.3 BERT Pre-trained Language Model

BERT [34] is a Transformer architecture [35]. In order to better capture word-level and
sentence-level information, two training targets are used for joint pre-training on large-
scale corpusWikipedia andBookcorpus [36]: (1)MaskedLanguageModel,Which helps
it learn the context in the sentence; (2) Next Sentence Prediction, fromwhich it can learn
the relationship between two sentences. In fact, the core idea of the pre-training BERT
is to use the complex structure of the deep learning model and the powerful nonlinear
representation learning ability to learn the essential knowledge existing in massive text
data, store this knowledge in the form of vectors or parameters, and transfer it into other
related fields.
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Fig. 2. Add multi-objective optimization module.

BERT decomposes the input sentence into chunks by training the word segmenter on
the training corpus [37]. The use of word chunks allows BERT to reduce the vocabulary,
and at the same time it can be more robust to the external vocabulary that appears. As
shown in Fig. 3, BERT uses three vectors to represent each word block respectively,
namely word embedding, position embedding and section embedding. These embed-
dings are aggregated together, and the output representation is generated by the main
body of the model (Transformer coding layer) and provided to the downstream task. The
Transformer layer has multiple stacked encoder units, and each encoder unit mainly has
two sub-units: Multi-Head SelfAttention and FeedForward network. In addition, there
are two special steps in Multi-Head SelfAttention in Tranformer, which are residual
connection and normalization. Residual connection refers to summing the output of the
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shallow layer and the deep layer as the input of the next stage, which can simplify the
learning process and solve the problem of network degradation. Normalization refers to
the mapping of the input information to the interval [0,1]. By losing some unimportant
information, it reduces the difficulty of fitting and the risk of overfitting, thereby accel-
erating the convergence of the model. Avoid the problem of gradient disappearance due
to input data falling in the saturation region of the activation function. Its purpose is to
stabilize the data distribution.

Fig. 3. BERT model.

BERT had more advantages than earlier word2vec. (1) Word vector representation:
static to dynamic. BERT uses the context information of words for feature extraction,
dynamically adjusts the word vector according to the different context information,
and solves the phenomenon that word2vec cannot model polysemy. (2) Semantic infor-
mation: simple to rich. BERT can learn surface, parase, syntactic and semantic level
information from shallow level to high level, which is naturally more reasonable than
word2vec.
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4 Experiments

4.1 Data Set

The data set used in this experiment is Chen et al. [18] after sorting and merging the data
set from the ECPE [17] following the negative sampling procedure [38], it is an open
benchmark data set.

The data set has a total of 10428 pieces of data, and each document has the following
information annotated:

(1) The sequence numbers of sentiment clauses and their corresponding cause clauses
in the document;

(2) Whether the Emotion-Cause Pair in the document are causal;
(3) The emotional category of each sentence;
(4) The keywords of the sentiment label in the sentence.

4.2 Experiment Environment

The experimental environment used in this article is shown in Table 1.

Table 1. Experiment Environment.

Operating System Centos7

CPU Intel(R) Xeon(R) Silver 4214

GPU TITAN RTX

Python 3.6

Tensorflow 1.4.0

Video Memory 24GB

4.3 Evaluation Metrics

The evaluation indicators of the experiment are precision (P), recall (R) and F1-measure
(F1) and are defined as:

P = TP

TP + FP
(3)

R = TP

TP + FN
(4)

F1 = 2 · P · R
P + R

(5)

In the formula, Precision calculates the probability of the actual positive sample
among all the predicted positive samples, Recall calculates the probability of samples
predicted to be positive in the actually positive samples, and F1-score is a comprehensive
index that fuses Precision and Recall.
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4.4 Parameter Settings

The experiment uses Adam as the optimizer, logarithmic loss function, and the model
parameters are randomly sampled in uniform distribution U(−0.01, 0.01) during ini-
tialization. We randomly divided the training and test set in a ratio of 9:1. The corpus
is used to fine-tune the parameters of the BERT, LSTM or SelfAttention model. The
hyperparameter selection of the experiment is shown in Table 2.

Table 2. Hyperparameter selection.

Hyperparameter Quantity Explanation

learning_rate
batch_size
epoch
l2-norm

4e-6
3
30
1e-6

Learning rate
Minimum training batch
Number of iterations
L2 regularization

max_doc_len
max_cau_num
max_sen_len_bert

75
3
60

Maximum number of sentences per document
Maximum number of reason sentences per document
BERT handles the maximum number of tokens in a single
sentence

num_hidden_layers
hidden_size
hidden_dropout_prob
vocab_size

12
768
0.1
21128

Transformer network layers
BERT vectorized dimensions
Probability of BERT hidden layer dropout
Vocabulary size

n_hidden 100 The number of neurons in the hidden layer of the BiLSTM
module

num_heads 2 The number of self-attention heads in the SelfAttention
module

4.5 Experimental Results and Analysis

Experiment Results. The proposed method is compared with the baseline model [18],
and the experimental datas are shown in Table 3. We calculate the precision, recall
and F1 score of causality detection, and use F1 as the overall criterion. In order to
obtain statistically credible results, a ten-fold cross-validation is performed. To ensure
fairness, rerun all baseline methods with the same settings. However, the actual results
of the baseline method are slightly different from the original paper, and the values in
parentheses are the original paper results of the baseline model.

It can be seen from Table 3:

(1) Among all the baseline methods, the BiLSTM + BiLSTM model achieved the
best overall performance with F1 score 69.83%. The performance of the BERT +
BiLSTM + MOO model is 2.71% better than the BiLSTM + BiLSTM baseline
model, which can initially prove the effectiveness of the proposed method;
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(2) In addition to the BERT + BiLSTM model, the experimental results of the other
proposed models have an increment 3% in F1 compared with the baseline method,
which shows that the BERT character embedding vector can dynamically gen-
erate character vectors based on context-related information, learn more hidden
knowledge, and accurately understand semantics and alleviate the ambiguity of
word2vec;

(3) The performance of the BiLSTM + BiLSTM and BiLSTM + BiLSTM + PAM
baseline models is little different. This seems to go against common sense. Intu-
itively, the baseline model with the PAM auxiliary module should be better than the
model without PAM under the same conditions. This phenomenon may result from
the bottleneck of the semantic understanding capability of the BiLSTM+BiLSTM
model, which makes the improvement brought by the PAM module appear to be
minimal, and may even cause the information conflict between the two, resulting
in a slight performance degradation;

(4) BiLSTM + BiLSTM is 3.5% higher than BiLSTM + SelfAttention model, BERT
+ BiLSTM is 2.4% lower than BERT + SelfAttention model, and BiLSTM +
BiLSTM is 2.7% higher than BERT + BiLSTMmodel. From these results, we can
infer because BiLSTM, SelfAttention, and BERT have different architectures, and
SelfAttention is the core module of BERT, therefore, the semantic representation
generated by BiLSTM cannot well integrate with the semantic information gener-
ated by SelfAttention or BERT, resulting in information loss and underutilization.
However, the semantic representation generated by BERT can be compatible with
the semantic information generated by SelfAttention and blendwell with each other.

Table 3. Performance comparison of different algorithms.

Model P R F1

Baseline model

1 BiLSTM + Concatenation 54.08(54.12) 70.91(71.19) 61.25(61.27)

2 BiLSTM + Concatenation + PAM 58.83(60.24) 74.35(75.91) 65.47(67.10)

3 BiLSTM + BiLSTM 66.94(66.06) 73.06(74.00) 69.83(69.76)

4 BiLSTM + BiLSTM + PAM 64.31(65.11) 74.75(78.30) 69.12(71.10)

5 BiLSTM + Self-Attention 59.67(57.66) 75.08(77.70) 66.36(66.05)

6 BiLSTM + Self-Attention + PAM 61.26(61.95) 76.93(78.65) 68.20(69.29)

Proposed model

1 BERT + BiLSTM 60.27 76.16 67.11

2 BERT + BiLSTM + MOO 65.03 82.07 72.54

3 BERT + SelfAttention 64.40 75.76 69.57

4 BERT + SelfAttention + MOO 64.53 79.72 71.30
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Epoch Comparison. We further compares the convergence speed of the model. As
shown in Fig. 4, the proposed model obtains good results around epoch = 10, which
shows that BERT integrates general language knowledge in advance and can fine-tune
and converge in a smaller epoch, and its robustness is good. Considering classifica-
tion performance and training time complexity, we use epoch = 20 for the next two
experiments.
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Fig. 4. F1 value of different models with different epochs.

Comparison of BERT Coding Layers with Different Numbers of Transformer
Blocks. Ganesh Jawahar et al. [39] showed that BERT captures a rich level of lan-
guage information, in which the shallow features are in the lower layer, the linguistic
information are in the middle layer, and the semantic information are in the higher layer.

It can be seen from Table 4 that the proposed model can reach a higher F1 value
when there are 6 to 8 Transformer blocks.

We increase the Transformer block layer by layer to 12 layers, which basically does
not bring additional performance improvements, indicating that the task has not changed
the capability of BERT to capture semantic features. On the contrary, it only needs to
model syntactic information to get good results. Based on this, a graph neural network
will be constructed in the follow-up research to model the syntactic relationship between
clauses in order to seek better experimental results.

Comparison of Different Sentence Representations in BERT Coding Layer. In
order to test whether different sentence vector combinations have a great influence on
the prediction results, the sentence vectors obtained by three pooling strategies (CLS,
MEAN, and MAX) are evaluated. CLS pooling: the start tag vector in BERT is used
as the sentence vector of the whole sentence; MEAN pooling: the word vector in the
sentence is averaged by element, which is equivalent to considering the information
of each word; MAX pooling: the word in the sentence taking the maximum value for
each dimension of the vector is used, equivalent to considering the most significant
information, and other irrelevant or unimportant information is ignored.

The experimental datas are shown in Fig. 5. The overall performance is: CLS pooling
>MEAN pooling >MAX pooling.
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Table 4. Comparison of BERT coding layers with different numbers of Transformer blocks.

Transformer Layers BERT
+ BiLSTM

BERT + BiLSTM
+ MOO

BERT
+ SelfAttention

BERT +
SelfAttention
+ MOO

1 61.98 64.17 64.49 65.23

2 62.68 67.38 65.53 67.42

3 64.41 68.05 66.69 69.26

4 63.94 69.56 67.06 69.37

5 64.09 70.69 67.82 70.01

6 65.15 72.06 68.20 71.01

7 65.86 71.64 69.02 70.94

8 66.45 71.94 69.78 71.33

9 66.90 71.92 70.23 71.31

10 66.02 72.06 69.75 71.88

11 66.56 72.34 68.96 71.48

12 67.22 72.04 69.84 71.82
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Fig. 5. Model performance analysis under different pooling modes of sentence vectors.

It can be inferred from Fig. 5 that CLS pooling is more suitable than maximum
pooling and average pooling, but the difference is not obvious. The possible reason is
that BERT needs a larger data set for training to highlight the differences between the
three strategies. The small dependence of the task on the semantic level of the sentence
vector leads to little difference in the experimental performance brought by different
pooling strategies, which just verifies the conclusions drawn in Table 4.
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5 Conclusion

This paper improves the baseline model and proposes a causality detection model for
text Emotion-Cause Pair. In the experiment, the BERT model was used to replace the
commonly used word2vec baseline model. The BERT pre-training language model uses
a bidirectional Transformer structure to dynamically generate the contextual semantic
representation of characters, which can represent the character level, syntactic structure
and semantics of the context better than traditional word embedding vectors. The char-
acteristics of information, and the modeling of polysemous words are realized through
pre-training and fine-tuning. The proposed method improves the performance of text
Emotion-Cause Pair for causality detection.

However, compared with the baseline model, the proposed model has high time and
space complexity. In the future, further improvements to the model will be considered:
(1) Interaction modeling of structural information between document sentences, such as
using graph attention network that fuses syntactic information to build a new causality
discrimination model for Emotion-Cause Pair; (2) Data augmentation is performed on
the corpus to further improve causal detection. (3) Compare the impact of the embedding
of different pre-training word vectors on the causality detection; (4) Add a lot of external
knowledge to the model to improve performance.
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Abstract. In recent years, in the process of cigarette production, there is the
quality problem of cigarette package, which has become a very important fac-
tor restricting manufacturers to comprehensively improve the quality level. In
order to improve the production quality of cigarettes, the quality inspection of
cigarette package is very important. In this paper, an improved Bilinear-VGG16
model is proposed for cigarette carton quality detection. Firstly, images of qual-
ified cigarette pack and defective cigarette pack are collected and enhanced to
establish a data set of cigarette pack images. Secondly, the original convolutional
neural network model is analyzed and improved, and a lot of training is carried
out. Then, the trained model is used in the quality inspection of cigarette pack, and
the defective cigarette pack is removed, and the inspection is continued if there is
no defect. The final experimental results show that the improved network model
in this paper has a high accuracy process for the quality detection of collected
cigarette packs, reaching 96.3%, and the average detection time has also been
improved. Compared with the original method, this method is more efficient than
the traditional cigarette packaging quality detection method.

Keywords: Convolutional neural network · Cigarette packaging quality
inspection · Improved Bilinear-VGG16 model

1 Introduction

In the process of cigarette packaging inmany cigarette factories, there are often problems
such as package damage, side ear opening of the package and blemishes in the printing
process. This phenomenon accounts for a certain proportion in the quality of cigarette
packaging, seriously affecting the quality of cigarette production, so it is very important
to detect the quality of cigarette packaging. The traditional detection method is slow and
inefficient. Convolutional neural network is an important deep learning model, which
can extract features from image data and is widely used in image recognition. In this
paper, a cigarette pack quality detection method based on the improved Bilinear-VGG16
model can accurately eliminate cigarette packs with defects and improve the production
quality of cigarettes.
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2 Data Acquisition and Processing

2.1 Image Acquisition of Cigarette Packaging

Cigarette packaging appearance quality detection equipment to collect cigarette case
image through visual imaging system, the effect of imaging system greatly influence the
performance of the whole detection system, the core components of the image imaging
system mainly include image acquisition card, camera, light sources, etc. The role of
the image acquisition card in the imaging system is to control the camera and digitize
the image. The camera is used to realize the rapid acquisition of images, and then the
electrical signal is saved as a picture signal in a certain form, forming the final digital
image signal. The light source is used to illuminate and highlight the cigarette case object
[3].

 (a) Qual pictures    (b)  Package damage

(c) Side  ear open ing of package       (d)  The package have stains

Fig. 1. Common cigarette packaging defect images.

In the collection process of cigarette packaging testing equipment, first of all, product
packaging to be tested is imaged on the conveyor belt by multiple cameras, the camera
is triggered to take pictures in a position-triggered way, that is, the position trigger is set.
After reaching this position, the camera triggers imaging to realize real-time acquisition
of the cigarette package, and then the image acquisition card collects the signal. Finally,
the image is transmitted to the computermemory to complete thewhole image acquisition
process.
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To train an accurate neural network model, the establishment of data set is a key step.
Therefore, we first need to establish a relatively complete data set, and select qualified
pictures of cigarette packaging and relatively typical defect images, such as damaged
packaging boxes, side ear openings of the packaging boxes, and stains on the packaging
boxes. Part of the defect samples and qualified samples are shown in Fig. 1(a) is the
qualified picture, (b), (c), (d) are the defect pictures.

2.2 Establishment of Data Set on Cigarette Packaging

Picture Cutting and Normalization of Cigarette Case. The size normalization of
the collected image data can make the training process smoother, and the training model
will not be affected. If the selected size is too large when the size is normalized, the
effective feature information of images may not be extracted in the training process. If
the selected size is too small, the difference between different samples will not be obvi-
ous after data enhancement, and the learning ability of the training model may decline.
Therefore, it is particularly important to select a reasonable size.

In convolutional neural network, toomuch difference in input data leads to decreased
network accuracy. As a result, Normalization is carried out on input image data, which
maps the input data to the decimal of the interval (0, 1) or the interval (−1,1) to facilitate
extraction. The original image is consistent with the normalized operation result. The
information of the image itself is not changed, but the pixel value range is changed from
0–255 to 0–1, which is of great benefit to the subsequent neural network processing.
This paper uses dispersion standardization to normalize the image, which can effectively
alleviate the poor recognition effect caused by the large data difference and irregularity
of the data set. The standardization formula is shown in Eq. (1).

x′ = (x − Xmin)

Xmax − Xmin
(1)

where, x′ is the normalized result value; Xmin is the minimum value in the sample data;
Xmax is the maximum value in the sample data.

Data Enhancement. In the training process of neural network model, the number of
training samples plays a key role in the accuracy and performance of the model. If
there are fewer data sets of cigarette package defects, when the trained network model
performs feature learning on the training set, it will produce fitting phenomenon which
will result in the decrease of model identification accuracy, the neural network model
will also easily lose the generalization ability. Therefore, in the case of a small number
of data sets, it is necessary to enhance the data set to improve the generalization ability
of the model and avoid the phenomenon of over-fitting. There are many ways of data
enhancement [6], the more common ones are rotating, mirroring, brightness change,
blurring, adding noise, etc. This project will expand image data through various data
enhancement methods. As shown in Fig. 2., some data enhancement operations such as
rotating, mirroring, highlighting, blurring and adding noise are performed on the images.
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(a) original image (b) 45 ° rotation (c) mirror image

 (d) highlight     (e) blur (f) Adding gaussian noise

Fig. 2. Some data enhancement operations.

Data Set Establishment. After the data enhancement processing of the collected
cigarette package image data, the image data set of cigarette packaging is established.
The cigarette package image data set mainly includes four types of images, which are
qualified pictures, damaged package boxes, open ears on the side of the package box,
and stains on the package box. There are a total of 2000 cigarette package image data. In
the experimental process of the convolutional neural network model, the collected data
set is divided into training set and test set, with a ratio of 9:1. Therefore, there are 1800
images in the training set and 200 images in the test set.

2.3 Image Preprocessing

Different light sources of image imaging systems may lead to image defects and dis-
tortion. In practical application, low-quality images may produce deviation to training
results. Therefore, in the subsequent application, the histogram equalization is carried
out for low-quality images to strengthen the learning and feature extraction ability of
neural network.

By observing the histogram, the brightness distribution of the image can be dynam-
ically adjusted. In fact, histogram equalization is to improve the contrast of the image
through nonlinear stretching, so that the pixels of the image of cigarette case packag-
ing are evenly distributed, and finally the histogram of the image becomes a relatively
evenly distributed histogram [8]. The effect diagram of equalization of cigarette package
is shown in Fig. 3.
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Fig. 3. Equalization renderings.

3 Model Design Based on Bilinear Convolutional Neural Network

3.1 Defects of Traditional VGGNet Network Model

VGGNet network belongs to the general classification model, so it has the disadvantage
of the general image classificationmodel, that is, fine-grained images cannot be classified
well. Even if the depth of the neural network and the number of training are constantly
increased, the accuracy ratewill only fluctuatewithin a range. Therefore, to detect defects
in cigarette packaging, a fine-grained classification model must be used.

Fine-grained classification is an important field in image classification, and there
are two classification models based on strong supervised learning and weak supervised
learning [9]. Among them, the learning classification model based on strong supervision
has high classification accuracy, but at the same time, it takes a lot of time to label the
image data set,which limits the application value of themodel to a certain extent.Another
method is based on the weakly supervised classification learning classification model,
although the data set needs to be preprocessed, but the dependence is small, saving the
time for preprocessing the data set. The accuracy of the best weakly-supervised classifi-
cation model is about 1% –2% from that of the strong-supervised classification model,
and the accuracy is also within an acceptable range.With the continuous improvement of
classification accuracy, the labeling information required by the model is also decreas-
ing, and the model is becoming more and more practical. Therefore, the classification
model has a high cost performance ratio.

Commonweakly supervised learning classificationModels include two-level hierar-
chical attention networks [11] and Bilinear CNN. The former utilizes the mechanism of
attention. The method of image classification can accurately locate the key parts of the
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image without additional information. The main idea of the latter is to extract the fea-
tures of the image using dual-channel convolutional neural network, and then multiply
the outer product of the two extracted features to enrich the feature information.

3.2 Overview of Bilinear Convolutional Neural Network Models

Bilinear model was proposed by Lin Equals at ICCV conference in 2015. It is used
for fine-grained image classification and improves the accuracy of fine-grained image
classification. The model has a simple structure and two independent feature extractors,
so as to improve the accuracy of fine-grained image classification and achieve better
classification effect [13]. In addition, the two networks in the bilinear convolutional
neural network can be the same model or different model. The network structure of
bilinear convolutional neural network is shown in Fig. 4.

bilinear vector

softmax

CNN stream B

...

...

Convolutional+pooling layers

Fig. 4. Bilinear model structure diagram

The mathematical expression of the bilinear convolutional neural network model is
shown in Eq. (2).

Y = (fA, fB,P,K) (2)

where, fA and fB represent two convolution bases for extracting different features, specifi-
cally expressed as feature mapping function, P represents pooling function, K represents
classification function of the full connection layer, and the function expression is shown
in Eq. (3).

f : l × τ → RC×D (3)

where, τ represents the input image, and l represents the features of C × D dimension.
A complete bilinear convolutional neural network consists of two parallel convolu-

tional neural networks, which are respectively used to extract different features of the
image, and then calculate the outer product of the two different features at each position
to obtain the bilinear features of the image. The mathematical expression is shown in
Eq. (4).

b(l, τ, fA, fB) = fA(l, τ )T · fB(l, τ ) (4)

where, fA(l, τ ) and fB(l, τ ) are the feature vectors of the two feature extractors at l.
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3.3 Construction of Improved Bilinear-VGG16 Network Model

Bilinear fusion is the fusion of two features, that is, the features extracted from the
network structure of twodepth features. The experimentalmethod adopted in this paper is
based on the improved Bilinear-VGG16 network model. Firstly, the batch normalization
layer is added, and the feature graph during training is utilized repeatedly to reduce
the problem of gradient disappearance. Secondly, based on the original bilinear-CNN
model, a Bilinear pooling method for single feature extraction is designed to reduce the
number of parameters and computation. As for the Loss function, the auxiliary function
Center Loss is added to further improve the network performance. Finally, a four-object
classifier is used to identify the corresponding four cigarette packages.

Batch Normalization Layer. In the feature extraction of cigarette package defects,
conv1_1 to conv5_3 in VGG16 network structure are used as feature extractors. In VGG
network, each convolutional layer contains multiple convolutional kernels, and the size
of each convolutional kernels is 3 × 3 and the step size is 1. Each pool core is 2 × 2 in
size and has a step size of 2.

Under normal circumstances, when extracting defect features using classical VGG-
16 network, the first step is to preprocess the image. The image of defective cigarette
package is normalized to 224× 224× 3, and convolved twice with 64 3× 3 convolution
kernels, the dimension of feature graph after convolution becomes 224 × 224 × 64.
Then, the filter with a size of 2 × 2 is used for maximum pooling. After pooling, the
size of feature graph is 111 × 112 × 64, which is used as the input of the next layer of
convolution. The second group is convolved twice with 128 3 × 3 convolution kernels,
at this time, the size becomes 112 × 112 × 128. Then the maximum pooling is also
performed by the filter of size 2 × 2, at this time the size becomes 56 × 56 × 128. The
convolution layer of the third group is different from the first two groups by adding a
set of convolution. At this time, 256 3 × 3 convolution kernels are convolved for three
times, and the size becomes 56 × 56 × 256. Then the size becomes 28 × 28 × 256
through the filter of size of 2 × 2 for maximum pooling, which serves as the input of
the lower level. The fourth group is convolved three times with 512 3 × 3 convolution
kernels, and the size becomes 28 × 28 × 512, which still performs maximum pooling
by a filter of size 2 × 2. The fifth group is similar in structure to the fourth group, with
the final size of 7 × 7 × 512, and 512 feature maps are obtained.

From the above content, we can know that once the network is trained, its parameters
will change. Except for the sample data that has been normalized in the input layer, as the
network deepens and the number of iterations increases, the input of each subsequent
layer the data will be offset, so that the gradient disappears in the process of back
propagation. In order to solve the situation that the data in the middle layer changes, the
batch normalization layer (BN) is added after the convolutional layer of VGG16. The
batch normalization layer can accelerate the convergence of the network, and the data of
the upper layer can be normalized and then input to the next layer as input data, which
can make the network training better. The connection diagram of single convolution
block is shown in Fig. 5.
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Fig. 5. Connection diagram of single convolution block.

As can be seen from Fig. 5, different colors in the figure represent feature images
obtained in different forms. Blue represents feature images extracted by convolution,
and gray represents feature images extracted by adding batch normalization layer. When
performing the convolution extraction feature operation, the features extracted by F1
and F2 are combined as the input of the F3 layer. After the feature maps extracted by F1
and F2 are combined, the batch normalization layer is added. Then the feature maps of
F1, F2 and F3 are combined as input of the next layer, and the batch normalization layer
is also added after the combination for batch normalization processing. Through such
operations, the feature information of each layer can be fully utilized when extracting
features by convolution, and the combination with feature graph will not increase the
complexity of the network. Moreover,the features of each layer are equivalent to directly
connecting from the input to the output, thus effectively alleviating the phenomenon that
the gradient gradually disappears due to the deepening of the network. In this paper, the
batch normalization layer is added only after F1 and F2 are combined, and after F1, F2
and F3 are combined, in order to prevent over-fitting of the network.

Single Feature Path Bilinear Pooling Method. Original bilinear convolutional neu-
ral network extracts the image features through two parallel convolutional neural net-
works, and performs bilinear pooling operations on the extracted features. Then Gram
matrix is calculated which is composed of the pairwise inner product of any key vectors.
It can extract the fine-grained features of the image to the greatest extent, but the corre-
sponding amount of calculation and parameters will also increase due to the use of two
parallel convolutional neural networks. Therefore, the improvement of bilinear-CNN in
this project is to design a Bilinear pooling method for single feature extraction based
on the Bilinear pooling characteristics of the original model, as shown in Fig. 6. After
extracting image features through a separate convolutional neural network, two pooling
methods are adopted which are global average pooling and global maximum pooling
respectively. While reducing the amount of calculation and the number of parameters,
it fully excavates the fine-grained features of defective cigarette package images.

It can be seen from Fig. 6 that a h×w × c feature graph is extracted by the VGG16
convolutional layer after adding the batch normalization layer. After global maximum
pooling and global average pooling, the global vector describing the feature is obtained,
and then taking the outer product of the two vectors to obtain the Gram matrix.

Combined Loss Function. In multi-classification problems, Softmax Loss is usually
used as the Loss function of the convolutional network. However, because the character-
istics of different defect types in cigarette packages are similar, in order to maximize the
difference distance between classes in the model, the Center Loss function is introduced
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Fig. 6. Bilinear pooling method for single feature extraction.

to build a joint Loss function with Softmax Loss. Among them, Softmax Loss focuses
on increasing the inter-class distance of image samples, while Center Loss focuses on
reducing the intra-class distance of image samples, so as to improve the recognition rate
of various cigarette packs. The formula of Softmax Loss function is shown in Eq. (5).

LS = −
m∑

i=1

log
ew

T
yixi+byi

∑n
j=1 e

wT
yixi+byi

(5)

In the formula, xi represents the depth feature of the i-th category, yi represents the
depth feature of the j-th category,Wyi andWj represent the weight value corresponding
to different input feature vectors, byi and bj represent the offset term corresponding to
them, m represents the size of batch training in the training set, and n represents the
training category.

The formula of Center Loss function is shown in Eq. (6).

LC = 1

2

m∑

i=1

||f (xi) − cyi||22 (6)

In the formula, f (xi) is the feature vector, cyi represents the center of the yi-th feature.
The combination of the two loss functions is the Eq. (7).

LC−S = LS + λLC (7)

In the formula, λ represents the balance parameter of the joint loss function, because
the value of Center Loss is much larger than that of Softmax Loss, so parameter λ is
introduced to balance the two function values.

The training process of CNN can be understood as the process of Loss function
optimization, inwhich the value ofCenterLoss gradually decreases and the feature vector
f (xi) gradually gathers to the Center of the yi-th features. As the number of iterations
increases, all features in the network will converge toward the center of features, so as to
achieve the purpose of intra-class aggregation degree and inter-class dispersion degree.

In the improved joint Loss function structure, the specific application diagram of
Softmax Loss and Center Loss in the network is shown in Fig. 7.
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Fig. 7. The joint loss function diagram.

Improved Network Structure. VGG16 has 1000 categories in Softmax classification
layer, but this paper only studies one qualified package picture and three defective pack-
age picture, the output node is changed to four nodes, that is, the classifier is changed to
four target classifiers, corresponding to the four categories of cigarette package.

The overall network structure designed in this paper is shown in Fig. 8. When the
feature graph is combined, the method adopted in this paper is to directly sum up the
features of corresponding positions, instead of using the direct splicing method to merge
the features according to the depth of the network. This summation method can better
adapt to the VGG16 network structure we choose.
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Fig. 8. Improved Bilinear-VGG16 network model.

3.4 Work Flow of Cigarette Package Quality Inspection

The process of cigarette package quality inspection mainly includes the following steps:

(1) Collect pictures of cigarette packs to be detected through the camera;
(2) The collected images are put into bilinear convolutional neural network to detect

and determine whether there are defects;
(3) If there is a defect, it will be removed; if there is no defect, the inspection will

continue.



624 Z. Xu et al.

4 Analysis of Experimental Results

After the training model is built through the above improved methods, Tensorboard is
used to visualize the training results, and the improved Bilinear-VGG16 neural network
defect identification model and the original classic VGG16 network identification model
are used to identify the test set in the data set. Compared with the model’s classification
Accuracy, the classification Accuracy formula is shown in Eq. (8).

Accuracy = Ra

R
(8)

where, R is the number of images in the test set, and Ra is the number of correctly
classified images in the test experiment.

At the same time, single image detection time T is introduced as an evaluation index,
t = total test time/number of test images.

As can be seen from Fig. 9, the accuracy of the improved Bilinear-VGG16 model
tends to be stable after 35 iterations, and the accuracy rate (Acc) reaches 96.3%. Due
to the large number of full-connection layer-parameters of the unimproved network, the
optimization time is long. After 40 iterations, the accuracy rate (Acc) stabilizes at around
94.1%. It can be seen that the improved model in this paper has significantly improved
the accuracy of cigarette case defect detection.

(a)  Improved Bilinear-VGG16 accuracy              (b)  VGG16 accuracy 

Fig. 9. Comparison of accuracy between improved Bilinear-VGG16 and VGG16.

In order to verify the effectiveness of the improved single feature path Bilinear
pooling method in this paper, the improved model is compared with the unimproved
Bilinear-CNN model. The analysis results are shown in Table. 1.

Table 1. Improved Bilinear-VGG16 and Bilinear-CNN comparison experiment.

Model Acc/% Mean test time/s

Bilinear-CNN 94.8 0.558

The model of this paper 96.3 0.407
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It can be seen fromTable 1 that under the sameexperimental environment, the average
accuracy of the improved Bilinear-VGG16 model reached 96.3%, which is 1.5% higher
than that of the original Bilinear-CNN model. After reducing the number of parameters
and computation, the average test time is also accelerated by 0.151 s.

From the above experimental results, the comprehensive performance of the cigarette
package quality detection model proposed in this paper is obviously better than the
original model.

5 Conclusion

This paper mainly carries on the cigarette package detection work. Firstly, the image
of cigarette package is collected and the data is enhanced to establish a data set. Then
the defects of the general classification model VGG network and the classic weakly
supervised learning classification model Bilinear-CNN are introduced, and an improved
Bilinear-VGG16 network model is established to identify the defects of cigarette pack-
age. In this model, the network part of conv1_1 to conv5_3 in VGG16 is used as feature
extraction of Bilinear network, and the batch normalization layer is added. Then, on
the basis of Bilinear-CNN, a Bilinear pooling method of single feature extraction is
designed to reduce the calculation of parameters. At the same time, global average
pooling and global maximum pooling are used to extract the fine particle features of
defective cigarette package images. In addition, the combined loss function is used to
further improve the performance of the network. Finally, four classifiers are used to
classify cigarette package defects. The experimental results show that the accuracy rate
of the improved model recognition is 96.3%, which is better than that of the popular
network models before.
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Abstract. Plant phenotype is all physical, physiological, biochemical charac-
teristics and traits that reflect the entire process of plant structural composition,
growth and development. Timely phenotypic observation of plants is of great sig-
nificance in terms of crop safety and environmental sustainability. Aiming at the
problems of inaccurate flowering time prediction, time-consuming and waste of
energy prediction in traditional pear tree phenotype observation, this paper stud-
ies the flowering prediction method of pear tree plants based on PCA-BP neural
network. Taking pear tree as the research object, the meteorological observation
data of ShijiazhuangMeteorological Stationwas analyzed by principal component
analysis method, then three principal components with large correlation with pear
flowering period were obtained. BP neural network model was introduced into the
pear tree flowering period prediction and the error was reduced to one day, then.

Keywords: Plant phenotype · PCA-BP neural network · Principal component
analysis

1 Introduction

The inflorescence and flowering period of the pear tree are the basis of the fruit and are
one of the specific in phenotype of the fruit tree plant. Since fruit tree plants bloom only
once a year, so too many or too few flowers will have an effect on yield. In addition, the
flowering period data of pear trees is an important support for the development of tourism
activities, which can not only provide a scientific basis for fruit trees to prevent frost
damage, provide reference for relevant scenic spots to plan flower viewing activities, but
also provide guidance for tourists to formulate flower-viewing tourism plans, and also
provide reference for surrounding community businesses to participate in tourism-related
operations. Therefore, it is particularly important to accurately understand the flowering
period and manage the flowering period. By introducing a pear tree flowering prediction
method based on PCA-BP neural network, this essay obtains a flowering prediction
result that is superior to the traditional method, and also verifies the correlation with
meteorological factors.
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2 Research Status at Home and Abroad

Foreign scholars have produced many research results on the flowering period of plants
and their relationship with climate and climate change, as well as the prediction of the
flowering period of ornamental plants. In 2013, Gonsamo and others used phenological
records from PlantWatch Canada to study the relationship between flowering phenology
changes and climate in 19Canadian plant species [1]. Hoffmann and others used regional
climatic and phenological models to predict future flowering and flowering frost risk of
apples [2]. In 2015, Aono and others studied cherry blossom phenology data since the
17th century in Edo, Japan, and their application to the estimation of temperature in
March, using observational data on the time of cherry blossom bloom and the time of
viewing [3]. Hur and others used physics-based dynamic models to generate mesh data
with high spatial (3 km) and temporal (day) resolution, and made predictions of surface
temperature and early flowering seasons in Korea [4]. In 2020, Kozlov and others col-
lected about 300 phenological data from Vigna radiata and developed a new model that
describes the dynamic control of flowering time by the maximum and minimum tem-
peratures, precipitation, day length, and solar radiation values for predicting flowering
time [5].

3 Principal Component Analysis

3.1 Basic Ideas

Principal component analysis (PCA) is a data representation method used to highlight
similarities anddifferences between rawdata [6, 7], Its basic idea is dimensionality reduc-
tion, in the actual measurement data, different variables will have a certain correlation,
resulting in overlapping information, resulting in greater difficulty in data processing,
and because the data is complex and large, it will increase the complexity of the calcula-
tion amount and analysis problems, so when processing data, it is necessary to organize
and simplify, less redundant information, reduce the complexity of the problem, find
the correlation, choose from the relevant variables, one of the two, get more effective
information in a small number of data variables [8]. It has been widely used in many
fields such as data analysis and data pre-processing [9].

3.2 Calculation Process

Step 1: Standardize on the raw data. Suppose that in the original data of the principal
component analysis, there are m indicator variables:x1, x2…,xm,the evaluation object is
n, and the Jth index value of the ith evaluation object is set as xij. The standardization
process is to each index value xij into a standardized index x̃ij, shown in Eq. (1).

x̃ij = xij − xj
sj

, (i = 1, 2, · · · , n; j = 1, 2, · · · ,m) (1)
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where, xj is the sample mean of the JTH indicator, and sj is the standard deviation of the
JTH indicator, shown in Eqs. (2) and (3).

xj = 1

n

n∑

i=1

xij (2)

sj =
√√√√ 1

n − 1

n∑

n−1

(
xij − xj

)2
, (j = 1, 2, · · · ,m) (3)

where is the standardized indicator variable, the calculation formula is shown in Eq. (4).

x̃i = xi − xi
si

, (i = 1, 2, · · · ,m) (4)

Step 2: Calculate the correlation coefficient matrix R. The calculation formula is
shown in Eqs. (5).

R = (
rij

)
m×n (5)

where, rij represents the correlation coefficient between the ith index and the JTH index,
shown in Eq. (6).

rij =
∑n

k=1 x̃ki · x̃kj
n − 1

, (i, j = 1, 2, · · · ,m) (6)

rij = 1,rij = rji .
Step 3: Calculate the eigenvalues and eigenvectors in the correlation coefficient

matrix.The eigenvalue of the correlation coefficient matrix R is λ, λ1 ≥ λ2 ≥ · · · ≥
λm ≥ 0,the corresponding eigenvector u1, u2, · · · um, where,

uj = (
u1j, u2j, · · · , unj

)T (7)

At this point, m new indicator variables are composed of eigenvectors, shown in
Eq. (8).

⎧
⎪⎪⎨

⎪⎪⎩

y1 = u11x̃1 + u21x̃2 + · · · + un1x̃n
y2 = u12x̃1 + u22x̃2 + · · · + un2x̃n

. . . . . . . . . . . .

ym = u1mx̃1 + u2mx̃2 + · · · + unmx̃n

(8)

where in, y1 represents the first principal component after principal component analysis,
y2 represents the second principal component, and so on, ym represents the mth principal
component.

Step 4: Calculate the comprehensive evaluation value. Select the p(p ≤ m) principal
components, calculate the information contribution rate and cumulative contribution rate
of eigenvalue λj(j = 1, 2, · · ·m) are calculated, and the information contribution rate of
the jth principal component is as shown in Eq. (9).

bj = λj∑m
k=1 λk

(j = 1, 2, . . . ,m) (9)
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The cumulative contribution rate of principal component y1, y2, · · · yp is shown in
Eq. (10).

αp =
∑p

k=1 λk∑m
k=1 λk

(10)

When the value αp is close to 1 (the general selection range is 85%–95%), the first p
indicator variable y1, y2, · · · yp can be selected as the p principal components, replacing
the m indicator variables in the original data, so that the p principal components after
dimensionality reduction can be comprehensively analyzed.

Step 5: Calculate the overall score. The calculation of the composite score value is
shown in Eq. (11).

Z =
p∑

j=1

bjyj (11)

where bj is the information contribution rate of the j principal component, it can be
evaluated according to the calculated comprehensive score value.

4 Data Sources and Criteria

4.1 Sources of Data

The flowering data are derived from the phenological observation data of the pear blos-
som period provided by the pear tree planting area of Shijiazhuang City and the Shi-
jiazhuang Meteorological Bureau from 1995 to 2020, The observed plant varieties are
medium-growing and representative snowflake pears.

4.2 Data Standards

The observation basis and observation standards for the flowering period of pear trees
in this chapter are the observation standards of the “China Phenological Observation
Network” and the “AgriculturalMeteorologicalObservation Specifications” of theChina
Meteorological Administration [10].

By analyzing the phenological data of the positioning observation of the pear tree
planting area and the Shijiazhuang Meteorological Bureau from 1995 to 2020 and the
meteorological data of parallel observations, the flowering period of the pear tree planting
area was statistically calculated.

According to the statistical results, it is concluded that the average flowering period
of pear blossoms in the observation area is April 3, of which the earliest date is March
20 and the latest date is April 16; The average blooming period of pear blossoms is
April 10, of which the earliest is March 28 and the latest is April 24; The average pear
blossom flowering ends on April 20, with the earliest being April 8 and the latest being
May 4. According to the analysis of observational data for many years, it is found that
the entire flowering period of pear trees lasts for about 20 days, and when the flowering
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rate is 50 to 80%, it enters the full flowering period of pear blossoms. In addition, the
full flowering period of pear trees is also the best viewing period, it is recommended
that tourists travel during this period to watch, and at the same time, they should make
good use of the full flowering period, timely flower thinning and artificial pollination,
and improve the fruit set rate and fruit quality.

5 Data Analysis

5.1 Sample Correlation Coefficient Matrix Eigenvalues

Using the meteorological observation data of Shijiazhuang Meteorological Station from
1995 to 2020, the data is standardized according to the calculation process of principal
component analysis method, and the relevant coefficient matrix characteristic values and
contribution rates of meteorological station samples are found, and the results are shown
in Table1.

Table 1. Eigenvalues of sample correlation coefficient matrix of Shijiazhuang meteorological
station from 1995 to 2020.

Ingredients Feature root Contribution rate /% Cumulative contribution rate

1 3.8978 48.75 48.75

2 2.8867 30.65 79.40

3 1.5892 12.54 91.94

4 0.5093 4.09 96.03

… … … …

From the calculation process, it can be seen that when selecting principal compo-
nents, p principal components with feature roots greater than 1 and cumulative contri-
bution rates ranging from 85% to 95% are generally selected, and in the experiments
in this chapter, we select p principal components with a cumulative contribution rate
greater than 90%. By analyzing Table 1, it can be seen that the eigento roots of the first
3 principal components are 3.8978, 2.8867, and 1.5892, the values of the eigen root
are greater than 1, and the cumulative contribution rate reaches 91.94%, so we believe
that the first 3 principal components can basically reflect most of the information in the
original meteorological indicators, reduce the complexity of the data, and achieve the
purpose of using this method to reduce dimensionality.

5.2 Principal Component Characteristic Vectors

The principal component analysis of the original meteorological data obtained, the char-
acteristic vectors of the three principal component factors in the meteorological factors
are obtained, shown in Table 2. From the analysis of Table 2, it can be seen that in the
eigenvectors of the 1st principal component, the values of the meteorological factors x1,
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x2, and x3 eigenvectors are large and positive, and these three meteorological factors are
related to temperature, so the principal component 1 can be classified as a temperature
factor. In the principal component 2 eigenvector, it can be seen that the meteorological
factor x5 eigenvalue is large and positive, and it can be seen that the principal component
2 has the greatest correlation with insolation, so it is classified as a sunshine factor. In
the principal component 3 eigenvector, the meteorological factors with large eigenval-
ues and positive values are x4 and x6,which are mainly related to precipitation and are
therefore classified as humidity factors.

Table 2. Characteristic vectors of principal components of meteorological data of Shijiazhuang
Meteorological Station from 1995 to 2020.

Meteorological factors Principal
component 1

Principal
component 2

Principal
component 3

x1: Average daily minimum temperature
in winter

0.4123 0.3198 0.0011

x2: Average daily maximum
temperature in winter

0.3923 −0.0301 −0.1027

x3: The average daily temperature in winter 0.3911 0.1500 0.0776

x4: Average daily precipitation in winter 0.2011 −0.3298 0.3423

x5: Average sunshine hours in winter −0.0889 0.4788 0.1199

x6: Average daily relative humidity in
winter

0.2153 −0.5064 0.4019

5.3 Meteorological Conditions from the Beginning of Flowering to the Peak
of Flowering

According to the statistics of Shijiazhuang meteorological data over the years, after the
correlation analysis of the initial flowering period and the full flowering period of the
pear tree, the analysis results show that the correlation coefficient is high, reaching 0.995,
so it can be explained that the earlier the pear tree first flowering period, the earlier the
blooming period.

Statistics show that among the many meteorological factors, the influence of tem-
perature on the flowering process of plants is the largest, and the effective accumulated
temperature above 3 °C, 5 °C and 7 °C at the beginning flowering period - full flowering
period is the most significant, and the correlation is tested by the significance level of
0.01. The correlation coefficient between the initial flowering period to the full flowering
period and the accumulated temperature of the pear tree is shown in Table 3.

It can be seen from Table 3 that in the effective accumulated temperature of 3 °C,
5 °C and 7 °C above the initial flowering period to the full flowering stage, the effective
accumulated temperature correlation coefficient of ≥7 °C is 0.812, which has the most
significant impact on the full flowering period of pear trees, so we select the effective
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Table 3. Correlation coefficient between the initial flowering period and the accumulation
temperature of pear trees from the beginning of flowering to the full flowering period.

Effective accumulated
temperature at 3 °C

Effective accumulated
temperature at 5 °C

Effective accumulated
temperature at 7 °C

Correlation
coefficient

0.653 0.726 0.812

accumulated temperature of ≥7 °C from the beginning of flowering to the full flowering
period of pear trees for the prediction of the full flowering period.

6 Experimental Results and Analysis

6.1 Experimental Environment

The predictive model built in this chapter is programmed using Python, and the
experimental environment is shown in Table 4.

Table 4. Experimental environment.

name Experimental environment

operating system Windows 10

processor I5–8600

GPU GTX-2080Ti

memory 16GB

programming language Python3.9

Compilation tools Pycharm2019

6.2 Model Evaluation Indicators

In order to visually compare the applicability and accuracyof thePCA-BPneural network
prediction model to the pear blossom period prediction in Shijiazhuang City, some
indicators need to be used to measure the performance of the mode [11]l. This chapter
evaluates models usingMean Squared Error (MSE), Root Mean Squared Error (RMSE),
Mean Absolute Error (MAE), and R2 (R-Squared).

6.3 Experimental Parameter Design

In this study, a three-layer BP neural network model is selected, the number of input
nodes is the number of predictors[12], the number of factors at the beginning of flowering
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is to obtain 3 principal component factors by principal component analysis method, and
the number of factors in the flowering period plus the number of daily ordinals of the first
flowering period and the accumulated temperature of more than 7 °C since the beginning
of flowering. The pear tree flowering period is used as the output vector, from which the
number of output layer nodes is determined to be 1. There is no specific specification
for the number of neurons in the implicit layer, which generally needs to be associated
with the actual problem solved, and the optimal number of neurons is determined by
formula[13], shown in Eq. (12).

m = √
n + q + α (12)

where in: n is the number of neurons in the input layer, q is the number of neurons
in the output layer, the α is the integer in [1, 10], m is the number of neurons in the
implicit layer, and the number of hidden layers plays a role in the accuracy of the model.
In the case of the same sample test, this paper evaluates the performance of the model by
comparing the training errors under different numbers of hidden layers, and uses mean
squared errors, and obtains the results through 6 experiments, see Table 5. It can be seen
from the experimental results that when the number of hidden layers is 6, the MSE is
0.1466 at this time, and the training results are the best.

Table 5. Network training errors for different number of hidden layer nodes.

Number of nodes 4 5 6 7 8 9 10

Training error 0.2123 0.1647 0.1466 0.1698 0.2211 0.2451 0.2767

The activation function uses the Sigmoid function [14], the learning rate is set to
0.01, dropout is set to 0.1, and the Adam optimization algorithm is used. In the process of
training the determined network structure, in order to prevent overtraining, the following
convergence rules are set: the number of samples with an absolute error of less than 2 is
statistically less than 2, if it reaches 85% of the total sample, the training is stopped, if it
is not satisfied, the maximum number of training is specified, set to 5000 times, and the
training is stopped after the training meets the requirements, and the trained network is
verified with samples.

6.4 Model Training and Analysis of Results

In order to intuitively express the prediction effect of this model, the trained PCA-
BP neural network prediction model and the traditional law of effective accumulated
temperature and stepwise regression method were used to predict the pear blossom
period data from 2015 to 2019, and the results were compared and verified, and the three
verification results are shown in Table 6.
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Table 6. Comparison of results of different prediction models.

Year Actual
flowering
period

PCA-BP model Law of effective accumulated
temperature

Stepwise
regression method

2015 April 4 April 2 April 1 April 1

2016 April 6 April 5 April 5 April 5

2017 April 3 April 3 April 5 March 29

2018 April 7 April 5 April 8 April 4

2019 March 29 March 29 April 2 March 31

It can be seen from Table 6 that from 2015 to 2019, the flowering prediction error
based on the PCA-BP neural network model was 1 day, the law of effective accumulated
temperature was 2.2 days, and the stepwise regression prediction method was 2.8 days,
and the flowering date of the predicted model in this paper was closer to the actual flow-
ering date. It can be seen that the prediction method based on PCA-BP neural network
improves the accuracy of flowering prediction and effectively reduces the forecast error.

In order to further measure the performance of the prediction model,the evaluation
performance index parameters and their results of several prediction flowering models
are compared and analyzed, and the results are shown in Table 7.

Table 7. Model performance indicators.

Model R2
R2 MAE RMSE

PCA-BP model 0.83 1.892 1.54

Law of effective accumulated temperature 0.71 2.643 2.12

Stepwise regression method 0.68 2.982 2.98

As can be seen from Table 7, in the error indicators of the three prediction models,
The root mean square error (RMSE) of the PCA-BP neural network prediction model
used in this chapter is 1.54d, which is significantly lower than the traditional law of
effective accumulated temperature and the stepwise regression method, and the value
of the mean absolute error (MAE) is also smaller than that of the traditional prediction
method, in addition, the R2 (R-Squared) based on the PCA-BP neural network prediction
model is 0.83, and the correlation is higher than the effective accumulation temperature
method (0.71) and the stepwise regression method (0.68), so it can be said that the PCA-
BP neural network flowering prediction model used in this chapter is better than the
traditional prediction model.
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7 Actual Forecast of the Flowering Period of Pear Trees

After the training is completed, the trained model is used to predict the initial flowering
period of the pear tree, and then the blooming period is predicted, the neural network
topology is readjusted, the number of nodes in the input layer is the 3 main component
factors obtained by the main component analysis, plus the number of day sequences in
the initial flowering period and the effective accumulated temperature of ≥7 °C after
the first flowering period, and the number of nodes in the output layer is the number
of forecast objects (the output result is 1/0 to indicate whether the next day reaches the
peak flowering period), which can complete the peak flowering period forecast of the
pear tree. The blooming period forecast flow chart is shown in Fig. 1.

Fig. 1. Forecast flow chart of pear blossom blooming period.

Using the flowering prediction model constructed in this paper, the flowering period
of pear trees in 2020 in Shijiazhuang area is predicted, and after the initial flowering
period prediction is completed using the PCA-BP network prediction model, the pre-
diction of the full flowering period is continued, and only the full flowering period is
predicted after the initial flowering period.

First predict the flowering period, the principal component analysis of the 3 main
component factors input model, predict the beginning of the flowering period in 2020 is
March 28 (error 0 days), and then carry out the flowering period prediction, that is, the
flow chart 3–4 began to cycle, the first cycle indicates that March 28 predicts whether
March 29 is the full flowering period, the output result is 0, at this time into the second
cycle, predict whetherMarch 30 is the peak flowering period, at this time the result is still
0, continue the cycle, the cycle to the 7th time when the result appears 1, The prediction
result is that the flowers bloom on April 4 (the error is 1 day), and the prediction model
has a better effect. The specific forecast results are shown in Table 8.
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Table 8. Actual prediction effect of pear blossom period in Shijiazhuang City in 2020.

Year The actual
flowering period

Predict the
beginning of
flowering

Error Actual flowering
period

Predict the
blooming period

Error

2020 March 28 March 28 0 days April 5 April 4 1 days

8 Summary of This Chapter

This essay mainly implements the work of predicting the flowering period of pear trees
based on the PCA-BP neural network prediction model. First of all, the basic idea, geo-
metric significance and calculation process of the principal component analysis method
are introduced, and the pear trees planting area of Shijiazhuang City is selected as the
target area for prediction, then the three main component factors affecting the flowering
period of the pear blossom are analyzed by the principal component analysis method,
they respectively are temperature factor, weather factor and humidity factor. Introduction
of PCA-BP-based neural network models into pear tree flowering prediction applica-
tions. The experimental results show that the error of flowering prediction using the
prediction model used in this project is 1 day, the law of effective accumulated temper-
ature is 2.2 days, and the stepwise regression prediction method is 2.8 days. It can be
seen that through the PCA-BP neural network prediction model based on the pear tree
flowering prediction results that not only better than the traditional method, but also ver-
ified the correlation with meteorological factors. Relevant departments in the flowering
forecast service, can be combined with this method, so that the prediction results and
the actual flowering period of the year is more consistent, for the later fruit yield to do a
good job of flower thinning work, and for the citizens to go out to visit the arrangement
to provide a reasonable reference. The result is effectively improve the viewing quality
of scenic spots.
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Abstract. At present, the meteorological observation station detection environ-
ment evaluation is completed by manual method, which is not only inefficient,
but also lack of objective factors in the results. In order to solve this problem, this
paper proposes ameteorological station detection environment assessmentmethod
based on panoramic image processing. SIFT (scale invariant feature transform)
algorithm combined with fast (features from accelerated segment test) algorithm
is used to extract and process the corresponding information of some overlap-
ping images in adjacent areas. According to the pixel coordinates of the highest
obstacle in the image, binocular ranging algorithm is used to build the detection
environmentmodel. The experimental results show that this method not only saves
manpower, but also meets the needs of ground weather station to detect the envi-
ronment of meteorological observation station, and can improve the efficiency of
meteorological evaluation process.

Keywords: Meteorological observation station · SIFT · FAST · Panoramic
image

1 Introduction

At present, the evaluation of the detection environment of meteorological observation
stations at home and abroad mainly relies on manual work [1], which not only consumes
a lot of manpower and material resources, but also results are not objective. However,
with the rapid development of computer network and technology, it has become possible
to design an automatic evaluation system for detecting the environment. The panoramic
image or panorama is animage with a wide-angle of view [2]. In order to ensure the
accuracy, authenticity and efficiency of meteorological monitoring data. In this paper,
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an environmental evaluation method for meteorological observation station based on
panoramic image processing is proposed.

The meteorological observation station of panoramic image mainly contains two
core technologies: one is feature point extraction of the collected panoramic image [3],
the other is image matching and image fusion technology [4]. In this paper, based on the
classical panoramic image observation station, SIFT algorithm and FAST algorithm are
used to achieve real-time extraction of image feature points and SURF algorithm is used
to generate a complete panoramic image. At the same time, the shadowing Angle in the
panoramic image is obtained by binocular distance measurement. This method not only
ensures the authenticity and validity of the image but also improves the efficiency and
reduces the time and space complexity of the algorithm.

2 Plan Design

This meteorological environment assessment algorithm mainly includes the following
aspects:

(1) Image acquisition: Through the eight-eye camera, the triangular bracket, The PTZ
captures multiple overlapping images of the surrounding adjacent areas of the
meteorological observation station detection environment.

(2) Image Mosaic and fusion: The cylinder panoramic mosaic method is used to gen-
erate the panoramic image of the detection environment of the meteorological
observation station. For the generated image, the improved scale invariant fea-
ture transform (SIFT) [5] algorithm and fast algorithm [6, 7] are used to extract the
corresponding features. Because the feature vector matching method is based on
geometric constraints, the overlapping areas are stitched and fused by the “progres-
sive fading” algorithm, so that the complete panoramic image of the meteorological
detection environment can be obtained.

(3) Measure shielding angle: The panoramic image is preprocessed by image pro-
cessing technology and the occlusion angle is obtained by binocular ranging
algorithm.

(4) Test evaluation: Analyze the evaluation indexes of meteorological observation
stations and display the evaluation results in real time.

3 Image Mosaic Fusion Algorithm

Mosaic fusion of panoramic images is the key to the design of this method. The system
mosaic panoramic images generate a panoramic image of the detection environment of
the meteorological observatory. As shown in Fig. 1, method for generating cylindrical
panorama, multiple images are obtained from one or more images by an eight- eye
camera. Triangular support and cradle head. The resulting image is converted into a
cylindrical projection to realize the mosaic of multiple images. Extracting processed
images from feature points, adapt, transform and integrate into feature points to generate
panoramic images.
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read in the image

start

cylindrical projection changes

feature point extraction

image 

transformation

image mosaic and fusion

generate a 

panoramic image

feature point matching

end

Fig. 1. Flow chart of panoramic cylinder.

3.1 Feature Point Extraction

When the monocular camera takes pictures, the angle and orientation of the image will
change with the rotation of the camera. In this paper, the eight-eye camera is used for
shooting and the angle of each camera is fixed, so the collected image will not produce
geometric deformation and the overlapping part between images can be directly used to
realize image matching. The traditional SIFT algorithm needs to extract feature points in
the same scale and direction. Although the algorithm has high accuracy, it also improves
the time complexity and reduces the extraction efficiency of the algorithm. In order to
solve this problem, the feature points are extracted from the key points of the image
based on SIFT algorithm and FAST algorithm. Select multiple points. By comparing the
difference of pixel values between pixels, feature points are extracted quickly, so as to
improve the efficiency of the classical single SIFT algorithm.

SIFT algorithm extracts the feature points of the image. Firstly, the scale space is
constructed and its scale space transformation is defined as follows:

L(x, y, σ ) = G(x, y, σ ) × I(x, y) (1)

(x, y) is Spatial coordinates,I(x, y) represents the two-dimensional image where the
coordinate is located. The Gaussian kernel is

G(x, y, σ ) = 1
2πσ 2 e

−(x2+y2)
2σ2 (2)

The next step of SIFT algorithm is to scan the scale space to obtain the corresponding
extreme points. LoG [8] is used, which can build the space quickly and reduce the
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calculation time. Finally, the feature pointswith poor contrast (lowcontrast) are discarded
and its flow chart is shown in Fig. 2.

construct Gaussian-scale spatial extraction 

of extremum points

start

precisely locate the extremum 

pointeliminate points of instability

assigns a direction to the key 

point

generate key special symbols

end

Fig. 2. Flow chart of Improved SIFT algorithm.

For FAST, first select the image pixel, then set the threshold, take the pixel selected
in advance as the center of the circle, get the surrounding 16 pixels with a radius of 3
and divide them into three categories, as shown in the following formula:

So→x =
⎧
⎨

⎩

a, Io→x ≤ Io − n
b, Io − n < Io→x < Io + n
c, Io + n ≤ I

(3)

By traversing and calculating 16 pixels, classify and judge whether o is a corner,
there is a gray difference between the pixel value of point o and the points on the
circumference around point o. Therefore, firstly, the gray difference between point o
and these points is calculated and compared with the threshold n. If the gray difference
between the circumference and point o is greater than the threshold n and the number of
points greater than is greater than 3/4 of the total number of selected points or the gray
difference is less than the opposite number of threshold n, then o point is the candidate
feature point. The brightness represented by a,b and c increases gradually. b is similar
to o,if the results of 12 consecutive points are a and c, then the pixel point o is a corner.

Set the maximum parallax radius di for the feature point t1 extracted by SIFT algo-
rithm and the feature point t2 extracted by FAST algorithm, and set the distance between
t1 and t2 as d(t1, t2). When d(t1, t2) < di, the unified image is judged.

The feature point sets Ssift (number is Nsift) and Sfast (number is Nfast) obtained by
referring to the images SIFT and FAST, the feature point sets obtained by SIFT and
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FAST of the images to be spliced Sde−sift − (the number is Nde−sift) and Sde−fast − (the
number is Nde−fast).

Reference image each feature point ti
(
i = 1, 2, · · · ,Nsift

)
in the Ssift and each fea-

ture point tj
(
j = 1, 2, · · · ,Nfast

)
in Sde−fast calculate the euclidean distance, The fea-

ture points satisfying the parallax constraint condition d(t1, t2) < di is determined as
common feature points as the common feature point set Sr of the reference image

Sr = {
Ssift ∩ Sfast

}
(4)

Similarly, the common feature point set Sd to be spliced

Sd = {
Sde−sift ∩ Sde−fast

}
(5)

3.2 Image Matching and Fusion

Traditional images are captured by monocular or binocular cameras. When matching
feature points, there will be insufficient image feature points and deformation. The eight-
eye camera is used for shooting, each camera presents a fixed angle, and the image has
overlapping parts, which greatly improves the efficiency of image matching. The above
feature point sets and are matched by geometric constraints [9].

In order to obtain a complete panoramic image, we must first obtain the overlapping
part of the image, and then obtain the panoramic image. The overlapping area of the
image is the transformation model calculated by the feature points in the image and then
fused into a complete image [10–12]. The image can be properly shifted and corrected
to ensure the integrity of splicing. Generally, the overlapping area of the image can be
completely matched by offsetting the image in the horizontal and vertical directions.

The fusion of mosaic panoramic images is to eliminate the obvious cracks in the
mosaic panorama. In order to preserve the image feature information and realize image
fusion at the same time, the fusion algorithm used in this paper is the “gradual out” image
fusion method. This improved algorithm based on weighted average image fusion can
better solve the problem of large picture gap. The expression based on the weighted
average image fusion algorithm [13] is:

{
F(x, y) = WA ∗ A(x, y) + WB ∗ B(x, y)

WA + WB = 1
(6)

In Eq. (6), F(x, y) represents the fused image result,A(x, y) and B(x, y) respectively
represent the two images to be fused. WA and WB are the weights of image A(x, y) and
imageB(x, y) respectively. Because the weighted averagemethod first needs to know the
weight valuesWA andWB, so the image fusionwill lead to unsatisfactory image effect. In
order to solve this problem, the weight can be changed adaptively. Let x be the horizontal
coordinate direction of the fused image pixels, then the initial point coordinate of the
overlapping area in the horizontal direction is Xmin and the final end point coordinate is
Xmax. In this way, WA and WB are changed in a progressive adaptive way, and then the
following expression can be obtained:
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⎧
⎪⎨

⎪⎩

F(x, y) = WA(x, y) ∗ A(x, y) + WB(x, y) ∗ B(x, y)
WA = 1 − x−Xmin

Xmax−Xmin
WB = 1 − WA

(7)

4 Measurement Method of Shielding Angle Based on Binocular
Ranging

In the actual meteorological observation, it is usually necessary to measure the data
information of the shielding angle of the obstacles in the captured pictures. Combined
withwind speed, geographical location, etc., all meteorological information of thewhole
region can be obtained. At present, the existing ranging methods [14] include ultrasonic
ranging [15], radar ranging, laser ranging, etc. How-ever, ultrasonic ranging is affected
by wavelength and atmosphere, which restricts the range of ranging. Radar ranging and
laser ranging need to send and receive signals through radar, so the cost of this method is
relatively high. This paper uses binocular camera to measure the distance. This method
does not need the measured object to transmit signals, and different obstacles in the
image will not produce interference. In addition, using the camera to capture images not
only greatly saves time, but also has low cost.

The technology of binocular ranging [16] is based on the fact that when human eyes
obtain the information of the surrounding scene, there will be a certain parallax, so as to
measure the distance between different objects and human body in the same scene. Place
the two cameras in parallel on the same horizontal line and get the left and right pictures.
Figure 3 shows the geometric model of binocular ranging are the optical centers of the
two cameras respectively. After imaging, the two cameras meet at a point and are the
phase points of the two cameras respectively.

A1

y1

z1

x1

A2

y2

z2

x2

Q1

Q2

Q

Fig. 3. Geometric model of binocular rang.

Figure 4 shows the principle model of binocular parallax. In the figure S is the real
distance between the obstacle and the camera, H is the actual height of the obstacle, Q1
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and Q2 are the coordinate origin of the two coordinate systems respectively and f is the
focal length of the camera. According to the geometric knowledge, it can be concluded
that �PQ1Q2 is similar to �PA1A2, so there is the following formula:

d = B1 − B2 (8)

S−d
S = H−f

H
(9)

S−d
S = f

H
(10)

After simplification, the actual height can be obtained:

H = fS
d

(11)

Similarly, the actual distance of the building can be measured by this principle:

S = Hd
f (12)

Fig. 4. Principle model of binocular parallax.

Based on the above principles, image preprocessing, image correction, image pro-
jection and other steps are carried out and the distance between the image and the camera
is obtained by combining geometric coordinates, camera parameters and so on.

The height of two points in space is calculated as

α = arctan h2−h1√
(x2−x1)2+(y2−y1)2

(13)

The size of the shielding angle depends on the horizontal distance and height differ-
ence, where x1, y1 and h1 are the coordinates and height of the camera, and x2, y2 and
h2 are the coordinates and height of the shelter. The horizontal distance is calculated by
binocular ranging method, and then the shielding angle is calculated.

Firstly, the image is grayed to facilitate binocular image stereo matching. In this
paper, the above methods are used for feature extraction and matching. Then filter the
grayed image and finally complete the visual ranging and masking angle calculation of
the actual distance between the image target and the equipment.Among them, themedian
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Fig. 5. Measurement chart of shielding angle.

filtering method is used for image preprocessing [17]. In order to make the gray image
more reasonable, the filter can suppress noise and eliminate image distortion.Wewill use
the weighted average method to remove the color of the image. In order to better display
the image contour, make the image simple and small, this paper uses the maximum
deviation method to classify the gray panoramic image [18]. This image processing
helps to further process the image and minimize the possibility of misclassification.

5 Experimental Result

5.1 Image Acquisition

In this paper, an eight-eye camera is used for image acquisition and the instrument setting
is shown in Fig. 6. The mosaic image obtained is shown in Fig. 7.

Fig. 6. Instrument installation drawing.

5.2 Image Mosaic and Fusion

The method of cylinder panoramic mosaic and fusion is adopted, the mosaic image
is obtained by assembling the data collected in Fig. 7. The panoramic image of the
meteorological observation station is shown in Fig. 8.
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5.3 Information Extraction

When the panorama is grayed, three different color bases are weighted to generate
grayscale images with different depths. This method is also called weighted average
method, as shown in Fig. 9(a). In order to reduce the amount of image processing and
highlight the outer contour, the image after graying in the previous step is binarized
by the maximum interclass variance method. As shown in Fig. 9(b). When performing
morphological processing on the binarized panoramic image, open operation and closed
operation are used, as shown in Fig. 9(c). For better edge detection and denoising,
Canny algorithm is used to detect the edge of the image after morphological processing,
as shown in Fig. 9(d).

Fig. 7. Image mosaic.

Fig. 8. Panoramic view of meteorological observation station.

The schematic diagram of the occlusion area depends on the horizontal direction of
the separation wall in the observation area and its maximum elevation at the center of the
observation area. The pixel z coordinate of the obstacle in the image is obtained through
the data after edge extraction, so as to calculate the actual area and azimuth angle. The
final result is shown in Fig. 10.
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Fig. 9. Panoramic information extraction and rendering.

Fig. 10. Schematic diagram of obstruction area.

6 Conclusion

Based on the panoramic image processing, the measurement method of the detection
environment of the meteorological observation station is to complete the image prepro-
cessing through the mosaic fusion of multiple images of the meteorological observation
station and the extraction of panoramic image information and obtain the shielding
position of unqualified obstacles around the observation field and the shielding area
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of unqualified obstacles around the observation field according to the extracted edge
pixel coordinates. Thus, the evaluation results of meteorological observation stations
are obtained. The experimental results show that this method saves time and labor, the
evaluation results meet the requirements of the ground meteorological base station for
the observation environment of the meteorological observation station.
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Abstract. In order to identify the falling behavior quickly and accurately from
the surveillance video, an optimized model of alphapose is proposed here. First,
the pedestrian target detection model and pose estimation model are accelerated
by the lightweight YOLOv4-tiny model that we adopted. Then, the human pose
joint point coordinate data obtained by the alphapose model is used to judge
the occurrence of a falling action by the proposed judging algorithm. We use
relationship between the head joint point line velocity and the crotch joint line
velocity at the moment of a human fall and the change of angle between the
perpendicular bisector and the x-axis of the image to judge the occurrence of the
fall action. The algorithm proposed in this paper was compared with the main
human posture-based fall detection algorithms for comparative analysis, with an
image resolution of 320 × 240. The results show that the model proposed in this
paper can timely and accurately detect the occurrence of pedestrian fall behavior.

Keywords: Object detection · Fall behavior · Alphapose · Yolov4

1 Introduction

With a breakthrough of 230 million in the elderly population aged over 60 years (includ-
ing 60 years old) in China by 2020, it is the world’s largest elderly population [1], and
data from China’s disease surveillance system show that falls have become the leading
cause of death from injury among the elderly over 65 years old in China [2]. Medical
investigations have shown that if treated promptly after a fall, it can reduce the risk of
death by 80% and significantly improve the survival rate of the elderly, therefore, rapid
detection of the occurrence of a fall event is of great significance [3]. At present, there
are three main kinds of common fall detection methods: the detection method based on
environmental equipment, which detects falls based on the environmental noise formed
when a human falls, [4]such as the change of perceived pressure and sound of objects
to detect falls, has a high rate of false positives, and is rarely adopted [5]. Detection
methods based on wearable sensors, using accelerometers and gyres to detect falls, and
wearing sensors for a long period of time affects the life comfort of people, will increase
the body burden of the elderly, and the false positive rate is higher when engaged in
complex activities. Visual recognition-based detection methods can be divided into two

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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categories: one is the traditional machine vision method to extract effective fall char-
acteristics, which has low hardware requirements, but is susceptible to environmental
factors such as background and light change, and has poor robustness [6].

One class is artificial intelligence methods that use camera image data for training
and inference of convolutional neural networks, and although identification accuracy
is high, efficient performance is often accompanied by high hardware costs, greatly
limiting floor to floor applications. Mobile terminals and small embedded devices also
have favoured computational power in recent years and are inexpensive, offering the
possibility of migratory deployment of AI algorithms. It put human 3D pose data into
the convolutional neural network with training to obtain a fall detection model and
achieved a high accuracy rate, but the average recognition time was 0.178 s and the
real-time performance was low.proposed an embedded machine learning algorithm to
extract image features using sliding windows, In the computer side, support vector
machine (SVM) is utilized to classify the features with high accuracy, but limited by
lack of memory and parallel computation in low-power embedded devices, this method
cannot be transplanted into low-cost embedded controller in the literature [7–9].

A lightweight structural build depth convolutional networkwith attentionmechanism
is used to extract the coordinates of human joint points, trace pedestrians and detect fall
behaviors using the variation of inter frame joint points, The frame rate reached 16.74
FPs in the jetsontx2 (hardware cost about 4 times that of jetsonnano) embedded platform
[10]. Literature [11] utilized the deep learning algorithm acquires skeletalmap data of the
human body and determines whether a fall occurs by calculating the rate of descent of the
human center of mass points, whether the ordinate value of the cervical joint points after
a fall is greater than the threshold value, and the relative positional relationship of the
shoulder and lumbar joint points, achieving an average detection accuracy of 92.8% on
a home-made dataset [12]. proposed an optical anonymous image sensing system using
convolutional neural networks and auto encoders for feature extraction and classification,
detecting abnormal behaviors of old people, which protected the privacy of old people
to some extent.[13]utilized two-dimensional image data, which were analyzed by the
frame difference method Kalman filtering and so on extract effective image background
as the input of KNN (k-nearest neighbor) classifier, which achieves a 96% accuracy rate,
vulnerable to variable environmental factors, a large amount ofwork in the preprocessing
stage.

According to the literature [14], using YOLOv3 (you only look once) to detect the
human target to get rectangular boxes in the human region, the human motion char-
acteristics during the fall process are compared with the convolutional neural network
(convolutional neural networks,CNN) extracted deep feature fusion for human fall detec-
tion discrimination, in both environmental adaptability and fall detection accuracy rates
are higher than traditional human fall detection methods [15]. Literature [16] used two-
dimensional image data to calculate optical flow information, and fed into VGG (visual
geometry group) performed feature extraction and classification for optical flow infor-
mation, detecting fall phenomenon. Literature [17] put feature information extracted by
CNN convolutional layer and full connectivity layer into LSTM (long-short term mem-
ory), which is trained to extract the temporal correlation of human spatial actions and
identify human behaviors.
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The occurrence of falls is random and unpredictable, and the external environmental
influences at different times and places may lead to the occurrence of falls [18]. If the
person who falls lives alone at home, it is difficult to be found and treated in time.
Moreover, falls will certainly cause harm to the parties to a certain extent. This will put
a great burden on many families and families [19]. If we can send out the alarm for help
in time at the first time of falling, so that the fallen person can get help in time, then we
can greatly reduce the occurrence of disability and even death caused by falling behavior
[20].

On the one hand, necessary anti-skid measures should be installed to prevent the
occurrence of falls [21], such as placing fewer obstacles in the home. Even so, it is
difficult to ensure that the fall event does not occur, so the research on the fall detection
algorithm is extremely meaningful [22]. On the one hand, if the fall detection algorithm
can be better applied to the actual environment, it will have very important practical
significance for the prevention of human falls. On the other hand, as falling is only one
form of many human movements, if the fall detection algorithm can be better studied, it
will also be of great value to the theoretical study of human posture.

Therefore Pedestrian target detection model and pose estimation model for accel-
erated optimization, the occurrence of fall occurrence was judged by quickly acquir-
ing human pose joint point image coordinates through the optimized pose estimation
model, combining the human fall process instantaneous pose change characteristics and
the fallen state characteristics that remain constant for a short time, and the algorithm
was transplanted into an embedded development board, A comparative analysis was
performed with the main human posture based fall detection algorithms.

2 Analysis of Human Body Pose Estimation Models

There are two main detection methods for human posture joints: top-down and bottom-
up.

The bottom-up method, represented by OpenPose, is a bottom-up human pose esti-
mation algorithm using Part Affinity Fields (PAFs). Firstly, the position of the key bone
points of human body is detected, and the detection result is obtained by predicting the
hot spot map of the key bone points of human body. It can be seen that there is a Gaussian
peak on each key bone point of human body, representing the neural network believes
that there is a key bone point of human body. Do the same with other key bone points
in the body, such as the right elbow, and get another result. After all the test results are
obtained, the key point test results are connected. For this step, OpenPose’s approach is
to speculate from a new feature, a vector field called the human Key Bone point affinity
field (PAFs). Then repeat this step to speculate on the connections between the remaining
key bone points, again through the human key affinity field, and repeat this step until
you get all the bone information of all human bodies (in the multi-player scenario). So
it is easy to introduce interference from non-human objects, resulting in low detection
accuracy.

The top-down method, represented by Alphapose, is a phased detection model.
Firstly, target detection is carried out to identify human targets in the image, and rect-
angular boxes of each human area are marked to exclude interference from non-human
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objects. This method has a high accuracy. Table1 shows the performance comparison
of mainstream human pose detection models on COCO data set. It can be seen that
AlphaPose is superior to the comparison algorithm in major accuracy indexes. Based on
the high accuracy of AlphaPose, the algorithm designs the human pose model inference
acceleration and fall algorithm.

Table 1. Performance comparison of mainstream human pose detection models

Model AP@0.5:0.95 AP@0.5 AP@0.75

OpenPose 61.8 84.9 67.5

Detectron 67.0 88.0 73.1

AlphaPose 73.3 89.2 79.1

3 The Proposed Fall Detection Model

The main related work of this paper includes: accelerate the inference speed of the
pose estimation model, which includes speeding up the human target detection and pose
node inference speed, providing low delay and high throughput deployment inference
for the embedded platform transplantation application of the algorithm; Based on the
coordinate data of human body posture node image, a human fall judgment algorithm
was established to judge the occurrence of human fall phenomenon by combining the
characteristics of instantaneous posture change and the short duration of fallen state.

3.1 Inference Acceleration Optimization of the Human Pose Estimation Model

Alphapose is a phased pose estimation model, so the inference acceleration work is
mainly divided into the optimization of target detection model and the optimization of
posture node detection model. After accelerating the inference of human target detection
model, the human target image is serialized to improve the data exchange efficiency
between target detection model and posture node detection model.

The original Alphapose human target detection adopts YOLOv3. In recent years,
the emergence of YOLOv4 has obviously surpassed YOLOv3 in detection accuracy
and detection speed, and can cope with more complex detection environment (such as
complex light and occlusion), reaching a new level in the field of target detection. In this
paper, the human target detection model uses the lightweight model YOLOv4-Tiny-416
(parameter number: 24.3 m) in the YOLOv4 series so as to achieve a balance between
detection accuracy and detection speed. The output dimensions of the YOLOv4 network
model are initialized, where the network layer ‘030_convolutional’ = [C, H //32, W
//32], ‘037_convolutional’ = [C, H //16, W //16], where C represents the number of
input image channels, H represents the input image’s height, W represents the input
image’s width, // represents exact divisible operation; Onnx network nodes are created
in pedestrian target detection model after dimension initialization, and Route and YOLO
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nodes in dummy network layer are removed. If the input layer is “convolutional”, the
convolutional weight parameter is loaded; if the input layer is “up-sample”, the up-
sampling parameter is loaded. The calculation diagram of pedestrian target detection
model after dimension initializationwas created, and themodel conversion optimizerwas
loaded. After transformation, the optimized target detection model YOLOv4-tiny-416
was obtained, and the number of model parameters was 32.7 m.

3.2 The Human Fall Determination Algorithm

The fall process in life is generally as follows: walking (standing) → falling process →
fallen state, and the fall process is often very sudden and rapid, and can be completed
in a moment. Due to the short time of falling process, it is not easy to obtain the fall
characteristics of this process. However, the fallen statewill generally remain for a period
of time, especially the fallen state that will last longer after the fall of the elderly, and its
fall characteristics are easier to obtain. Therefore, in the process of falling, the reliable
and rapid detection of fallen state is more practical (Fig. 1).

Fig. 1. Human posture and fall characteristics

Based on the data of human body posture nodes, a human fall determination algo-
rithm was established to detect human fall events by combining the characteristics of
instantaneous posture change during fall process with the characteristics of short-term
persistence of fallen state. It includes:

1) The characteristics of instantaneous fall: the mathematical relationship between the
linear velocity of head joint and the linear velocity of crotch joint at the moment of
human fall; when the human body falls it moves around the ankle as the center of
the circle in a certain direction, so the line speed of the point far from the center of
the circle is larger.

2) The characteristics of fallen state: The characteristics of fallen state make use of the
characteristics of human body’s natural standing balance. When the Angle between
the body and horizontal plane reaches a certain Angle, there is a great possibility of
falling.

Step1: calculate the linear velocity VO of human head junction 0 and VO of gravity
center of chest o. The position of gravity center of the human chest is calculated from
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the coordinates of human body junction 1, 8 and 11. Calculate the line speed of human
ankle V10-13, V10-13 is the average line speed of human body’s key points 11 and 13.
The above linear velocity is the average linear velocity calculated by frames at each N
interval in continuous M frames of images.

Step2: If Vo, VO and V10-13 satisfy the formula (1), the suspected fall is judged.
⎧
⎨

⎩

V0

VO
> χ

V10−13 ∈ [α, β]
(1)

According to the characteristics of human standing balance, when theAngle between
the perpendicular bisector of upper part of human trunk and horizontal plane less than
a certain value, the human body will lose balance and falls, but this isn’t a sufficient
condition. For example, bent down to pick up things, tie his shoes and so on. After
falling, it generally keeps falling for a period of time before posture changes occur, such
as hand support, sitting up, bowing and bending up, etc., so time threshold filtering is
needed.

Hence, combining with step2, detection the angle between perpendicular bisector of
lower part of human torso and the horizontal, and at the same time the time-threshold
filtering to determine the fall of the body is objective and comprehensive.

Step1: calculate the Angle �u between the middle vertical line and the horizontal
line of the upper part of the body. If �u < ε1and keep �u < ε1 within the time threshold
T1, it is judged as falling. Otherwise, go to step2.

Step2: calculate the Angle �d between the vertical line and the horizontal line in the
lower part of the body. If �d < ε1 and �d < ε1is maintained within the time threshold
T2, it is judged as falling.

4 Experimental Process and Result Analysis

The software environment used in the experiment relying on major tools including
opencv4.1.1, torch1.6.0, torchvision0.7.0, tensorRT7.1.3. Experimental data: 104 human
fall videos were selected from the public dataset UR Fall Dataset [19]. Each video
contained a complete fall process (from standing posture to falling state)with a resolution
of 320× 240, and the scene included three types, namely home, office and teahouse. The
home environment is a living room scene, including sofas, dining tables, stairs, chairs,
lamps and other accessories, including a variety of lighting conditions. The office scene
includes tables and chairs, and the lighting is normal and evenly distributed. The scene
of the tea room includes sofa, table, tea set, etc., and the light is normal and evenly
distributed. Each video contains 1 person, and a total of 7 people participated in the
video collection, including 1 woman and 6 men, including a variety of falling posture,
including walking, bending and sitting posture interference posture.

4.1 Human Body Detection

We evaluate our proposed YOLOv4-tiny-416 model with the other two popular object
detection algorithms, namely NanoDet-m and YOLOv3-spp. The average accuracy and
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frame rate of YOLOv4-Tiny-416 are significantly better than nanodet-m, As can be
seen from Table 2, the detection frame rate of YOLOv4-Tiny-416 reaches 9.6, which
is 2.8 times that of the original YOLOv3-spp, and the average accuracy difference is
very small, which is superior to other comparison methods. Therefore, from the com-
prehensive consideration of detection accuracy and detection speed, YOLOv4-Tiny-416
is the optimal target detection method among the comparison algorithms. The average
accuracy and frame rate of YOLOv4-tiny-416 are obviously better than nanodet-m.

Table 2. Performance comparison of target detection models

Target detection model Frame rate Average accuracy Image resolution

YOLOv4-tiny-416 9.6 88.6 320 × 240

NanoDet-m 7.62 49.4 320 × 240

YOLOv3-spp 3.43 85 320 × 240

4.2 Fall Behavior Detection

Figure 2 (a) and (b) represents two frames of standing and falling state in the video we
used in our experiment

(a)  (b)

Fig. 2. (a) a frame of standing state in the test video, (b) a frame of fallen state in the test video

The above figure shows the result of YOLOv4-tiny-416+alphaPose check algorithm.
In the similar scene, with good lighting conditions and uniform distribution of light, the
method in this paper can successfully detect the action of falling in side lying posture,
leaning posture and lying posture, and can completely detect the key points of the human
body, which is close to the real posture. YOLOv3-spp+alphaPose detected the state of
human falling, but the attitude estimation of the upper body of human body was poor,
and the connection between nodes was chaotic.

In the image, the human body falls, and a part of the human body is already in the
blind area of the camera, so the whole human body is not detected, but the target is
detected and the fall of the target is judged. Meanwhile, the label fall appears on the
outer rectangular frame, which has a good detection effect. Both of them are walking in
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the video and the two targets can be well detected and their heads can also be detected.
If one of them falls, it can be accurately detected, which proves that the target has fallen.
Another person walking normally can also be well detected. Experiments prove that the
detection result of this algorithm is very good.

Table 3. Performance comparison of pose detection models

Pose estimation model Frame rate Average accuracy Image resolution

AlphaPose 7.12 73 320 × 240

OpenPose 4.38 55 320 × 240

trt_Pose 6.38 55.1 320 × 240

As can be seen from Table 3, the frame detection rate of alphaPose model is 1.1
times that of openPose, and the frame rate reaches 7.12 frames, while maintaining the
same accuracy rate and possessing certain real-time performance. The frame rate and
evenness accuracy of alphaPose are both better than that of OpenPose, and the average
accuracy of OpenPose is higher than that of trt_Pose, and the frame rate of alphaPose
is nearly 1 times lower than that of trt_Pose. Therefore, alphaPose is optimal in the
comparative pose estimation model.

To verify the timeliness and accuracy of the proposed algorithm, the proposed algo-
rithm YOLOv4-Tiny-416+alphaPose was compared with YOLOv3-spp+alphaPose and
trt_pose algorithms. The evaluation criteria mainly include detection frame rate and
detection accuracy. The accuracy rate is the ratio of the number of fall detection videos
to the total number of fall test videos. The number of missed and false detections of
test videos was counted, and the effectiveness of instantaneous fall feature and fall state
feature on detection of fall events was analyzed. The missed detection refers to the num-
ber of videos in the fall test that fail to detect falls, and the false detection refers to the
number of videos in the fall test that detect non-fall behaviors as falls.

Table 4. Uses the fall videos in the public dataset LE2i Fall Dataset for comparative analysis

Compare the
algorithm

Mistakenly
identified

Instantaneous
fall feature

Characteristics
of fallen state

Accuracy Frame
rate

YOLOv3-spp +
alphaPose

9 6 78 0.759 3.05

YOLOv4-tiny-416
+ alphaPose

3 7 93 0.894 4.38

trt_pose 10 3 77 0.634 4.31

The performance of the comparison algorithm is shown in Table 4. It can be seen
fromTable 4 that the frame rate and accuracy ofYOLOv4-Tiny-416+alphaPose detection
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are significantly higher than other comparison algorithms, and the number of Mistaken
detection is the least, and the accuracy is nearly 90%, which is the most accurate method
among the above three. Trt_pose adopts the bottom-up method to detect the human body
posture node, and its detection effect is not ideal.

After comparative analysis, the shortcomings of the proposed fall detection algorithm
are as follows: The detection effect is not ideal in the case of uneven light distribution; he
low height of the monitoring camera leads to obvious image malformations after human
falls in the images taken, and the algorithm cannot detect falls effectively; When the
human fall direction is parallel to the image Y axis, the fall position is close to the image
X axis midpoint, and the head image coordinates of human fall are larger than the ankle
image coordinates, the fall posture is very close to the normal standing posture, so the fall
discrimination cannot be carried out. In order to improve the accuracy of the algorithm,
the following research work will be carried out in the next stage: 1) The illumination
adaptive reinforcement algorithm will be integrated into the fall detection system to
increase the anti-illumination variation ability of the system; 2) Research on multi-
camera joint detection method, try to use multiple cameras to detect falls from multiple
angles, and solve local occlusion phenomenon to a certain extent; 3) Fall detection
specifically for the elderly. Since there is no public abnormal behavior data set for the
elderly, hence, collecting abnormal behavior data of the elderly and establishing the data
set is also the work that we will try in the future.

5 Conclusion

In order to speed up the practical process of human fall detection using computer vision
method, this paper put forward a kind of fall behavior detectionmodel based on alphapose
platform, which includes the acceleration optimization of human objective detection
model and the determination algorithm of occurrence of falling action based on the
body posture data. We also carried out a large number of experiments to verify this
model, and compared it with many similar algorithms. The results show that the model
proposed in this paper can achieve higher recognition accuracy.
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Abstract. In order to improve the prediction mode accuracy of wavelet neural
network, a prediction model of optimized wavelet neural network based on mind
evolutionary algorithm (MEA) is proposed. Firstly, using MEA with extremely
strong global search ability to train and optimize the connection weight and the
extension scale of the wavelet neural network. Secondly, establish the wavelet
neural network using the optimized connection weight and the extension scale.
After comparative study of the prediction mode ofMEA optimized wavelet neural
network, genetic algorithm (GA) optimized wavelet neural network (GAWNN)
and not optimized wavelet neural network (WNN) on the prediction for short-
term traffic flow, the results show that MEAWNN method has higher prediction
accuracy than other two methods.

Keywords: Wavelet neural network · Mind evolutionary algorithm · Genetic
algorithm · Traffic flow prediction · Prediction accuracy

1 Introduction

Forecasting based on time series is one of the problems that humans often encounter in
daily life. In recent years, a large number of scholars have conducted in-depth studies
on various time series forecasting issues, such as traffic flow, stock market trends, and
weather forecasts [1–3]. At present, prediction models mainly include: Historical Aver-
age method, Regression Analysis method, Kalman Filter method [4], neural network
method and so on. Neural Networks have good nonlinear quality, self-adaptation and
self-learning capabilities, they have shown great advantages in Time Series Forecasting
| Various Forecasting Techniques [5]. Wavelet neural network is a coupling model of BP
neural network and Wavelet Analysis [6]. The transfer function of the hidden layer in
BP neural network is replaced by Wavelet Function. Therefore, wavelet neural network
not only has the learning ability, nonlinear ability and generalization ability of neural
network, but also has the multi-scale time-frequency local characteristics of wavelet
transform and good approximation characteristics, which can improve the approxima-
tion ability of neural network to non-stationary signals. More accurate forecasts for time
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series. However, wavelet neural networks also have shortcomings. It performs initial
network parameters such as the connection weight between the input layer and the hid-
den layer, the expansion factor and translation factor of the wavelet basis function, and
the connection weight between the hidden layer and the output layer. Values are more
sensitive. If the initial values of these parameters are set unreasonably, it is easy to cause
the wavelet neural network to converge slowly and fall into a local optimum.

In this paper, the mind evolutionary algorithm (MEA) and wavelet neural network
(WNN) are combined to establish MEAWNN, and the thought evolution algorithm is
used to optimize the connection weights and expansion and translation factors of the
wavelet neural network, thereby improving the convergence speed of the wavelet neural
network and reducing its falling into the local optimum. possibility. In order to verify the
effectiveness of MEAWNN, the measured short-term traffic flow was predicted simul-
taneously with GAWNN andWNN, and the prediction performance of the three models
was compared. Experimental results show that MEAWNN has the highest prediction
accuracy.

2 Optimization of WNN with MEA (MEAWNN)

2.1 Wavelet Neural Network (WNN)

In 1992, Zhang Qinghua and other scholars of IRLSA, a famous French information
science institution, first proposed wavelet neural networks [7, 8]. It is based on the BP
neural network structure and uses wavelet basis functions to replace hidden layer transfer
functions. It organically combines neural network andwavelet transform, fully inheriting
the advantages of both [9, 10]. The use of related mathematical theories has proved that a
three-layer neural network can solve any complex nonlinear mapping problem [11–13].
Therefore, this article only studies wavelet neural networks with a single hidden layer.
Its topology is shown in Fig. 1:

Fig. 1. Topology of wavelet neural network.
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In Fig. 1, X1, X2, · · ·, Xi are the input parameter of the wavelet neural network,
Y1, Y2, · · ·, Xk are the predicted output of the wavelet neural network, and ωij and ωjk
are the connection weights of the wavelet neural network. hj is the transfer function of
the hidden layer neuron. In this paper, the transfer function of the hidden layer neuron
takes the Morlet wavelet basis function, and its mathematical expression is:

hj(x) = cos(1.75x)e−
x2
2 (1)

The output formula of the hidden layer is:

h(j) = hj

[∑k
i=1ωijxi − bj

aj

]
j = 1, 2, · · · , l (2)

Among it, h(j) is the output value of the j-th node in the hidden layer; ωij is the
connection weight from the input layer to the hidden layer; bj and aj are the translation
factor and the expansion factor of the wavelet basis function hj respectively.

The output formula of the output layer is:

Y (k) =
∑l

j=1
ωjkh(j) k = 1, 2 · · · ,N (3)

Among it, ωjk is the connection weight of the hidden layer to the output layer, h(j)
is the node output of the j-th hidden layer, l is the number of nodes in the hidden layer,
and N is the number of nodes in the output layer.

The wavelet neural network uses the gradient descent method to modify the weight
of the network and the parameters of the wavelet basis function [14], so that the actual
output value of the wavelet neural network prediction model is constantly approaching
the expected output value. The correction process is as follows.

(1) Calculate the prediction error of the network:

E = 1

2

∑P

p=1

∑N

k=1

(
dp
k − ypk

)2
(4)

Among it, dpk is the expected output of the k-th node of the wavelet neural network
output layer corresponding to the p-th training sample; ypk is the actual output of the
k-th node of the wavelet neural network output layer corresponding to the p-th training
sample, and p is The number of training samples.

(2)Correct thewavelet neural networkweights andwavelet basis function parameters
according to the prediction error E:
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ωij(t + 1) = ωij(t) − μ
∂E

∂ωij
(5)

ωjk(t + 1) = ωjk(t) − μ
∂E

∂ωjk
(6)

aj(t + 1) = aj(t) − μ
∂E

∂aj
(7)

bj(t + 1) = bj(t) − μ
∂E

∂bj
(8)

Among them,μ is the learning rate, and the calculation formulas of ∂E
∂ωij

, ∂E
∂ωjk

, ∂E
∂aj

, ∂E
∂bj

are as follows:

(9)

(10)

(11)

(12)

2.2 MEA Optimized Wavelet Neural Network Algorithm Flow

This paper uses the MEA algorithm to train and optimize the weights of the wavelet
neural network and the parameters of the wavelet basis function, and then use the opti-
mized initial weights and the parameters of the optimal initial wavelet basis function
to initialize the wavelet neural network, and then use the wavelet The neural network
makes predictions. The specific process is as follows:
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(1) The samples are divided into training samples and test samples. The training samples
are used for network training, and the test samples are used for network prediction
accuracy testing.

(2) The MEA algorithm is used to obtain the wavelet basis function expansion factor
aj and the translation factor bj in the wavelet neural network, as well as the optimal
initial values of the network connection weights ωij and ωjk .

(3) Determine the maximum number of iterations and learning rate μ.
(4) Normalize the training samples.
(5) Input the training sample, calculate the network output value according to formula

(1), (2), (3), and calculate the network prediction error E by formula (4).
(6) Calculate ∂E

∂ωij
、 ∂E

∂ωjk
、 ∂E

∂aj
、 ∂E

∂bj
from Eqs. (9), (10), (11), (12).

(7) According to formulas (5), (6), (7), (8), the network connection weights ωij, ωjk
and wavelet basis function parameters aj, bj are adjusted.

(8) If E < Emax(Emax max is the maximum allowable error), or the maximum number
of iterations is reached, the training ends, otherwise it returns to step (5).

(9) Input the normalized test samples, and then calculate the prediction accuracy of the
wavelet neural network after training.

3 Design and Analysis of Experimental Results

3.1 Design of Experiments

In order to verify the effectiveness of the method proposed in this paper, MEAWNN,
GAWNN,WNN three predictionmethods are used to predict the actual short-term traffic
flow.

The experimental data in this article comes from University of Minnesota Duluth
(http://www.d.umn.edu/tdrl/index.htm). The data includes traffic data on the highways
around the University of Minnesota Twin Cities. More than 4,000 loop coil detectors are
collected throughout the year and compressed in a proprietary format. The traffic flow
data recorded by any detector at several time intervals can be obtained as needed [15].

According to formula (14), the traffic flow data in the experiment becomes a normal-
ized time series with a mean value of 0 and an amplitude of 1, and the normalized time
series are reconstructed in phase space. The experiment uses a three-layer wavelet neural
network with input layer nodes m, hidden layer nodes 2m+ 1, and output layer nodes 1.
m is the embedding dimension of the phase space reconstruction of the traffic flow time
series. In this paper Take m = 5. The parameter settings of the wavelet neural network
are: the number of training times is 100, the learning rate is 0.01; the parameters of
the thinking evolution algorithm are: the population size is 100, the number of winning
subpopulations is 5, the number of temporary subpopulations is 5, and the number of
iterations is 20.

http://www.d.umn.edu/tdrl/index.htm
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yi = xi − 1
n

∑n
i=1xi

max(xi) −min(xi)
(13)

Among it, {xi} is the original traffic flow sequence, and {yi} is the normalized traffic
flow sequence.

The evaluation system of the experiment uses absolute error err, average absolute
error MAE and relative error perr, as follows:

err = ∣∣xi − xi
∧∣∣ (14)

MAE = 1

Np

∑Np

i=1

∣∣xi − xi
∧∣∣ (15)

perr =
∑Np

i=1(xi − x
∧

i)
2∑Np

i=1xi
2

(16)

Among them, xi and x
∧

i are the actual and predicted values of traffic flow; Np is the
number of predicted samples.

3.2 Analysis of Experimental Results

This article uses the data detected by the No. 10 detector to output the traffic flow data
for the four days from January 16 to January 19, 2015, with a total of 1152 data at
five-minute intervals.

This experiment takes the first 1052 of the traffic flow data as training samples, and
the last 100 data as prediction test samples. In order to verify the effectiveness of the
method proposed in this paper, this paper conducts comparative experiments on different
numbers of training samples, repeats each experiment 1000 times, and then takes the
statistical average of the average absolute error MAE and relative error perr.

Figure 2, Fig. 3, and Fig. 4 respectively show the prediction results of an experiment
when the training sample is 1052 and the prediction sample is 100. Table 1 shows the
three prediction models for 100 models under different numbers of training samples.
The statistical average of the predicted average absolute error MAE and relative error
perr of the predicted sample.

It can be seen from Fig. 2, Fig. 3, and Fig. 4 that the three prediction models can
predict the traffic flow trend better, but MEAWNN has the best prediction effect, and
GAWNN has a better prediction effect than WNN.
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Fig. 2. Predicted results of WNN model.
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Fig. 3. Predicted results of GAWNN model.
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Fig. 4. Predicted results of MEAWNN model.
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It can be seen from Table 1 that as the number of training samples decreases, the
average absolute error and relative absolute error of the prediction of the three methods
increase, but when the number of training samples is the same, theMEAWNNprediction
error is the smallest, and the GAWNNprediction error less thanWNNprediction error. It
can be seen that the MEAWNN proposed in this article is an effective predictive model.

Table 1. The prediction error of the measured traffic sequence with different training sample.

Number of training samples/unit
Forecast sample number/unit

1052 952 852 752

100 100 100 100

MAE/unit WNN 15.8079 17.4156 20.1654 33.7132

GAWNN 9.1173 10.0716 15.6164 23.4283

MEAWNN 7.0084 7.5496 10.2426 14.8176

Perr/% WNN 16.75 23.42 29.88 40.56

GAWNN 3.37 3.85 8.71 25.97

MEAWNN 2.61 3.19 7.18 16.10

4 Conclusion

In order to solve the problem that the wavelet neural network is sensitive to the network
connection weights and the initial values of the wavelet basis function parameters, this
paper proposes a prediction model based on the thought evolution algorithm to optimize
the wavelet neural network. First, the thought evolution algorithm is used to obtain
the optimized wavelet the neural network connects the weights and the initial values
of the wavelet basis function parameters, and then builds the wavelet neural network
model according to the optimized initial values. In order to verify the effectiveness of
the prediction model proposed in this paper, three prediction models of MEAWNN,
GAWNN and WNN were used to predict the actual measured traffic flow data at the
same time, and the prediction errors of the three models were compared. The results
show that the prediction error of the MEAWNNmodel proposed in this article is smaller
than the other two prediction models, so MEAWNN is an effective prediction model.
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Abstract. Asnanoscale processingbecomes themainstream in ICmanufacturing,
the crosstalk problem rises as a serious challenge, not only for energy-efficiency
and performance but also for security requirements. In this paper, we propose a
register reallocation algorithm called Nearby Access based Register Reallocation
(NARR) to reduce the crosstalk between instruction buses. The method includes
construction of the software Nearby Access Aware Interference Graph (NAIG),
using data flow analysis at assembly level, and reallocation of the registers to
the software. Experimental results show that the crosstalk could be dramatically
minimized, especially for 4C crosstalk, with a reduction of 80.84% in average,
and up to 99.99% at most.

Keywords: Crosstalk · Energy efficiency · Register reallocation · Green
compilation

1 Introduction

Energy efficiency is a hot topic in computer system [1–4].With the progress of tech-
nological development, the size of embedded devices becomes smaller and smaller, so
the bus lines lay out more and more intensively, making the crosstalk a more and more
serious challenge for the circuit design. The increments of crosstalk not only influence
the scalability and performance of the embedded system, but also consume more power,
making the device more vulnerable to overheat and to malicious attacker. The addi-
tional power consumption of crosstalk can particularly be used by attackers through the
Differential Power Analysis to get the security and hidden information of the system,
such as revealing hidden hardware faults on integrated circuits, accessing cryptographic
keys, and getting the actual executing codes of the microprocessors [5]. Furthermore, the
extra power needed increases noise and decreases the lifetime of the embedded device,
therefore compromising the current “green compilation” pursuit.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13338, pp. 672–683, 2022.
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Crosstalk is a traditional problem for circuit design and many efforts have been
done for it. Circuit designers proposed sorts of methods to reduce the crosstalk between
couple buses, such as Codec [6], buffer insertion [7], Shielding [8], gate sizing [9],
and so on. Some scholars evaluated different crosstalk fault tolerant approaches for
Networks-on-chip (NoCs) links such that the network can maintain the original network
performance even in the presence of errors. Their results demonstrated that the use
of CRC coding at each link should be preferred if minimal area and power overhead
were the main goals [10]. Some scholars proposed an enhanced code based on the
Fibonacci number system (FNS) to suppress the crosstalk noise below 6C level, in
which both the redundancy of numbers and the non-uniqueness of Fibonacci-based
binary codeword were utilized to search the proper codeword. Experimental results
showed that the proposed technique decreased about 22% latency of TSVs comparing
with theworst crosstalk cases [11]. Some scholars proposeDRcodingmechanism,which
uses a novel numerical system in generating code words that minimizes overheads of
codec and is applicable for any arbitrary width of wires. Experimental results show that
worst crosstalk-induced transition patterns are completely avoided in wires using DR
coding mechanism. Some scholars proposed a crosstalk-noise-aware bus coding scheme
with ground gated repeaters. This approach minimized the routing overhead as well as
power consumption of data bus systems. The routing overhead was reduced by 12.31%
with the new bus coding scheme compared to the conventional data bus with shielding
wires. Furthermore, the power leakage and worst-case active power consumptions were
reduced by 12.5% and 18.26%, respectively, with the new crosstalk-noise-aware data bus
system compared to the previously published bus coding system in an industrial 40 nm
CMOS technology [12]. Some scholars proposed a selection method of adjacent lines
for assigning signal transitions in test pattern generation. The selection method could
reduce the number of adjacent lines used in test pattern generation without degrading the
quality of test pattern that could excite the fault effect. Some scholars presented a 3DCAC
method which was based on an intelligent fixed mapping of the bits of existing 2D CACs
onto rectangular or hexagonal TSV arrangements. Their method required less hardware
and reduced the maximum crosstalk of modern TSV and metal wire buses by 37.8% and
47.6%, respectively,while leaving their power consumption almost unaffected.However,
these methods either need extra hardware unit support or must increase the area of chip,
making them unfavorable for the development of advanced embedded devices requiring
portability and minimized cost [13].

With the existing Selective Shielding method, some scholars proposed a co-
hardware/software register relabeling combination to reduce the crosstalk of instruction
bus [14]. Some scholars adapted also a combination approachwith instruction reschedul-
ing, register renaming, NOP instruction padding, and instruction opcode assignment.
They proposed the software method to eliminate the 4C crosstalk. These methods are
either based on current hardware support or having limitations, illustrated in the next
section, to reduce the crosstalk [15].
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Register allocation is also an important component of compilers, many techniques
have been proposed, such as Graph-base register allocation [16, 17], Linear scan regis-
ter allocation [18, 19], tree-based register allocation, and others [20–22]. Some scholars
propose a new register renaming technique that leverages physical register sharing by
introducing minor changes in the register map table and the issue queue. Experimental
results show that it provides 6% speedup on average for the SPEC2006 benchmarks
in modern out-of-order processor [23]. Some scholars propose a new class of register
allocation and code generation algorithms that can be performed in linear time. These
algorithms are based on the mathematical foundations of abstract interpretation and the
computation of the level of abstraction. They have been implemented in a specialized
library for just-in-time compilation. The specialization of this library involves the exe-
cution of common intermediate language (CIL) and low level virtual machine (LLVM)
with a focus on embedded systems. But most of these proposed methods were aim-
ing at increasing the performance with litter spill codes, while the crosstalk between
instructions was seldom considered [24].

We propose here a software method Nearby Access based Register Reallocation
(NARR) to reduce the crosstalk. Though similar to the graph color register allocation
method, it is distinguished by combining the frequency of near neighbor access to assign
the registers. Our register reallocation approach is not only a software-only method
requiring no modifications in hardware, but also improves performance in reducing the
instruction bus crosstalk since it deeply analyzes the data flow.

2 Methods and Materials

2.1 Crosstalk Overview

Crosstalk is the noise signal for one circuit or channel of a transmission system caused
by the other circuits or channels that are usually parallel to the effected one. The strength
of crosstalk is often subject to the following factors: wire length, wire width, switching
pattern of nearby wires, and so on. For better evaluating the delay and energy caused
by crosstalk, researchers have established the crosstalk delay model and energy model
[25].

According to the effective capacitance of different switching patter of nearby wires
in continuous cycles, the crosstalk is classified into six classes shown in Table 1. (The
symbols -, ↑, ↓, x stand for no, positive and negative, any transitions, respectively.)

Table 1. Classification of crosstalk.
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Currently, research work focuses on how to eliminate the 3C and 4C classes of
crosstalk and also to reduce those of other classes. But the established techniques are
more or less based on to modification of the integrated circuit that could increase the
overhead of the system and therefore can’t be used for some cost-constraint embedded
systems. There are some software researches attempting to reduce the crosstalk between
instruction data buses. Some approaches need to insert extra “NOP” instructions. Others
can’t make use of the full power of changing register because insufficient amount of
program information such as data flow is analyzed. In the next section, we will illus-
trate the limitations of register renaming techniques, as well as how to overcome these
limitations by using register reallocation, with a example.

2.2 Crosstalk Case Study

In tRegister renaming is used as software-onlyor software/hardware combined technique
for reducing the crosstalk. Since the lifetime of registers is not analyzed and the results
of register allocation are not used, Register renaming alone can’t alleviate the limitation
of register allocation which aims to use a minimal number of registers to generate a good
program performance, therefore losing potential improvement in crosstalk reduction.

Considering the example instruction lists in [26], as illustrated in Fig. 1(a), we can see
that the instruction scheduling fail to reduce the crosstalk of instruction buses between
I1 → I2 → I3. From the I2 and I3 lines, we can see that R5 is lastly used of its previous
definition in I2. And for saving registers, register allocator assigns R5 for saving the
results of I3 which causes the 4C crosstalk between I2 and I3.

From this piece of codes, R6 is not used and we assume that R6 is available too. If
the register allocator uses the R6 to replace R5 for saving the results of I3, the crosstalk
will be eliminated (shown in Fig. 1(b)). However, if we use the register renaming to
rename R5 with R6, the crosstalk between I2 and I3 will be eliminated, but the new 3C
crosstalk will occur between I1, I2 and I2, I3 (see Fig. 1(b)).

This example allows us to see the potentially better capability of register allocation
in crosstalk reduction, compared to register renaming and to other software techniques.
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Fig. 1. Register assignments example
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2.3 Crosstalk Aware Register Allocation, Optimization Process Outline

In order to get an effective optimization for the total program such as the library of
system, our optimization process utilizes the disassemble codes and the profiling results
as inputs. Then NAIG constructor is used to build the NAIG from the disassemble codes
and set the weight of it. Finally, the NARR processor analysis the NAIG to reallocation
the register and generate the optimized code. In our methods, NAIG construction and
NARR process are themost important processes, whichwill be presented in the following
two subsections in detail.

2.4 NAIG Construction

The goal of this work is to reduce the crosstalk on instruction data bus. So the more
frequently access patterns of registers pairs are, the more important the registers are.
For better illustrating the nearby accesses frequency feature combining with the register
allocation, we enhanced the original Interference graph that was widely used for register
allocation and constructed the new nearby access aware interference graph, calledNAIG.

NAIG is a weighted undirected graph that can be represented by a four tuple G =
(V,EI ,EN ,WE). Where v ∈ V represents a variable or constant of the program, e(u, v) ∈
EI expresses that the node u and node v can’t share the same register, e′(u′, v′) ∈ EN

expresses that the node u and node v may be nearby access and the weight w(e) ∈ WE

represents the frequency of such access pattern e(u, v).
For building theNAIG,we get the disassemble code as input and suppose that there are

unlimited registers, the same as the registers called virtual registers in many compilers.
Firstly, we change the disassemble codes to the SSA form for each basic block that
makes sure the registers are defined only once (Algorithm 1, line 1–4). Then, we use the
methods described in to construct the data flow of each basic block and get the lifetime
of each register in each instruction (line 5–6). The interference graph can be constructed
of analysis the live register in each instruction (line 7–15). After getting the interference
graph, we can use the profiling results to add the weight of edges (line 16–21). And then
we return the constructed NAIG at last (line 22). The detailed construction algorithm is
expressed in Algorithm 1. In this program, theCFG is control flow graph for the program
and each node v ∈ V′ represents a basic block that contains number of in order executed
instructions. The Liveregi expresses the register defined before the instruction i and will
be used after the instruction that called the live register.

To reduce the cost of spill node is a very complex work because it changes the
source order of instruction by inserting extra spill codes that will make the NAIG rebuilt.
Luckily, in our algorithm, we can avoid to generate the spill codes since the source code
is allocated successfully and we can always eliminate the spill code by assigning the
spill node with its original one. The detailed reallocation algorithm is presented in next
section.
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2.5 NARR Algorithm

Based on the above NAIG, we implement our new NARR algorithm as follow: firstly, we
construct the NAIG for each function of the program; then, we sort the edge of NAIG
by the decreased weight order (Algorithm 2, line 1). Since the heavily weighted edge
represents that the nodes own the edge are more frequently nearby access in instruction
date buses, we expect it in the same register or the least crosstalk registers. At the same
time, we expect the lowest spill code which will not only lose the performance of the
system, but also increase the undetected crosstalk by this algorithm, so we make sure
that no additional new spill codes will be emerged in our algorithm.

Then, we analyze the ordered edges one by one to finish the register allocation for
each node (line 2–36). For each edge e(u, v) ∈ EI , we first check whether a node is
assigned. If any one of nodes u is assigned for register ri, we will choose the register
other than ri but with minimal crosstalk to assign it for v (line 5–7). If both nodes are
not assigned, we first assign any of them to one register and then find the other suitable
register as the previous case for the other one (line 15–19). If the two nodes are assigned
with the same register, we will try to change one assigning into another register (line
6–14). For the edge not in EI , we first try to assign the two nodes in the same register. If
it is not reasonable, we can handle it as the edge in EI (line 22–34). The program detail
is shown in Algorithm 2.
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2.6 Experimental Setup for Performance Evaluation

The experiment is built up in Fedora 12 combined with Windows 7 home basic version.
The test cases are selected from the MIBench [27].

The compiler tools are arm-linux-gcc 4.4.3, and combined with objdump 2.19.51 to
get the disassemble codes. The sim-profile tool for arm is used as profile tool to get the
access frequency of instructions. Specifically, we use the arm-linux-gcc to compile the
source code to binary codes in Fedora 12 environment, firstly. Then, we disassemble and
get profile information for the binary codes respectively. After getting the disassemble
codes and profile information, we use them as input for the NARR processor to get the
crosstalk aware optimized binary codes. Finally, we compare the source binary codes
to the optimized binary codes to evaluate the performance of NARR, and analyze the
improvement details in crosstalk reduction, especially for 3C and 4C ones.
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3 Results and Discussions

3.1 Performance of NARR

Figure 2 presents the decreased percentage of 4C and 3C+4C crosstalk for NARR, com-
pared with the results of GCC. From this benchmark, we can see that the 4C crosstalk has
been significantly reduced. In the cases such as stringsearch_large, stringsearch_small,
dijkstra, and crc, the reduction percentage of 4C crosstalk is higher than 95%, eliminat-
ing almost all 4C crosstalk of the program. And the average decrease rate is about 81%.
And for 3C+4C crosstalk, we can see that most of them are also significantly reduced
except dijkstra since the dijkstra has many conflicts between the 3C and 4C crosstalk.
We force a crosstalk avoid priority for 4C, so the dijkstra benchmark result is not so good
in 3C+4C condition. However, we still get an excellent reduction rate under the major
benchmark tests for 3C+4C and the average reduction rate of all tested benchmarks is
about 44%.

Decreased percentage compared to GCC in crosstalk number

0.00% 20.00% 40.00% 80.00% 100.00%60.00%

3C+4C

Decreased percentage
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nc
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bitcnts
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Fig. 2. 4C and 3C+4C crosstalk reducing in crosstalk number

For better understanding the crosstalk avoid in instruction level, we also analyze the
4C and 3C+4C crosstalk in dynamic execution with profile recorded in Fig. 3. From this
result, we can see that the 4C crosstalk shows again a good reduction and the average
decreased percentage is 80.87%. The highest reduction rate is 99.99% for the crc test
under that only two 4C crosstalk appeared in the program after optimization (shown in
Table 2). And for 3C+4C crosstalk, the average reduction percentage is also 37.01%,
similar to the results shown inFig. 2. Special cases are, however, again a smaller reduction
rate recorded in 3C+4C crosstalk condition for stringsearch_large, patricia and dijjkstra
tests. The main reason could be that in an instruction, there may be some crosstalk in
the same class such as 3C. So if the instruction frequently executes, the crosstalk data
at instruction level will be less than those at crosstalk number level. However, getting
crosstalk statistics at instruction level is reasonable since the program is executed at
instruction level and the possible attackers might also try to work in the instruction level
to get the most detailed information of the system.
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Table 2. Crosstalk comparison of GCC and NARR

Benchmark

bitcnts
crc

dijkstra
patricia

qsort
sha

stringsearch_small
stringsearch_small

3C Crosstalk
GCC NARR NARR/GCC

87750075
159667218
76644109

590383
1250019

69017038
16563

381159

26611206
5625002

7562503
38600

400005
11570830

15185
352483

0.06410
0.1667
0.0987
0.0654
0.3199
0.1677
0.9168
0.9247

4C Crosstalk
GCC NARR NARR/GCC

33750073
79833611
63344776

466640
1050022

39583124
15509

705765

2250001
2

86222
19041

100003
4264487

57
1334

0.0667
0

0.0014
0.0408
0.0952
0.1077
0.0037
0.0019
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Fig. 3. 4C and 3C+4C crosstalk reducing in execution instructions

Table 3. 4C and 3C+4C crosstalk reducing for the whole execution instructions

Benchmark

bitcnts
crc

dijkstra
patricia
qsort
sha

stringsearch_small
stringsearch_large

Average

4C execution instuctions 3C+4C execution instuctions
GCC NARR GCC NARR

0.78%
7.69%
3.08%
1.51%
11.27%
8.20%
23.10%
23.29%
9.87%

0.31%
0.00%
0.04%
0.74%
2.82%
3.02%
0.09%
0.09%
0.89%

13.01%
53.85%
34.33%
24.61%

5.02%
23.08%
25.86%
19.00%

46.48% 32.39%

48.29%
31.07%57.10%
23.68%

48.48%
40.77% 25.85%

46.73%

Table 3 shows the evaluation results of adapting NARR to reduce the 4C and 3C+4C
crosstalk in the aspect of the whole executed instructions. We can see that after NARR,
the crosstalk percentage is significantly reduced for almost every benchmark tested, in
both 4C and 3C+4C cases, in comparison with GCC. The average percentage of 4C
crosstalk is reduced to a level of 0.89%, compared with the initially compiled result
of 9.89% with GCC (with a relative reduction rate of 91% based on the GCC value).
Furthermore, under specific tests such as crc, dijkstra, etc., we get nearly 0 crosstalk in
4C situation after NARR. And the 3C+4C crosstalk is also reduced from 40.77% for
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GCC to 25.85% after NARR, in average. So the NARR method is good for reducing the
crosstalk, especially for the 4C case.

Table 4 shows all types of crosstalk decreased percentage compared to GCC by
NARR. We can see that the overall crosstalk is also decreased largely. For the bitcnts
and qsort, the reduction rate is up to more than 44%. The average reduction rate is also
achieved to 24.24%. So ourNARRmethod is not can get good performance for crosstalk.

Table 4. All types crosstalk reducing in execution instructions.

Benchmark
bitcnts

crc
dijkstra
patricia
qsort
sha

search_small_pro
search_large_pro

Average

GCC NARR decreased rate
2781573971
2261952341
1606207102
12692958
270214

1168409001
451658

10470186
980253428.9

1553071408 44.17%
1809561893
1384640962
11624053
150181

935588937
325107
8885138

712980959.9

20.00%
13.79%
8.42%
44.42%
19.93%
28.02%
15.14%
24.24%

4 Conclusions

Crosstalk is a challenge not only for acquiring power-efficiency and performance, but
also for satisfying the security and green requirements of an ICdesign since the nanoscale
manufacturing has become the mainstream now. The new method we proposed here in
crosstalk aware register reallocation is to reduce the influence of crosstalk for the couple
instruction buses. The method is a software-only technique without any needs to modify
the traditional hardware. Our NARR method can result in a reduction of 80.87% for
4C crosstalk in average and up to 99.99% at most. The percentage of 4C and 4C+3C
crosstalk at instruction level is also reduced from the control GCC average value, by
9% and 15% in crosstalk rate difference, respectively. It confirms so that our NARR
algorithm is effective in reducing the crosstalk especially for the 4C class. Of course, we
can combine in the future with the methods proposed in such as instruction scheduling
[28], NOP padding to reduce further the crosstalk interference.
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Abstract. Due to the imbalance between a large number of litigation cases and
the number of judicial personnel, many legal documents to be processed greatly
increase the burden of legal practitioners. So the intelligent processing of legal
documents is especially important. At present, machine learning and deep learning
have made great achievements in the intelligent processing of legal documents,
including the elements extraction of legal documents, classification of legal doc-
uments, generation of legal documents, abstract extraction of legal documents
etc. The main aim of this paper is to present a review of legal documents intelli-
gent processing based on deep learning from legal documents representation, ele-
ments extraction of legal documents, classification of legal documents, automatic
generation of legal documents.

Keywords: Deep learning · Intelligent justice · Legal documents
representation · Elements extraction of legal documents · Classification of legal
documents · Automatic generation of legal documents

1 Introduction

Legal documents are composedof litigation documents, arbitration documents, judgment
documents and other legal contents related to law. Intelligent processing technology of
legal documents refers to that the processing of legal documents can be completed
efficiently with the support of natural language processing(NLP), deep learning and
other technologies. At present, the research on legal documents processing has made
some achievements in the extraction of elements of legal documents, the classification
of legal documents etc., which can reduce legal practitioners participation and improve
legal documents processing efficiency.

Lucien put forward an automatic retrieval model of legal documents and a judge
discretionmodel in 1958, whichwas the first to apply information processing technology
to the law domain. Buchanan published “Some Speculation About Artificial Intelligence
and Legal Reasoning”, which marked the birth of artificial intelligence and law as a
research branch in 1970 [1]. Thorne applied rule-based reasoning to corporate tax text
analysis. Carole Hafner proposed a method of legal text retrieval based on legal concepts
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and relevance. From 1980s to 1990s, expert system began to be applied in the judicial
field to help legal practitioners complete legal work by means of legal provisions-based
method, case-based method and knowledge-based method [2–4]. However, these expert
systems have many shortcomings, such as only suitable for limited fields and requiring
a large number of expert handwriting rules. With the vigorous development of Al+ Law,
the expert system disappear from the scene gradually. In recent years, the development
of artificial intelligence in judicature is amazing. In order to accurately understand the
information expressed in legal documents and make full use of the potential value in
legal documents, research on legal documents intelligent processing has been emerging.

This paper introduces the legal documents representation which is the basis of legal
documents intelligent processing in Sect. 2. Section 3 describes the elements extraction
of elements of legal documents. Section 4 presents the classification of legal documents
and Sect. 5 describes the automatic generation of legal documents. Finally, Sect. 6
presents conclusion and future research directions (Fig. 1).

Fig. 1. An overview of intelligent processing technologies of legal documents.
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2 Legal Documents Representation

The task of legal documents representation is to map unstructured legal documents data
into low dimensional vector space, and then legal documents can be calculated and
processed by mathematical methods. Compared with general domain texts, legal doc-
uments have the characteristics of strong domain, intensive information and relatively
obvious structure. More effective legal documents representation technology can sig-
nificantly improve the performance of downstream tasks, such as elements extraction
of legal documents, classification of legal documents and automatic generation of legal
documents etc. This section mainly introduces legal documents representation from
embedding-based method and feature-based method.

2.1 Embedding-Based Method

Word embedding is a common method in text representation, which refers to that the
words in the vocabulary are mapped to the real value vector of the low dimensional space
related to the vocabulary size. At present, there are many embedding-based methods,
such as continuous bag of words, World2vec, Glove, Bert etc.

The traditional word embedding method can not accurately express the proper nouns
and domain knowledge in the legal field. By applying Word2Vec to a legal corpus com-
posed of case law, statutory law and administrative law, Nay et al. has trained a Glo2Vec
tool, which can effectively encode the legal concepts in the corpus, learn the implicit
relationship between these concept vectors, and successfully apply it to summary gener-
ation tasks of the opinions of the Supreme Court, presidential actions and congressional
bills [5]. Chalkidis and Kampas proposed Law2Vec based on Word2Vec, trained legal
vocabulary embedding in large corpora including the legislation of the United Kingdom,
the European Union, Canada, Australia, the United States and Japan, and verified the
semantic feature representation of legal vocabulary in text classification [6]. He, Xia
et al. proposed a method combining Word2Vec with legal documents corpus to deal
with the similarity analysis of law documents [7].

Bert model can use large-scale text corpus for pre-training, and then fine tune the
small data set of specific tasks, so as to reduce the difficulty of a single NLP task. The
application of pre-training language model has greatly improved the performance of
many NLP tasks, and it also has a good application prospect in the field of legal text
processing. However, it is weak in expressing professional terms and domain knowledge
in the legal field. In order to deal with this problem, Zhong et al. proposed a Chinese
pre-trainingmodel OpenClaP (Open Chinese language Pre-trainedModel Zoo) based on
tens of millions of legal texts (including civil and criminal judgment documents), which
can support text input with a maximum length of 512 to meet the needs of multiple
tasks. After fine-tuning, the performance of the baseline model in multiple legal text
processing tasks such as case element extraction, judgment result prediction and similar
casematching is effectively improved [8]. Chalkidis et al. appliedBERT to the processing
of legal text and release LEGAL-BERT which is trained by specialized legal domain
corpora. Besides, they proposed a broader hyper-parameter search space when fine-
tuning for downstream legal tasks. LEGAL-BERT has better performance on legal task
than normal BERT [9].
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2.2 Feature-based Method

With neural network, embedding-based method can well mine the potential semantics
in legal documents, however, the text vector generated by this method is often difficult
to explain. Traditional feature engineering methods need manual annotation, which is
obviously impractical for large-scale legal corpus processing. Feature-based method
combine the two methods mentioned above, which uses a certain amount of domain
knowledge to define the feature pattern of legal text representation, and then uses neural
network model to learn and represent these features.

According to the definition of theft in China’s criminal law, Li et al. summed
up 9 dimensional characteristics related to conviction and sentencing (including sus-
pect’s basic information, whether recidivism, whether to carry weapons, value of goods
involved), and encoded the legal texts by using long short-term memory network. Then,
according to the generated vector representation, the classification algorithm was used
to judge whether it conforms to a feature, and then the 9-dimensional vector represen-
tation for the legal text was obtained. While reducing the dimension of the feature, the
feature had good interpretability under the framework of legal knowledge [10]. Li et al.
proposed a legal text representation model based on attention mechanism to deal with
the prediction of judgment results. Through training in the corpus of judgment docu-
ments involving 10 types of criminal charges, they generated latent semantic feature
representation vectors based on case facts, defendant information and relevant criminal
law provisions, which could represent people and events. This method greatly improved
the performance of prediction tasks such as crime, legal provisions and sentence and the
interpretability of prediction results [11].

3 Elements Extraction of Legal Documents

Legal documents contain important information such as plaintiff, defendant, litigation
content, defense content, legal parties and date. Correctly extracting the element infor-
mation in legal documents is conducive to the research of legal documents processing.
At present, the element extraction of legal documents is mainly the extraction of entities
in legal documents, which is often processed by named entity recognition. Deep learn-
ing model represented by neural network can effectively model context information and
improve the model’s ability to understand text. This section mainly introduces elements
extraction of legal documents based on deep learning.

Bi-LSTM-CRF is a model commonly used in named entity recognition and many
researcher applied this model to elements extraction of legal documents. For example,
Zou used Bi-LSTMcombinedwith CRF to identify legal entities and build amap of legal
knowledge [12]. Xie combined gating network structure with LSTM to identify segment
level legal entities [13]. Chalkidis used Bi-LSTMmodel to complete the task of contract
element extraction without relying on manual annotation [14]. Li et al. competed a task
of event extraction for Chinese criminal legal text with the help of Bi-LSTM-CRF and
BERT. They firstly used BERT to pre-train word vectors which is the input of the Bi-
LSTM-CRF model to extract even information of larceny case, and then visualized the
result of the first step in chronological order [15]. Wang et al. used LSTM to recognize
entities in legal documents. In addition, a global objective function was defined to obtain
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the recognition results and globally optimize through constraints, i.e., label transition,
entity length, label consistency and domain-specific regulation constrains. The exper-
imental results showed that this method can obtain better entity recognition results in
text level legal documents [16].

Wang divided legal elements into three categories: basic elements, characteristic
elements and core elements. Different algorithms were used to extract different legal
elements. Iterative ruleswere used to extract basic elementswith relatively stable location
and quantity, and conditional random fields were used to extract feature elements with
uncertain location and description. The combination of semantic feature classification
model and linear annotation model was used to extract the core elements of strong
semantic information [17].

Jiang introduced ensemble learning to named entity recognition. Through this
method, model performance was improved to some extent, which contributed to that
the problems of limited training corpus and high recognition performance requirements
were solved effectively in the process of building property knowledge base of criminal
cases [18]. Besides, there are some Hybrid methods to extract elements of legal docu-
ments, for example, Samarawickrama used Co-reference Resolution and Named Entity
Recognition to identify legal parties [19]. Almeida et al. combined existing annotators
with sequence to sequence learning to extract legal parties in legal documents which can
make good outcome in experiment [20].

4 Classification of Legal Documents

The classification of legal documents is an important task in the research of legal doc-
uments processing. At present, the classification of legal documents mainly solves the
following three classification problems. The first is a two classification problem to judge
whether the defendant has surrendered. The second is a multi classification problem that
the defendant’s main crime is determined by the case description. The third is multi-
label classification problem, which is to analyze the litigation and defense contents in
the judgment documents, and identify the focus of controversy (identified on the basis
of manually generated dispute focus system).

The existing text classification methods include rule-based classification, machine
learning based text classification and deep learningmodel based text classification. Rule-
based classification method is that experts in a certain field write classification rules
according to their actual experience to help the classifier complete the classification
task. This method only has certain advantages in a specific field, and thus the classi-
fication effect and the scope of use is seriously limited. From 1960s to 2010, the text
classification models based on machine learning were dominated, which is composed of
text prepossessing, feature extraction, text representation and classifier. The traditional
machine learning methods generate high latitude and sparse text representation, and the
ability of text feature expression is weak. Since the 1990s, text classification has grad-
ually changed from machine learning model to deep learning model. The deep learning
model represented by neural network has strong feature learning ability, and does not
need manual intervention and prior knowledge, which can automatically extract impor-
tant features of text [21]. Wu et al. summarized the current text classification methods
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based on deep learning and showed the powerful classification performance of deep
learning [22]. The development of deep learning model in text classification is shown in
Fig. 2. According to the model architecture, classification of legal documents model can
be divided into the four categories: RNN-Based Models, CNN-Based Models, Models
with Bert and Hybrid Models.

Fig. 2. Development of text classification based on deep learning.

RNN-Based Models. Benjamin et al. proposed LegalLMFiT, an LSTM-Based model,
which can reach excellent performance on classification of short legal text and need
less computational costs and pre-training data than transformer-based model [23]. Li
et al. proposed a method for Chinese legal documents classification which combines
Graph LSTM and domain Knowledge extraction. This method can not only capture legal
background knowledge, but also understand the special structure of legal documentswith
the help of experts in legal field [24].

CNN-Based Models. CNN-Based Models firstly map the text into a vector, then uses
multiple filters to capture the local semantic information of the text, and then uses max-
pooling or average-pooling to capture the most important features. These features are
input into the full connection layer to obtain the probability distribution of the label.
Wu et al. used TextCNN and deep convolution neural network model to extract high-
dimensional features, and used pooling for dimension reduction, which not only reduced
the amount of calculation, but also ensured higher classification accuracy compared with
the traditional relative entropy classification algorithms [25]. Wei et al. used CNN to
predict predictive coding which has been widely used in legal affairs to find relevant or
privileged files in large electronic storage information sets. They proved that compared
with SVM, CNN has better performance on legal data through legal documents classi-
fication experiments [26]. French legal texts are rich in morphology and flexible word
order. The current CNN model have trained on English or Chinese legal documents, but
it is difficult to capture the hidden semantics in French legal texts. So Hammami et al.
proposed a dynamic convolutional neural network which allows the input length for
French legal to be variable. Compared with the original model with a fixed input length,
dynamic convolutional neural network had a higher classification accuracy of legal text
[27].
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Models with Bert. The emergence of Bert [28] has become an important turning point
in the development of NLP. Ashutosh et al. used Bert model to fine tune the text clas-
sification task, and achieved better classification effect than previous models in text
classification prediction [29]. Although Bert based model has good performance in text
classification task, these model fails to deal with longer legal documents. Purbid et al.
proposed a new model which combines “long” attention with DistilBERT, and pre-train
model on legal-domain specific corpora. By this methods, longer sequences information
in legal documents can be capturedwhichmakes the proposedmodel overtake fine-tuned
Bert and other models in legal documents classification [30].

Hybrid Models. Hybrid Models consists of deep learning model and other technology,
which can enable the model to show good performance in extreme conditions. It is
well-known that deep learning model is very dependent on a large amount of data, and
the training effect of the model will be seriously affected by the number of sample
data and the distribution of categories. In order to solve these problems, Ni etc. used
text augmentation technology based on back translation to settle the problem of small
judicial data, and the crime classification accuracy of 90.35% could be achieved [31].
Yin et al. used Relation Network and Induction Network algorithms based on few-
shot learning to handle controversial issues classification in legal documents. In multi-
label classification tasks, it is very challenging to classify datasets with thousands of
labels [32]. Zein et al. combined transformer-based model with generative pre-training
and discriminative learning rates etc., which can make good results of 0.661(F1) for
JRC-Acquis and 0.754 for EURLEX57K, even with the lack of labeled data [33].

Table 1. Comparison between classification models on EURLEX57X and JRC-ACQUIS.

Model EURLEX57k JRC-ACQUIS

nDCG@5 Micro-F1 nDCG@5 Micro-F1

LegalLMFiT 0.729 N/A N/A N/A

DistilBERT 0.833 0.754 0.75 0.652

BERT 0.828 0.751 0.750 0.661

AWD-LSTM N/A N/A 0.594 0.493

We compared the performance of existing classification models in JRC-ACQUIS
[34] and EURLEX57X [35] datasets (see Table 1), and used two evaluation metrics:
nDCG@K and Micro-F1. nDCG@ is normalized discounted cumulative gain which
aims to measure ranking quality for the list of top K ranked labels.

nDCG@K = 1

N

∑N

n=1
Zkn

∑K

k=1

2Rel(n,k) − 1

log2(1 + k)
(1)

Micro F1 is the F1 value obtained from the total precision and recall of all categories.

Precision = True Postives

True Postives + False Postives
(2)
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Recall = True Positives

True Postives + False Negatives
(3)

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)

5 Automatic Generation of Legal Documents

At present, the shortage of human resources in the legal service industry has greatly
affected the efficiency of judicial services. Automatic generation of legal documents is
an important research direction in the field of legal documents intelligent processing.
The generationmodel based on deep learning has gradually become the preferred tool for
text generation research. Text generation models are mainly divided into the following
three categories:

RNN-Based Models. In text sequence processing, RNN models are prone to gradient
disappearance and gradient explosion.Hochreiter et al. proposed theLSTMmodelwhich
is a variant of RNNmodel. It can effectively solve the problem of long-term dependence
in text sequences [36]. Alschner and Skougarevskiy proposed an novel framework for
RNN-Based text generation that prior knowledge were introduced into the model during
the training phase and then q-gram distance and GloVe were used as filters to draw the
generated legal text closer to target. By this way, they successfully generated a legal text
in the field of international investment law [37].

Transformer-Based Models. With the popularity of transformer model, natural lan-
guage generation (NLG) model has gradually turned to Transformer. At present, the
output of many NLG models has good readability. In a broad sense, NLG tasks belong
to sequence to sequence, in which the standard architecture is the encoder decoder
mode. Tran et al. proposed an encoder decoder framework to deal with the generation
of sequence to sequence [38]. Park et al. proposed an encoder decoder model based on
LSTM, which improved the generation effect from sequence to sequence [39]. Hai et al.
used charge labels to promote the generation of charge-discriminative rationales in court
views and proposed a label-conditioned Seq2Seq model with attention. A large num-
ber of experiments had proved the effectiveness of the model [40]. Peric et al. applied
Transformer-XL [42] to generate judicial opinions automatically. Legal documents are
much longer than normal text and involve multiple documents. Transformer-XL con-
sists of a segment-level recurrencemechanismand a relative positional encoding scheme,
which is very suitable for generation of legal documents and performs better in gener-
ation of judicial opinions than GPT-2 [41]. Legal documents have higher requirements
for logical rationality than ordinary texts, so Huang Weijing et al. proposed CoLMQA
which can generate reasonable legal documents. It consists of Language Modeling
and Transformer-based Key-Value Memory Networks. They used Language Model-
ing to generate texts with slots which is divided into 7 categories: [NAME], [DATE],
[MONEY], [ADDRESS], [NUMBER], [LAW], [ARTICLE_NUMBER] and then used
Transformer-based Key-Value Memory Networks to fill the slots with the support of
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Legal Knowledge Base. Experiments showed that this method can generate correct and
reasonable legal documents [43]. Besides the standard encoder decoder mode, GPT
structure [44] and UniLM structure [45] can be used for NLG tasks. GPT training is
divided into two stages: unsupervised pre-training language model and fine-tuning of
each task. TheGPTmodel uses transformer network instead of LSTMas languagemodel
to better capture long-distance language structure.

GAN-Based Models. The Generative Adversarial Network (GAN) consists of two
modules: generative model and discriminant model. Its goal is to train a generation
model to perfectly fit the real data distribution, so that the discrimination model cannot
be distinguished [46]. GAN originally used for image generation is applied to text gen-
eration, which can effectively solve the problem of cumbersome parameter training [47,
48]. However, there are many problems in applying GAN to text, such as convergence
and discrete data processing. In order to solve these problems, Zhang et al. introduced
an approach for text generation with GAN, TextGAN, which had better performance
of text generation than existing methods [49]. Guo proposed a LeakGAN model. The
discriminator can leak some extracted features to the generator in the middle time step.
The generator used this additional information to guide the generation of sequences and
effectively solve the problem of long text generation [50].

6 Conclusions

Aiming at legal documents intelligent processing, this paper mainly introduced the
research progress and achievements of four parts: legal documents representation, the
elements extraction of legal documents, classification of legal documents and automatic
generation of legal documents. Besides, there are many other tasks like abstract extrac-
tion of legal documents and legal question-answering. Although great progress has been
made in the research of legal documents intelligent processing, there aremany challenges
to be addressed in the legal domain.

In the future, we can apply few-shot or zero-shot method to intelligent processing
technologies of legal documents for lack of datasets or no datasets. There are many
forms of legal problems, such as audio, text, image, etc. we can also introduce multi-
modal methods like Katamesh et al. [51]. Furthermore, we need to attach much weight
to the ethical issues like gender bias and racial discrimination. The results produced by
intelligent processing technologies of legal documents should be ethical. It is difficult
to avoid ethical issues only by relying on intelligent processing technologies. To note
that, the model plays an auxiliary role in legal documents processing. Besides, there are
relatively few studies on automatic generation of legal documents. There is still a lot of
research space on the rationality and correctness of the legal documents generated by
generation models.
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