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Preface

The 8th International Conference on Artificial Intelligence and Security (ICAIS
2022), formerly called the International Conference on Cloud Computing and Secu-
rity (ICCCS), was held during July 15–20, 2022, in Qinghai, China. Over the past seven
years, ICAIS has become a leading conference for researchers and engineers to share
their latest results of research, development, and applications in the fields of artificial
intelligence and information security.

We used the Microsoft Conference Management Toolkit (CMT) system to manage
the submission and review processes of ICAIS 2022. We received 1124 submissions
from authors in 20 countries and regions, including the USA, Canada, the UK, Italy,
Ireland, Japan, Russia, France, Australia, South Korea, South Africa, Iraq, Kazakhstan,
Indonesia, Vietnam, Ghana, China, Taiwan,Macao, etc. The submissions cover the areas
of artificial intelligence, big data, cloud computing and security, information hiding, IoT
security, multimedia forensics, encryption and cybersecurity, and so on. We thank our
Technical Program Committee (TPC) members and external reviewers for their efforts
in reviewing papers and providing valuable comments to the authors. From the total
of 1124 submissions, and based on at least three reviews per submission, the Program
Chairs decided to accept 166 papers to be published in three LNCS volumes and 168
papers to be published in three CCIS volumes, yielding an acceptance rate of 30%. This
volume of the conference proceedings contains all the regular, poster, and workshop
papers.

The conference program was enriched by a series of keynote presentations, and the
keynote speakers included Q.M. Jonathan Wu and Brij B. Gupta, amongst others. We
thank them for their wonderful speeches.

There were 68 workshops organized in ICAIS 2022 which covered all the hot topics
in artificial intelligence and security. We would like to take this moment to express our
sincere appreciation for the contribution of all the workshop chairs and participants.
We would like to extend our sincere thanks to all authors who submitted papers to
ICAIS 2022 and to all TPC members. It was a truly great experience to work with such
talented and hard-working researchers. We also appreciate the external reviewers for
assisting the TPC members in their particular areas of expertise. Moreover, we want to
thank our sponsors: ACM, ACM SIGWEB China, the University of Electronic Science
and Technology of China, Qinghai Minzu University, Yuchi Blockchain Research Insti-
tute, Nanjing Normal University, Northeastern State University, New York University,
Michigan State University, the University of Central Arkansas, Dublin City University,
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Université Bretagne Sud, the National Nature Science Foundation of China, and Tech
Science Press.

April 2022 Xingming Sun
Xiaorui Zhang

Zhihua Xia
Elisa Bertino
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Abstract. While the advancement of network technology has brought conve-
nience to people’s lives, there are also potential threats. Cyberspace security is
closely related to national security. DDos attacks exploit protocol vulnerabilities
and use malicious traffic from multiple sources to attack networks and network
services, have caused huge economic losses to users and service providers. Based
on the evolutionary game theory, this paper models both the offense and defense
of DDos, and studies the offense and defense of DDos from a micro perspective.
Through the elaboration of the conflict of interest between the attackers and the
defenders, the evolutionary game and simulation are carried out. The model and
simulation results show that the attackers are more inclined to launch attacks, and
the defenders’ strategy choices are related to the cost of the active defense system.

Keywords: Network security · DDos attacks · Game theory · Evolutionary game
theory

1 Introduction

With the rapid development of computer technology, informatization has widely pene-
trated into various fields. Nowadays, people’s lives, studies andwork relymore andmore
on computer technology. While the advancement of network technology has provided
convenience to our lives, it has also caused certain threats. Some large but not strong
cyberspace has gradually become the attack direction of some hostile forces, which may
bring huge disasters to people, society, and even the country [1].

Distributed denial-of-service attack (DDOS attack) is a highly harmful and destruc-
tive attack method that has emerged in recent years [2]. It makes the military, national
government agencies, enterprises and institutions face severe threats and challenges to
network information security. DDOS attacks mostly use compromised computers on the
Internet as “zombies” to initiate intensive “denial of service” requests to a specific tar-
get, so as to exhaust their network resources and system resources, making them unable
to provide services to real users. Attackers use multiple servers to launch attacks and

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13340, pp. 3–15, 2022.
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obtain expected benefits by maliciously brushing website traffic, mass spamming, and
disrupting the services of commercial competitors [3, 4].

In reality, after the attacker initiates an DDos attack, the target system will detect the
attack and adopt corresponding defense techniques to defend. At the same time, in order
to achieve his own goals, the attacker will change attack method in order to further attack
due to the intervention of the target system. The attacker and the defender confront each
other, forming a cycle of offensive and defensive confrontation [5, 6]. In the process of
network attack and defense, the result of the confrontation between the attacker and the
defender determines the network status. There are similarities between game theory and
offensive and defensive strategies. Combining game theory with network offense and
defense can improve offensive and defensive capabilities. Facing the problem of DDOS
attacks, establishing an offensive and defensive gamemodel, and analyzing the strategies
of the attacker and the defender, can make the game between the two parties reach an
equilibrium. Combining game theory with DDOS attacks has laid the foundation for
further research on network security [7–9].

However, the classic game assumes that the stakeholders are completely rational
and have the overall information, which is inconsistent with the actual situation. While
the dynamic game theory improves on the traditional game, considering the limitation
of rationality, and regards the player’s strategic choices as dynamic adjustment process
[10].

By analyzing the strategies and conflicts of interest of the attacker and defender of
DDOS, this paper constructs an evolutionary gamemodel of DDOS offense and defense,
weighs the strategies of both offense and defense, and optimizes the development trend
through the dynamic evolution process.

2 Related Work

In recent years, many people have combined game theory with various technologies
to give full play to the advantages of game theory. Liu et al. [11] used evolutionary
game to establish a game model of data sharing for researchers under two mechanisms,
trustless and trusted, and analyzed and compared the dynamic evolution mechanism of
data sharing behaviors of researchers under these two mechanisms. Then a four-in-one
driving strategy of “cost-data-trust-policy” was proposed, and “practice analysis” was
carried out in combination with examples. Hewett et al. [12] established a dynamic game
between the attacker and themanager of the security system, inwhich the interpretationof
the game model was obtained by reverse induction. When the security protection system
is attacked, according to solving the Nash equilibrium, defender can make accurate
judgments and decisions in a timely manner. In the study of the spread of computer
viruses, Zhang et al. [13] established a Markov game model. Ordinary computer users,
network administrators, and attackers are three important players. According to the
analysis of these three players and combining related algorithms, this paper obtained a
method that can effectively organize the spread of the virus to prevent the spread of the
virus from affecting computer users.

In addition, in order to effectively reduce security risks and make the best network
defense decision with limited resources, Liu et al. [14] established a network attack and
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defense gamemodelwith limited resources, proposed an algorithm for attack and defense
decision in the model, and designed a selection method. Finally, the applicability of the
model is experimentally analyzed in the actual network attack and defense environment.
In order to solve the problem that the defender analyzes the behavior of the attacker in the
smart power grid, Li Jun et al. [15] put forward a Bayesian sequential gamemodel, which
solves the problem of the uncertainty of the attack method of the defender to the attacker.
Through the calculation, the optimal strategies of both sides are obtained, which provides
a reference for the security of the smart power grid. Pratyusa et al. [16] proposed amobile
target defense model based on complete information static game, which abstracts the
optimal defense strategy into a balance between the security and availability of the target
system. However, in the actual attack and defense process, due to the limited intelligence
collection ability of the attackers and the defenders, and deliberately hiding their own
information, the defense information mastered by the attackers is generally incomplete.
Therefore, the model has the defect of insufficient accuracy in describing the actual
attack and defense behaviors.

Many researchers at home and abroad have done a lot of research onDDoS attack and
defense evaluation, and achieved some success. Reference [17] put forward a classifica-
tion standard for evaluating the defense mechanism against DDoS attacks, and pointed
out some standard parameters used in evaluating a defensemechanism, but there is a lack
of specific experimental comparison. Reference [18] proposed an evaluation framework
forDDoSDefensemechanism, but thismethod requires a strict assumption to clearly dis-
tinguish attack packets from legitimate packets, which is difficult to implement in actual
network attack and defense confrontation. Reference [19] proposed a DDoS Defense
Strategy Selection Algorithm based on multi-attribute decision-making, comprehen-
sively considered various evaluation indexes, provided a reference for the selection of
defense strategies, and verified the effectiveness of this method through experiments.
In order to effectively evaluate DDoS attack and defense behaviors to defend against
DDoS attacks, other studies combine DDoS attacks with game theory. Reference [20]
put forward a performance evaluation method of DDoS attack and defense based on
strategic game. This paper constructed the attack and defense strategy model based on
game theory, defined the attack and defense utility function, and obtained the optimal
attack and defense strategy by solving the mixed strategy Nash equilibrium. However,
the above evaluation method only from the point of view of the change of the index
value of the attack and defense results or the income of the attack and defense behavior
to evaluate the DDoS defense strategy, which is more one-sided, belongs to the static
evaluation, lack of consideration of the attack and defense process and lack of pertinence
to the optimal defense measures.

In order to effectively evaluate the benefits of both the attacker and the defender,
and to maximize the benefits, it is necessary to adjust the game strategy dynamically.
Shi et al. [21] designed a DDoS attack and defense game model based on Q-learning,
and proposed a model algorithm based on this model. When the defender uses the
model, it can get higher benefits, thus proving the availability and effectiveness of the
algorithm. Zhang et al. [22] based on the game nature of DDoS attack and defense
behavior, used incomplete information static game theory to model DDoS attack and
defense behavior. They put forward an evaluation method of DDoS defense mechanism
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based on incomplete information static game, and evaluated DDoS defense mechanism.
Finally, simulation experiments were carried out with relevant simulation software, and
the experimental results showed that the evaluation method is applicable and effective.

In summary, game theory and network security are compatible, the combination of
this two is helpful to evaluate the security of network security, and the existing research
has achieved good results in this area. In addition, compared with the static game, the
dynamic adjustment game strategy can maximize the interests of both sides of the game.
In the face of DDOS attacks, the use of dynamic adjustment game strategy has achieved
better results. Therefore, this article combines evolutionary game with DDOS, which
has certain research significance and research value.

3 Methodology

In the DDos attack and defense game, defenders need to consider whether to adopt active
defense strategy, rather than passive defense based on firewall, attackers need to consider
whether to attack a service. Attackers and defenders need to play games according to
the benefits obtained by different strategies in the process of attack and defense in order
to maximize the benefits.

3.1 Hypothesis of the Evolutionary Game Model

Hypothesis 1: Both attackers and defenders are bounded rational.
Hypothesis 2: Attackers and defenders can learn from each other and constantly

improve their strategies by correcting mistakes, because they are bounded rational and
it is difficult for them to choose the ideal strategy to maximize their own interests in the
first place.

Hypothesis 3: The defender has two strategies: “active defense” and “passive
defense”. The probabilities of “active defense” and “passive defense” are (0 ≤ x ≤ 1)
and 1 − x respectively.

Hypothesis 4: Attackers have two strategies: “attack” and “do not attack”. The
probabilities of “attack” and “do not attack” are y(0 ≤ y ≤ 1) and 1 − y respectively.

3.2 Evolutionary Game Between Attackers and Defenders

Based on the above problem description and the contradiction between the attackers and
the defenders, we develop a large group-double population evolutionary game model.

The decision tree of the interest game model of both sides of attack and defense is
shown in Fig. 1.

When the defender adopts the “active defense” strategy and the attacker adopts the
“attack” strategy, the defender has to pay the cost of development and operation and
maintenance of the defense system Cd . At the same time, when the defense system is
deployed outside the service, the defender also has to pay for the performance loss Cl
caused by the defense system. In addition, the defender gets the basic benefit R from
the deployment of the service. Because the defense system can not completely resist the
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Defenders

Attackers

Attackers

Defenders payoff

Defenders payoff

Defenders payoff

Defenders payoff
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Attackers payoff

Attackers payoff

Attackers payoff

Player Strategy choice State node

Fig. 1. A decision tree demonstrating the players’ payoff.

attack of the attacker, it can only minimize the loss caused by the attack, so the defender
also needs to pay the loss of the attack Aa.

When the defender adopts the “active defense” strategy and the attacker adopts the
“do not attack” strategy, the defender needs to pay the cost of the development and
operation of the defense system Cd and the performance loss caused by the defense
system Cl, and get the basic benefit R of deploying the service.

When the defender adopts the “passive defense” strategy and the attacker adopts the
“attack” strategy, the defender gets the basic benefit R of the deployment service, while
the defender has to pay the loss caused by the attack Ap and the invisible loss of the user
caused by the deterioration of the quality of service Cr.

When the defender adopts the “passive defense” strategy and the attacker adopts the
“do not attack” strategy, the defender gets the basic benefit R of deploying the service.

When the attacker adopts the “do not attack” strategy, the attacker gains zero.
When the attacker adopts the “attack” strategy, and the defender adopts the “active

defense” strategy, the benefit gained by the attacker is the benefit of the partial success
of the attack Aa. If the defender successfully defends against the attack of the attacker, it
will bring losses to the attacker. For example, if the defender discovers the servers that
attacker used to launch DDos attacks, the defender will fix the bugs in this part of the
servers, causing the attacker to lose control over these servers. Therefore, the attacker
also needs to pay the loss of the successful defense of the defender C.

When the attacker adopts the “attack strategy” and the defender adopts the “passive
defense” strategy, the benefit gained by the attacker is the benefit of a successful attack
Ap.
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The meaning of the parameters and the benefit matrix of both the attacker and the
defender are shown in Table 1 and Table 2 respectively.

Table 1. Parameter definitions of evolutionary game model.

Parameters Descriptions

R Basic revenue from services

Cd Defense system development operation and maintenance costs

Cl Performance loss caused by defense systems

Aa Losses incurred when the defender adopts a active defense strategy

Ap Losses incurred when the defender adopts a passive defense strategy

Cr The user invisible loss caused by the decline of service quality

C Cost caused by an attacker being successfully defended

Table 2. Payoff matrix.

Attackers

Attack Do not attack

Defenders Active defense R − Cd − Cl − Aa , Aa − C R − Cd − Cl , 0

Passive defense R − Ap − Cr , Ap R, 0

3.3 Systematic Stability Analysis

πs1 represents the expected payoff of the defender when the defender chooses the “active
defense” strategy, πs2 represents the expected payoff of the defender when the defender
chooses the “passive defense” strategy, and πs represents the average payoff of the
defender. The benefits of all strategies are as follows:

πs1 = y(R − Cd − Cl − Aa) + (1 − y)(R − Cd − Cl) (1)

πs2 = y
(
R − Ap − Cr

) + (1 − y)R (2)

πs = xπs1 + (1 − x)πs2 (3)

Similarly, πa1 represents the expected payoff of the attacker when the attacker
chooses the “attack” strategy, and πa2 represents the expected payoff of the attacker
when the attacker chooses the “do not attack” strategy. And πa represents the average
payoff of the attacker. The benefits of all strategies are as follows:

πa1 = x(Aa − C) + (1 − x)Ap (4)
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πa2 = 0 (5)

πa = yπa1 + (1 − y)πa2 (6)

Accordingly, the replicator dynamics equations are:

F(x) = dx

dt
= x(1 − x)[y(Ap + Cr − Aa

) − (Cd + Cl)] (7)

F(y) = dy

dt
= y(1 − y)[x(Aa − C − Ap

) + Ap] (8)

Therefore, by combining Eq. (7) and Eq. (8) the replicated dynamic system is con-
structed, and local equilibrium points (LEP) can be obtained by letting Eq. (7) = 0 and
Eq. (8) = 0. Then the five LEP are shown as follows: (0, 0), (0, 1), (1, 0), (1, 1), (x∗, y∗),
x∗ ∈ [0, 1], y∗ ∈ [0, 1]. x∗ = −Ap

Aa−C−Ap
, y∗ = Cd+Cl

Ap+Cr−Aa
, At the same time, these LEP

are not necessarily the evolutionarily stable strategy (ESS), the stability of the LEP can
be determined by the Jacobian matrix of the system, the Jacobian matrix is as follows:

J =
⎡

⎢
⎣

∂
(
dx
dt

)

∂x

∂
(
dx
dt

)

∂y
∂
(
dy
dt

)

∂x

∂
(
dy
dy

)

∂y

⎤

⎥
⎦

=
[

(1 − 2x)
[
y
(
Ap + Cr − Aa

) − (Cd + Cl)
]

x(1 − x)
(
Ap + Cr − Aa

)

y(1 − y)
(
Aa − C − Ap

)
(1 − 2y)

[
x
(
Aa − C − Ap

) + Ap
]
]

(9)

When the LEP of the replicated dynamic system meet condition tr < 0 and det > 0,
the equilibrium point denotes the ESS. The results of det and tr for respective LEP are
shown in Table 3.

In order to simplify the analysis, we first make some assumptions before the analysis:
(1)Aa < Ap. Its practical significance is very clear.When the defender adopts the “active
defense” strategy, the defender deploys the defense system in addition to the services
provided to the user, and has a certain defense capability, so Aa < Ap. (2) Cd +Cl > Ap.
The cost of development and operation and maintenance of the defense system Cd plus
the performance loss Cl caused by the defense system is greater than the loss suffered
by the defender when he was attacked when he adopted the “passive defense” strategy.
In practice, the cost of developing and operating a DDos defense system is relatively
high, but defense system will bring long-term benefits.

As shown in Table 3, in order to discuss the symbols of detJ and trJ of different
LEP, we should first discuss the symbols of Aa − C and Ap + Cr − Aa − Cd − Cl , the
results are shown in Table 4.

(1) Case 1:As shown inTable 4, PointD (1, 1) is theESSof the system,whichmeans the
defender adopt “active defense” strategy and the attacker adopt “attack” strategy.
In this situation, the cost caused by the attack of the attacker to the defender is
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Table 3. The results of det and tr for the LEP.

LEP det J tr J

A (0, 0) −Ap(Cd + Cl) −(Cd + Cl) + Ap

B (0, 1) −Ap
(
Ap + Cr − Aa − Cd − Cl

)
Cr − Aa − Cd − Cl

C (1, 0) (Cd + Cl)(Aa − C) Cd + Cl + Aa − C

D (1, 1)
(
Ap + Cr − Aa − Cd − Cl

)
(Aa − C) Cd + Cl − Ap − Cr + C

E (x∗, y∗) Ap(Aa−C)(Cd+Cl)
(
Ap+Cr−Aa−Cd−Cl

)

(Aa−C−Ap)(Ap+Cr−Aa)
0

Table 4. Evolutionary stability state under different cases.

Cases LEP det J tr J State

Case 1:
Aa − C > 0 and
Ap + Cr − Aa − Cd − Cl > 0

A (0, 0) − − Unstable

B (0, 1) − Uncertain Saddle point

C (1, 0) + + Unstable

D (1, 1) + − ESS

E (x∗, y∗) − 0 Saddle point

Case 2:
Aa − C > 0 and
Ap + Cr − Aa − Cd − Cl < 0

A (0, 0) − − Unstable

B (0, 1) + − ESS

C (1, 0) + + Unstable

D (1, 1) − Uncertain Saddle point

E (x∗, y∗) + 0 Saddle point

Case 3:
Aa − C < 0 and
Ap + Cr − Aa − Cd − Cl > 0

A (0, 0) − − Unstable

B (0, 1) − Uncertain Saddle point

C (1, 0) − Uncertain Saddle point

D (1, 1) − Uncertain Saddle point

E (x∗, y∗) + 0 Saddle point

Case 4:
Aa − C < 0 and
Ap + Cr − Aa − Cd − Cl < 0

A (0, 0) − − Unstable

B (0, 1) + − ESS

C (1, 0) − Uncertain Saddle point

D (1, 1) + + Unstable

E (x∗, y∗) − 0 Saddle point

greater than the cost caused by the active defense system to the attacker, therefore,
attackers are more likely to launch attacks. At the same time, defenders are more
inclined to adopt “active defense” strategy and build a defense system to reduce the
loss of system services caused by attackers.
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(2) Case 2:As shown inTable 4, Point B (0, 1) is the ESS of the system,whichmeans the
defender adopt “passive defense” strategy and the attacker adopt “attack” strategy.
In this situation, the cost caused by the attack of the attacker to the defender is
greater than the cost caused by the active defense system to the attacker, and the
cost of building and running a defense system plus the loss of being attacked during
active defense is less than the loss of being attacked when defender adopt “passive
defense”.

(3) Case 3: As shown in Table 4, there is no ESS in the system. In this situation, the
system is in an unstable state and there is no optimal strategy for both sides of
attacker and defender.

(4) Case 4: As shown in Table 4, Point B (0, 1) is the ESS of the system. In this situation,
the cost caused by the attack of the attacker to the defender is less than the cost
caused by the active defense system to the attacker, and the cost of building and
running a defense system plus the loss of being attacked during active defense is
less than the loss of being attacked when defender adopt “passive defense”. As a
result, defenders are more likely to adopt “passive defense” strategy.

4 System Simulation Analysis

Based on MATLAB, this paper simulates the dynamic evolution trajectories of DDos
attack and defense system based on evolutionary game theory, in order to verify the
accuracy of the model proposed in this paper, and make the dynamic evolution trend
more clearly.

(1) In Case 1, we set Ap = 15,Cd = 10,Cl = 2,Aa = 2,Cr = 3,C = 1. In this case,
the dynamic evolution trajectory of the system is shown in Fig. 2. At this time, the
dynamic evolution trajectory of the system tends to D (1, 1), which is consistent
with the model analysis.

Fig. 2. Dynamic evolutionary path of case 1.
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(2) In Case 2, we set Ap = 10,Cd = 10,Cl = 2,Aa = 2,Cr = 3,C = 1. In this case,
the dynamic evolution trajectory of the system is shown in Fig. 3. At this time, the
dynamic evolution trajectory of the system tends to B (0, 1), which is consistent
with the model analysis.

Fig. 3. Dynamic evolutionary path of case 2.

(3) In Case 3, we set Ap = 15,Cd = 10,Cl = 2,Aa = 2,Cr = 3,C = 3. In this case,
there is no evolutionary stability strategy in the system. As shown in Fig. 4, which
is consistent with the model analysis.

Fig. 4. Dynamic evolutionary path of case 3.
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(4) In Case 4, we set Ap = 10,Cd = 10,Cl = 2,Aa = 2,Cr = 3,C = 3. In this case,
the dynamic evolution trajectory of the system is shown in Fig. 5. At this time, the
dynamic evolution trajectory of the system tends to B (0, 1), which is consistent
with the model analysis.

Fig. 5. Dynamic evolutionary path of case 4.

5 Conclusion

DDos attack is a kind of malicious attack which takes advantage of TCP/IP protocol
defects or operating system vulnerabilities. The attacker attacks the targe system by
controlling a large number of computers and combining them as an attack platform. As
attackers, they aim to make the target system suffer the maximum loss, and the service
providers, as the defenders, aim to provide the most stable service to legitimate users. In
this paper, the evolutionary game model of attackers and defenders is established, and
the attack and defense of DDos is studied from a microscopic point of view. Through
the elaboration of the conflict of interest between the attackers and the defenders, the
evolutionary game and simulation are carried out.

Analysis shows that attackers are more likely to launch attacks. Because the purpose
of the attacker is to make the target system suffer the maximum loss, and only launching
an attack will cause losses to the defenders. On the other hand, the strategy choice of
the defender is related to the cost of the active defense system and other factors. If the
cost of the development and operation of the defense system pluse the performance loss
caused by the defense system is greater than the loss caused by the attack, the defenders
are more likely to adopt the passive defense strategy, otherwise they are more inclined to
adopt the active defense strategy. This is of guiding significance to the actual situation,
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if the current service is the core service and it will suffer greater losses after the attack,
then the benefit of taking the active defense strategy is higher. In addition, improving
the ability of DDos attack detection and defense will also promote defenders to adopt
active defense strategies.
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Abstract. In view of the privacy and particularity of power data, this paper pro-
poses a traceability encryption data distribution method based on encryption tech-
nology in power system, including data distribution based on encryption technol-
ogy in different storage modes and traceability mechanism suitable for different
leak scenarios, so as to improve the traditional data distribution centralized degree,
unclear rights allocation, low distribution efficiency and complex traceability con-
ditions. Thismethod uses league chain to construct block chain service, formulates
different encrypted data forwarding schemes according to different storage modes
of data files in the sender, adapts different data leakage traceability strategies
according to different scenarios of data leakage in various forwarding schemes. A
traceability, tamper-free, open and transparent shared traceability model is estab-
lished. It ensures the safe transmission of power data and the traceability of data,
and realizes the effective supervision of data sender and data receiver, so as to
ensure the integrity of data distribution.

Keywords: Block chain · Encryption algorithm · Data distribution

1 Introduction

Data contains a large amount of high-value information, so it is necessary to ensure the
security of data distribution process, the availability of data and the traceability of data
leakage. Electric power data contains real electricity consumption data of residents and
enterprises reflecting social life and production, which has a wide range of application
scenarios and deep use value. In the power grid, each business department usually trans-
mits the power data to the data console, and then the data console uniformly distributes
it. With the deepening of power system informatization and power big data application,
power data distribution is becoming more and more frequent, and the distribution sce-
narios are diverse. Under different distribution objects and distribution scenarios, the
form of power data leakage is complex, and the leakage risk increases sharply. The safe
distribution of power data and the traceability accountability after data leakage have
become important security requirements.
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Blockchain technology [1] is a new distributed infrastructure and computing method
that uses block chain data structure to verify and store data, uses distributed node consen-
sus algorithm togenerate andupdate data, uses cryptography to ensure the security of data
transmission and access, and uses intelligent contract [2] composed of automatic script
code to program and operate data. In terms of technical implementation, blockchain has
the characteristics of transparency, traceability, non-tampering and trusted information
sharing, so it can exactly solve the problem of trusted data transmission and sharing
in various fields [3]. At the same time, blockchain can independently write smart con-
tracts to realize the function of business logic, so blockchain technology will bring huge
development to the whole Internet and even all walks of life in the future.

Encryption technology uses technical means to convert the plaintext data shared
through insecure channels into ciphertext, and decrypts the ciphertext data after reach-
ing the destination to prevent it from being stolen by a third party. Encryption consists
of two elements: the algorithm and the key. An algorithm is the process of combining
plain text (or comprehensible information) with a string of numbers (a key) to produce
incomprehensible ciphertext. A key is a parameter used to encode and decode data.
In the security and secrecy, the communication security of network can be ensured by
proper key encryption technology andmanagementmechanism.The cryptosystemof key
encryption technology can be divided into symmetric key system and asymmetric key
system. Accordingly, data encryption technology can be divided into two categories,
namely symmetric encryption and asymmetric encryption. Symmetric Encryption is
typically represented by Data Encryption Standard (DES) algorithm, while asymmetric
Encryption is usually represented by Rivest Shamir Adleman (RSA) algorithm [4]. Sym-
metric encryption has the same encryption key and decryption key, while asymmetric
encryption has different encryption key and decryption key. The encryption key can be
made public while the decryption key needs to be kept secret.

Themain purpose of this paper is to realize a data security sharing [2] and traceability
strategy based on blockchain encryption technology [5, 6], so as to solve the situation of
high degree of centralization of traditional data distribution, unclear authority allocation,
low distribution efficiency and complex traceability conditions. The data sharing scheme
based on blockchain technology implemented in this paper gives different data flow
processes according to the differences of data file storage locations. At the same time,
different traceability strategies are formulated corresponding to different data leakage
scenarios in the data forwarding process, which effectively completes the supervision
of data sender and receiver and improves the traceability efficiency. The author’s main
contributions are as follows:

(1) Based on block chain technology and domestic encryption algorithm, this paper
designs a traceable and tamper-free data security distribution scheme for data trans-
action records. Data leakage can be effectively located on the premise of secure data
distribution.

(2) Corresponding to the three data disclosure scenarios of attribute private key dis-
closure, encryption key disclosure and data unauthorized forwarding, feasible
traceability schemes are proposed respectively.
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2 Relation

At the policy level, governments around the world attach great importance to data shar-
ing and data utilization in recent years, and constantly introduce various policies and
regulations to promote the development of domestic and inter-regional data manage-
ment and data sharing. On April 14, 2016, the EU approved the general data protection
regulations and implemented them on May 25, 2018, replacing the EU data protection
directive issued in 1995, the Regulation establishes a data protection framework from the
aspects of personal data processing mode, user rights, obligations of all parties, product
certification and regulatory measures. Its goal is to protect EU citizens from privacy and
personal data disclosure. On March 23, 2018, in order to strengthen the control status
of cross-border data in the United States, the president of the United States signed the
explicit act on the legal use of overseas data, which addresses how the United States
government can legally obtain foreign data and how foreign governments can legally
obtain data within the United States.

In terms of encryption technology, In 1979, Shamir proposed the first secret sharing
scheme, called (k, n) threshold scheme [7], whose core idea is that the secret data D
to be shared is divided into N blocks, and the secret data can be reconstructed by any
combination of k or more blocks. However, any k−1 block or any combination below
k−1 blocks cannot obtain any information about data D. In 2010, Yu et al. realized
fine-grained data sharing under the semi honest server model, but it can not realize flex-
ible data sharing. Moreover, with the increase of the number of users, the complexity
of creating files, user authorization and revocation will increase linearly, this makes the
encryption key generation and users shall not apply to some specific application scenar-
ios, such as mobile cloud environment. In 2010, Li et al. proposed a new access control
framework to manage private health records in the cloud environment. The scheme
uses ABE technology to encrypt private health records, divides the system into multi-
ple security domains to reduce the complexity of key distribution, and supports flexible
and on-demand user authority revocation. In 2015, Shao et al. proposed a data sharing
scheme in mobile cloud environment based on attribute re encryption technology and
transformation key technology, which allows data sharers to outsource some decryption
permissions, but the offline computing cost of mobile users is very high. Most existing
data sharing schemes are constructed using attribute-based encryption (ABE) [8, 9], but
most of them do not consider or implement traceability. Therefore, Ahuja et al. pro-
posed a traceable attribute-based signature encryption scheme (ABS) in 2016 to realize
data sharing. In 2017, Sookhak et al. proposed a scheme to securely share private data
between different vehicles in VANETs based on cloud environment [10]. The scheme is
based on bilinear pairings and provides design ideas for data sharing schemes in many
mobile cloud environments.

As for the data traceability tracking technology, the mainstream is the tracing based
on log records [11]. The system log service provided by cloud service provider (CSP)
[8] is used to extract data operation events from logs and realize data tracking. This
approach is essentially system log analysis of the server, with the goal of extracting data
operation records, and is now widely supported by most major cloud service providers
such as Amazon. In the existing technology, most data sharing schemes are difficult to
trace after data leakage, and the data tracing method inevitably introduces the assistance
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of CSP to generate operation records, which leads to the concern of users about the trust
of CSP and the hidden trouble of insufficient traceability efficiency caused by excessive
traceability evidence. Therefore, the characteristics of blockchain, such as transparency,
traceability, non-tampering and trusted information sharing, can provide new ideas for
solving the problem of trusted data transmission and traceability in various fields.

3 Risk Analysis, Workflow and Symbol Definition

3.1 Risk Analysis

General Form of Data Leakage. Use leaks. Such as operation error, printing, outgoing
file, screen shooting and other ways to leak internal data.

Storage leaks. Data centers, servers, and databases were compromised and leaked;
The former personnel copy the confidential information freely through mobile storage
devices, or the former personnel export the confidential emails during their tenure; Data
leakage caused by mobile terminal theft, loss or maintenance; Hacking attacks, etc.

Transmission leakage [12]. Tamper with, forge, and steal transmitted data by means
of network monitoring and interception.

Risk Analysis of Data Distribution Process. There are various risks and challenges
in the process of blockchain distribution. The types of risks and solutions are shown in
Fig. 1.

Fig. 1. Risk analysis and solutions in data distribution.
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3.2 Working Process

The data security distribution process based on block chain is shown in Fig. 2.

(1) The data holder (business unit 1) packages and uploads the data to the data storer
(Data Center) with encryption technology, and records the data transmission on the
blockchain.

(2) The data depositor will encrypt the internal data and store it in the local or cloud
server, broadcast the data summary to the blockchain network, and provide the data
file information to the data user to select.

(3) Data usersmake data applications to the data depositor. The demand for confidential
data shall be approved by the data holder who generate the data information and
data auditor (Internet Department) before sharing, and the demand for detailed data
shall be approved by the data auditor (Internet Department) before providing.

(4) The data store uses hashing and encryption algorithms to provide the shared data
to the data user who requests it, and to link up the specific information of the
transaction record.

(5) Once the data is illegally forwarded, the sender of the shared data can be found
according to the transaction records of the blockchain. For data transmissionwithout
blockchain, watermark technology can be used to locate the disclosing party and
complete the internal open traceability of data.

Fig. 2. The data flow process for internal distribution.

3.3 Symbol Definition

The symbols and descriptions used in this paper are shown in Table 1.
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Table 1. Symbol and description.

Symbol Description

Message Data information broadcast by the data owner

M Data file plaintext

C Data file ciphertext

Content Information displayed by the system to data users

Dataid Number of data file

SKu Data user’s private key

Apply Data applications sent by users

Addruser The address of the data user in the blockchain

Request Request forwarded by smart contract

Response The sender’s response to the receiver

EnattrbuteSKu Encrypted attribute private key

EnSM4key Encrypted SM4 key

Record Transaction records recorded on the blockchain

Time The time of the transaction

Dataown Sender information in the transaction record

Datauser Recipient information in the transaction record

Datamsg Introduction to data files

Mhash The hash value of the plaintext M

HSM4key Hash value of SM4 key

4 Blockchain Based Data Distribution Scheme

The proposed blockchain-based data distribution scheme is shown in Fig. 3.

(1) The data owner (data center) broadcasts information about his own data files in the
system. In this paper, when the data owner broadcasts the data file information to
the block chain network, different data files are stored in different locations, and
the data information released to the system is also different. Specifically,

1) When data files are stored locally, we use SM4 symmetric cryptography algo-
rithm to encrypt and store data files. The broadcast data information includes
message<addressown\category\introduct\datahash\policy>.

2) If the data file is stored in the cloud, the data owner completes the initializa-
tion based on attribute encryption before distributing the data, generates the
public key and master private key [6], and formulates the access control pol-
icy, we use the public key generated by attribute encryption and the access
control policy of the file to encrypt the data file M to generate a ciphertext
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Fig. 3. The interactive process of data distribution.

C and upload it to the cloud server. The data messages broadcast included
message<addressown\category\introduct\datahash\policy\addresscloud>.

Among them, addressown represents the address of the data owner in the
blockchain network, the identity information in the data distribution, and the
ownership of the data information; category represents the type of data infor-
mation, which is used for data sorting and classification; introduct represents
the introduction of data information, allowing data users to better understand
the information content of data files. Data users can decide whether to apply
for data according to category and introduct; datahash represents the original
data hash value, which is used by the data user to hash the obtained data after
decrypting the data, and then compare it with datahash to verify the integrity
of the data; The policy represents the access control strategy formulated by the
data owner, and the user who meets the strategy requests the smart contract to
forward it; addresscloud represents the address information of the encrypted
data file in the cloud storage server, and the data user can download the data
ciphertext in the cloud server according to the address.

(2) When data users need to obtain data files, they query the system for the desired data
file information and related access control permissions. Furthermore,

1) Data users (external units or internal business departments) query
data information, and the system displays data information content<
addressown\category\introduct\datahash\policy\dataid>.

2) In addition, if the data file is stored in the cloud, the data information content
should also include the addresscloud field. The data user decides whether to
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apply for a data file from the data owner based on the data file information,
access strategy and own attributes.

(3) The data user satisfies the corresponding access authority and sends an access
request to the smart contract. Furthermore,

1) When a data user meets the corresponding access control authority and decides
to apply for a data file, it must first locally generate a public and private key
pair PKu, SKu based on domestically produced SM2 asymmetric encryption,
and send an application Apply<dataid\addruser\PKu> to the system. Addruser
represents the address of the data user in the blockchain, and is also the identity
of the data user in data distribution; PKu is the public key of the data user.

2) If attribute-based encryption is used, that is, the data file is stored in the cloud,
PKu is used to encrypt the attribute private key of the data user generated
by the data owner to ensure the privacy of private key transmission; If SM4
encryption is used, that is, the data file is stored locally, PKu is used to encrypt
the symmetric key to ensure the reliability of key transmission.

(4) The smart contract determines that the data user meets the corresponding access
rights, and then forwards the request to the data owner. Furthermore,

1) The contracts in the system analyze the attributes of the data user, and deter-
mine whether the data user has permission to access it according to the access
control strategy formulated by the data owner. If the user’s authority is not
enough, the contract may reject the user’s request and forward the request
<dataid\addruser\PKu> of the authorized user.

2) If using attribute-based encryption, there should also be a userattrbute field,
which represents the attributes of the data user. The data user attribute can be
generated by the system according to the user’s department, for the data owner
to generate the attribute private key to decrypt the data file.

(5) The data owner transmits the encrypted data file and key information to the data
user together. Furthermore,

1) If the data file is stored in the cloud, the data ownerwill generate the correspond-
ing attribute private key attrbuteSKu according to the attributes of the data user
and the master private key after receiving the request sent by the contract. The
attribute private key can be added with a random number according to the char-
acteristics of the data user, so that it remains unique, and then the hashed value is
also packaged in the transaction record for the traceability of the attribute private
key leakage. After that, the data owner uses the received user public key PKu to
encrypt the attribute private key [13] to obtain the encrypted attribute private key
EnattrbuteSKu, and send response<HashattrbuteSKu\EnattrbuteSKu> to the
data user, among them, HashattrbuteSKu represents the digest value obtained
by the SM3 algorithm of the attribute private key, which is used to verify the
authenticity of the attribute private key [14].
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2) If the data file is stored locally, the response<HashSM4key, EnSM4key>
and the encrypted data file need to be transmitted to the data user. Among
them, HashSM4key represents the hashed SM4 key, which is used to verify
transmission reliability, and EnSM4key represents the encrypted SM4 key.

3) At the same time, the system packs this transaction record for traceabil-
ity query of data leakage. The transaction record includes record<time\
dataown\datauser\datamsg\dataid\HashattrbuteSKu>.HashattrbuteSKu is used
to trace the source of the leaked attribute private key. Considering that the
blockchain is not suitable for storing large-capacity data [15], the record only
contains the shortest information.

(6) The data user decrypts the received data file and compares the hash value of the
data file in the broadcast after hashing. Furthermore,

1) The data user wants to download the data according to the response sent by
the data owner. If the data file is stored in the cloud, the user needs to find
the file storage address according to content<addresscloud> and download
the data cipher text C, and then use the SM2 private key corresponding to
Apply<PKu> in the attribute private key application to decrypt the encrypted
attribute private key response<EnattrbuteSKu> get the attribute private key
attrbuteSKu, use attrbuteSKu to hash operation to get HattrbuteSKu, compare
with response<HashattrbuteSKu> to ensure that the attribute private key has
not been tampered with, and then decrypt C with the attribute private key
attrbuteSKu to obtain the plaintext M. Then perform SM3 hash operation
on the plaintext to get Mhash, and compare Mhash with the hash value in
content<datahash> to see if they are consistent [16].

2) If the data file is stored locally, the data owner will directly send the data
ciphertext to the data user. The data user first uses the corresponding private
key SKu in the Apply<PKu> to decrypt the SM4 key encrypted by PKu, The
SM4 key is hashed to obtain the HSM4key, and to verify whether the key has
been tampered with during the transmission process is to compare whether the
HSM4key and the corresponding response<HashSM4key> are the same. The
data user decrypts the transmitted encrypted data file C with the SM4 key to
obtain the data plain text M. After hashing the plaintext M, compare it with
content<datahash> to check its consistency.

(7) If the hash value is the same as the file hash value broadcast by the data owner, it
proves that the received data file has not been tampered with and the transaction is
successful. Specifically, if the hash value of the plaintext M after decryption is the
same as the hash value in the data information, it proves that the complete target
file is received and the transaction is successful.

(8) If the hash value is not the same as the file hash value of the initial broadcast, the
integrity of the data file is destroyed and the transaction needs to be re-initiated.
Specifically, if the hash value of the plaintext M after decryption is not the same
as the hash value in the data information, it proves that the data has been tampered
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with after unsafe transmission or the data information published by the data owner
is inaccurate, and the data needs to be re-applied.

(9) Data leakage occurs in the system, and traceability queries are made based on the
leaked information [17].

5 Data Tracing Schemes in Different Leak Scenarios

For different data leakage scenarios, Fig. 4 shows the corresponding traceabilitymethods.

Fig. 4. Different data leak scenarios and source tracing schemes.

Scene1. For the data files stored on the cloud server, because there is a situation where
the attribute private key [6] is deliberately leaked for profit, in this case, the attribute
private key is generated by adding a random number to ensure its uniqueness, the leaked
attribute private key can be hashed, and the corresponding data user can be found by
comparing the hash value of the attribute private key in the transaction record in the
blockchain.

In the process of data distribution, the data owner hashes the generated attribute
private key, package it into the transaction record and finally store it in the blockchain.
The time stamp of the block closest to the time when the leak occurs can be determined
first by the time of leakage, and then compare one by one according to each record
recorded in the block [18]. If the information of the partially leaked data file or the
information of the data owner is determined, transaction records can be further screened
through dataown and datamsg to reduce the scope of records to be tested and improve
the efficiency of traceability and accountability.

Scene 2. If the attribute private key or the symmetric key encrypted with the public key
of the data user is leaked, that is, EnattrbuteSKu or EnSM4key is leaked, the data user’s
private key SKu is used to perform an intensive test [19].
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Specifically, from the time point when the leakage is determined, find the timestamp
of the block closest to the leakage time and less than the leakage time, look forward from
the block and try block by block. All data users contained in the transaction in the block
try to decrypt the leaked EnattrbuteSKu or EnSM4key with their private key SKu. The
user corresponding to the successfully decrypted private key is the responsible party. In
particular, if the information of some data files has also been leaked and the types of
data files or corresponding access control permissions are determined, it can be filtered
by the data information and access permissions in transaction records. That is, the time
is first used to determine the block scope of the corresponding record, and then further
filter according to other known conditions to reduce the number of decryption attempts.

Scene 3. Unauthorized forwarding occurs [20, 21], where the data user does not have
the appropriate permission to request the data file, but the data owner shares the data
with other users over the blockchain network.

For this kind of situation, there are usually two possibilities. One is unauthorized
forwarding when the business department transmits data to the data center; the other is
unauthorized forwarding when the data center shares data with the business department
that has data requirements. As with the above two scenarios, first determine the range
of block records where unauthorized forwarding occurs based on the leak time, and
query transaction records one by one. If you obtain the leaked data files and related
unauthorized user information, you can further filter transactions based on the relevant
information, reduce the scope of screening, and improve traceability efficiency.

6 Total

The author proposes a data distribution and traceability technology based on blockchain
technology to construct a decentralized mode of power data distribution, realize the
chaining of power distribution records, power data storage and power data security
sharing. The security mechanism of asymmetric encryption key distribution, power data
encryption transmission and power data integrity check is designed, and a traceable,
tamper proof, open and transparent sharing model is established to realize effective
supervision of data sender and data receiver. Compared with other security sharing
schemes, data sharing has higher security factor and better traceability effect, providing
more convenient service andmore reliable network environment for users or departments
to safely use power data. How to improve the speed of data sharing is one of the emphases
of subsequent research.
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Abstract. To meet the different needs in the digital age, many large companies
adopt new technologies for big data processing and distributed infrastructure for
collaborative data analysis. To ensure the safety and legal use of data, the company
needs to record and track the use of data to establish a reasonable accountability and
protectionmechanism. In fact, the rapid growth of data scale and the complexity of
the environment pose serious challenges to the realization of this goal. This paper
proposes a new data provenance model and a method of quickly constructing
provenance model according to provenance content, which improves the privacy
protection in data provenance, simplifies the cumbersome provenance content,
and improves the provenance efficiency in the case of large-scale distribution.

Keywords: Big data · Data provenance · Privacy protection · Provenance model

1 Introduction

Data provenance mainly refers to the ability to determine the provenance, history and
lineage of a specific data product. In the first International Provenance and Annotation
Workshop (IPAW), participants exchanged views on the concept of data provenance
and reached a certain consensus. They put forward a relatively original data provenance
model. After that, he University of Southampton and other organizations sorted out the
exchange results of the meeting and published an article entitled “The Open Provenance
Model” [1]. The model named OPM described in this paper has become the information
exchange standard in the industry. OPM can be used directly by defining some formats
and protocols according to the actual situation. However, the concept defined by the
model is inappropriate, and the terminology and usage are vague.

In 2008, Sahoo et al. [2] proposed provenir data provenance model. The model refers
toW3C standard to complete the logical description of the model, and considers the spe-
cific details of database andworkflow. It has formed a relatively complete system in terms
of model, storage and application, and has become the first complete data provenance
management system. However, the definition of Prov is very detailed and complex [3],
and the number of provmodel is gradually increasing.Many implementations only focus
on specific fields and are difficult to be applied to other fields [4].
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Wei et al. [5] proposed a data provenance model prov-m, which is compatible with
the standard Prov model and complies with the latest provenance standard issued by
W3C. Interoperability and optimization are considered in the background storage and
implementation of prov-m provenance. However, prov-m considers the model design
only from the perspective of application tools. It does not consider the problems such as
privacy and complex provenance content that are easy to occur in data provenance.

Information technology—Data provenance descriptive model [6] proposes a data
provenance model “ProVOC model”, which defines three core types (data, activity and
executive entity) and their relationships. Based on the original Prov, the model adds
subcategories such as parameters and data sets, which can easily classify the provenance
content. However, the provenance model itself has some vague definitions (such as
executive entity, data set and data) and redundant component relationships (defined
Association, ownership and contact between components). Based on the advantages of
ProVOC, the provenance model in this paper improves the definition and relationship
of model components.

At present, with the continuous growth of data scale, the corresponding content to be
traced has become more and more complex [7], which increases the storage burden and
reduces the provenance efficiency. The company’s data inevitably involves the user’s
private data. A proper handling of these private data is not only the responsibility of the
user, but also the requirement of the company itself. In the case of large-scale data prove-
nance, the behavior of provenance records for each data modification and distribution
will cause a lot of storage redundancy and reduce the provenance efficiency. This prob-
lem will become more obvious when using blockchain technology as the provenance
data storage technology due to the low storage efficiency of blockchain and the visible
content on the chain [8].

Themain purpose of this paper is to solve the problems of privacy, complicated prove-
nance content and low efficiency in large-scale data provenance. This paper proposes
a provenance content filtering method based on data table frequency, and a provenance
model to solve the privacy and low efficiency problem in large-scale data provenance.
The main contributions are as follows

(1) Proposed a rank method based on table frequency, which can quickly filter the
provenance content according to the provenance data.

(2) Based on the ProVOC model, this paper proposed a provenance model which
improved the performance in protection of user privacy.

(3) In the case of large-scale distribution, this paper proposed a method of determining
the index by features, which reduces the storage space and optimizes the storage
efficiency through the use of the index.
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2 Related Work

Withmore andmore attention to data provenance, the international provenance and label-
ing Organization (IPAW) was officially established in 2006 to solve the problems of data
provenance, document processing, data tracking and data labeling. After the establish-
ment of IPAW, provenance standards were put on the agenda, resulting in a series of
provenance challenges [9]. With the efforts of IPAW organizations and scholars, the
open provenance model OPM1.00 [10] was promulgated in December 2007. OPM is
mainly based on three entities, namely Artifact, Process and Agent, which are connected
through casual relationship to express dependencies (such as used, was generated by,
etc.). OPM expresses provenance information in the form of graph, including nodes and
edges, and describes the query interface. The purpose of OPM is to define a developmen-
tal data model, which considering the interaction and the designers, inspectors and users
of the model. The use and development of OPM has promoted the positive development
of OPM provenance standard, but there are still some difficulties in using OPM model
and provenance data [11], mainly including ➀ the fuzziness of some terms and usages,
such as the concepts of account, profile and annotation. ➁ Improper conceptual design,
such as time, properties and relationships.

W3C made significant modifications to OPM and published it as a provenance stan-
dard in 2013, named PROV [12]. PROV defines three core data types (Entity, Activity
and Agent) and their relationships. Data relationships have attributes. One document
integrates all data types, relationships and attributes. Aiming at the problems and diffi-
culties faced by OPM model, PROV provides a set of definition documents to improve
the interoperability of provenance information in heterogeneous environment, and brings
OPMmodel into a new realm. PROV starts from the point of view of data modeling and
considers the existing technical status in the field of information representation and data
sharing. However, the definition document of PROV is too detailed and complex, and
many studies often focus on specific fields. The implementation of PROV in specific
fields is difficult to be applied to other fields.

Wei et al. [5] proposed a data provenance model PROV-M, which is compatible with
the standard PROV model and complies with the latest provenance standard issued by
W3C. PROV-M provenance framework is mainly composed of program interface (API)
and configurable database for storing provenance information created according to prov
standard. PROV-M deploys permanent data storage in the background, abides by the
open architecture, and can easily make the existing software compatible with the future
software tools. At the same time, interoperability and optimization are considered in the
background storage and PROV-M implementation. PROV-M considers model design
more from the perspective of application tools, ignoring some practical problems of data
provenance, such as privacy, large-scale operation and so on.

ProVoc model [6] defines three core types (data, activity and execution entity) and
their relationships. At the same time, a new component design (including data set, param-
eters, etc.) is carried out in the core type. It is more convenient to determine the general
content of provenance according to the standard, but the criterion itself does not have
a more specific and detailed design for practical problems, and there is no specific
introduction to the method of provenance content component model.
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Miao et al. [13] Based on OPM model and combined with the characteristics of
index data provenance scene, designed a lightweight index data provenance expression
model, which abstracted the index calculation process through four main relationships
with three entity objects such as executor, calculation process and workpiece as the
core. It provides guidance for the design and development of index data provenance
management system and its preliminary application, and improves the transparency of
index calculation process and the reliability of results. The definition of provenance
content is not clear, which may be contrary to the enterprise standard.

Chen et al. [14] built the electric power WeChat official account network and used
AARRR model to get information propagation path. First, it selects observable nodes
based on the node tightness, then reduces the order of magnitude of the relationship
network, calculates the information propagation activation time vector and the infor-
mation propagation time approximate matrix vector using BFS algorithm. After that
it establishes the information provenance estimation function according to the calcu-
lated information propagation activation time vector and the information propagation
time approximate matrix vector, and estimate the information source nodes. Finally,
the source of information on WeChat official account is realized. But this method is
a provenance model for WeChat official account information, rather than information
provenance to databases or platforms in enterprises.

Zhang et al. [15] aimed at the storage problem faced by light nodes in the blockchain
data provenance system when verifying the provenance information, introduced a data
structureMerkle mountain range (MMR) to optimize the dynamic addition performance
of Merkle tree, and stored the complete block header on the blockchain into the MMR.
An efficient and reliable verification method for provenance data is proposed, which
reduces the size of the block containing the information required for verification. On
this basis, a scheme of data provenance system based on blockchain is designed, which
encapsulates the general modules required for data provenance and opens them to the
provenance application through the interface.This schemeonlyneeds a light node to store
the information of the latest block, which can effectively verify whether the provenance
information exists in the blockchain. But the scheme copied the provenance model of
criterion [6] without improving the model according to the specific situation.

3 Workflow and Notation

Our workflow will quickly filter the existing database table content to obtain the compo-
nent content required by the data provenance model. As shown in Fig. 1, the workflow
startswith the contents of the database table, and amore reasonable set of data provenance
columns is obtained through the screening and fusion of the column name set. Through
the processing of privacy related data and the feature extraction [16] of some column
names, the relevant content for privacy protection scenario and large-scale distribution
scenario is obtained. Finally, the final data provenance content is formed according to
the above content. The workflow is described below.
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Fig. 1. The workflow of screening provenance content.

Table 1. Symbols and descriptions.

Symbols Descriptions

c set

key key value

s encrypt or hash results

cname column name

index index

a activity

p executor

k number of columns selected in rank

h encryption or hash function

rank rank function

(continued)
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Table 1. (continued)

Symbols Descriptions

f feature extraction function

combine combine function

iskey key value judgement function

privacylist privacy related column list

(1) Collect the column names in database table to form set C1.
(2) Select the key value and merge the redundant column names in C1 to obtain the set

C2.
(3) Rank the column names in C2, and select top k columns to obtain the set C3.
(4) Encrypt privacy related data and record related contents s.
(5) Select appropriate column name for feature extraction to obtain the index.
(6) Remove the column names selected by step 4 and 5 in C3 to obtain C4.
(7) Record activity a, executor p, take key,C4, s and index as data, to build a provenance

model.

In this paper, the symbols and their meanings we use are shown in Table 1.

4 Provenance Model

4.1 Our Model

We propose a data provenance model which consists of four levels of components. As
shown in Table 2, the contents of each component are as follows.

The first level component includes three parts: activity, execution entity (or executor)
and data. Activity: refers to the activity requiring data provenance. Executing entity:
refers to the institution or person that generates the activity. Data: data content to be
recorded for provenance. The activities and execution entities are no longer divided into
subclass components, and only use one variable to store content, which can be directly
used for retrieval.

The second level component includes two subclasses: parameter component and
dataset component.

The third level component includes five subclasses. Three components belong to
dataset which is privacy protection, active data and index. Others belong to parameters
which is time parameters and space parameters. The time parameter is time stamp, which
is used to specify the data distribution time and use time. The space parameter is the
storage location of the data.
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Table 2. Provenance model component

First level component Second level
component

Third level component Fourth level
component

Data Dataset Privacy protection Encrypted data

Encryption
secret key

Hash value

Active data

Index Continuous
index

Character index

Parameter Time parameters

Space parameters

Activity

Execution entity

The forth level component includes five subclasses. Privacy protection includes three
four level components, namely encrypted data, encryption secret key and hash value,
which are used to save the results of encrypt privacy protection and hash processing [17].
The index includes two four level components: continuous index and character index,
which are used for provenance records in the case of large-scale provenance and save
storage space. When it comes to large-scale provenance, such as a batch of continuous
files, there is no need to record the provenance of each file, just build the index according
to the different provenance contents between files (such as file id), and only record the
other same provenance contents once (such as storage location). When it comes to data
provenance, you can find the provenance records according to the index.

Fig. 2. Provenance model.
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As shown in Fig. 2, each component has an association relationship. Executing
entities execute activities, which are related to each other. Data used in activities. Data
are generated in the activity. New activities may be generated in the activities. New data
may be derived from the data. Activities have corresponding parameters, including time
parameters and space parameters.

4.2 Fast Method to Build Provenance Model

Based on the above provenance model, we propose a method to quickly build a prove-
nance model. When carrying out data provenance, the first problem to be faced is which
data to select as the provenance content. If we choose all content as provenance data, we
will face the complex database content in many companies. Moreover, the database con-
tent will increase with time, the provenance content should also be updated in time [18].
The manual method is not conducive to the iterative update of the provenance content in
time. Therefore, we propose a method to determine the provenance content according to
the database table key value and column name frequency, quickly screen the provenance
content from the complex database table content, and construct the provenance model.
The specific process has been described in Sect. 2 workflow and symbol definition. We
supplement the details of this method here.

(1) Collect the column names in database table to form set C1.
(2) Select the key value and merge the redundant column names in C1 to obtain the set

C2.
(3) Rank the column names in C2, and select top k columns to obtain the set C3.
(4) Encrypt privacy related data and record related contents s.
(5) Select appropriate column name for feature extraction to obtain the index.
(6) Remove the column names selected by step 4 and 5 in C3 to obtain C4.
(7) Record activity a, executor p, take key,C4, s and index as data, to build a provenance

model.

In step 2, select the key value key and combine the other column names to obtain
the set C2. We first extract the key value as the provenance content. The key value in
the database table is a natural and important provenance feature, which can be directly
determined as a part of the provenance content. Column name combination is mainly
aimed at the situation that different column names point to the same content, through
whether the content is same to finish this process, reduce column name redundancy and
improve provenance efficiency.

Algorithm 1. Fast algorithm for constructing provenance model.
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In step 3, we rank the column names in set C2, and select top k columns to obtain
the set C3. Obviously, the more the columns appears, and the more likely it is to play a
role in provenance.

In step 4, encrypt privacy related data and record related contents s. When encryp-
tion is used, we record the encryption key and encrypted content. When hash is used,
we record the hash value. This step is used to prevent privacy disclosure caused by
provenance information disclosure.

In step 5, select the appropriate column name cname for feature extraction to obtain
the index. Feature extraction builds different indexes according to the content type of
column data. when the data content is continuous numbers, select the upper and lower
bounds of numbers as the index. When the data content is discontinuous, such as a
string, select the maximum matching string for indexing. The algorithm for quickly
constructing provenance model is shown in Algorithm 1.

5 Implementation

5.1 Implementation on Electric Power System

To reflect the advantages of our method as much as possible, we select a set of database
tables from the electric power system.

There is a huge amount of data in the electric power system. Taking Jiangsu Province
in China as an example, the electric power system provides electric power resource for
46 million households, and there are 200000 repair data for only one service [19]. Such a
huge amount and variety of services provided by the electric power system mean a huge
database system and the complex database table content. It is unreasonable to directly
take all types of data as the provenance content, so a fast and effective method is needed
to filter the content.
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Electric power system has great reference value to other fields [20]. Therefore, it is
inevitable to involve large-scale external data distribution and provenance. For example,
the significance of electric power data to industrial production departments, especially
large factories and other units is mainly to guide such institutions to optimize electric
power consumption strategies, carry out green production and reduce enterprise oper-
ation costs. The most direct effect of electric power data on electric power seller is to
improve enterprise benefits by analyzing data. Electricity consumption data can help
the government analyze all aspects which related to the economic trend and people’s
daily life, such as industrial production, urban housing vacancy rate, and the impact of
electricity price subsidy policies.

Electric power service is the artery of the national economy. Once the electric power
data is tampered with, it will lead to extremely serious consequences [21]. Constructing
a reasonable provenance process can not only help deal with the responsibility when the
threat occurs, but also play a role of warning and protection in advance.

There are a lot of private information that should not be disclosed in electric power
data, such as residents’ address, telephone number, etc. Therefore, how to avoid the
disclosure of residents’ private information is an important provenance segment.

The workflow of fast provenance provided in this paper is shown in Fig. 1. Next, we
will describe and show the specific steps using actual data. We use three actual database
tables as method operation objects, as shown in Table 3, Table 4 and Table 5.

Step 1: collect the database table and collect the column name set C1. For step 1, the
collected database tables are shown in Table 3, Table 4 and Table 5 to obtain a column
name set C1.

Step 2: select the key and combine the other column names to obtain the set C2.
For step 2, select the key value org_ NO、CONS_ No constitutes the key value set Key.
Merge the remaining column names, as ELEC_ ADDR and CONS_ ADDR refers to the
same content, and only ELEC_ ADDR remained, get C2.

In step 3, the column names in the set C2 are ranked by frequency, and the first k
entries (here k is assumed to be 5) are selected to obtain the column name set C3. The
provenance party can select a corresponding number of column names according to its
own needs and storage requirements.

In step 4: encrypt or hash the privacy related data and record the related contents s.
For those related to user privacy, such as phone_ Number, etc. are encrypted or hashed
to obtain relevant contents s.

In step 5: select the appropriate column name cname for feature extraction to obtain
the index. For step 5, when it is necessary to trace the data of a region (such as xx
County in the table), select a part of string in column name ELEC_ADDR as index. In
this example, we choose the string “xx Country, xx City, Jiangsu Province” as our index.

When you want to trace a batch of continuous transactions, select the column name
TRADE_ CODE, record column name, transaction code, and code start value 4710 and
code end value 4766. This step gets the content index.

In step 6, C4 is obtained by removing the column names selected in steps 4 and 5.
For step 6, C4 is obtained by removing the column names selected in steps 4 and 5 in
C3. For step 7, record activities such as meter charge calculation, executor xx electric
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power company, and take key, C4, s and index as data to build a provenance model as
shown in Fig. 2.

5.2 Efficiency Analysis

Wewill analyze the efficiency improvement brought by our method from the perspective
of database reading and provenance record storage.

The column name finally selected by the above method is divided into three
parts: 1. Key value: ORG_NO and CONS_NO 2. High frequency column name:
CONS_NAME, ELECTYPE_CODE, LINE_ID and TRADE_CODE 3. Index column
name: ELEC_ADDR.When we build the index of ELEC_ADDR table items, we do not
specify the detailed address (such as XX town or village), so we do not treat it as privacy
protection content.

When we need to build provenance for a record, we select the required column data
in each instance table. The data page size of the database is fixed and the storage records
are limited. In large-scale reading and writing, the number of column names read in
a row will affect the reading efficiency [22]. For Table 3, we only need to read six
column names, which improves the efficiency by 33%. For Table 4, six column names
are selected, and the efficiency is improved by 33%. For Table 5, we only select three
column names, which improves the efficiency by 166%.

When storing provenance records, for 24 table items in Table 3, Table 4 and Table
5, only 7 of them need to be stored through our method, and the storage efficiency is
improved by 243%.

6 Conclusions

To solve the shortcomings of existing provenance model in privacy protection and large-
scale distribution, this paper proposed a provenance model based on ProVOC, which
reduces the redundant affiliation and structure, and adds new components for the above
problems. However, the real scene is often more complex than that in theory, and we
can’t consider all the cases of provenance content. Therefore, if applied to practice,
some components of the model may be redundant and reduce the storage efficiency.
If we can further carry out experiments in more scenarios, we believe that the model
can be more efficient. Considering the possible complexity of provenance content in
data provenance, a fast screening provenance content method based on column name
frequency is proposed, which improves the provenance efficiency and reduces storage
redundancy. We can think that frequency is positively correlated with importance, but it
is less likely that they are linearly correlated. Therefore, the provenancemethodmay still
introduce some items with high frequency but may not be important for the provenance
content. The accuracy of the automation method proposed by us is not enough to replace
human experts. After the method is used, human experts may still need to select the
appropriate provenance content from a small range of data items.

Acknowledgement. Thanks to StateGrid Jiangsu for supporting the data and funds to this project.
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Abstract. In today’s Internet background and the rapid development of computer
science and technology, new software is born every day, whether it is on the
computer or mobile phone and on the hardware. In order to meet people’s various
daily needs, developers need to continuously develop new software and firmware.
The software development process requires the reuse of shared codes and the
realization of the middle-station module codes. These reusable codes can save
developers’ development time and improve efficiency. The code of the middle-
station model is highly complex, and the vulnerabilities hidden in it are not easy
to be discovered. A large number of vulnerabilities are inevitably introduced,
which leads to immeasurable losses in downstream task modules. In order to
enable these middle-station codes to better serve downstream tasks and discover
the vulnerabilities hidden in them in time, it is first necessary to extract the defined
software method body from the source code. We build an abstract syntax tree for
the method to form a statement set; then, the variable names, function names,
and strings in the method are replaced. Each statement in the code is given a
number to construct a node set. The dependency between functions and variables
includes data dependency and control dependency extraction and the node set
itself as the input feature of the model. This paper uses Transformer model to
model the sequence information. Transformer model can make the information
of each node in the sequence fully interact. Based on the Transformer model, this
paper further attempts to add the attention structure to improve the probability of
detecting vulnerabilities. In the final experimental results, the model can detect
vulnerabilities in the code with an accuracy of 95.04% and a recall rate of 88.89%,
which also proves that transformer can accurately detect vulnerabilities in the
sequence.

Keywords: Vulnerability detection · Abstract syntax tree · Transformer ·
Attention

1 Introduction

Both firmware and software, there are inevitably some loopholes, and firmware should
still be understood as a special software. As of the progress of integrated circuits, upgrad-
ing firmware has become easier and less dangerous. The difference between firmware
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programs and software programs has become smaller and smaller. Therefore, whether it
is a bug in the software or the firmware, it is always a specific defect or omission in the
software. These flaws and oversights will allow malicious attackers to perform a series
of attacks, including stealing user privacy, privately controlling the running process of
software, implanting Trojan horses, and destroying computer storage systems. With the
development of mobile Internet and computer science and technology, the demand for
software development is increasing. At the same time, with the development of the arti-
ficial intelligence industry, some hardware devices will also be implanted with specific
software. For example, highway cameras will be embedded with some face recognition
SDK (software development kit). As the demand for software development is increasing
day by day, code reuse has become a function that developers urgently need to meet. In
particular, the codes of some middle-station modules and the firmware can be directly
shared by multiple hardware devices. The hidden vulnerabilities in these reused codes
have brought great security threats and challenges to downstream programs. The vul-
nerabilities in the shared code may even cause the program crash of the entire line of
business. Therefore, accurate and effective detection of hidden vulnerabilities in the code
has become an important research topic in the software industry, firmware industry, and
computer security field.

Traditional vulnerability detection methods include some manual search methods
in the source code. These methods generally require technical personnel to have a lot
of coding experience and vulnerability identification. This method will undoubtedly
bring a very heavy burden to developers. In addition, other traditional methods can also
formulate some fixed rules to detect vulnerabilities. However, as the software writing
process is not static, fixed-rule inspections can no longer meet the needs of the current
rapid development of software. At the same time, it will cause the company’s economic
losses due to missed inspections.

In recent years, thanks to the development of machine learning technology and
deep learning technology, people can use these technologies for image recognition [1],
machine translation [2]. It is precisely due to the powerful feature extraction technology
of deep learning and high-dimensional space construction. Due to the effectiveness of the
model, we can use these techniques to perform some classification [3] and regression
tasks [4]. Seeing the achievements of deep learning technology in the field of NLP,
some developers have already used this technology in the field of computer security.
Especially the structure of Transformer [5] is efficient for sequence modeling. This
paper uses Transformer to model the feature sequence. In addition, the information at
each time step does not necessarily have a common function. This paper also employs
the attention structure to describe the importance of each position in the sequence.

The main contributions of this paper are as follow:

1) We use abstract syntax tree modeling and analysis, relying on analysis technology,
proposed a method that can extract source code features from software/firmware
source code.

2) We use deep learning technology (transformer, attention) to model and analyze
sequence features, and use static detection technology to detect vulnerabilities in
the source code.
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This paper will introduce relatedwork in Sect. 2, experiment on the proposedmethod
and code vulnerabilities in Sect. 3, analyze the experimental results in Sect. 4. Finally,
in Sect. 5 summarizes and prospects.

2 Related Work

Before artificial intelligencewas applied to the topic of vulnerability detection in the early
days, there were some traditional detectionmethods. For example, by exploring the input
space, also known as a certain degree of fuzzing, this method can be further divided into
black box fuzzing [6] and gray box fuzzing [7]. This method is highly dependent on the
input space. Exhaustive exploration cannot be applied to ourmiddle-stationmultiplexing
code module, the input of this module comes from multiple upstream inputs, and the
detection efficiency is too low. In addition, there are some methods of fixing rules that
we mentioned above. This method is relatively rigid and difficult to work around [8–13].
There are also some methods that analyze the internal state space of the program. This
method relies on symbolic execution [14, 15]. The solver capacity of this method is
limited, which is doomed to fail to meet a large number of detection requirements.

Artificial intelligence technology has developed rapidly in recent years, and its effec-
tiveness has been verified in many fields, whether it is in the field of natural language
processing [16–20] or the field of computer vision [21–25] and other areas [26–28], it
has shown unparalleled performance. These work [16–25] promote the development of
machine translation, text generation, target detection and character recognition. At the
same time, due to the development of computing power, by building a large number
of samples and expanding the model parameters, the accuracy of the model has been
greatly improved [29]. In recent years, researchers have successively applied machine
learning and deep learning techniques to the field of vulnerability detection. Harer et al.
[30] use machine learning methods to train the source code and test the compiled code
for vulnerability detection methods. Yamaguchi et al. [31] construct an abstract syntax
tree for each method, and then use the bag-of-words model to perform latent semantic
analysis. This method uses matrix singular value decomposition technology, which is
mainly aimed at the structured pattern in the syntax tree. Russell et al. [32] used a tree
model-random forest for vulnerability detection. After they abstracted the function into
features, they used the random forest for discrimination. VulDeePecker [33] used deep
learning technology for the first time in the field of vulnerability detection. This method
can accurately locate the location of the vulnerability. That is to say, compared with
traditional machine learning technology, deep learning can accurately locate the code
location of the vulnerability. In addition, SySeVr [34] integrates deep learning technol-
ogy, which can perform syntax, grammar, and vector analysis from the source code to
detect various vulnerabilities.

3 Method

3.1 Overall Structure

The overall framework of the vulnerability detection method based on the transformer
model in this paper is shown in Fig. 1.
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Fig. 1. Diagram of the overall process architecture of vulnerability detection.

First, we extract themethod body from the source code to form amethod set. Thenwe
construct an abstract syntax tree for each method in the method set, and use the abstract
syntax tree to extract the statements in the method to form a statement set. Following, we
replace the custom variable names and functions in the statement set name and string,
and assign an independent node number to each sentence, which forms a node set. We
use data control flow analysis to extract the data dependency and control dependency
between nodes. Then, the node set extracted from the method body, the data dependence
relationship between the nodes and the control dependence relationship are combined
into the feature representation corresponding to the method. The discretization coding
technology is further processed into a high-dimensional discrete feature set, that is, the
training sample. Finally, generate training samples for whether each sample contains a
vulnerability label, use the transformermodel as the baselinemodel, and then increase the
importance of attentionmodeling time step and increase the accuracy of the vulnerability
analysis model.

3.2 Node Set Generation

Abstract Syntax Tree. In the blow C++ code, the server will accept the connection
request sent by the client. This paper uses the open-source tool ANTLR4 [35] to generate
the abstract syntax tree, and now makes a simple analysis of the use of the open-source
tool. Take the classic code shown in Fig. 2 with a buffer stack overflow vulnerability
(CWE [36] G120: Buffer Copy without Checking Size of Input) as an example, we
generated the abstract syntax tree for it, and then scanned the OSID code to view it.

In the blow C++ code, the server will accept the connection request sent by the
client. The program code obtains the client’s address information through the function
gethostbyaddr. This address information will be copied by local variables, and then the
client’s host name, ip, port and other information output to the log file. However, there
may be a large number of client request information, the number of these hostnamesmay
exceed the memory size allocated by the variables corresponding to the local hostname.
At this time, if you use the strcpy function to copy, it will cause oom (out of memory)
exception, causing the buffer stack to overflow.

Generate Sentence Set. We extract sentences from the source code based on the gen-
erated abstract syntax tree. In this step, the control logic is deleted, forming a sentence
set as shown in Fig. 3.
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Fig. 2. Buffer stack overflow code example.

Generate Node Set. Through the node type of the abstract syntax tree, we can select
the variable name, function name and string defined by the programmer, different pro-
grammers may choose the variable name differently, such as the sum function sum (int
a, int b), this Sometimes a programmer may define this function as sum (int num1, int
num2). There may be tens of thousands of different variable names in the same method.
In order to better analyze the vulnerability, we uniformly give custom variables defined
as a designated identifier, which reduces the vocabulary size of variable names. For dif-
ferent variables in the same method, we use symbols like bid_1, bid_2, bid_3, …, bid_n
to distinguish them, and use node numbers to encode each sentence to form a node set,
as shown in Fig. 4.

3.3 Data Dependence

In the process of program operation, data is a key link, and the flow of data is also the
standard for us to build data dependencies. We use data flow analysis techniques. For
example, bid_18 in n13 uses the variable bid_7, which forms n8→n13. The relationship
between n13,which shows that the operation of n13 is affected by n8, and the key variable
is bid_7. That is to say, the label attribute is bid_7, indicating that the unit variable that
affects the data flow dependence is bid_7. The data dependency relationship between
the formed nodes is shown in Fig. 5.

3.4 Control Dependence

Most of the control dependencies in the programare causedby if statements,whichmeans
that if the result of the if condition is True or False, there will be two executionmodes. So
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Fig. 3. The result of the statement set generating.

Fig. 4. The result of the node sets generating.

Fig. 5. Data dependency between nodes.
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that we use the control flow analysis technology to build the control dependency between
nodes, as shown in Fig. 6. Among them, n9 is a judgment statement to determinewhether
the variable bid_7 is greater than or equal to 0, if it is greater than 0, it is True, jump to
n6 for execution, otherwise it is False, and continue to execute n10.

Fig. 6. Control dependence between nodes.

3.5 Feature Encode

Feature Preprocessing. On the basis of node set, data dependence between nodes and
control dependencebetweennodes,we segment each sentence.We segment the sentences
with spaces as separators, and then token-encode each word, that is, give each word a
unique code, for example, n1 corresponds to code 1, n2 corresponds to code 2. Each
word will be mapping to its own encoding. Like NLP’s processing of text sentences, we
discarded sequences with a text length less than 15 because the amount of information
in this part of the sequence is too small, and its proportion is small. Considering that the
model may be insufficiently trained and will not have a large impact on the experimental
results, it is discarded. In addition, some sentences are too long, and the length may
reach three or four hundred. The proportion of this part of the sentence is not very high.
In order to be able to align the length of the sentence, we will remove this part (more
than three hundred in length). For the remaining sentences, we use padding technology
to fill the sentences with a length of less than 300 with special coded characters. In our
experiment, we use code 0 for tail padding, which makes all sentences reach 300 in
length.

One-Hot Encode. Weuse one-hot tomap each token in the sentence to the vector space.
The token of a sentence has its own unique code. One-hot technology is a fixed-length
code. The length is the total number of tokens. Each independent code will expand the
entire vocabulary, and then the value of its corresponding index position set to 1, and the
other to 0. This forms the discrete feature we defined. The advantages of discrete features
are: 1). It introduces nonlinearity with the model, so that the training of the model will
not overfit and easier to train; 2). it can solve the problem of inconsistent token feature
lengths, and each feature uses the same length; 3).it can expand the characteristics. But
one-hot encoding also has its own shortcomings. If the length of the entire vocabulary is
too large, the one-hot vector formed will be too sparse. For example, our vocabulary has
a total of 100,000 words, that is, the code length is 100,000, but only one position has a
value of 1. This means that we need to spend a lot of space to store these sparse 0s, and
at the same time results hard training. We introduced the embedding layer to densify the
high-dimensional sparse features with low-dimensionality.



50 F. Hou et al.

3.6 Embedding Layer

Embedding technology projects high-dimensional sparse discrete features to low-
dimensional sparse discrete features. The specific operation is shown in Fig. 7. The
arrows between one-hot matrix and embedding matrix means the finding mechanism.
Its principle is that if the value of the k-th position of a certain token is 1, we go to the
k-t row of the Embedding matrix and take the vector of this entire row as the embedding
vector of this token. In Fig. 7, the embedding size is d, and v_1 donate the 1-th position
value of the embedding vector.

Fig. 7. Embedding look-up process.

3.7 Transformer

Transformer [5], is a technology that will be widely used in both the NLP field [16]
and the CV field [37, 38]. The transformer model has powerful coding capabilities for
sequences. It can use self-attention technology to make each position in the sentence
cross each other, and it can use the multi-head attention mechanism to extract different
aspects of information. It is a model with excellent sequence processing effects.

3.8 Attention Mechanism

The attention mechanism, like human attention, will give more weight to information in
more critical locations.We know that when we see things in the outside world, the places
we pay attention to are different. The attention mechanism is the same, which calculates
the weights of different positions in the sentence and assigns different importance. In our
work, we use scaled-dot product to calculate attention weight. We use the information
of the last position as the guide information to calculate the weight of each position, and
finally weight the information of each position to get the final vector.
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Fig. 8. The overall transformer model structures.

3.9 Model Structure

The overall structure of the model is shown in Fig. 8. After the sentence passes through
the embedding layer, sentence vector enters the transformer structure, and then use the
attention mechanism to calculate the weight of each position, and finally weights to get
the final encoding vector. This final code vector will be sent to the MLP layers after the
relu activation function, and then classified and estimated.

In the training sample, the label with loopholes is labeled to 1, and the label with no
is labeled to 0. We use this label to calculate the cross-entropy loss function, and then
train the model.

4 Experiments

In order to verify the model proposed in this paper, we selected 3 subsets as the data
set on the Software Assurance reference Dataset (SaRD) [39] of the National Institute
of Standards and Technology. All 3 subsets belong to stack buffer overflow, and is also
the dataset used by the two other algorithms we compared. The experiments are all
implemented in NVIDIA GeForce GTX 1080.

4.1 Dataset and Metrics

Dataset. The data set includes CWE-120 (Buffer Copywithout Checking Size of Input),
CWE-121 (Stack-based Buffer Overflow) and CWE-121 (Heap-based Buffer Overflow)
3 types of vulnerabilities. These three data sets include a total of 35374 methods, 13844
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methods with loopholes, and 20618 methods without loopholes. In addition to these two
methods, we also filtered out 912 unneeded methods. We divide the training set, the
testing machine and the validation set, into 8:1:1.

Metrics. Our vulnerability detection model is based on a two-category classification
model, the evaluation standard of the entire model is also a commonly used evaluation
standard in the two-category classification. We use three score to evaluate the quality
of the model. The first is precision rate. Another meaning of this score is that it can
be checked accurately, which means the proportion of test samples predicted to be vul-
nerabilities and correct in the prediction to the total number of samples predicted to be
vulnerabilities. Then there is the recall rate. This score is evaluated and checked, indi-
cating the proportion of the total number of test samples predicted to be vulnerabilities
and correctly predicted to the total number of vulnerabilities. The two score of precision
and recall are contradictory, we have the F1-score to comprehensively consider these
two indicators. The specific calculation formula is as follows:

precision = TP

TP + FP
(1)

recall = TP

TP + FN
(2)

F1 − score = 2 × precision × recall

precision + recall
(3)

The definitions of TP, FP, TN, FN are shown in Table 1.

Table 1. Confusion matrix.

Actual predict 0 1

0 TN FN

1 FP TP

Experimental Parameters. We set up several sets of different parameters and optimiz-
ers on the basis of the previously extracted dataset. The specific parameter configuration
and optimizer are shown in Table 2.

4.2 Experimental Results

The experimental results show that the accuracy rate and recall rate of the method pro-
posed in this experiment have been improved to a certain extent as shown on Table 3.
Among them, the maximum precision rate is 95.04%, and the maximum recall rate is
88.89%, which is greatly improved compared with the other two methods. Because the
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Table 2. Model and training hyper-parameters settings in the experiment.

Parameters Value

Learning rate 0.01,0.001,0.02

Batchsize 64,128,256

Embedding size 64,128,256

Head num 2,4,8

Transformer blocks 1,2,4

traditional predictionmethod uses source code APImethod extraction and API sequence
extraction and quantified clustering. This leads to a certain degree of information
omission, so the overall F1-score is not as good as the deep learning method.

The method proposed in this paper can efficiently and accurately extract vulnera-
bilities from the source code. These vulnerabilities are either implicit vulnerabilities or
vulnerabilities that have been discovered by humans. This method can efficiently and
accurately predict these vulnerabilities, not only can customize features according to
needs, but give full play to the ability of deep learning models to model sparse features.

Table 3. Best experimental results of three experiments.

Model Precision Recall F1-score

VulDeepecker 90.56% 83.72% 87.01%

AE-KNN 92.58% 87.44% 90.06%

Transformer 95.04% 88.89% 91.86%

5 Analysis of Valid Threads

This paper uses static program analysis technology to extract the characteristics of the
source code, and on this basis uses the structure of transformer and attention to learn and
predict system vulnerabilities. Themodifiedmethodmainly uses the advancedmodeling
ideas of the deep learning model for this kind of sequence. From a large number of
sequence features, it has a good ability to find and distinguish different vulnerabilities.
If it can expand the training data set, it can steadily improve the effectiveness of the
model.

In conclusion, in order to detect a large number of vulnerabilities hidden in soft-
ware and firmware, this paper proposes to first extract the data dependence and control
dependence between sentences from the source code, and then use it as a sparse feature
representation. And on the basis of this sequence, the deep learningmodel of transformer
and attention is used for training and experimental analysis. The experiment has achieved
an F1-score of 91.86% on the three data sets CWE120, CWE121 and CWE122, which
is better than the classic machine learning vulnerability detection model.
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Abstract. As one of the main ways of information dissemination, video is more
popular among the public for its rich images and vivid audio. With the promotion
of short videos in recent years, watching short videos has become one of people’s
daily habits, and therefore the harm of false videos is becoming more and more
significant. In this paper, we study the falsity identification of videos through the
characteristics of both video publishers and video publishing environment. The
feature combinations of video publisher features and video environment features
are studied to filter out the better feature sets; the filtered feature sets are fed into the
joint video feature falsity detectionmodel for training, and a falsity video detection
model with high accuracy is derived. The experiments show that the joint publisher
and environment feature model has significant advantages in terms of accuracy,
precision and F1 score, and the experimental results have better recall rate. The
research in this paper provides an effective technical means for video-based false
information governance in cyberspace.

Keywords: Fake videos · Detection models · Video publisher characteristics ·
Video environment characteristics

1 Introduction

With the explosion of short videos, the impact of fake videos on society is also increas-
ing. Fake videos usually appear in pursuit of high traffic, high profits or to satisfy the
inner “thrill” of the publisher, or for the purpose of defamation and disturbing the pub-
lic peace. In recent years, major internet platforms have begun to introduce relevant
regulatory policies, for example, in 2018, FaceBook, Google, Microsoft and Twitter
signed codes of conduct to tackle online disinformation. The crisis of trust in informa-
tion dissemination brought about by the proliferation of fake videos and the consequent
failure to successfully implement relevant policy measures has made the screening and
governance of short video fakery urgent.

Fake videos are a type of false information that is spread in the form of videos.
Disinformation is information that has a tendency to mislead. It can be false information
that is illogical, or correct information that is logical but grafted onto other events.
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Since the release of false videos is usually purposeful, human factors and environmental
influences can be used as one of the identifying features of false videos. In related
disinformation studies, both the publisher of the information and the environmental
information of the information can be used as features for information falsity testing.
In this paper, we combine the existing publisher features and environmental features
for false information detection, do further research on these features and apply them to
the falsehood detection of videos, and finally construct a detection model for the joint
features of video falsehood based on publisher features and environmental features.

The main contributions of this paper are: (1) to study the publisher features of false
videos based on existing publisher features for information falsity detection; (2) to study
the information features of false videos based on existing environment features for
information falsity detection; (3) to construct a detection model for the joint features of
video falsity based on publisher features and video environment features.

2 Related Work

Fake video is false information in the form of video dissemination of information, which
is designed to spread misleading information to achieve the purpose desired by the pub-
lisher of the information, and to cause a certain social effect. Most current disinforma-
tion studies use content features, For example, Xu [1] et al. used texture features of face
regions in videos to detect deepfake videos; Al-Adhaileh [2] et al. used bidirectional
long-short term memory (BiLSTM) and convolutional neural network (CNN) to detect
fake opinions. Khaled [3] et al. proposes a model architecture to detect fake news in
the Arabic language by using only textual features; Alsubari [4] et al. used n-grams of
comment texts and and sentiment scores given by commenters to detect fake reviews.

Disinformation is the intentional dissemination of information with the purpose of
misleading or deceiving [5], and disinformation as defined by Floridi [6–8] and Fetzer
[9] emphasizes the act of “intentional”. According to “Jurisprudence”, “intentional”
is defined as the state of mind in which the actor knows that his or her behavior will
cause socially harmful results and hopes or allows such results to happen. Therefore, the
dissemination of false information has certain human factors and will produce certain
social environment effects, so the characteristics of the information publisher and the
characteristics of the environment where the information is located can also be used as
the screening conditions for false information.

2.1 Research on the Identification of False Information Publishers

There are currently a variety of malicious behaviours on the Internet, such as users
posting spam, spamming, nuisance advertising, malicious links, false comments, etc.
The purpose of these actions is to achieve certain illegal and unlawful purposes or
related commercial interests, which are a constant danger to people’s daily lives.

Disinformation publishers spread misleading information with intentional psychol-
ogy, so the features related to disinformation publishers can be used for information
falsity screening. For example, Yusof [10] et al. extracted 16 publisher features, which
were shown to be effective in detecting spam publishers. Shu [11] et al. used features in
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user profile files (e.g., age, political affiliation, whether they were authenticated, number
of days registered, number of followers, etc.) to screen for fake news. helmstetter [12]
et al. used the Twitter Hamdi [13] et al. combine user account features and user social
graphs to detect fake information on Twitter. In addition, in the research of false video
detection, Li [14] et al. proposed five features of false video publishers combined with
Bayesian models for false video detection, and their falsity detection accuracy reached
70%.

2.2 Study of Disinformation Based on Environmental Characteristics

After the social platform to which the video message is posted is received by the recip-
ient of the message, the recipient will have corresponding feedback information, which
is defined in this paper as the environmental characteristics of the video, that is, the
environmental characteristics of the message are the social effects generated around the
message by the platform on which it is posted.

For example, in the study of false news screening, Shu [15] et al. used a position-
based method to infer the authenticity of original news articles, which used features
such as the amount of likes and dislikes of postings to discriminate. Wu [16] et al.
analyzed the dissemination traces of tracked information disseminators to construct a
diffusion network and proposed the TraceMiner method, and experimentally verified its
classification of the falsity of news The effectiveness of the TraceMiner method was
verified. In the study of false comment screening, Shu [17] et al. used RNN models
to encode user comments and learn potential comment feature representations for false
news identification detection. Ruan [18] et al. introduced geographic location features of
accounts and proposed aGADMmodel for distinguishing false commenters fromnormal
users. Mukherjee [19] et al. used the content of comments similarity, the burstiness of
comments, the number of times a comment has been commented, and other features to
construct a disinformation detectionmodel. In rumour detection research, Guo [20] et al.
proposed theHAS-BLSTMmodel for rumour detection inmicroblogs andTwitter,which
combines rumour posts, their associated sub-events and posts to build hierarchical social
attention networks for early rumour detection. Jang [21] et al. used news-related temporal
features to detect fake news in Twitter. Ma [22] et al. introduced a time series model
incorporating rumour-related social information features for Weibo rumour detection,
where the social information features include the proportion ofmen andwomen involved
in discussing the post, the average number of friends, the average number of followers,
the average sentiment score of comments, and the average number of retweets over time
of the post.

In summary, the indirect identification approach of assessing the credibility of the
posting source first in the study of false information based on publisher features is less
time-efficient than studies that use features directly for information falsehood identifi-
cation. The publisher features are mostly used in conjunction with content features to
detect false information, but the detection of informationwith “highly disguised” content
is not satisfactory. The features selected for false information detection based on envi-
ronmental features are difficult to extract in some scenarios, or rely more on temporal
features.
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In this paper, based on the above research on the effectiveness of publisher fea-
tures and environment features in false information detection, the role of the two types
of features in video-based false information detection is further investigated, and a
joint publisher-environment feature set is proposed and used to construct a false video
detection model.

3 Methodology Model

False videos are among the types of false information that are disseminated in the form of
videos.However,whether the information is disseminatedwithmisleading purpose in the
formof videoor in the formof text, the characteristics of the informationpublisher and the
environmental effects generated by the information are similar. Therefore, this chapter
will introduce the relevant characteristics of the information publisher, the environmental
characteristics of the platform where the information is located and the detection model
that will be used in this paper.

3.1 Publisher Characteristics of the Video

Basedon such research, this paper extracts fourteen features for video publishers: number
of followers(PF), number of fans(PFa), number of Likes(PL), number of plays(PP), num-
ber of reads(PR), number of contributions(PCon), number of channels(PCha), number of
videos(PV), number of audios(PAu), number of columns(PCol), number of albums(PAl),
Latest dynamic values(PLDV), follower-following ratio(PFFR) and average number of
Likes(PAvL).

Eleven features are directly available: PF, PFa, PL, PP, PR, PCon, PCha, PV, PAu,
PCol and PAl. PLDV, PFFR and PAvL are obtained by preprocessing the basic features.

(1) The latest dynamic values(PLDV) refers to the number of days between the time
of the latest video posted by the video publisher and the reference time, which can reflect
the current activity of the video publisher to a certain extent, as shown in Eq. 1.

UserAct = Timenew − TimeRef (1)

whereUserAct is PLDV of the video publisher. Timenew is the time of the latest release of
the video by the video publisher. TimeRef is the reference time.WhenUserAct is negative,
it means that the publisher’s latest video release time is earlier than the reference time,
and vice versa, it means that the publisher’s latest video release time is later than the
reference time. Obviously, the larger the value of UserAct means the more active the
information publisher is.

(2) The follower-following ratio(PFFR) refers to the ratio of the number of followers
of the video publisher to the sum of the number of followers and fans, which can reflect
the interaction between the video publisher itself and other users’ feedback. If PFFR is
too small, it means the number of other users the publisher follows is much larger than
the number of fans; if PFFR is too large, it means the number of fans the publisher has
is larger than the number of other users the publisher follows. PFFR is shown in Eq. 2.

FolF = FFFans
FFAttention+FFFans

(2)
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where, FolF indicates PFFR; FFFans indicates the number of fans gained by the video
publisher; FFAttention indicates the number of followers of the video publisher.

(3) The average number of Likes(PAvL) refers to the ratio of the number of likes to
the number of contributions received by the publisher since the creation of the account,
which can reflect the quality of the information posted by the publisher, as shown in
Eq. 3.

LikeAve = LikeSum
UploadSum

(3)

where LikeAve denotes PAvL; LikeSum denotes the total number of likes received by the
publisher;UploadSum denotes the total number of videos uploaded by the publisher since
the account was created.

3.2 Environmental Characteristics of the Video

The video environment features are divided into two categories in this paper, the limited
option feedback features and open descriptive feedback features of the video viewer. The
limited option feedback features of video viewer are Likes, Coins, Favorites, Retweets
and number of comments(EC); the open descriptive feedback features of video viewer
are the comments of viewers.

The limited option feedback features in the video environment is a very convenient
evaluation mechanism, which requires only a few clicks on the corresponding button
to complete the video evaluation. Compared with textual feedback, video information
recipients are more willing to participate in this kind of evaluation method, which is con-
venient and time-saving, so the limited option feedback features is one of the important
environmental features.

The open descriptive feedback features in the environment features generally when
the information receiver’s emotion reaches a certain level, the receiver will make relevant
textual comments about the video he or she is watching. And this category of features
is a more detailed expression of user emotions. The open descriptive feedback features
in this paper include the emotional polarity of comments(ESP), the number of modal
particles of comments(EMP), and comment text length(ECTL).

(1) The emotional polarity of comments(ESP) is obtained using a sentiment lexicon
based approach. Firstly, the comment text is preprocessed, that is, the comment text is
divided into words and deactivated; secondly, the degree modifiers and sentiment words
in the comment text are identified; finally, the degree modifiers and sentiment words
are weighted, and the corresponding sentiment polarity of the comment is obtained by
accumulation. As shown in Fig. 1.

ESP is calculated as shown in Eq. 4.

Sentiment =
5∑

i=1

(pwi × pwsi) +
5∑

i=1

(nwi × nwsi) (4)

where Sentiment denotes ESP, the number of positive words of degree i in pwi comment;
the rating of positive sentiment words of degree i in pwsi comment; the number of
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Fig. 1. Comment on the flow of emotional polarity calculation.

negative words of degree i in nwi comment; the rating of negative sentiment words of
degree i in nwsi comment.

(2) The number of modal particles of comments(EMP) is obtained by identifying
the number of modal particles in the text information of the video comments, as shown
in Eq. 5.

ToneSum =
n∑

i=1

tone(wi) (5)

whereToneSum indicatesEMP, tone(wi)determineswhether theword is amodal particles,
and wi indicates the i word of the text.

(3) The comment text length(ECTL) is obtained by counting the comment words, as
shown in Eq. 6.

WordSum =
∑

wi (6)

where WordSum denotes ECTL, and wi denotes the i word of the text.

3.3 Model

Identifying whether the target video is a false video is a typical binary classification
problem, neural networks are very suitable for binary classification problems, this paper
uses convolutional neural networks to build a false video detection model, the detection
model construction process is shown in Fig. 2.

First, fourteen publisher features and eight environment features of the video are
extracted, and the traditional machine learning model is used for feature study to finally
filter out the optimal feature combinations, and finally the selected feature combinations
are sent to the convolutional neural network for training, which constitutes a joint feature
detection model for video falsity based on publisher features and environment features.

The convolutional neural network consists of convolutional layers for feature extrac-
tion, and one convolutional layer contains several feature planes for its analysis, and the
same feature plane shares weights, which reduces the connection between the layers of
the network and also reduces the risk of overfitting. The convolutional computation uses
a convolutional kernel with the corresponding input data for weighted summation, as
shown in Eq. 7.

convx,y =
p∗q∑

i

wivi (7)
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Fig. 2. False video detection model construction process.

The convolutional kernel is obtained by panning and scanning the input data, then
using the activation function to form the feature plane of the corresponding layer, and
finally sent to the next network layer. Due to the small size of the data input studied in this
paper, the pooling layer used for dimensionality reduction is not used, but sent directly
to the next convolutional layer until it is finally sent to the fully connected network layer
for classification, and the video falsity detection results are obtained.

4 Experiment and Analysis

This chapter will present the experimental results and analysis of the information pub-
lisher feature group and environment feature group for video falsity detection, as well
as the experimental results and analysis of the final filtered feature group for the joint
feature detection model. Firstly, the experimental results and analysis of the information
publisher feature group in false video detection are introduced; secondly, the experi-
mental results and analysis of the environment feature group in false video detection are
introduced; finally, the experimental results based on the information publisher features
and environment features will be applied to the joint feature detection model for false
videos.

4.1 Data Set

The dataset used in this study was independently collected and created by the research
team and the dataset is a health video dataset. After data filtering and cleaning, the dataset
contains a total of 700 video data, including 30 data items, including video number, URL,
video title, video text content, number of video plays, and video time.

The latest dynamic value, follower ratio and average number of likes of the video
publisher features are obtained by processing the basic features of the publisher, such
as the video release time, number of followers and number of followers. The emotional
polarity of comments, the number of words of tone of comments and the text length
of comments in the environment features are obtained by processing the basic environ-
ment features, and the basic environment features such as number of likes, number of
comments, number of coins, etc.
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4.2 Video Falsity Test Based on Publisher Characteristics

Based on the fact that there are fourteen publisher features and all their combinations
are 16,382, the effectiveness of publisher feature sets in video falsity detection is studied
experimentally using three models: support vector machine (SVM), K-most-neighborly
algorithm (KNN) and neural network.

Among them, PLDV takes January 1, 2021 as the reference time point, with negative
values earlier than the reference time andpositive values vice versa.Meanwhile, the video
to be detected is not considered as the latest updated video, and if this publisher only
released the video to be detected, the latest dynamic time is taken as January 1, 1900,
which means PLDV is −44197. The top 15 items of the average accuracy of the three
models are shown in Table 1.

From the experimental results shown in Table 3, the first 15 items with the highest
average accuracy were all 69%. However, the fifth of them uses the least number of
features to achieve the same accuracy rate as the other experimental groups, followed
by the 14th, 12th and 13th experimental groups. The performance of each experimental
group in SVM, KNN and artificial neural network is shown in Figs. 3, 4 and 5, in which
the top 13 experimental groups in terms of average accuracy have 7 groups ranked top
in KNN model in terms of accuracy and 3 groups ranked top in artificial neural network
model in terms of accuracy.

Table 1. Experimental results of average accuracy of falsehoodvideo detection based onpublisher
features.

No. Feature groups Average accuracy rate Number of feature
combinations

A1 (‘PL’, ‘PAvL’, ‘PR’, ‘PCon’,
‘PCha’, ‘PV’, ‘PAu’, ‘PCol’)

0.69 8

A2 (‘PL’, ‘PAvL’, ‘PR’, ‘PCha’,
‘PV’, ‘PLDV’)

0.69 6

A3 (‘PL’, ‘PR’, ‘PCon’, ‘PCha’,
‘PV’, ‘PLDV’)

0.69 6

A4 (‘PL’, ‘PR’, ‘PCon’, ‘PCha’,
‘PAl’, ‘PLDV’)

0.69 6

A5 (‘PF’, ‘PCol’, ‘PAl’) 0.69 3

A6 (‘PFFR’, ‘PL’, ‘PAvL’, ‘PR’,
‘PCon’, ‘PCha’, ‘PV’, ‘PAu’)

0.69 8

A7 (‘PFFR’, ‘PL’, ‘PAvL’, ‘PR’,
‘PCon’, ‘PCha’, ‘PV’, ‘PAl’)

0.69 8

A8 (‘PL’, ‘PAvL’, ‘PR’, ‘PCon’,
‘PCha’, ‘PV’, ‘PAu’, ‘PAl’)

0.69 8

A9 (‘PL’, ‘PAvL’, ‘PR’, ‘PCon’,
‘PCha’, ‘PV’, ‘PCol’, ‘PAl’)

0.69 8

(continued)
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Table 1. (continued)

No. Feature groups Average accuracy rate Number of feature
combinations

A10 (‘PL’, ‘PAvL’, ‘PR’, ‘PCha’,
‘PV’, ‘PAu’, ‘PCol’, ‘PAl’)

0.69 8

A11 (‘PL’, ‘PR’, ‘PCon’, ‘PCha’,
‘PV’, ‘PAu’, ‘PCol’, ‘PAl’)

0.69 8

A12 (‘PF’, ‘PFFR’, ‘PAu’, ‘PCol’,
‘PAl’)

0.69 5

A13 (‘PFa’, ‘PL’, ‘PCha’, ‘PV’,
‘PLDV’)

0.69 5

A14 (‘PF’, ‘PFa’, ‘PCha’, ‘PLDV’) 0.69 4

A15 (‘PL’, ‘PR’, ‘PCon’, ‘PAu’,
‘PAl’, ‘PLDV’)

0.69 6

Fig. 3. Experimental results of publisher features in SVM model.

Fig. 4. Experimental results of publisher features in KNN model.

Fig. 5. Experimental results of publisher features in artificial neural network model.

As shown in Figs. 3, 4 and 5, where the number of feature combinations is made
correlated and its value is between 0 and 1. Therefore the experimental group with fewer
combinations (corresponding to lighter blocks of color) and higher accuracy (corre-
sponding to darker blocks of color) is the optimal combination used to identify false
videos. For example, in the SVMmodel, the 8th and 15th experimental groups have bet-
ter feature combinations; in the KNN model, the 1st and 2nd experimental groups have
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better feature combinations; in the artificial neural network model, the 1st, 2nd and 8th
experimental groups have better feature combinations. The detailed feature combinations
and related experimental data are shown in Table 2.

Table 2. Data table of experimental results based on publisher characteristics.

No. Combination of features Precision Recall F1 Accuracy

SVM-8 (‘PF’, ‘PP’, ‘PCha’) 0.66 0.97 0.78 0.73

SVM-15 (‘PFFR’, ‘PP’, ‘PCha’) 0.66 0.97 0.78 0.73

KNN-1 (‘PAvL’, ‘PCha’, ‘PAu’) 0.75 0.90 0.82 0.80

KNN-2 (‘PAvL’, ‘PCha’, ‘PCol’) 0.78 0.83 0.81 0.80

ANN-1 (‘PP’, ‘PR’, ‘PCha’) 0.68 0.83 0.75 0.72

ANN-2 (‘PP’, ‘PCha’, ‘PAu’) 0.72 0.70 0.71 0.72

ANN-8 (‘PP’, ‘PCha’, ‘PCol’) 0.65 0.80 0.72 0.68

Compared to the average accuracy, the combination of publisher features shown in
Table 4 has more advantages in specific types of models, but does not have more stable
generalizability compared to the average accuracy experimental group.

4.3 Video Falsity Testing Based on Environmental Features

Based on the fact that there are eight environmental features and all their combinations
are 254, the effectiveness of environmental feature sets in video falsity detection is
experimentally studied using three models: support vector machine (SVM), K-most-
neighborly algorithm (KNN) and neural network. The top 8 average accuracies of the
three models are shown in Table 3.

From the experimental results shown in Table 5, the average accuracy of the first 8
items in the experimental group ranged from 72% to 70%. Among them, the 1st and 2nd
experimental groups have the highest average accuracy. The 3rd experimental group is
the combination of features with the least number of features and the second highest
average accuracy among the first 8 experimental groups.

The performance of each experimental group in SVM, KNN and artificial neural
network is shown in Figs. 6, 7 and 8, where the top 8 experimental groups with average
accuracy have better accuracy in SVM model, and 3 experimental groups each have
higher accuracy in KNN model and artificial neural network model.
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Table 3. Experimental results of the average accuracy of falsehood video detection based on
environmental features.

No. Feature groups Average accuracy rate Number of feature
combinations

B1 (‘Likes’, ‘Coins’, ‘Favourite’,
‘EC’, ‘ESP’, ‘EMP’)

0.72 6

B2 (‘Likes’, ‘Coins’, ‘Favourite’,
‘Retweets’, ‘ESP’, ‘RCTL’,
‘EMP’)

0.72 7

B3 (‘Likes’, ‘Coins’, ‘Favourite’,
‘ESP’, ‘EMP’)

0.71 5

B4 (‘Likes’, ‘Coins’, ‘Favourite’,
‘Retweets’, ‘EC’, ‘ESP’,
‘RCTL’)

0.71 7

B5 (‘Likes’, ‘Coins’, ‘Favourite’,
‘RCTL’, ‘EMP’)

0.71 5

B6 (‘Likes’, ‘Favourite’, ‘EC’,
‘ESP’, ‘RCTL’)

0.71 5

B7 (‘Likes’, ‘Coins’, ‘Favourite’,
‘EC’, ‘RCTL’)

0.71 5

B8 (‘Likes’, ‘Coins’, ‘Favourite’,
‘EC’, ‘EMP’)

0.70 5

Fig. 6. Experimental results of environmental features in SVM model.

Fig. 7. Experimental results of environmental features in KNN model.

Fig. 8. Experimental results of environmental features in artificial neural network model.
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Table 4. Data table of experimental results based on environmental characteristics.

No. Combination of features Precision Recall F1 Accuracy

SVM-2 (‘Likes’, ‘Favourite’, ‘EC’) 0.88 0.77 0.82 0.83

SVM-3 (‘Likes’, ‘Coins’, ‘Favourite’, ‘Retweets’) 0.92 0.73 0.81 0.83

SVM-4 (‘Likes’, ‘Favourite’, ‘EC’, ‘ESP’) 0.85 0.77 0.81 0.82

SVM-5 (‘Likes’, ‘Favourite’, ‘EC’, ‘ECTL’) 0.88 0.73 0.80 0.82

SVM-6 (‘Likes’, ‘Favourite’, ‘EC’, ‘EMP’) 0.88 0.73 0.80 0.82

SVM-7 (‘Likes’, ‘Favourite’, ‘ESP’, ‘ECTL’) 0.88 0.73 0.80 0.82

SVM-8 (‘Likes’, ‘Favourite’, ‘ECTL’, ‘EMP’) 0.88 0.73 0.80 0.82

KNN-1 (‘Likes’, ‘Favourite’, ‘ESP’, ‘EMP’) 0.69 0.80 0.74 0.72

KNN-2 (‘Likes’, ‘Favourite’, ‘EC’, ‘EMP’) 0.70 0.70 0.70 0.70

KNN-7 (‘Likes’, ‘Favourite’, ‘ESP’) 0.67 0.80 0.73 0.70

KNN-8 (‘Likes’, ‘Favourite’, ‘EMP’) 0.68 0.77 0.72 0.70

ANN-2 (‘Favourite’, ‘Retweets’, ‘ESP’, ‘EMP’) 0.76 0.63 0.69 0.72

ANN-3 (‘Favourite’, ‘ESP’, ‘ECTL’, ‘EMP’) 0.74 0.67 0.70 0.72

As shown in Figs. 6, 7 and 8, where the number of feature combinations is made
correlated and its value is between 0 and 1. Therefore, the experimental groupwith fewer
combinations (corresponding to lighter color blocks) andhigher accuracy (corresponding
to darker color blocks) is the optimal combination for identifying false videos. For
example, in the SVM-based model, the combination of features is better for the 2nd-8th
experimental group; in the KNN-based model, the combination of features is better for
the 1st, 2nd, 7th and 8th experimental groups; in the artificial neural network-based
model, the combination of features is better for the 2nd and 3rd experimental groups.
The detailed feature combinations and related experimental data are shown in Table 4.

Compared to the average accuracy, the combination of environmental features shown
in Table 4 has more advantages in specific types of models, but does not havemore stable
generalizability compared to the average accuracy experimental group.

4.4 Experimental Results and Analysis

The experimental results of fake video detection based on publisher features and
environment-based features show that the combination of A5 and B1 features is more
effective in identifying fake videos compared to others. Except for the application of
specific model scenarios, A5 and B1 are the combinations that use the least number of
feature items and have the highest average accuracy, respectively, in terms of generally
applicable feature selection. The publisher features and environment features selected
with higher average accuracy are shown in Fig. 9.

https://doi.org/10.1007/978-3-031-06791-4_4
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(left: publisher features; right: environment features)

Fig. 9. Feature usage.

Finally, a total of nine features, namely, PF, PCol, PAl, Likes, Coins, Favourite, EC,
ESP and EMP, are sent to the convolutional neural network-based fake video detection
model as a combination of joint features of publisher and information environment, and
their experimental results are shown in Table 5.

Table 5. Comparison of experimental results.

Accuracy Precision Recall F1

Fake video detection model 0.88 0.82 0.9 0.86

Over experiments show that the joint feature detection model of video falsity based
on publisher features and environment features has an accuracy of 88%. Compared with
single-feature false video identification, the accuracy is improved. The simultaneous
action of multiple features, the potential association between features and the learning
ability of convolutional neural networks lead to an accuracy index of 82%. It outperforms
most of the single-feature false videodetectionmodels in termsof accuracy andprecision.
In addition, the model outperforms the vast majority of comparison models in terms of
recall rate, and the number of correctly identified falsehood videos accounts for 90% of
the total number of falsehood videos to be predicted.

Meanwhile, after analyzing the experimental results with reference to real-world
cases, we found that publishers of fake videos usually falsify the number of followers
and activity in order to attract high traffic. Usually, they do not carefully divide the videos
into columns or waste time posting meaningless pictures in order to seek “efficient”
benefits. Fake video publishers usually have a bipolar tendency in following behavior,
that is, they follow too many people at random to attract them to return, or they never use
their illegal accounts for spreading fake videos to follow and interact. Analyzed from
the perspective of the environment in which the fake videos are released, the number
of likes, coins, favorites and comments harvested is usually also polarized because of
the problematic content of the fake videos, that is, viewers will not interact positively
with the content they hold suspicions about, or the fake video publishers will hire a large
number of fake accounts to interact positively, thus leading to an abnormal number of
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likes, coins, favorites and comments in order to attract more users for the purpose of
harvesting high traffic.

5 Conclusion

The text investigates publisher features and environment features of fake videos, and
through extensive experiments and validation comparisons, the better feature groups
are screened for use in fake video recognition applications. The experiments show that
the accuracy of the filtered publisher feature set and environment feature set jointly fed
into the convolutional neural network disinformation recognition model reaches 88%.
Compared with the previous video falsity check using traditional machine learning with
a single category of features, the recognition accuracy is improved. At the same time, it
is further demonstrated that the publisher’s own behavior and the environmental effects
generated by the video are correlated with falsity.

The experiments in this paper use the same weights for nine features fed into the
neural network training to obtain a better model for identifying falsity videos. The
next step of the study is to investigate the role of publisher’s own behavior and the
environmental effects generated by the video in the falsity testing of the video, so as
to further optimize the model and adjust the weights of the nine features to obtain a
detection model with higher accuracy in identifying the falsity of the video.
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Abstract. As an important aspect of industrial control security information, the
field of intrusion detection has been plagued by the problems of high false positive
rate, low detection rate, slow processing response and high data feature dimension
of traditional intrusion detection algorithms. In order to solve these problems, an
intrusion detection model KNN-AE-DNN based on K-NearestNeighbor (KNN),
Dense Neural Network and auto encoder network (AE) is proposed. In view of
the large number of industrial control system equipment and large amount of data,
when extracting the type of industrial control attack, the data feature dimension is
compressed to speed up the processing speed of the model. Firstly, the dimension
is reduced through data preprocessing and AE self encoder, and the training data
is input into KNN and DNN for model training. KNN is used as a preliminary
identification and classification, and the results of the initial discrimination are
input into DNN for secondary classification to obtain the final results. The exper-
imental results on NSL-KDD dataset show that the intrusion model proposed in
this paper shows good real-time performance and high detection rate.

Keywords: DNN · Auto encoder · Intrusion detection · NSL-KDD dataset

1 Introduction

The rapid development of the global Internet has rapidly promoted the process of the
industrial information industry, gradually changing from the closed LAN to the fully
open interconnection of all things, breaking the closure of the industrial control sys-
tem, making the industrial network face a more serious traditional information security
threat. Especially in the network security of industrial system, there are serious vulner-
ability risks in the current basic network due to the poor consideration of the security
of the initial industrial protocol. Intrusion detection system (IDS) plays a key role in
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protecting the information security of industrial system. The industrial system includes
data acquisition system of various industrial control equipment, monitoring and control
automation equipment system and monitoring management system. In recent years, due
to the openness of industrial control system, there have been highly destructive Stuxnet
virus and Ukrainian power grid attack. Intrusion detection system can extract and ana-
lyze the types of attacks from a large number of network traffic and log data, so as to
judge the security status of the system.

Learn discrimination algorithms from supervised machines, such as k-nearest neigh-
bor (KNN) and support vector machine (SVM) [1]. To deep learning algorithms, such as
auto encoder (AE), supervised learning fully connected Dense Neural Network (DNN).
Liao, YH et al. [2] generated configuration files for intrusion behaviors, matched the
attack behaviors in the data set, and experimented with DARPA BSM audit data set.
KNN algorithm can ensure low false positives and effectively detect intrusion detec-
tion attacks. Li, LX et al. [3] combined with the idea of density peak clustering (DPC),
introduced density into KNN algorithm and proposed DPNN classifier. The classifica-
tion performance on KDD CUP99 data set is better than that of SVM, KNN and other
machine learning methods. Razon et al. [4] reduced the dimension of data sets by com-
paring AE and PCA methods, combined with multi machine learning methods to build
classifiers, which can maintain high accuracy in two categories and multi categories. In
the literature, a method combining stacked sparse denoising self encoder (SSDA) and
softmax is proposed to improve the algorithm by reflecting the penalty term of attribute
feature information on SSDA, The detection effect of the experiment is 4.7% higher than
that of the original SSDA. Machine learning and deep learning methods [5] are directly
used in intrusion detection, and the effect is not good. Therefore, we can consider pro-
cessing according to the characteristics of different data, such as large amount of data
and high-dimensional features. To sum up, the KNN-AE-DNN model is proposed in
this paper. Firstly, the dimension of the data is reduced and filtered through AE, and
the training data is sent to KNN algorithm for fast mass preprocessing, which has the
problem of low accuracy; Then send the same data to DNN network for training, and
complete intrusion detection in DNN network.

2 Related Theory

2.1 Auto-encoder

As an unsupervised fully connected neural network [6], self encoder network can be
used to simplify data with higher dimension to data with lower dimension after feature
extraction. The connection diagram of AE is shown in Fig. 1. It can be reduced to
several dimensions by setting the number of nodes in the hidden layer in the middle
of the network, and then adjusted according to the data retention integrity. The self
encoder is composed of encoder and decoder. The former completes the abstract feature
representation of samples, the latter completes the reconstruction of input samples, and
completes iterative fine-tuning through gradient descent algorithm. 122 features were
obtained from the preprocessed data set. The 122 features are used as the input of the
self coding network, so the number of input nodes is set to 122, and then the three-layer
hidden structure is used to reduce the dimension of the input data. The compression
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dimension is set to 10 dimensions by the trial value method, and the reconstructed data
is decoded and restored by the decoding layer. Finally, the weights are continuously
trained to minimize the error between the reconstructed item and the data before coding.

Algorithm steps:
Assume that X ,W and be represents the weight and offset of the coding part. f represents
a nonlinear activation function, such as relu or sigmoid. The self encoder encodes the
samples through linear mapping and nonlinear mapping activation functions.

h = f (W ∗ X + be) (1)

Then, the decoder decodes and reconstructs the coding features and outputs:

X ′ = f (W ′ ∗ h + bd ) (2)

W ’ and bd represents the weight and offset of the decoding part.
Finally, the mean square error method is used to measure the output and input errors,

and the adaptive gradient descent algorithm of Adam is used to minimize the error after
and before data coding.

L(X ,X ′) = 1

2n

∑n

i=1
(X ′

i − Xi)
2 (3)

Fig. 1. Auto-encoder network structure.

2.2 Dense Neural Network

Fully connected network DNN [7] is one of the commonly used neural networks. It con-
tains multiple hidden layers, in which all nodes between each two layers are connected
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Fig. 2. DNN structure.

one by one. The structure is shown in Fig. 2. As a multi-layer perceptron, DNN has
simple structure and convenient application.

In the fully connected neural network, any neuron in each layer will process and
calculate the input data, and transfer the calculated result information to any neuron in
the next layer. The weight and offset of the previous node are transferred to the next
node [8]. The specific calculation formula is shown in (4):

zij = wi
j ∗ X − bij (4)

f (Zi
j ) = σ(Zi

j ) (5)

zij represents theweighted result of the j node of layer i,w
i
j和 bd represents the connection

weight and offset of the node of the previous layer to the node respectively, by the
linear weighting of x, the weighting result is obtained, and then the result is input into
the activation function σ ,and get the output of node. The visual form of feedforward
propagation of DNN neural network is expressed as formula (4) and formula (5).

The role of input layer neurons is to input the dimensionless data into the network
without calculation and processing. The learning process of DNN is essentially to con-
tinuously adjust the connection weight and offset between neurons, so as to continuously
approach the original results of training samples. The most commonly used algorithm is
the error back propagation (BP) algorithm [9]. According to the gradient descent algo-
rithm, the calculation expressions of weight and offset used in back propagation can be
obtained, such as formula (6) and formula (7).

wi
j = wi

j − η
∂e

∂wi
j

(6)

bij = bij − η
∂e

∂bij
(7)

Activation functions include tanh function, sigmoid function and relu function [10].
Choosing different activation functions will have different convergence speed and train-
ing time in the same model. The simmoid function maps the input operation to 0~1,
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The simmoid function maps the input operation to −1~1. Because tanh’s input floats up
and down around the origin, which is more in line with the characteristics of nonlinear
monotonicity and good fault tolerance, tanh’s performance is better than sigmoid, but
when both of them encounter extreme data during training, it will lead to the function
derivation approaching zero, so that the weight value cannot be updated, resulting in the
disappearance of gradient, and the training of neural network cannot be completed. Relu
compares the first two. As can be seen from function Fig. 3, while x < 0, the output
value is 0, and when x > 0, the output value increases with x. Gradient calculation
requires the cumulative multiplication of weight and activation function. As long as the
output value is not 0 and the input data is usually greater than zero, the gradient will not
disappear. And relu has faster convergence speed, so theoretically, it will perform better
in the hidden layer. The images of the three activation functions are shown in Fig. 3.

Fig. 3. Three activation functions.

In the selection of output function in the output layer, considering that the model
uses one hot method to process the original data, and it is a multi classification task, the
calculation results of each output point range in [0,1] and are closely related, while the
application scenario of sigmoid function is mainly on the two classification problem, so
softmax is selected as the output function in the experiment. The function expression is
shown in formula (8).

f (zi) = ezi
∑C

c=1 e
zC

(8)
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3 KNN-AE-DNN Model Design

3.1 Design Ideas and Overall Framework

In order to solve the two problems caused by the high-dimensional data features of the
data set to the detection model, which affect the extraction of effective data features,
reduce the accuracy of training and increase the training time of the model, the following
design ideas are given in this section.

The characteristics of NSL-KDD data reach 122 dimensions after preprocessing,
which is the main reason for slowing down the training model and affecting the accuracy
of themodel. Therefore, it is necessary to reduce the dimension of the preprocessed high-
dimensional data. There are several dimensionality reduction methods, such as PCA
(principal components analysis) [11], AE. PCA algorithm maps the data in the data set
from the original feature space to the orthogonal space sufficient to retain the feature
components through base transformation. In the orthogonal space, a point in the data
set can be found to be closest to the hyperplane. AE is an unsupervised neural network
model, which does not need to label the data. By compressing the data dimension of the
input data, comparing the data before and after compression coding, the parameters are
continuously adjusted by the way of neural network back propagation, so that the output
is the same as the input data as much as possible.

Because the data set [12] is encoded by one hot, resulting in many characteristic
dimensions of the data, AE is used to reduce the dimension of the data. While training
DNN, KNN is added to roughly classify the data, which can quickly classify a large
number of positive and abnormal data, saving time forDNNnetworkprocessingdata. The
more hidden layers of DNN will lead to poor real-time performance of data processing.
The three methods are combined. Firstly, AE is used to reduce the dimension of the data,
and then the training data is sent to KNN. KNN is used to screen the intrusion detection
data that is easy to judge, which reduces the classification task of DNN and increases
the real-time processing speed of DNN. Combined with the three, it can ensure high
detection rate and good real-time performance.

The overall framework of the model proposed in this paper is shown in Fig. 4. The
model is divided into three parts. The first part is to obtain data and preprocess data; The
second part is the intrusion detection part of DNN neural network training model; The
third part is the detection and classification module.

3.2 Data Preprocessing

The NSL-KDD data set [13] selected in this experiment is the optimized set improved
by tavallaee and others on the basis of KDD CUP99 data set. The data volume of KDD
CUP99 is about 5million, includingmanyduplicate data,whichwill cause poor detection
results and too long training time. Compared with KDD CUP99, NSL-KDD has only
30000 data in training set and test set, which greatly reduces the training time. In contrast,
the data of NSL-KDD is more refined, making the detection of the model more accurate.
The NSL-KDD dataset contains 41 features and one label. The last column represents
the number of times that the samples in this row are detected to be correctly classified
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Fig. 4. Framework of the model.

Table 1. Attribute information of NSL-KDD data.

Attribute number One-hot encoding

1–9 Basic characteristics of connection

10–22 Connected content characteristics

23–31 Time based traffic characteristics

32–41 Host based traffic characteristics

41 Label

in previous experiments. The higher the number of times, the easier it is to be classified.
The specific information is shown in Table 1.

Preprocess the data set to obtain high-quality data set and further improve the perfor-
mance of the model. It includes two parts: normalization of continuous data and coding
of discrete values.

Data Normalization
In this paper, the normalization of the experimental part adopts the maximum and min-
imum standardization [14], and the specific expression is shown in formula (9). xmin is
the maximum value of this dimension feature in all data, xmax is the maximum value of
this dimension feature in all data x∗ is normalized data.

x∗ = x − xmin
xminmax

(9)

Because the size of the numerical data in the data set is different, the normalization
processing is carried out by formula (9), and the linear transformation is carried out on
the original data to eliminate the influence of the dimension between the singular sample
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data on the data analysis results, so that the values are in the same order of magnitude.
The normalized data can improve the accuracy and convergence speed of the model.

One-Hot Encoder
Single hot coding, n-bit status register is used to encode N states, and each state has
its own independent register bit. For discrete type data in NSL-KDD data set, such as
protocol_type in feature; The network service type (service) of the target host class has
70 service type data; Network connection status (flag), flag has 11 network connection
status.

For example, protocol_ type has three values: TCP, UDP and ICMP. After one hot
coding, TCP is 001; UDP is 010; ICMP is 100. Five classifications of the label of the
sample, such as normal labeled 00001, probe labeled 00100, DOS labeled 00010, u2r
labeled 01000, and r2l labeled 10000.

Division of Data Set
After preprocessing NSL-KDD data, the trainingmodel is randomly divided into 3 equal
parts from 125973 training sets, 2/3 of which are trained and the rest are reserved for
testing, as shown in Table 2.

Table 2. Partition of data sets.

Data set Nor Pro Dos U2r R2l

Training set 44895 7771 30618 35 663

Test set 22448 3885 15309 17 332

4 Experiment and Data Analysis

4.1 Experimental Data and Experimental Environment

It can be seen from Sect. 3.2.3 that the NSL-KDD data set is used for the experimental
data, and the label includes five categories: denial of service attack (Dos), scanning attack
(probing), illegal local access of remote machine (R2l), unauthorized illegal access of
ordinary users (U2r) and normal. The specific data types are shown in Table 3.

The experimental hardware environment is window10 operating system, the CPU is
Intel i5-6300hq, the main frequency is 2.3 GHz, and the physical memory is 16.0 GB.
The development language is python, and the neural network model is built by the open
source framework keras.

4.2 Selection of Experimental Parameters

After normalizing the data, one hot coding is performed. After coding the service, the
data dimension rises to 110. After coding the protocol_type and flag, the final data



Intrusion Detection Model Based on KNN-AE-DNN 79

Table 3. NSL-KDD Data distribution table.

Type Train set Test set

Normal 67 343 9 711

Attack Dos 45 927 7 458

U2e 52 200

Probe 1 656 2 421

R2l 995 2 754

Total 125 973 22 544

dimension rises to 122. In dealing with the five classification problem, the label obtains
five-dimensional features through one hot coding, then the number of AE corresponding
input nodes is 122, and the dimension is reduced to 10 dimensions, then the DNN input
is 10 nodes and the output is 5 nodes. KNN parameter settings are shown in Table 5.
The parameter settings of AE are shown in Table 6.

The trial value method is used to select the appropriate epoch for the model. Taking
the 3 hidden layer network 10-50-40-20-5 as an example, the total number of epoch is
200. The iterative epoch and the corresponding cost loss are shown in Fig. 5.

Fig. 5. Number of epoch and loss.

It can be observed from the figure that after 100 iterations, the loss cost decreases
slightly between 50~75, and tends to be flat after 75~100. When selecting the number
of iterations of epoch, if the number of iterations is too small, it will lead to insuffi-
cient training, and too many iterations may lead to over fitting. Therefore, based on the
information on the graph, the selected number of iterations is 100.

For the selection of hidden layers of the network, the empirical trial value method is
used to select different network structures with 2~4 hidden layers, which are divided into
10-20-5, 10-50-40-5 and 10-50-40-25-5. Experiments show that the overall detection rate
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is similar when the number of hidden layers is 3 and 4, but the detection rates of u2r
and r2l in 4 hidden layers are lower than that in 3 hidden layers. The overall accuracy
of 2 hidden layers is not as good as that of 3 hidden layers. Under comprehensive
comparison, select the appropriate number of hidden layers as 3. After the epoch and
network structure are determined, the specific parameters are shown in Table 4.

Table 4. DNN parameter setting.

Parameter Value

Network structure 10-50-40-5

Activation function ReLU, Softmax

Gradient descent Adam

Learning rate 0.001

Batch size 256

Epoch 100

n_neighbors represents the number of adjacent points, which is obtained by recursive
search method, and n_neighbors is set to 5. Algorithm: the algorithm used in the radius
limited nearest neighbor method. There are three options, namely “auto”, “ball_tree”,
“kd_tree” and “brute”. KNN will make a trade-off among the above three algorithms
and choose the best fitting algorithm. Metric is a distance measure of the proximity
between test samples and training samples. There are three commonly used methods,
namely “Minkowski”, “Euclidean” and “Manhattan”. n_ jobs sets the number of parallel
processing tasks, which is mainly used for parallel processing of multi-core CPUs to
improve the running speed of the algorithm. The setting parameters of KNN are shown
in Table 5.

Table 5. KNN parameter setting.

Parameter Value

n_neighbors 5

Algorithm auto

n_jobs −1

Metric Manhattan

The AE network structure is set as 122-80-40-10-40-80-122. The network is large
on both sides, small in the middle and small in the middle. The parameter settings of AE
are shown in Table 6, n_ components is the feature dimension after dimension reduction.
The activation function is set to relu and sigmoid, and combined with adaptive gradient
optimization algorithm Adam, the learning rate should be reduced to 0.001.
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Table 6. AE parameter setting.

Parameter Value

n_components 10

Activation function ReLU, sigmoid

Gradient descent Adam

Learning rate 0.001

Batch size 256

4.3 Experimental Result

This experiment is divided into two experiments. Experiment 1 mainly explores the
real-time detection under two categories. The experiment mainly compares the binary
prediction accuracy and training time of DT [15], CNN, AE-KNN and KNN-AE-DNN
models. The specific experimental results are shown in the table below.

It can be seen from Table 7 that the accuracy rates of DT and CNN are the same,
but the training time of CNN is much longer than that of DT, and the real-time detection
performance is poor. DT has the advantage of fast training speed, but it is not as fast
as AE-KNN and KNN-AE-DNN in prediction time, and its accuracy and detection rate
are not as good as those after them. Compared with AE-KNN without KNN, KNN-AE-
DNN improves the accuracy by 2% points and performs better in detection rate. The
introduction of KNN has a slight impact on the training time, but can effectively improve
the detection rate.

Table 7. Result of experiment 1.

Method Accuracy/% Detection rate/% Train times/s Forecast time/ms

DT 91.88 89.44 0.69 58.86

CNN 93.76 90.05 90.01 N/A

AE-KNN 95.05 94.42 38.3 21.05

KNN-AE-DNN 98.56 97.06 40.15 20.75

Experiment 2 mainly explores the real-time detection under the five categories of
KNN-AE-DNNmodel. According to Table 8, KNN-AE-DNN’s speed advantage in five
categories is slightly inferior to DT, while DT and AE-KNN as a comparison have low
overall accuracy and poor performance despite short training time. The training time of
KNN-AE-DNN is about 3 s longer than that of AE-KNN, and the accuracy is improved
by 3% points. It can be seen that the introduction of KNN can improve the accuracy
without consuming a lot of time.
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Table 8. Total result of experiment 2.

Method Train times/s Total accuracy/%

DT 0.69 89.48

CNN 92.04 91.64

AE-KNN 42.22 94.33

KNN-AE-DNN 43.14 97.38

It can be seen from Table 8 that KNN-AE-DNN lost data when KNN screened u2r
with small sample size for the first time. In combination with Table 7 and Table 8,
the overall detection rate of the two categories. of data is higher than that of the five
categories, because in the two categories detection, the type probe is judged as u2r or r2l,
which is judged to be correct, while in the five categories, it is considered to be wrong.
From the results of the above two experiments, the overall detection rate of the intrusion
detection model proposed in this paper is better than other methods, which proves the
feasibility of the model on the whole. The specific results of five categories are shown
in Table 9.

Table 9. Classification result of experiment 2.

Method Evaluation Normal Dos Probe R2L U2R

DT Accuracy 94.01 89.44 0.69 58.86 50.20

Detection rate 96.31 83.29 0.47 62.59 2.44

CNN Accuracy 93.56 98.47 91.68 36.50 27.33

AE-KNN Precision 88.41 96.32 97.57 82.35 70,23

Detection rate 97.19 79.87 35.12 77.20 69.12

KNN-AE-DNN Precision 91.12 92.12 96.88 87.22 75.23

Detection rate 93.41 97.24 96.15 85.64 71.42

5 Conclusion

The intrusion detection model KNN-AE-DNN based on deep neural network proposed
in this paper greatly improves the speed of training and detection on the basis of ensuring
the accuracy. The dimension reduction of the model is completed by AE encoder. After
the initial screening of KNN detection data, it is used as the input DNN for secondary
judgment. The pre screening of KNN reduces the subsequent DNN work, effectively
reduces the running time, and improves the overall training speed. The next step is
to build a real network environment and collect real-time data for network intrusion
detection.
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Abstract. Nowadays, traffic identification is becoming increasingly important in
network security. But in practice, we often encounter unknown traffic, in which we
do not know its specific type, and makes it very difficult to manage and maintain
network security. The ability to divide the mixed unknown traffic into multiple
clusters, each of which contains only one type as far as possible, is a key point to
tackle this problem. In this paper, we propose a framework for unknown traffic
identification based on neural networks and constraint information to improve
the clustering purity. The framework consists of two main innovations: (1) It
uses neural network methods to reduce the dimensionality and select features of
network traffic. (2) It analyzes the constraint information of traffic and uses this
information to guide the process of identification. To verify the effectiveness of the
framework in this paper, we make contrast experiments on two real-world packet
traces respectively. Through our experimental results, we find that the maximum
clustering purity of our framework in this paper can reach 96.10% on the traces
of Internet Service Provider (ISP) and 91.89% on the public traces. Experimental
results show that the proposed framework is more effective than GaussianMixture
Model (GMM).

Keywords: Unknown traffic identification · Traffic classification · Neural
networks · Constraint information

1 Introduction

With the rapid development of technologies on the Internet, hundreds of millions of net-
work access points, devices, and network applications have generated massive amounts
of network traffic. And the composition of network traffic has become more and more
complex, a large amount of unknown traffic is mixed in the network. The unknown
traffic refers to the traffic generated by unknown applications or services (i.e., zero-day
applications), and it has never been covered by the identification system. These applica-
tions or services may be designed to evade network censorship by applying techniques
such as dynamic ports to communicate. Due to privacy and economic concerns, more
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and more applications or services use private protocols for transmission. In addition,
some malware also uses custom private protocols for data or command transmission,
generating a large amount of unknown traffic [1].

This paper aims at the problem that unknown traffic accounts for a large proportion of
network traffic, whichmakes it very difficult for networkmonitoring administration, and
proposes a framework for unknown traffic identification based on neural networks and
constraint information. There are generally three stages for close-grained unknown traffic
identification: (1) Extracting unknown network traffic from mixed network traffic; (2)
Dividing the traffic into multiple clusters according to type, and each of cluster contains
only one type as far as possible; (3) Label each cluster, such as protocol, application,
and other types [2]. In this paper, we focus on the second stage above.

In particular, according to the TCP/IPmodel, if some network flows are connecting to
the same endpoint, and they share the same destination IP address, destination port, and
protocols, these flows are typically handled by the same application process or network
service behind. And extracting this information between network flows is obviously
much easier than obtaining the service or application type. We extracted the constraint
information to guide the identification of unknown traffic. In machine learning tasks, the
ability of feature extraction is the key problem, we use autoencoder technology to reduce
dimensionality and select features of network traffic after extracting features to improve
clustering technology. To verify the effectiveness of our framework in this paper, we
make contrast experiments on real-world datasets. And the experimental results show
that the clustering purity rate of our framework can exceed 96%on the ISP traces and 91%
on the public traces. The evaluation results demonstrate that the proposed framework
obviously improves clustering purity.

2 Structure

This paper is organized as follows: Sect. 3 introduces the related works on unknown
traffic identification; Then we introduce the unknown traffic identification framework
based on neural networks and constraint information, including the schematic of the
framework, deep autoencoder, andGMMwith constraints inSect. 4;Experimental results
and discussions are given in Sect. 5; Finally, Sect. 6 concludes and summarizes this paper.

3 Related Works

There are four main categories of traffic identification methods, including port-based
methods, payload-basedmethods,methods based on host behavior, andmachine learning
algorithms used in traffic classification [3]. However, due to the violation of port number
assignments by more and more newly emerging applications, the port-based method has
become increasingly inaccurate in recent years [4]. Payload-based methods are widely
deployed in the industry today, which performs deep packet inspection (DPI) to either
reconstruct and validate the application, protocol, sessions, or match protocol signatures
against payload. Although payload-based methods are accurate, they require significant
computing resources and specific knowledge of the target in advance. And the input data
of methods based on host-behavior is log files, but in our scene, without log files.
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The past decade has seen a lot of research on network traffic identification using
machine learning techniques [5, 6]. Unknown traffic identification methods based on
machine learning have gradually become an important research direction in the field of
network security. Researchers based on the statistical features of network traffic, such
as the number of packets, packet length, etc., then use machine learning algorithms to
complete the identification of unknown traffic, such as K-means, GMM, DBSCAN, and
other unsupervised learning methods.

Erman identified the unknown traffic using K-Means and DBSCAN algorithms, and
the experimental results showed that both K-means and DBSCAN work very well [7].
To further improve the ability of identification, Liu et al. introduced log transform and
feature selection methods to process the features, which more significantly improve the
effectiveness of K-means in unknown traffic identification [8]. In [9], Zhang et al. based
on Erman’s idea, and aimed at zero-day traffic and parameter adaption problem, labeled
unknown protocols with the same three-tuple (include the destination IP address/port
and transport protocol) of flow, then divided the traffic into multiple clusters using
semi-supervised learning methods based on the labeled information of protocols, and
their experimental results showed that the effectiveness was better than C4.5, KNN,
plain Bayesian, Bayesian networks and Erman’s methods. There are others, including
hierarchical clustering, Fuzzy C-means, and other algorithms that have been applied
with unknown traffic identification. When using machine learning techniques to identify
unknown traffic, extracting the features of the traffic is one of the keys to success. Moore
et al. extracted statistical features of network traffic including maximum, minimum,
average et al., 248 discriminators (i.e., features) per-flow were used [10]. In [11] Chen
et al. used a neural network approach to extract the temporal and spatial features of
the traffic, respectively. Wang et al. converted the network traffic into images and used
the CNN model to extract features of the image to characterize the traffic [12]. In [13],
Yang et al. used a neural network algorithm to extract the features of network traffic,
then reduced the dimensionality and selected feature by autoencoder, the experimental
results have shown that is better than the original method.

In this paper, based on previous research, we find that the observed traffic flows are
not isolated. In the program, the system determines an IP flow through the IPv4 five-
tuple, including source IP address/port, destination IP/port, and transport protocol. And
if some network flows are connecting to the same endpoint, and they share the same
destination IP address, destination port, and protocol, these flows are typically handled
by the same application process or network service behind. Therefore, this paper obtains
constraint information by the 3-tuple of flows and uses this information to guide the
unknown traffic identification. Then, we train a multilayer neural network to reconstruct
features, high-dimensional features can be converted to low-dimensional features, this
process is better for classification and identification work [14]. In this paper, we use
autoencoder to reduce dimensionality and select features of network traffic [15, 16],
and propose a framework based on deep autoencoder and constraint information for
unknown traffic identification.
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4 The Framework for Unknown Traffic Identification

4.1 Structure of the Framework

Figure 1 shows the schematic of the framework proposed in this paper, which includes
two main modules: feature extraction module and clustering module. In the feature
extraction module, the input is statistical features of network traffic, and we use a deep
auto-encoder to train a self-supervised deep neural network and learn higher-order fea-
tures from unlabeled samples. In the clustering module, we extract the constraint infor-
mation among network flows, then use the GMM algorithm with constraints to achieve
the identification of unknown traffic.
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Fig. 1. The structure of framework.

4.2 Deep Autoencoder for Features Extraction

This section introduces the deep autoencoder in the feature extractionmodule, which can
automatically train an unsupervised deep neural network model to extract features. Tra-
ditional identificationmodels based on network traffic features are required to learn from
the labeled training set. To further improve the model effectiveness, many researchers
select features based on supervised learning, such as linear coefficient correlation, Lasso
sparse selection, and so on[17]. But, in our scene, without labeled data, so supervised
learning methods can’t cover the identification of unknown network traffic. In this paper,
we use a neural network, which has demonstrated feature learning capabilities and trans-
form data with nonlinear mapping. The neural network maps the feature space from
original to another as follow:

fθ : X → Z

where Z is the target feature space, whose dimensionality is smaller than X . And θ is
the parameter of the neural network, which can be learned automatically.

We use a deep neural network to implement automatic mapping of the original
feature, which has multiple hidden layers and can train input features through nonlinear
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mapping. Due to without labeled data of features, we use a deep autoencoder to train
and obtain higher-order features, which is an unsupervised neural network that consists
of several multilayer autoencoders [18].

Encode Decode

Fig. 2. The structure of autoencoder.

As shown in Fig. 2, an autoencoder is usually composed of an encoder and a decoder:

ψ : α → β

φ : β → α

ψ, φ = argmin
ψ,φ

||α − (ψ ◦ φ)α||2

where ψ is encoder, and φ is decoder.
In the stage of encoding, input x ∈ Rd = α is mapped to z ∈ RP = β; In the stage

of decoding, the autoencoder maps z to x′, which is similar to x. This process can be
computed as follows:

z = r1{W1x + b1}

x′ = r2{W2z + b2}
where z is an implicit representation of x, r1 and r2 are activation function, such as
Sigmoid, Rectified Linear Units (RELU), etc.W1 andW2 are the weights, b1 and b2 are
the bias. In this paper, we use RELU as activation function.

The loss function in the training process can be defined as:

J (x, x′) =
∑

x∈D
Lp(x, x′)

where Lp is the reconstruction errors, andwe use the square of Euclidean norm: ||x−y||2.
D is the dataset.

As shown in Fig. 2, the deep autoencoder is a multilayer deep neural network, and
after training the autoencoder by greedy layer-wise training, all the encoders are con-
nected in order, and then all decoders are combined in the opposite direction. When
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designing the deep network structure again, we set the middle layer as the minimum
dimension, and this approach has been successfully applied in the field of speech recog-
nition [19]. We finally obtained model which can map the original feature space to
another, and get higher-order features.

4.3 GMM with Constraints

According to the TCP/IP model, traffic flows are not isolated, and there is some relation-
ship between network flows. As shown in Fig. 3, in (1), Client#1 initiates three flows
connected to the Dport#1 of Server#1 by different source port, but same application
process or service behind. In Fig. 3 (2) Client#2, Client#3 and Client#4 initiate a flow
connected to the Dport#2 of Server#2 respectively, they also share same application
process or service. That means the information of type of application process or network
service behind can be extracted by three-tuple (protocol, destination port, destination
IP).

Client#1

Client#2

Client#3

Client#4

SIP

Sport#1

Sport#2

Sport#3

Dport#1 Server#1

Server#2

Sport#4

Sport#5

Sport#6

Dport#2

SPORT DPORT DIP

TCP

PROTO

TCP(1)

(2)

Fig. 3. Relationship between flows.

We introduce must-link constraints to express the constraint information between
network flows. If two samples satisfy the must-link constraint, then they should be
grouped into the same cluster when clustering.

Then, we present the GMMwith constraints. A GMM refers to a linear combination
of multiple gaussian distribution functions. Theoretically, a gaussian mixed model can
fit any type of distribution and is usually used to solve the problem where data under the
same set contains multiple different distributions. It is defined as:

p(x) =
K∑

k=1

αkφk(x|μk , �k)

where x is a variable; αk is the mixing coefficient of the k-th gaussianmodel,
∑K

k=1 αk =
1(0 ≤ αk ≤ 1). φk is the density function of the k-th gaussian model; (μk , �k) is the
distribution parameter of the k-th gaussian model.
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In this paper, we apply the Expectation-Maximum (EM) algorithm to obtain maxi-
mum likelihood estimates of the GMM parameters [20]. Due to the constraint informa-
tion, the search space for the maximum expectation of likelihood is restricted. Specif-
ically, we assume that the equivalence sets are independent and identically distributed
with respect to the mixing probabilities, and the flow instances within each set are gen-
erated by the data generation model based on the density parameters of the gaussian
component.

Let Y = {y1, y2, ..., yN } denoted N observed unlabeled samples. X =
{Y1,Y2, ...,YM } denotedM equivalence sets. An equivalence set contains Nl data points
{ys1, ys2, ..., ysNs

}, which satisfy the constraint information, and all data points in this set

should be grouped into one cluster,
∑M

s=1 Ns = N . Let ϒ = {γ1, γ2, ..., γN } denoted
the source assignments of the respective data points (γi ∈ {1, 2, ...,K}), ϒS denoted the
source assignment of equivalence set XS . Due to the constraint information, ϒ can be
divided into different data spaces according to the following formula:


 = {ϒ |(γ s
1 = ... = γ s

Nl
= ϒS), s = 1, ...,M }

Therefore, the Q function can be computed as follow:

Q(θ, θ∗) =E[log p(Y , ϒ |ϒ ∈ 
, θ)|Y , ϒ ∈ 
, θ∗]
=

∑

γ∈


log p(Y , γ |γ ∈ 
, θ)P(γ |Y , γ ∈ 
, θ∗)

where θ∗ is the estimated parameter currently, 
 is the data space of γ sliced by the
constraint information, and θ is the new parameter to be iteratively optimized.

In the E-step of EM, we compute the expectation above. According to the data
generation model, the log-likelihood for the complete data (Y , γ ) with constraints can
be computed as follow:

log p(Y , γ |γ ∈ 
, θ) = log p(γ |γ ∈ 
, θ)p(Y |γ, γ ∈ 
, θ)

=
M∑

s=1

logαϒs +
M∑

s=1

log p(Ys|ϒs, γ ∈ 
, θ)

The marginal probability of the implied data can be calculated using the following
formula:

P(γ |Y , γ ∈ 
, θ∗) =P(γ ∈ 
|Y , γ, θ∗)P(γ |Y , θ∗)
P(γ ∈ 
|Y , θ∗)

=
∏M

s=1 ζϒsP(ϒs|Ys, θ∗)
∑

ϒ1
...

∑
ϒM

∏M
j=1 ζϒj P(ϒj|Yj, θ∗)

where ζϒj can be computed as follow:

ζϒj =
{
1 if γ j

1 = ... = γ
j
Nj

0 otherwise
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Therefore, the Q function transforms into follow:

Q(θ, θ∗) =
M∑

s=1

K∑

l=1

P(ϒs = l|Ys, γ ∈ 
, θ∗)
Ns∑

n=1

log pl(x
s
n|θl)

+
M∑

s=1

K∑

l=1

P(ϒs = l|Xs, γ ∈ 
, θ∗)Ns logαl

The posterior probability of each equivalent set is:

P(ϒs = l|Xs, γ ∈ 
, θ∗) ≡P(γ s
1 = l, ..., γ s

Ns
|Ys, γ ∈ 
, θ∗)

=
∏Ns

n=1 [α∗
l pl(x

s
n|θ∗

l )]
∑K

j=1
∏Ns

n=1 [α∗
j pj(x

s
n|θ∗

j )]
In order to maximize Q(θ, θ∗), we used the derivative-based approach and finally

obtained the following results in the M-step with constraint information.

μi =
∑M

s=1 P(i|Ys, γ ∈ 
, θ∗)
∑Ns

n=1 x
s
n∑M

s=1 P(i|Ys, γ ∈ 
, θ∗)Ns

�i =
∑M

s=1 P(i|Ys, y ∈ 
, θ∗)
∑Ns

n=1 (xsn − μi)(xsn − μi)
T

∑M
s=1 P(i|Ys, γ ∈ 
, θ∗)Ns

αi = 1

M

M∑

s=1

P(l|Ys, γ ∈ 
, θ∗)

In summary, we first extract the constraint information, then guide the process of
GMM. The GMM with constraints not only makes full use of constraint information,
but also has excellent ability to discover unknown traffic types.

5 Experimental Methods and Results

5.1 Dataset

In this paper, two network traces, ISP and WIDE [21] traces, are used for our experi-
mental study. The ISP traces were collected from the edge network of the work Internet
environment for two hours per day between July 1 and 12, 2021; the public traces are all
provided by the public traffic data repository maintained by the MAWI Working Group
of the WIDE Project, and between 14:00 and 14:15 per day, from July 1 to July 20,
2021, total five hours, but these traffic IP addresses are anonymized and only part of
the payload is retained. The following table shows the details of the composition of the
dataset.
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To validate the effectiveness of our proposed identification framework, we need to
label the dataset. Because the payload of WIDE traces is incomplete, we use the port-
based approach to label this dataset. For ISP trace, we use nDPI [22] which is a network
open-source tool to identify and label this dataset. And in order to increase the confidence
of results,we also use the port-based approach to review the identification results of nDPI.
We selected the traffic corresponding to some common network protocols in all the data
as the experimental data. The ISP traces contain BT, DNS, HTTP, ICMP, SSL, POP3,
FTP, SMTP, and the WIDE traces contain DNS, HTTP, ICMP, SSL, IPsec, FTP, SMTP
(Table 1).

Table 1. The traffic traces of dataset.

Trace from Type Data Duration Remarks

ISP Edge 2021–07-01~2021–07-12 24 h 10:00~12:00 per day

WIDE Backbone 2021–07-01~2021–07-20 5 h 14:00~14:15 per day

Then we use CICFlowMeter [23] to extract the statistical features of the dataset.
CICFlowMeter is a network traffic flow generator and analyzer. It can be used to generate
bidirectional flows, where the first packet determines the forward (source to destination)
and backward (destination to source) directions, hence more than 80 statistical network
traffic features such asDuration,Number of packets,Number of bytes, Length of packets,
etc. can be calculated separately in the forward and backward directions. Some features
are shown in Table 2.

Table 2. Some features and descriptions.

Feature type Description

Packets Number of packets transferred in bidirectional

Packet size Packet size and Max, Min, Mean, standard deviation of packet size in
bidirectional

Bytes The volume of bytes transferred in bidirectional

Idle time Sub-flow idle time and Max, Min, Mean, standard deviation of sub-flow
idle time in bidirectional

Inter packet time Inter packet time and Max, Min, Mean, standard deviation of packet
time in bidirectional

Connection duration Connection duration and Max, Min, Mean, standard deviation of
duration in bidirectional
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5.2 Dataset

In this paper, we use clustering purity to evaluate the effectiveness of our framework.
Clustering purity is an external evaluation criterion of cluster quality. For cluster i, pij is
the probability that samples in i belong to class j. The formula of pij is:

pij = mij

mi

wheremi is the number of samples in cluster i andmij is the number of samples belonging
to class j in i. The purity of cluster i is defined as:

Pi = max(pij)

So, the clustering purity can be computed as follow:

purity =
K∑

i=1

mi

m
pi

where K is the number of clusters, and m is the number of all samples.

5.3 A Subsection Sample

To show the validity of the feature extraction method proposed in this paper, we used
GMM to identify unknown traffic based on two feature sets: features generated by the
method in this paper (PAPER-FEATURE) andCICFlowMeter (ORG-FEATURE). In the
experiment, we take the number of clusters as the only input parameter, and the parameter
ranges from ten to one hundred: k = 10, ..., 50, ..., 100. The following table gives the

Table 3. Clustering purity comparison of different features extraction methods

K ISP WIDE

ORG-FEATURE PAPER-FEATURE ORG-FEATURE PAPER-FEATURE

10 44.51% 54.87% 47.43% 48.45%

20 58.31% 67.56% 63.54% 64.33%

30 69.18% 73.41% 68.23% 68.41%

40 72.85% 77.23% 75.20% 75.49%

50 75.25% 80.91% 76.78% 78.62%

60 78.23% 82.45% 77.29% 80.88%

70 78.94% 84.52% 77.87% 81.12%

80 78.78% 85.67% 78.04% 81.40%

90 79.03% 85.29% 77.48% 81.07%

100 78.86% 85.81% 77.58% 80.94%



94 L. Kang et al.

purity of different feature processingmethods on ISP andWIDE traces, respectively.Our
target is to obtain higher purity at the lowest possible K value. As shown in Table 3, with
the increase of K value, the clustering purity of this paper’s method is almost always
higher than the original features both on ISP andWIDE traces. This satisfies the original
intention of our design.

And to illustrate the effect of constraint information in unknown traffic identification,
we make two contrast experiments based on GMM and Cons-GMM using original fea-
tures. Table 4 shows the experimental results. When the parameters are the same, Cons-
GMM can always get the best results on both datasets. It means constraint information
can improve purity in unknown traffic identification.

Table 4. The contrast experiments based on GMM and Cons-GMM using original features.

K ISP WIDE

GMM Cons-GMM GMM Cons-GMM

10 44.51% 43.41% 47.43% 48.54%

20 58.31% 62.43% 63.54% 63.21%

30 69.18% 75.31% 68.23% 74.43%

40 72.85% 78.87% 75.20% 77.98%

50 75.25% 81.21% 76.78% 79.21%

60 78.23% 83.45% 77.29% 82.58%

70 78.94% 82.93% 77.87% 84.23%

80 78.78% 83.14% 78.04% 83.76%

90 79.03% 84.02% 77.48% 83.81%

100 78.86% 84.25% 77.58% 84.08%

Then, we make experiments based on the framework of this paper and traditional
GMM, to show the validity of the framework. And the experimental results are given
in Table 5, which shows that our framework is always better than GMM when the
parameters are the same. On ISP traces, the clustering purity of our framework achieves
over 96.10%. Themaximum purity of our framework can reach 91.89% onWIDE traces,
which is more than 7% higher than GMM. The framework of this paper is obviously
superior to GMM.
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Table 5. The experimental results based on the framework of this paper and traditional GMM.

K ISP WIDE

GMM Paper GMM Paper

10 55.81% 41.89% 63.23% 38.45%

20 68.02% 71.25% 75.01% 77.28%

30 76.78% 82.87% 79.88% 83.77%

40 83.25% 89.45% 82.25% 89.26%

50 85.05% 92.34% 83.43% 90.34%

60 86.72% 94.57% 83.97% 91.57%

70 87.04% 95.77% 84.28% 91.71%

80 87.79% 95.89% 84.25% 91.89%

90 87.92% 96.05% 84.13% 91.76%

100 88.03% 96.10% 84.33% 91.80%

6 Conclusions

In this paper, we proposed a framework for unknown traffic identification based on
autoencoder and constraint information. The framework extracts the statistical features
of the network traffic, which is not affected by the encryption, it has strong universality.
And usually, it’s very difficult to get labels of traffic in the real world, but it is easy to
get implicit information between the flows, and we extract constraint information from
traffic to guide the identification of unknown traffic. In addition, our framework not only
can cover protocols based on text, but also has the ability for binary protocols. In future
work, we plan to further research the unknown traffic identification, we will focus on
how to merge similar clusters, and determine the number of clusters automatically.
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Abstract. Certificate-based encryption combines traditional public key encryp-
tion and identity-based encryption while preserving their features. Compared with
other public key cryptosystems, the advantage of certificate-based encryption are:
(1) solving the problems of certificate revocation in traditional PKI and third-party
queries about certificate status, (2) providingmore efficient PKI that requires fewer
infrastructures, (3) overcoming the key escrow problem inherent in the identity-
based encryption. In this paper, we propose an efficient certificate-based encryp-
tion scheme which meets the chosen-ciphertext security under the complexity
assumption of the truncated decision q-augmented bilinear Diffie-Hellman expo-
nent problem and the decision 1-bilinear Diffie-Hellman inversion problem in the
standard model. The proposed scheme requires computing only one bilinear pair-
ing in the standard model, our scheme enjoys better performance, especially on
the computation cost.

Keywords: Certificate-based encryption · Bilinear pairing · Chosen-ciphertext
security · Standard model

1 Introduction

In Eurocrypt 2003, Gentry [1] introduced the concept of certificate-based encryption
(CBE). In CBE, the function of implicit certificate mechanism is added to the traditional
PKI and the certificate status can be updated periodically. As in a traditional PKI, in
CBE, a CA is responsible for generating a certificate and sending updated certificate in
each time period to the owner of the public key. In addition to the original functions
of a traditional PKI certificate, a certificate in CBE add the partial decryption key. The
sender does not need to obtain new information about the status of the certificate due
to the implicit certificate provided by CBE, and the receiver can use his private key and
the up-to-date certificate from his CA to decrypt the ciphertext. Problems in traditional
PKI, such as certificate revocation and third-party queries about certificate status can be
solved by introducing the concept of implicit certificate. Therefore, we can use CBE to
construct an efficient PKI without requiring lots of infrastructures. Furthermore, there
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is no key escrow problem (since the CA does not know the private keys of users) and
key distribution problem (since the certificates need not be kept secret) in CBE.

In theoriginalwork [1],Gentry constructed thefirstCBEscheme in the randomoracle
[2, 3] from the BF-IBE scheme [4]. A subsequent paper by Yum and Lee [5] provided a
formal equivalence theorem among IBE, certificateless public key encryption (CL-PKE)
[6] and CBE, and showed that IBE implies both CBE and CL-PKE by giving a generic
construction from IBE to those primitives. However, Galindo et al. [7] pointed out that
the security of their generic constructions could be broken by a dishonest authority.
In fact, due to the naive use of double encryption without further processing, these
generic constructions have inherent flaws. In [8], Lu et al. solved this problem by using
the Fujisaki-Okamoto conversions [9, 10] and gave a method to achieve generic CCA-
secure CBE constructions in the random oracle model. In [11], Dodis and Katz proposed
a generic mechanism to build multiple-encryption schemes from PKE and claimed the
method they used can also be applied to IBE and PKE (instead of two PKEs) to build
CBE schemes in standardmodel. However, their structure uses the encryption algorithms
of IBE and PKE to encrypt messages in parallel, resulting in long ciphertext size. In
2005, Al-Riyami and Paterson [12] analyzed Gentry’s CBE concept and fixed some
problems in the original definition of the scheme and the security model of CBE. They
also presented a generic conversion from CL-PKE to CBE and claimed that using the
conversion can construct a secure CBE from any secure CL-PKE scheme. Kang and
Park [13] found a flaw in their security proof, so Al-Riyami and Paterson’s conversion
was incorrect. Therefore, the derived CBE scheme by Al-Riyami and Paterson [12] is
invalid. In [14], Yum and Lee proposed a separable implicit certificate revocation system
called status CBE to reduce the burden of certificate issuers to revoke certificates. In the
paper, they used a long-lived certificate to ensure the authenticity of a public key and
a short-lived certificate to handle the certificate revocation problem. However, in [15],
Park and Lee discovered that the status CBE scheme is insecure under the public key
replacement attack. In 2006, Morillo and Ràfols [16] proposed the first concrete CBE
scheme in the standardmodel from theWaters-IBE scheme [17] and the BB-IBE scheme
[18]. In 2008, Galindo et al. [19] proposed an improved CBE scheme based on the CBE
scheme in [16]. Liu and Zhou [20] also proposed a CBE scheme in the standard model
from the Gentry-IBE scheme [21]. In 2009, Lu et al. [22] proposed a quite efficient
CBE scheme in the random oracle model from the SK-IBE scheme [23, 24] which only
one pairing needed to be repairing. Lately, Hwang et al. [25] proposed a lightweight
certificate-based aggregate signature scheme to provide key insulation.Recently, with
the rise of the Internet of Things and big data, the corresponding security issues have
received extensive attention. In 2020, Li [26] presented a searchable encryption with
access control on keywords in multi-user setting. Ali’s scheme is to achieve authorized
attribute-based encryptionmulti-keywords search through policy updating [27]. In 2021,
Xu [28] used conjunctive searchable encryption to realizing private real-time detection.
Then, Alameen [29] proposed a mechanism for repeated attribute optimization in big
data encryption environment.
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In this paper, we propose a quite efficient CBE scheme which can be proved to be
chosen-ciphertext secure under the truncated decisional q-augmented bilinear Diffie-
Hellman exponent (q-ABDHE) assumption [21] and the decisional 1-bilinear Diffie-
Hellman inversion (1-BDHI) assumption [18] in the standard model. Our construction
is based on Gentry-IBE scheme [21] and its variant proposed by Kiltz and Vahlis [30].
Only one bilinear pairing needed to be computed in the decryption algorithm in our
scheme. Compared with the previous CBE schemes in the standard model, our scheme
enjoys better performance, especially on the computation cost.What isworthmentioning
is that our scheme also has performance comparable to the existing random-oracle based
CBE schemes.

The rest of this paper is organized as follows: In Sect. 2, we briefly review some
background definitions including certificated-based encryption, one-time authenticated
encryption, bilinear map and hardness assumption that we need. In Sect. 3, we present a
new efficient CBE scheme which is secure in the standard model. In Sect. 4, we make a
comparison of our CBE scheme and the existing CBE schemes. The paper is concluded
in Sect. 5.

2 Preliminaries

2.1 Certificate-Based Encryption

The following definition and security model for CBE are taken from [12] essentially,
where the original definitions given in [1] were reconsidered.

Definition 1. A CBE scheme is defined by following five algorithms:

– Setup is a probabilistic algorithm taking a security parameter k as input. It returns
CA’s master-key msk and the public system parameters params. We assume that the
descriptions of a finite message space MSPC and a finite ciphertext space CSPC are
contained in the params. params is used to be an implicit input to the rest of the
algorithms.

– UserKeyGen is a probabilistic algorithm that outputs a public and private key pair
(upk, usk).

– CertGen is a deterministic certification algorithm that takes <msk, τ , id, upk> as
input. It returns a certificate Certid,τ to the user. Here τ is used to identify a time
period, while id contains other information needed to certify the user.

– Encrypt is a probabilistic algorithm taking <τ , id, upk, M> as input, where M ∈
MSPC. It returns a ciphertext C ∈ CSPC for message M.

– Decrypt is a deterministic algorithm taking<Certid,τ , usk,C> as input in time period
τ where usk is the user id’s private key. If decryption fails,it returns a special symbol
⊥, else it returns message M.

Naturally, all these algorithms are need to satisfy the standard consistency constraint,
that is ∀M ∈ MSPC, Decrypt(Certid,τ , usk, Encrypt(τ , id, upk,M)) = M, where Certid,τ
=CertGen(msk, τ , id, upk), and (upk, usk) is a valid key-pair generated by the algorithm
UserKeyGen.
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The chosen-ciphertext security for CBE (IND-CBE-CCA) is defined against two
different types of adversaries:

– The Type I adversary A1 has no access to the master-key and acts as an uncertified
client;

– The Type II adversary A2 acts as an honest-but-curious certifier who possesses the
master-key msk and tries to attack a fixed client’s public key.

Definition 2. A CBE scheme is said to be secure in the sense of IND-CBE-CCA if
no polynomial-time adversary has non-negligible advantage in either IND-CBE-CCA
Game 1 or IND-CBE-CCA Game 2 defined as follows:

IND-CBE-CCAGame 1: The challenger C runs Setup to generatemsk and params,
then gives params to the adversary A1 and keeps msk to itself.

– Phase 1. The adversary A1 adaptively makes request to certificate and decryption
queries, C responses these queries as follows:

• On certificate query <τ , id, upk, usk>, C checks that (upk, usk) is a valid key-pair.
If so, it runs CertGen on input<msk, τ , id, upk> to generateCertid,τ ; else it returns
⊥.

• On decryption query <τ , id, upk, usk, C>, C checks whether the (upk, usk) is a
valid key-pair. If so, it runs CertGen on input <msk, τ , id, upk> to obtain Certid,τ
and outputs Decrypt(Certid,τ , usk, C); else it returns ⊥.

– Challenge. On challenge query <τ *, id*, upk*, usk*, M0, M1>, where M0, M1 ∈
MSPC are of equal length, C checks that (upk*, usk*) is a valid key-pair and<τ *, id*,
upk*, usk*> was not the subject of a certificate query in Phase 1. If so, the challenger
flips a random coin b ∈ {0, 1}, and encryptsMb using the challenge public key upk*

and returns the resulting ciphertext C* to A1; else it returns ⊥.
– Phase 2. As in phase 1, with the restriction that <τ *, id*, upk*, usk*, C*> is not

the subject of a decryption query and <τ *, id*, upk*, usk*> is not the subject of a
certificate query.

– Guess. The adversary A1 outputs a guess b′ ∈ {0, 1} and wins the game if b = b′.
A1’s advantage in this game is defined to be

AdvCCACBE,A1
(k) = ∣

∣2 Pr
[

b = b′] − 1
∣
∣ (1)

IND-CBE-CCA Game 2: C runs Setup to generate msk and params, and runs
UserKeyGen to obtain a key-pair (upk*, usk*). It then gives params, msk and the
challenge public key upk* to A2.

– Phase 1. A2 issues a series of decryption queries of the form <τ , id, C>. On this
query, C runs CertGen on input <msk, τ , id, upk*> to obtain Certid,τ and outputs
Decrypt(Certid,τ , usk*, C); else it returns ⊥. These queries may be asked adaptively.
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– Challenge. On challenge query <τ *, id*, M0, M1>, where M0, M1 ∈ MSPC are of
equal length, C flips a random coin b ∈ {0,1}, encryptsMb using the challenge public
key upk* and returns the resulting ciphertext C* to A2; else it returns ⊥.

– Phase 2. As in phase 1, with the restriction that <τ *, id*, C*> is not the subject of a
decryption query.

– Guess. A2 outputs a guess b′ ∈ {0, 1} and wins the game if b = b′. A2’s advantage
in this game is defined to be

AdvCCACBE,A2
(k) = ∣

∣2 Pr
[

b = b′] − 1
∣
∣ (2)

2.2 One Time Authenticated Encryption

A symmetric encryption scheme SE is specified by two algorithms (E, D). Encryption
algorithm E takes a symmetric key K ∈ K(k) and a message M as input where k is
a security parameter and K(k) is a key space, and returns a ciphertext C = EK (M).
Decryption algorithm D takes K ∈ K(k) and a ciphertext C as input, and returns either
a message M = DK (C) or the distinguished symbol ⊥ denoting the invalid ciphertext.

An one time authenticated encryption scheme is a symmetric encryption scheme
which not only satisfies the security of ciphertext indistinguishability (which requires
that no adversary can efficiently distinguish between the encryptions of two messages
they choose), but also satisfies the security of ciphertext authenticity (which requires
that no adversary can efficiently generate a new valid ciphertext under some key when
the selected message is encrypted under the same key) [25].

Definition 3. A symmetric encryption scheme SE = (E, D) satisfies the security of
ciphertext indistinguishability if no adversaryA in the followinggamehas non-negligible
advantage in the security parameter k:

– Setup. The challenger C chooses a random key K ∈ K(k).
– Attack. The adversary A interleaves a series of encryption queries and a challenge
query, the challenger C handles these queries as follows:

• On encryption query <M>, C returns C = EK (M).
• On challenge query<M0,M1>, C picks a random bit b ∈ {0,1}, encryptsMb under
the key K and sends the resulting ciphertext C* to A.

– Guess. The adversary A outputs a guess b′ ∈ {0, 1} and wins the game if b = b′.A’s
advantage in this game is defined to be

AdvINDSE,A(k) = ∣
∣Pr

[

b = b′] − 1/2
∣
∣ (3)

Definition 4. A symmetric encryption scheme SE = (E, D) has ciphertexts authenticity
if no adversary A in the following game has non-negligible advantage in the security
parameter k:

– Setup. The challenger C chooses a random key K ∈ K(k).
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– Attack. The adversaryA issues an encryption query<M>, and is then given in return
C = EK (M). Following this, A outputs a ciphertext C*. Adversary A wins the game
if C* �= C and DK (C*) �= ⊥. A’s advantage in this game is defined to be

AdvAUTHSE,A (k) = Pr
[

C∗ �= C ∧ Dk
(

C∗) �= ⊥]

(4)

Definition 5. A symmetric encryption scheme which is secure according to both Def-
inition 3 and Definition 4 is said to be secure in the sense of one time authenticated
encryption (or AE-OT).

In our CBE construction, we will use an abstract notion of AE-OT scheme as a build-
ing block. We refer the reader to [31–33] for the details about the concrete constructions
of such schemes satisfying all required functionality and security.

2.3 Bilinear Map and Hardness Assumption

Let p be a large prime number, G and GT denote two multiplicative cyclic groups of
the same order p. A mapping e: G × G → GT is called a bilinear map if it satisfies the
following properties:

– Bilinearity: e(ua, vb) = e(u, v)ab for all u, v ∈ G and a, b ∈ Zp
*.

– Non-degeneracy: e(g, g) �= 1 for a random generator g ∈ G.
– Computablity: e(u, v) can be efficiently computed for all u, v ∈ G.

The security of our CBE scheme is based on the truncated decision q-augmented
bilinear Diffie-Hellman exponent (q-ABDHE) assumption [21] and the decision 1-
bilinear Diffie-Hellman inversion (1-BDHI) assumption [18].

Let q = q(k) be a polynomial. The truncated decision q-ABDHE problem is defined
as follows: Given a tuple (g, gα , …, gαq

, g′, g′αq+2
) ∈ Gq+3 and an element T ∈ GT

as input, where g and g’ be generators of G and α be a random element in Zp
*, decide

whether T = e(g, g′)αq+1
or T is a random element in GT .

Let B be a probabilistic algorithm that takes as input a random instance of the
truncated decision q-ABDHE problem and outputs a bit b ∈ {0, 1}. The advantage of
the algorithm B is defined to be

Advq−ABDHE
B (k) =

∣
∣
∣
∣
∣
∣
∣
∣

Pr

{

B(g, gα, . . . , gαq
, g′, g′αq+2

, e(g, g′)αq+1
) = 1

}

−

Pr

{

B(g, gα, . . . , gαq
, g′, g′αq+2

,T ) = 1

}

∣
∣
∣
∣
∣
∣
∣
∣

(5)

Definition 6. We say that the truncated decision (t, ε, q)-ABDHE assumption holds in
(G, GT ) if no t-time algorithm has advantage at least ε over random guessing in solving
the truncated decision q-ABDHE problem in (G, GT ).

The decision 1-BDHI problem is defined as follows: given a tuple (g, gα) ∈ G2 and
an element T ∈ GT as input, where α be a random element in Zp

*, decide whether T =
e(g, g)1/α or T is a random element in GT .
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LetB be a probabilistic algorithm that takes as input a random instance of the decision
1-BDHI problem and outputs a bit b ∈ {0,1}. The advantage of B is defined to be

Adv1−BDHI
B (k) =

∣
∣
∣Pr

{

B(g, gα, e(g, g)1/α) = 1
}

− Pr
{B(g, gα,T ) = 1}}

∣
∣
∣ (6)

Definition 7 We say that the decision (t, ε, 1)-BDHI assumption holds in (G, GT ) if no
t-time algorithm has advantage at least ε over random guessing in solving the decision
1-BDHI problem in (G, GT ).

3 Construction

In this section, we propose a new efficient CBE scheme which is IND-CBE-CCA secure
in the standard model. Our scheme is constructed from Gentry’s IBE scheme [21] and
its variant proposed by Kiltz and Vahlis [30]. Let G and GT be two cyclic groups of
prime order p and e: G × G → GT be a bilinear map. Let SE = (E, D) be a symmetric
encryption scheme with key space = KGT . Our scheme is described as follows:

– Setup: This algorithm performs the following steps to setup the system:

• Choose a generator g ∈ G, α, β1, β2 ∈ Zp
*, and computes g1 = gα , v1 = e(g, g)β1

and v2 = e(g, g)β2 respectively;
• Choose two collision-resistant hash functions H1: {0, 1}* × G3 → Zp

* and H2: G
× GT → Zp

*;
• Set the system public parameters params= (g, g1, h1, h2,H1,H2) and the certifier’s

master key msk = (α, β1, β2).

– UserKeyGen: This algorithm performs the following steps to produce a public/private
key pair:

• Choose two random elements x1, x2 ∈ Zp
* and set the private key as usk = (x1, x2);

• Compute the corresponding public key upk = (gx11 ,gx1 ,gx2 ).

– CertGen: To generate a certificate for the user with identity id and public key upk in
the time period τ , This algorithm performs the following steps:

• Randomly choose s1, s2 ∈ Zp
* and set h = H1(τ, id , upk);

• Compute the certificate Certid,τ = (s1, d1, s2, d2), where d1 = g(β1−s1)/(α−h) and
d2 = g(β2−s2)/(α−h).

– Encrypt: To encrypt the messageM for the user with identity id and public key upk =
(upk1, upk2, upk3) in the time period τ , this algorithm performs the following steps:

• Choose a random r ∈ Zp
* and compute c1 = (upk1· upk2−h)r and c2 = e(g, g)r ,

where h = H1(τ , id, upk);
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• Compute K = (vt1 · v2 · e(upk3, g))r and c3 = EK (M), where t = H2(c1, c2);
• Output the ciphertext C = (c1, c2, c3). Note that encryption does not require
computing any parings once e(g, g) and e(upk3, g) have been pre-computed.

– Decrypt: To decrypt the ciphertext C = (c1, c2, c3) for the user with identity id using
id’s private key usk = (usk1, usk2) and certificate Certid,τ = (s1, d1, s2, d2) in the
time period τ , this algorithm performs the following steps:

• Compute K = e(c1, dt
1d2)

1/usk1 · ct·s1+s2+usk2
2 , where t = H2(c1, c2);

• Compute M/⊥ = DK (c3) and output the message M or the failure symbol ⊥.

The consistency of the above scheme is easy to check as we have:

K = e(c1, d
t
1d2)

1/usk1 · ct·s1+s2+usk2
2

= e((gx11 · g−hx1)r, (g
β1−s1
α−h )t · g β2−s2

α−h )
1
x1 · (e(g, g)r)ts1+s2+x2

= e(gr(α−h), g
t(β1−s1)+β2−s2

α−h ) · e(g, g)r
(ts1+s2+x2)

= e(g, g)r(t(β1−s1)+β2−s2) · e(g, g)r
(ts1+s2+x2)

= (vt1 · v2 · e(upk3, g))r (7)

Next is our main result about the security of our CBE scheme.

Theorem 1. The above CBE scheme is IND-CBE-CCA secure assuming that the trun-
cated decision q-ABDHE assumption the decision 1-BDHI assumption holds in (G, GT )
and SE = (E, D) is a one time authenticated encryption.

Due to space constraints, the complete proof of the theorem is omitted in this paper,
and will be written in the final version of this paper.

4 Performance Comparison

Table 1 displays a detailed efficiency comparison between our CBE scheme and other
CBE schemes.

We consider four main operations: Pairing, Multi-exponentiation, and Exponentia-
tion. Among these operations, despite the advancement of [34] implementation technol-
ogy, the pairing operation is considered to be the most time-consuming. For simplicity,
we denote these operations respectively by p (Pairing), m (Multi-exponentiation in G),
and e (Exponentiation in GT ). As usual, all symmetric operations (the general crypto-
graphic hash function, symmetric encryption, etc.) are ignored. However, themaptopoint
hash function in Gentry03 scheme [1] is generally inefficient and slower than the general
hash function. Hence, we also consider about such hashing operation in our compari-
son. Such operation denoted by h (Hashing to G). Furthermore, for the IND-CBE-CCA
security, a one-time signature scheme or a combination of an encapsulation scheme
and a message authentication code is needed in some CBE schemes. We use the (Sign,
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Vfy) to represent the signing algorithm and the verification algorithm in the signature
scheme, vk and σ to represent the verification key and the signature, com and dec to
represent the public commitment string and the de-commitment string for the encapsu-
lation scheme, and mac to represent the message authentication code in the ciphertext.
Ciphertext expansion represents the difference between the ciphertext length and the
message length. In ciphertext expansion comparison, the length of a string X is denoted
by |X|. In [1] and [22], n should be at least 160 in order to obtain a reasonable secu-
rity. Furthermore, “rom” means random oracle model while “standard” means standard
model.

Table 1. Efficiency comparison of the proposed CBE scheme and other CBE schemes.

Scheme Model Encryption Decryption Ciphertext Expansion

Gentry03 [1] rom 2p + 1e + 1m + 2h 1p + 1m |G|+n

LLX09 [22] rom 2e + 2m 1p + 1e + 1m |G|+n

MR06 [16] standard 2e + 4m 3p + 3m |dec|+3|G|+|com|+|mac|

GMR08 [19] standard 2e + 5m + Sign 3p + 3m + Vfy 3|G|+|vk|+|σ |

LZ08 [20] standard 7e + 2m 2p + 2e + 1m 2|GT |+|G|

From Table 1, we can see that our CBE scheme enjoys better performance, espe-
cially on the computation cost, when compared with the existing three standard-model
CBE schemes in [16, 19, 20]. What is worth mentioning is that our scheme also offers
performance competitive with other two random-oracle based CBE schemes in [1] and
[22].

5 Conclusion

In this paper, we present a new CBE scheme which is IND-CBE-CCA secure under
the truncated decision q-ABDHE assumption the decision 1-BDHI assumption in the
standard model. Our scheme does not require computing any pairings in the encryption
algorithm and needs to compute only one pairing in the decryption algorithm. When
compared with the previous CBE schemes in the standard model, our CBE scheme has
obvious advantage in the performance.
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1 Introduction

1.1 A Subsection Sample

Quantum secure multiparty computation (QSMC) [1, 2] is an important branch of quan-
tum cryptography. Because of its high security and communication efficiency, QSMC
has a good application prospect in finance, military, and other fields. Quantum secret
sharing (QSS) [3–5] is a fundamental method of QSMC. Especially, QSS for sharing
quantum information is called quantum state sharing (QSTS). It can be divided into
non-hierarchical QSTS (NQSTS) [6–10] and hierarchical QSTS (HQSTS) according to
the players’ power. In the latter, the players of different powers have different authorities
to reconstruct the quantum state shared by the dealer Alice. Specifically, when a high-
power player reconstructs the quantum state, he only needs the help of any low-power
player and all the other high-power players; when a low-power player reconstructs the
quantum state, he needs the help of all the other players. Since HQSTS is more general
than NQSTS, it has been extensively studied. In 2010, Wang et al. [11] proposed the first
HQSTS protocol. Later, a (2, 3) threshold [12] HQSTS protocol and a (m, n) threshold
[13] HQSTS protocol were proposed. In 2013, Shukla et al. [14] studied a generalized
approach for HQSTS protocol. Bai et al. [15] proposed a (3, 4)-hierarchy QSTS with
an unknown eight-qubit cluster state [16]. In 2014, Xu et al. [17] implemented a (1,
2)-hierarchy QSTS protocol and a (m, n)-hierarchy QSTS protocol of an arbitrary two-
particle entangled state. Zha et al. [18] proposed a HQSTS protocol by an eight-particle
state in 2019. In 2021, Li et al. [19] designed HQSTS with the non-maximally entangled
cluster state. With the emergence of rational secret sharing protocol [20–23], rational
QSTS (RQSTS) protocol [24–27] is also explored. In the RQSTS protocol, the players
are rational and execute their strategies aiming to maximize their own utilities. So far,
most of the RQSTS effort is about NQSTS, almost nothing about HQSTS due to the
players have different authorities to reconstruct the quantum state, so appropriate game
models should be used to solve game equilibrium.

In this paper, we propose a rational hierarchical quantum state sharing protocol
inspired by References [17, 24], and [26]. First, the dealer shares an arbitrary two-
particle entangled state with the rational players based on (m + n + 1)-particle cluster
states. The rational players are divided into high-power players and low-power players.
Second, the shared quantum state is unknown to the dealer, so there are no copies of
quantum information. Ultimately, only one player David can reconstruct the quantum
state. AndDavid is elected by all the players, guaranteeing the basic fairness requirement
of the protocol. Besides, when a high-power player reconstructs the quantum state, he
will bargainwith several low-power players in order to obtain real information about their
measurement results. Accordingly, the Rubenstein bargaining model is used to discuss
the behavior of rational players in order to meet the actual application requirements.
Finally, our protocol achieves security, fairness, correctness, and strict Nash equilibrium.

The rest paper is organized as follows. The quantum states related to our protocol are
introduced in Sect. 2. In Sect. 3, we describe our RHQSTS protocol in detail. In Sect. 4,
we discuss the Rubenstein bargainingmodel. Our protocol is analyzed in Sect. 5. Finally,
the conclusion is discussed.
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2 Preliminaries

2.1 Quantum States and Quantum Operators

Bell States. The Bell states are four specific two-particle maximally entangled quantum
states [28, 29], shown as follows:

∣
∣ψ±〉 = 1√

2
(|01〉 ± |10〉), ∣

∣φ±〉 = 1√
2
(|00〉 ± |11〉). (1)

Four-Particle Cluster State

|�〉1234 = 1

2
(|0000〉 + |0011〉 + |1100〉 − |1111〉)1234 = 1

2
(|0〉|ϕ〉0〉 + |1〉|ϕ〉1〉)1234,

(2)

where |ϕ〉0 = |000〉 + |011〉, |ϕ〉1 = |ϕ〉1=|100〉 − |111〉.
Some single qubits whose initial states are all |0〉 can be entangled with four-qubit

cluster states by controlled-NOT operations, thus forming (m + n + 1)-particle cluster
state is:

|�〉012...m(m+1)...(m+n) = 1

2
(|0〉|ϕ〉0 + |1〉|ϕ〉1)012...m(m+1)...(m+n), (3)

where |ϕ〉0 =
∣
∣
∣
∣
∣
∣

0 . . . 0
︸ ︷︷ ︸

m

0 . . . 0
︸ ︷︷ ︸

n

〉

+
∣
∣
∣
∣
∣
∣

0 . . . 0
︸ ︷︷ ︸

m

1 . . . 1
︸ ︷︷ ︸

n

〉

, |ϕ〉1 =
∣
∣
∣
∣
∣
∣

1 . . . 1
︸ ︷︷ ︸

m

0 . . . 0
︸ ︷︷ ︸

n

〉

−
∣
∣
∣
∣
∣
∣

1 . . . 1
︸ ︷︷ ︸

m

1 . . . 1
︸ ︷︷ ︸

n

〉

.

The Used Four-Particle Entangled State

|�〉ABCD = 1√
2
[|0000〉 + |0110〉 + |1001〉 − |1111〉]ABCD.

= 1

4
[|++〉(|00〉 + |10〉 + |01〉 − |11〉) + | + −〉(|00〉 − |10〉 + |01〉 + |11〉)

+ | − +〉(|00〉 + |10〉 − |01〉 + |11〉) + | − −〉(|00〉 − |10〉 − |01〉 − |11〉)]ABCD. (4)

Pauli Operators. The Pauli operators represented by the computational basis are

U0 = I = |0〉〈0|+|1〉〈1|, U1=Z = |0〉〈0| − |1〉〈1|,
U2 = X = |0〉〈1|+|1〉〈0|, U3 = iY = |0〉〈1| − |1〉〈0|. (5)

Hadamard Gate

H = 1√
2
[(|0〉 + |1〉)〈0| + (|0〉 − |1〉)〈1|] = |+〉〈0| + |−〉〈1|,

H |0〉 = 1√
2
(|0〉 + |1〉) = |+〉, H |1〉 = 1√

2
(|0〉 − |1〉) = |−〉.

(6)
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3 Rational Hierarchical Quantum State Sharing Protocol

In our protocol, there is a dealer Alice and (m + n) rational players, who are m high-
power players Bobi (1 ≤ i ≤ m) and n low-power players Charliej (1 ≤ j ≤ n). Let
David be the player who will reconstruct the two-particle entangled state |�〉xy shared
by Alice.

Alice determines the number of rounds (r + w) based on the geometric distribution
G(γ ) and publishes it. The players know nothing about the revelation round r. The
parameter γ is determined according to the players’ utilities. The process of the protocol
in the l-th (1 ≤ l ≤ r + w) round are as follows.

3.1 Dealer’s Protocol

[D-1] When l �= r, Alice prepares (m + n) |�〉AjBjCjDj
(1 ≤ j ≤ m+ n) as in Eq. (4). If

1 ≤ j ≤ m,AjBj are sent to Bobj; ifm+1 ≤ j ≤ m+n,AjBj are sent to Charliej−m.When
l = r, Alice prepares |�〉a0a1a2...amam+1...am+n

and |�〉b0b1b2...bmbm+1...bm+n
as in Eq. (3),

then Alice sends the particles ajbj and aj+mbj+m to Bobj and Charliej, respectively.
[D-2] When l �= r, Alice judged whether the players cheated through the mea-

surement results published by them. Then Alice publishes the number of the cheating
players, who are forbidden to participate in the protocol. The current round over and
proceed with the next round. When l = r, if David pays the other players, Alice will
perform the Bell states joint measurements on xa0 and yb0 respectively, then publish the
measurement results. Otherwise, Alice aborts the protocol.

3.2 Player’s Protocol

[P-1] Each player publishes an integer pj (0 ≤ pj ≤ m + n − 1, 1 ≤ j ≤ m + n) at
the same time. If any player does not publish it, he cannot participate in the protocol.
Calculates the sum k ′ = (

∑m+n
j=1 pj) mod (m + n).

[P-2] Let k = k ′ + 1, If 1 ≤ k ≤ m, David is the high-power player Bobk . Then the
other high-power players perform X basis measurements on ajbj (1 ≤ j ≤ m, j �= k)
respectively and publish the measurement results. All the low-power players perform
Z basis measurements on ajbj (m + 1 ≤ j ≤ m + n) respectively and publish the
measurement results. If m+ 1 ≤ k ≤ m+ n, David is the low-power player Charliek−m.
Then, the other players need to perform X basis measurements on ajbj (1 ≤ j ≤
m + n, j �= k) respectively and publish the measurement results.

[P-3] When l �= r, players who honestly participated in the protocol can con-
tinue. When l = r, if David is the high-power player Bobk , he randomly elects several
low-power players and bargains with them. Then David pays them. According to the
measurement results, David performs unitary operations on akbk . If David is a low-
power player Charliek−m, he performs Hadamard operation and unitary operations on
ak−mbk−m according to the measurement results.

4 Rubenstein Bargaining Model with Incomplete Information

When David is a high-power player, he does not need the help of all the low-power
players. Thus, David will bargain with them about the offer that he should pay [30].
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4.1 Assumption

Assumption-1: The high-power player David is denoted by Bobk , and any low-power
player elected by David is denoted by Charliej. Bobk ’s and Charliej’s fixed discounting
factors are δB and δC respectively (0 < δB, δC < 1). Here 0 represents extreme irritabil-
ity and 1 represents extreme patience. Since they have different powers to reconstruct
|�〉xy, there is δB > δC .

Assumption-2: Bobk ’s offer range to Charliej is [Bmin, Bmax], and Charliej’s offer
range is [Cmin, Cmax]. Both parties know Bmin ≤ Cmin.

Assumption-3: Charliej does not know Bobk ’s highest offer Bmax. Charliej thinks
that Bmax is BC

max. Charliej does not know the size of Bmax and BC
max, while Bobk does.

Assumption-4: Let
 = Bmax−Cmin,
C = BC
max−Cmin. According to the Harsanyi

transformation [31], Charliej does not know Bobk ’s highest offer, but knows that Bobk ’s
offer is evenly distributed over

[

0, 
C
]

. So the negotiation interval [Cmin, Bmax]
between Bobk and Charliej can be mapped to [0, 
], and

[

Cmin, BC
max

]

can be mapped
to

[

0, 
C
]

.
Assumption-5: Now consider that there are only three rounds in this bargaining

model. Take the third round as the inverse point to deduce forward and solve the model.
The utilities are as follows: In the first round: Charliej: +(m − 1)Ub11 ]; Bobk : y1. In
the second round: Charliej: δCx2; Bobk : −mt1 − xt2). In the third round: Charliej: δ2Cx3;
Bobk : δ2By3.

4.2 Solution

In the third round, Charliej’s own offer is x3. Although Charliej does not know the size
of 
 and 
C, he knows that Bobk will choose to accept or reject depending on whether

 ≥ x3 holds. So Charliej maximizes his expected utility

max
x3

δ2C(p3a · x3 + 0 · p3r), (7)

where p3a(p3a = P(
 ≥ x3) = (
C − x3)/
C) and p3r(p3r = 1 − p3a) are the proba-

bility that Bob accepts and rejects x3, respectively. From Eq. (7), let
d max

x3
δ2C (x3− x23


C )

dx3
=0,

x3’s optimal solution is x∗
3=
C

2 . Bobk ’s utility is δ2By
∗
3=δ2B(
 − 
C

2 ). Finally, all

UB
Cooperating(x) can know is 
 ≥ 
C

2 .
In the second round, Bobk ’s offer to Charliej is x2. For Charliej, he does not know

what Bobk ’s highest offer is, so he simply rejects x2. Charliej’s utility is δCx2.
In the first round, Charliej’s own offer is x1. Bobk ’s utility is y1 = 
 − x1. The

condition Bobk can accept is his utility in this round exceeds in the third round:


 − x1 ≥ δ2B(
 − 
C

2
) ⇒ 
 ≥ 2x1 − δ2B
C

2(1 − δ2B)
. (8)

If Eq. (8) holds, Bobk chooses to accept x∗
1, otherwise reject x

∗
1. For Charliej, he thinks

what Bobk can accept is


C − x1 ≥ δ2B(
C − 
C

2
) ⇒ 
C ≥ 2x1

2 − δ2B
. (9)
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With the increase of the number of rounds, the upper limit of Charliej’s own offer in
each round gradually decreases, and both parties’ utilities are gradually reduced due to
δB, δC . So Charliej’s offer in the first round is the highest. From Eq. (9), 
C’s optimal
solution Charliej guesses is

(
C)∗ = 2x1
2 − δ2B

. (10)

Charliej wants to maximize his utility and meet Bobk ’s acceptance condition, then

max
x1

(x1 · P1a + δ2Cx3 · Pra) = max
x1

x1(2 − δ2B)2 + [δ2C − 2(2 − δ2B)]x21
(2 − δ2B)2

, (11)

where P1a is the probability that Bobk accepts in the first round. Pra(Pra = P1r · P3a =
x1

2−δ2B
) is the probability that Bobk rejects in the first round and accepts in the third round.

From Eq. (11), there is

x∗
1=

(2 − δ2B)2

2(4 − 2δ2B − δ2C)
. (12)

Then,

(
C)∗ = 2x∗
1

2 − δ2B
= 2 − δ2B

4 − 2δ2B − δ2C
, x∗

3=

C

2
= 2 − δ2B

2(4 − 2δ2B − δ2C)
= x∗

1

2−δ2B
< x∗

1 . (13)

Thus, we can have the following combination of strategies: In the first round,

Charliej’s own offer is x∗
1= (2−δ2B)2

2(4−2δ2B−δ2C )
> 0. From Eq. (8) and Eq. (9), if 
 ≥

2x1−δ2B
C

2(1−δ2B)
= 2−δ2B

4−2δ2B−δ2C
, Bobk accepts x∗

1 and the negotiation ends. Then the bargaining

equilibrium is

x∗
1=

(2 − δ2B)2

2(4 − 2δ2B − δ2C)
, y∗

1 = 
 − (2 − δ2B)2

2(4 − 2δ2B − δ2C)
. (14)

If x∗
1 in the first round is rejected by Bobk . Then x∗

3= x∗
1

2−δ2B
< x∗

1 in the third round.

If 
 satisfies 0 < x∗
3 < 
, then Bobk accepts, otherwise he still rejects.

When both parties can continue bargaining indefinitely, the bargaining equilibrium
is that x∗

i satisfies 0 < x∗
i < 
.

5 Analyses

In our protocol, when David is a low-power player, it is the same as rational NQSTS
protocol. So we mainly analyze the protocol when David is a high-power player.
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5.1 Utilities and Preferences

The Strategies of the Players
David (Bobk):

a) d11: Chooses to cooperate and pays the related players.
b) d21: Chooses to cheat and refuses to pay.

Bobi (1 ≤ i ≤ m, i �= k) (Charliej (1 ≤ j ≤ n)):

a) b11 (c12): Chooses to cooperate and publishes the correct measurement results.
b) b21 (c22): Chooses to cheat and publishes the wrong measurement results, or remain

silent.

The Utilities of the Players
David (Bobk):

a) U+
d11

: Successfully reconstructs |�〉xy.
b) Ud11 : Fails due to cheating by other players.
c) U−

d21
: Fails due to own cheating.

Bobi (1 ≤ i ≤ m, i �= k) (Charliej (1 ≤ j ≤ n)):

a) U+
b11

(U+
c12): Successfully helps David.

b) Ub11 (Uc12): Fails to help David.
c) U−

b21
(U−

c22): His cheating is discovered by Alice.
d) Ub21 (Uc22): His cheating is not discovered by Alice.

For a rational player, he has the following preference: David: U+
d11

> Ud11 > U−
d21

,

Bobi (1 ≤ i ≤ m, i �= k): Ub21 > U+
b11

= Ub11 > U−
b21

, Charliej (1 ≤ j ≤ n):
Uc22 > U+

c12 = Uc12 > U−
c22 .

For David, since David’s actual utility is influenced by other players, U+′
d11

=Ud11 −
mt1 − xt2, where m and x (1 ≤ x ≤ n) are the numbers of high-power and low-power
players who help David respectively, t1 and t2 are the corresponding David’s offer to
them. The players’ goal is to obtain |�〉xy, so U+′

d11
> U+

b11
, U+′

d11
> U+

c12 . Besides, he
will choose some low-power players to bargain. The low-power players do not know
how many and which low-power players are elected by David. The highest offer, David
can pay to each low-power player, is Bmax. If David chooses x low-power players, there

is an inequality U+
d11

−mt1 − xBmax ≥ Ud11 , then x satisfies x ≤
⌊
U+
d11

−mt1−Ud11
Bmax

⌋

≤ n.

For the other high-power players Bobi, they can maximize their utilities by help-
ing David. When Bobi chooses to cooperate, no matter whether David successfully
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reconstructs |�〉xy or not, Bob’s utility should not be affected by the other players,
so U+

b11
= Ub11 . Obviously, the utility of successful cheating is the highest, then

Ub21 > U+
b11

= Ub11 . Correspondingly, Uc22 > U+
c12 = Uc12 . The low-power and high-

power players have different powers to reconstruct |�〉xy, so U+
b11

> U+
c12 . Besides, all

players’ utilities of failing to cheat are the lowest and the same, thenU−
d21

= U−
b21

= U−
c22 .

5.2 Security

To ensure the security of the quantum channel, Alice will conduct a security test by
inserting the decoy qubits into the qubits sent to the players. The players perform X or
Z basis measurements by the location of the decoy particles announced by Alice. Alice
compares the measurement results of the decoy qubits published by the players with the
initial states of the decoy qubits. If the error rates are lower than the set threshold, the
quantum channel is safe; otherwise, the communication ends. This detection method
has been discussed in References [32, 33]. We mainly analyze protocol security from
outside attacks and participants’ attack [34].

Outside Attack. The common outside attacks are entanglement-measure attack and
intercept-resend attack. Although the eavesdropper Eve intercepts the particles sent by
the dealer to the players, he cannot steal any information about the quantum state shared
by Alice. In our protocol, Alice ensures the quantum channel’s security, if Eve attempts
to steal secret information by the intercept-resend attack, this will result in the error rate
exceeding the threshold and be detected by Alice.

Participants’ Attack. For David, he may attempt to reconstruct |�〉xy without the help
of the other players. In fact, when David is a high-power player, he only knows the phase
information about |�〉xy. When David is a low-power player, he knows nothing about
|�〉xy. So David cannot reconstruct |�〉xy by himself.

For the playerswhohelpDavid, theymay attempt to reconstruct |�〉xy . Although they
know their measurement results, they could not get David’s quantum state because of the
quantum no-cloning theorem. They naturally cannot reconstruct |�〉xy. If a dishonest
player initiates the intercept-resend attack, he will be detected by Alice. Accordingly,
our protocol achieves security.

5.3 Fairness

In our protocol, only David can reconstruct |�〉xy, but he is elected by all players rather
than appointed by Alice [24]. This means that each player has the same probability 1

m+n
of becoming David in each round. So David’s election is fair to each player.

Theorem 1: If a player’s utility fromcooperating is higher than the utility fromcheating,
this protocol achieves fairness.

Proof: In this protocol, if a player deviates from the suggested strategy during the
execution, the protocol will not be aborted. But the cheating player will not be able to
continue participating in the protocol.
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Take the example of a high-power player Bobi (1 ≤ i ≤ m)’s strategy and a low-
power player Charliej (1 ≤ j ≤ n)’s strategy in the l-th round, and the probability that
this round is the revelation round is Pr(l = r) denoted by λ.

For Bobi, when he cooperates, if l = r, his utility is 1
m (U+

d11
−mt1 − xt2) +m−1

m Ub11 .

If l �= r, his utility is 1
mU

+′
d11

+ m−1
m U+

b11
. When Bobi cheats, if l = r, his utility is

1
m (U+

d11
− mt1 − xt2) + m−1

m Ub21 . If l �= r, his utility is 1
mU

−
d21

+ m−1
m U−

b21
. Thus, the

expected utilities of Bobi cooperating and cheating areUB
Cooperating(x)= λ

m [(U+
d11

−mt1−
xt2) + (m − 1)Ub11 ] + 1−λ

m [U+
d11

+ (m − 1)U+
b11

] and UB
Cheating(x)= λ

m [(U+
d11

− mt1 −
xt2)+(m − 1)Ub21 ] + 1−λ

m [U−
d21

+ (m − 1)U−
b21

], respectively.
For Charliej, elected byDavidwho is a high-power player, whenCharliej cooperates,

if l = r, his utility is x
nUc12 + n−x

n ·0. If l �= r, his utility is x
nU

+
c12 + n−x

n ·0.When Charliej
cheats, if l = r, his utility is x

nUc22 + n−x
n ·0. If l �= r, his utility is x

nU
−
c22 + n−x

n ·0. Thus,
the expected utilities of Charliej cooperating and cheating are UC

Cooperating=λx
n Uc12 +

(1−λ)x
n U+

c12 and UC
Cheating = λx

n Uc22+ (1−λ)x
n U−

c22 , respectively.

In order to ensure the fairness of the protocol, two inequalities UB
Cooperating(x) >

UB
Cheating(x) and UC

Cooperating > UC
Cheating must hold. Because U+′

d11
> Ub11 and Ub11 >

U−
d21

, UB
Cooperating(x) > UB

Cheating(x). For U
C
Cooperating > UC

Cheating , there is Uc22 >

Uc12 > U−
c22 , then

λ <
Uc12 − U−

c22

Uc22 − U−
c22

. (15)

When Eq. (15) holds, our protocol achieves fairness.

5.4 Correctness

Theorem 2: If all players in this protocol are rational, the protocol can achieve
correctness.

Proof: In our protocol, the players do not know the revelation round. Therefore, if a
player sends the wrong measurement results or remains silent in one round, he cannot
continue participating in the protocol. If David cheats in the revelation round, his utility
is far lower than the utility he chooses to cooperate. Both David and the players who help
David aim tomaximize their utilities, so noplayerwould bemotivated to cheat, andDavid
would successfully reconstruct |�〉xy. Therefore, our protocol achieves correctness.

5.5 Strict Nash Equilibrium

Theorem 3: If Eq. (15) holds, this protocol achieves strict Nash equilibrium.
Proof: In the game theory, if the protocol achieves strict Nash equilibrium, no matter

what other players’ strategies are, each player’s utility cheating should be less than his
utility cooperating.



A Rational Hierarchical Quantum State Sharing Protocol 117

In game theory, σ=(σ1, . . . , σn) is the strategies of n players. The notations σ−i

= (σ1, . . . , σi−1, σi+1, . . . σn) and (σ
′
i , σ−i) = (σ1, . . . , σi−1, σ

′
i , σi+1, . . . σn)

are also used. The utility function ui of each player Pi is defined over the set of possible
outcomes for the game.

Then, in the l-th round, when any high-power player Bobi (1 ≤ i ≤ m) cooperates
and follows the strategy σi, his utility is ui(σ )=UB

Cooperating(x). When he cheats and

executes the deviation strategy σ
′
i , his utility is ui(σi ′, σ−i) = UB

Cheating(x). Because

U+′
d11

> Ub11 and Ub11 > U−
d21

, ui(σ ) > ui(σi ′, σ−i).
When any low-power playerCharliej (1 ≤ j ≤ n) cooperates and follows the strategy

σj, his utility is uj(σ ) = UC
Cooperating . When he cheats and executes the deviation strategy

σ
′
j , his utility is uj(σj ′, σ−j) = UC

Cheating . When Eq. (15) holds, uj(σ ) > uj(σj ′, σ−j).
So our protocol achieves the strict Nash equilibrium.

5.6 Comparison of Protocols

In the HQSTS protocol, there is no knowledge of game theory. In fact, the players
should be thinking, i.e., rational. In other words, they should participate in the proto-
col with the intention of maximizing their own benefits. Besides, as the players have
different authorities to reconstruct the quantum state, the high-power players may abuse
their power, such as threatening the low-power players. Then, the low-power players
may give up participating in the protocol for fear of damage to their own utilities, and
eventually lead to failure. Therefore, we consider that the dealer is rational and design a
rational RQSTS protocol. Ensure that every player honestly participates in the protocol,
and the low-power players are not threatened by the high-power players. Accordingly,
compared with other HQSTS protocols, our protocol is more in line with the actual
situation.

All the RQSTS protocols that have been proposed are non-hierarchical, while our
protocol is hierarchical. In our protocol, when different authorities of players reconstruct
the quantum state shared by the dealer Alice, the game models are different. Especially,
when David who will reconstruct the quantum state is a low-power player, there is no
difference between the game process and rational NQSTS protocol. In contrast, when
David is a high-power player, we use the Rubinstein bargaining model in game theory
to analyze players’ behavioral strategies. Our protocol also achieves the strict Nash
equilibrium. Then, our protocol is more general.

6 Conclusion

In this paper, we proposed a RHQSTS protocol. An arbitrary two-particle entangled
state is shared by (m + n + 1)-particle cluster states between the dealer and the players.
The power of players to reconstruct |�〉xy is no longer the same, and the players are
divided into high-power players and low-power players. Besides, in order to ensure that
each player reconstructs |�〉xy with the same probability, David is elected by all players.
When David is a high-power player, he does not need the help of all the low-power
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players. Thus, the high-power player will elect several low-power players. Both parties
determine their respective utilities through bargaining. Since the players are rational,
we discuss the players’ behavior through the Rubinstein bargain model with incomplete
information. Therefore, compared with the HQSTS protocol, our protocol is more in
line with actual requirements. Finally, our protocol is proved to be secure, fair, correct,
and achieve strict Nash equilibrium. Our protocol is helpful to promote the application
of game theory in HQSTS protocol.
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Abstract. In recent years, with the popularization and widespread use of mobile
smart devices, Crowdsensing has gradually become one of the current research
hotspots. The incentive mechanism is an important issue in the research of Crowd-
sensing. The existing incentive mechanism usually relies on the bank-like trust-
worthy center, but the trustworthy center has the problemof system trust deficiency
because of its opaque control and vulnerable to attack. Blockchain is decentralized,
open, tamper-evident, and anonymous, which can be used as a solution to the trust
deficit problem inCrowdsensing incentivemechanism.Ablockchain-based incen-
tivemechanism is proposed for Crowdsensing, which adopts a blockchain-secured
distributed architecture, and the sensing users and data demanders participate in
the sensing tasks as nodes in the blockchain. This incentive mechanism uses a
reverse auction model to screen out irrational offer users and increase the exe-
cution efficiency of the sensing task. A Softmax regression algorithm is used to
implement miners’ verification of the quality grade of sensing data, and the value
of data is calculated by the quality grade of user offers and data to encourage
users to upload high quality and reliable data. Finally, the accuracy of the classi-
fication algorithm is compared through simulation experiments, and the security,
efficiency and feasibility of the system are analyzed.

Keywords: Blockchain · Crowdsensing · Reverse auctions · Incentive
mechanism · Classification algorithms

1 Introduction

Crowdsensing [1, 2] is a new model of data acquisition that combines the idea of crowd-
sourcing with the sensing capabilities of mobile devices, and is a manifestation of the
Internet of Things. Crowdsensing refers to the formation of interactive, participatory
sensing networks through ordinary users’ existing mobile smart devices that perform
specific sensing tasks and upload them to data-demanding groups, thereby helping
professionals to collect data, analyze information and share knowledge.
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The perception of data requires resources such as battery power, computing resources
and data traffic from the participants’mobile devices, and in the process requires time and
labor from the sensing users.Without appropriate rewards, participants are not interested
in staying active in crowdsensing over time. Therefore, designing a reasonable incentive
mechanism tomotivate enough participants to participate in the sensing task and provide
high quality and reliable sensing data is an important issue.

Currently, themain incentives in crowdsensing are reward payment incentives, enter-
tainment game incentives, social relationship incentives and virtual point incentives. As
a common incentive method in information networks [3–5], the issuance of reward pay-
ment incentives relies on trustworthy centers such as banks and government departments,
but there are many problems with this method. Trusted centershave absolute control over
the entire system, including the issuance of e-money and transaction data. The lack of
transparency in themaintenance process, as well as its irregular operation and inadequate
protection, has resulted in a lack of trust.

Blockchain technology can be used to solve the trust deficit problem caused by
trusted third parties. However, during the research process of building secure distributed
incentives based on blockchain, performance bottlenecks inherent to blockchain have
been identified. For example, the transaction throughput of Bitcoin and Ether is about
7TPS and 15TPS respectively, and that of Hyperledger Fabric is no more than 2000TPS,
which is much lower than that of existing databases [6]. The performance bottleneck of
blockchain has become an important factor that hinders sensing users from participating
in the task of crowdsensing. Therefore, in order to use the security and decentraliza-
tion properties of blockchain in crowdsensing, it is necessary to consider improving its
performance.

In response to the above problems, this paper proposes an efficient incentive mech-
anism based on blockchain in crowdsensing, in which blockchain technology and a
reverse auction model are introduced to solve the security problems such as the lack of
trust brought about by trusted third parties, and to improve the efficiency of the model.

The contribution of this paper is threefold:

• Ablockchain-based distributed incentivemechanism is proposed to ensure the validity
of sensing data while avoiding the security risks posed by trusted third parties.

• The incentive mechanism is designed using a reverse auction model. Screening out
irrational offers by users making auction offers reduces the workload of miners in
verifying data quality grades and increases the efficiency of performing a sensing
task.

• Calculate the quality grade of sensing data using Softmax regression algorithm. The
value of the data is calculated by the user offer and the quality grade of the data, and
the compensation is distributed according to different data values to encourage users
to upload data with higher value.

2 Background

2.1 Blockchain

In 2008 Satoshi Nakamoto introduced the concept of blockchain [7], a distributed shared
digital ledger backed by cryptography and stored in chronological order.
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Fig. 1. Blockchain infrastructure model.

The infrastructure model of blockchain technology [8] is shown in Fig. 1. Gener-
ally speaking, a blockchain system consists of a data layer, a network layer, a consensus
layer, an incentive layer, a contract layer and an application layer. The data layer encapsu-
lates the underlying data blocks and related data encryption and timestamping technolo-
gies; the network layer includes distributed networking mechanisms and data validation
mechanisms; the consensus layer mainly encapsulates various consensus algorithms of
network nodes; the motivation layer mainly includes the issuance and distribution mech-
anisms of economic incentives; the contract layer mainly encapsulates various scripts,
algorithms and smart contracts, which are the basis of the programmable features of the
blockchain; The application layer encapsulates various application scenarios and cases
of blockchain and provides programmable interfaces for users to customize, initiate and
execute contracts.

2.2 Crowdsensing System Model

Fig. 2. Crowd sensing system architecture.
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The system architecture model of crowdsensing is usually divided into three main
parts [9, 10], namely the server, the data demander and the user.

The process of executing the tasks of the Groupware-aware system is shown in
Fig. 2. First the server receives a service request from the data demander and broadcasts
the demand to the user; the sensing and collection of information about the external
environment by the user through sensors built into the mobile smart device; The server
analyses and processes the collected data and finally hands over the processed data to
the person who needs it.

2.3 Reverse Auction

Fig. 3. Forward and reverse auctions.

Reverse auctions, also known as reduced auctions or Dutch auctions, are a different
form of auction from traditional forward auctions where there are multiple buyers for
one seller. As shown in Fig. 3, a reverse auction is an auction where there is one buyer
and multiple potential sellers. In a traditional crowd-sensing system, the server is the
buyer and the user are the sellers. In a traditional Crowdsensing system, the server is the
buyer and the users are the sellers. The server issues a sensing task and the users quote
the amount they want to be paid for completing the sensing task. In the end, the server
selects the lowest bidder as the winner and pays them.

3 Related Work

In crowdsensing, incentive mechanism research is an important factor to promote its
development. Only by ensuring the number of participants and data quality, and by
promoting the efficient collaboration between organizers and participants to accomplish
the purpose and maximize the benefits, can the further development of crowdsensing be
promoted.

This system introduces blockchain technology to solve the problems of untrustwor-
thiness and centralization in the incentive mechanism of crowdsensing. He [11] et al.
proposed a blockchain-based real incentive mechanism for distributed P2P applications,
which can meet the diverse needs of users in a dynamic distributed P2P environment. Li
et al. [12] proposed a blockchain-based incentive framework CrowdBC for crowdsens-
ing applications, CrowdBC focuses on the problems of privacy leakage, single point of
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failure, and high service costs, but does not give a specific payoff distribution scheme;
Wang et al. [13] propose a blockchain-based distributed incentive mechanism based on
crowdsensing applications, using EM algorithms to evaluate the quality of sensing data
and issue payoffs according to different quality grades to encourage users to uploadmore
high-quality data.

The reward payment incentive mainly uses game theoretic methods, the most promi-
nent of which are auctionmodels, including reverse auction, combination auction, multi-
attribute auction, all-pay auction, two-way auction and VCG (Vickery-carlike-groves)
auction. In addition, there are incentive approaches based on Stackelberg’s game, among
others [14]. J.S. Lee et al. [15] first applied reverse auctions in the economic field to the
study of crowdsensing incentives, proposing a fixed-price randomized payment approach
to ensure a high user participation rate while minimizing the payment cost. Krontiris
et al. [16] use a multi-attribute auction mechanism in reverse auctions, which takes into
account not only the user participation rate but also the quality of the sensing data,
making the payment method more reasonable. Wen et al. [17–19] considered a location-
sensitive crowdsensing task and used a reverse auction model to implement an incentive
mechanism for high-quality data feedback. The use of reverse auctions can yield more
desired profits than fixed prices. Therefore, in a crowdsensing incentive mechanism,
the buyer dynamic bidding for the task used in the reverse auction can easily solve the
problem of determining the price of the sensing task.

4 A Blockchain-Based Framework for Crowdsensing Incentives
Mechanism

Fig. 4. Blockchain-based incentive framework.

• Data demander: physical crowdsources who are interested in data and are willing to
offer incentives for doing so.Mostly enterprises (e. g. large internet companies such as
Google, Amazon, Uber). They define the specifications and constraints of the sensing
task.
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• Miner: It calculates the quality grade and value of the sensing data, selects the sensing
users involved in the sensing task and aggregates their results, and finally transmits
the results back to the data demander.

• Sensing user: people who have the resources of a sensing mobile device and are
willing to perform tasks in exchange for payment. These participants participate in
the bidding based on the data collected by their own devices.

This paper uses blockchain technology and a reverse auction model to design an
incentive mechanism that improves the efficiency of performing the entire sensing task
while ensuring the overall welfare of the community. The case of one data demander and
multiple sensing users is discussed here. The process is described in the Fig. 4: first, the
data demander posts a sensing task, then the sensing user participates in a bid, and the
miner selects the candidates to participate in this sensing task based on the sensing user’s
offer. The candidate uploads the sensing data to the miner, who verifies the quality grade
of the sensing data. Afterwards, the miner estimates the value of the data by combining
the user’s offer and the quality grade of the sensing data, selects the candidate who
offers the highest value of data as the winning bidder for this sensing task, and sends the
validation results to the data demander. The data demander validates and pays the user
r∗. The value of the sensing user uploaded data is used as the criterion for granting the
reward, and a suitable reward rui is given. Thus, depending on the value of the sensing
data valuei, users receive different sensing rewards.

4.1 Posting Sensing Tasks

The sensing user, the data demander, needs to complete registration and pay a deposit
when entering the blockchain network. At this stage, the data demander publishes the
sensing task. Firstly, the data demander signs the SigSKdemand (CS − Task) for the sens-
ing task with his private key SKdemand and then posts the signature on the blockchain
network together with the sensing task announcement. The sensing task announcement
includes information such as task type, task requirements, number threshold N, and
quality announcement. In the quality announcement, the data demander gives a specific

data quality rating indicator y(j) =
{
y(i)
1 , y(i)

2 , . . . , y(i)
k

}
and a corresponding grade of

payoff R = {r1, r2, . . . , rk}. The higher the grade of data, the higher the payoff, and the
lower the grade, the lower the payoff. In addition, the data demander gives a deposit M
based on the expected total remuneration and a task deadline.

4.2 Select the Winning Bidder

The system is based on a reverse auction design incentive mechanism, which is divided
into two phases. In the first stage, the sensing user participates in an auction bid, and the
miner selects the candidates to participate in this sensing task based on the user’s offer; in
the second stage, the candidates upload the sensing data to the miner, who calculates the
quality grade of the sensing data. Finally, the miner calculates the value of the sensing
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data by the user’s offer and the quality grade of the sensing data, and selects the winning
bidder to participate in this sensing task based on the value of the data.

Select Candidate
This phase miners determine the eligibility of people to participate in the sensing task.
The user reads the sensing task CS − Task posted by the data demander and evaluates
the sensing cost and decides whether to participate in the bidding. The actual benefits
accruing to the user are:

profitui = rui − minci (1)

The rui is the reward received by the user for participating in the sensing task and ci
is the total cost of the user’s participation in the sensing task.

When profitui > 0, the sensing user participates in this sensing task as a bidder and
makes an offer. This paper uses a reverse auctionmodel, i.e. one buyer withmultiple sell-
ers. There are competitors for the sensing user to participate in the sensing task, so the user
will offer as rationally as possible. The miner ranks the offers of the participating sens-
ing task users from lowest to highest P{p1, p2, . . . , pn|p1 < p2 <, . . . , < pn, n > N} ,
where n is the number of bidders who want to participate in this sensing task and N
is the number of data demanders required to participate in the sensing task. In order
to ensure the overall social welfare, the number of bidders involved is required to be
greater than the number of data demanders required for this sensing task, otherwise the
sensing task is not performed. Since then, the first phase of selection has begun. In order
to avoid situations such as bidders uploading data that does not meet the data demander’s
requirements, the miner selects the top n∗ bidders in descending order of price as the
winning candidate P{p1, p2, . . . , pn∗ |n > n∗ > N }. The top n∗ users selected, use the
user’s private key SKui to calculate the signature SigSKui (Hash(Dataui)) of the sensing
data as the voucher for redeeming the reward, and upload the voucher together with the
sensing data Dataui after attaching it to the miner.

Calculating the Quality Grade of Sensing Data
After the winning candidate uploads the sensing data, the miner calculates the quality
grade of the sensing data according to the constraints in the data demander’s release
announcement.

In this paper, we assume that the data demanders are large Internet companies such as
Google, Amazon, Uber, etc. The sensing data can only be useful if it is uploaded to pro-
fessionals. At the stage of publishing the sensing task, the data demanderwill give the cri-

teria to determine the grade of the sensing data, i.e., the label y(j) =
{
y(i)
1 , y(i)

2 , . . . , y(i)
k

}

that can be given to classify the sensing data. y(j) can take k different values, and k
represents the classification of the sensing data into k grades.

y(j) =

⎡
⎢⎢⎢⎢⎢⎢⎣

y(i)
1

y(i)
2

...

yk(i)

⎤
⎥⎥⎥⎥⎥⎥⎦

∼

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

1

0

...

0

⎤
⎥⎥⎥⎥⎦

,

⎡
⎢⎢⎢⎢⎣

0

1

...

0

⎤
⎥⎥⎥⎥⎦

, · · · ,

⎡
⎢⎢⎢⎢⎣

0

0

...

1

⎤
⎥⎥⎥⎥⎦

⎫
⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(2)



Blockchain-Based Efficient Incentive Mechanism in Crowdsensing 127

Therefore, this paper uses a classification algorithm from supervised learning to
determine the quality grade of the sensing data. In practice, data demanders will maxi-
mize their interests by weighing the accuracy and complexity of classification criteria to
classify multiple grades, so this paper chooses a generalized Softmax regression algo-
rithm from logistic regression to achieve the need for supervised, multiple classifications
when miners judge data grades.

In this paper, a continuous piece of sensing data is used as an example (e.g.
audio data). For convenience, the audio data is divided into τ workload matrices
X = {x1, x2, . . . , xτ }. In step 1, X = {x1, x2, . . . , xτ } is put as input into a Softmax
regression model to train and calculate the grade of the sensing data.

gradei = hθ (x
(i)) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

P(y(i) = 1
∣∣∣x(i); θ )

P(y(i) = 2
∣∣∣x(i); θ )

...

P(y(i) = k
∣∣∣x(i); θ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

= 1
∑k

j=1 e
θTj x

(i)

⎡
⎢⎢⎢⎢⎢⎢⎣

eθT1 x(i)

eθT2 x(i)

...

eθTk x(i)

⎤
⎥⎥⎥⎥⎥⎥⎦

(3)

where θ1, θ2, . . . , θk ∈ Rn+1 is a parameter of the linear regression model, eθTj x
(i) ≥ 0,

and
∑k

j=1 e
θTj x

(i) = 1.p(y(i) = δ|x(i); θ) represents the probability of each workload

matrix x(i) being classified into δ grades.
In step 2, the cross-entropy method is used to determine the loss function of the

Softmax regression model and to calculate the difference between the trained results of
the model and the actual values.

J (θ) = − 1

m

[∑m

i=1

∑k

j=1
1
{
y(i) = j

}
log

eθTj x
(i)

∑k
l=1 e

θTl x(i)

]
(4)

In step 3, the parameters θ of the model are adjusted using the gradient descent
method to reduce the gap between the results trained by the model and the actual values.

∇θj J (θ) = − 1

m

∑m

i=1

[
x(i)

(
1
{
y(i) = j

}
− P(y(i) = j|x(i); θ)

)]
(5)

Step 4, update the parameter θ .

θj = θj − α∇θj J (θ) (6)

By continuously updating the parameters and substituting the updated parameters
back into Eq. (3) to start a new round of training, the minimum value of the loss function
minJ (θ∗) is finally found, at which point the parameter θ∗ is the optimal parameter found
by the Softmax model. Since then, substituting the parameter θ∗ into Eq. (3) will result
in the grade hθ∗

(
x(i)

)
of this sensing data.
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Calculating the Value of Sensing Data
After the miner verifies the quality grade of the sensing data, the value of each piece of
data is calculated by selecting a price factor α and a data grade factor β based on the
different requirements for price and data quality grade in the sensing task announcement
posted by the data demander, taking into account the offers of the winning candidates
and the quality grade of the sensing data provided.

valuei = αpi + βhθ∗
(
x(i)

)
(7)

The pi is the bidder’s offer and hθ∗
(
x(i)

)
is the sensing data quality grade.

Among the n∗ candidates, the top N candidates are selected as the winning bidders
for this perception task by ranking the {value|value1 >value2 > . . . > valuen∗} of the
winning bidders valuei selected in the first stage from highest to lowest.

4.3 Remuneration Allocation

After the winning bidder is selected, the miner announces the winning bidder of this
sensing task on the blockchain. It also encrypts the sensing data and the signature
SigSKui (Hash(Dataui)) of the sensing user with the public key PKdemand of the data
demander who published the sensing task this time, and forwards it to the data deman-
der. If the data demander can decrypt successfully with their own private key SKdemand ,
they have successfully obtained the sensing data and have successfully authenticated
themselves.

It is assumed that the data demander is professional and rational. After acquiring the
sensing data, the data demander tests the validity of the sensing data and verifies that
the miner verifies the correctness of the sensing data grade. After the data demander
has verified the completion of the verification, it issues a corresponding payment to the
sensing user. At this point, the data demander uses the user’s public key PKui to decode
the signature. If the data demander succeeds in decoding the signature, it successfully
authenticates the identity of the user ui, and then gives the user the payment, otherwise
no payment is given, thus completing the work of authenticating the user ui. In addition,
the data demander receives the ciphertext and calculates the digest of the plaintext, and
compares the digest decryptedwith the public key of the userui with the calculated digest,
if it is consistent, the data has not been tampered with. This completes the authentication
of the sensing data integrity and effectively prevents data tampering.

5 System Analysis

5.1 Safety Analysis

The system introduces blockchain technology in the crowdsensing application.
Blockchain technology can be used to solve the problem of trust deficit caused by trusted
third parties. Blockchain is traceable, trustless, decentralized, untamperable and anony-
mous. Using consensus mechanism, asymmetric encryption and blockchain structure, it
can establish reliable trust relationship between unknown parties and realize informa-
tion interaction between nodes. In the incentive mechanism designed by this system,
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the data demander releases the sensing task, the user uploads the sensing data, and the
data demander gives the user remuneration, all of which are packaged and recorded in
the blockchain, effectively solving the security problems such as the non-transparent
operation process brought about by the intervention of trusted third parties. Miners act
as sensing data grade verifiers in this system and select the sensing users who participate
in the sensing tasks. As an uninterested party, the miner verifies the grade of the sensing
data in a more trustworthy way than if it were verified by the server or self-checked by
the sensing user.

5.2 Performance Analysis

Reverse Auction Model
The system considers the application scenario of one data demander and many potential
sensing users, and uses a reverse auction model to design the incentive mechanism. In
the first stage, through auction bidding, miners select the winning candidate based on
the user’s offer, eliminating irrational offers at this stage and ensuring the interests of
the data demander. In the second stage, miners verify the quality grade of the sensing
data uploaded by the winning candidate. The elimination of irrational bids in the first
stage reduces the workload for miners to verify the quality grade of the sensing data in
the second stage, which improves the efficiency of performing the sensing task. At the
same time, the reduced workload of the miners means that the miners need to be paid
less for the sensing tasks and the sensing users get paid more, increasing the incentive
effect of the system.

Comparative Classifier Accuracy
The amount of crowdsensing data is huge and requires specialist equipment and
researchers to make the most of the crowdsensing data, so it is important that the data
demander can give specialist rating metrics for processing the sensing data for classifi-
cation. Therefore, this paper uses a supervised learning-based classification algorithm to
classify the grade of sensing data, and gives the user a corresponding payment accord-
ing to the grade of sensing data estimated by the classification algorithm, which has an
overwhelming advantage over the normal pricing mechanism with a uniform price for
all users, and not only motivates the user to upload more usable sensing data, but also
reduces the loss of benefits for the data demander.

The accuracy of the different classifiers was compared using the training and test
sets respectively, and the results are shown in Fig. 5. The accuracy of a classifier is the
ratio of the result of the classification algorithm in classifying a sample to the result of
the true classification of the sample. The red solid line represents the accuracy of the
training set and the green solid line represents the accuracy of the test set. the accuracy
of the Softmax algorithm is approximately 0.93 for the training set and 0.86 for the
test set. As can be seen from the figure, the Softmax regression algorithm has a certain
guarantee of the accuracy of the sample classification results, so this system uses the
Softmax regression algorithm for determining the quality grade of the sensing data.
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Fig. 5. Comparison of the accuracy of different classifiers

5.3 Simulation Results and Analysis

The incentive mechanism designed in this system is based on the reverse auction model.
In the first stage, the sensing user offers a price and the miner selects a candidate based
on the user’s offer to enter the second stage; in the second stage, the miner verifies the
quality grade of the sensing data uploaded by the candidate and then selects the winning
bidder based on the candidate’s offer and the quality grade of the sensing data. It appears
that the focus and difficulty in implementing the incentive mechanism described in this
system is to determine the sensing data quality grade so that the data demander can pay
the user accordingly according to the different quality grades.

The simulation experiments to verify the quality grade of the sensing data are shown
in Fig. 6. In the figure, the vertical coordinates represent the 3 different labels given by
the data demander, representing each of the 3 different grades. The horizontal coordinate
indicates the sample number. A piece of sensing data is divided into 50 samples X =
{x1, x2, . . . , x50}, and each of these 50 samples ismapped to a different grade according to
the label given by the data demander. The red dots represent the true classification results
of the samples, while the green dots represent the results of classifying the samples using
the Softmax regression algorithm. If the red dots overlap with the green, the Softmax
regression algorithm classifies the sample in the sameway as the true classification of the
sample. Conversely, the classification result is inconsistent. The simulation results are
shown in the figure, the input set of this sensing data is mapped in rank one, according
to the rules, the miner classifies this sensing data as rank one, and the data demander
should give this user the payoff of rank one.
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Fig. 6. Softmax regression algorithm calculates sensing data quality grades

6 Conclusion

This paper proposes a distributed architecture using blockchain security to solve the
problem of the existence of a third-party transaction control center in the Crowdsensing
incentive mechanism. In response to the inherent performance bottleneck of blockchain,
a reverse auction model is introduced to reduce the workload of miners while increasing
the incentive effect on users. Softmax regression algorithm is used to determine the
quality grade of sensing data uploaded by users, which motivates users to upload high
quality sensing data and ensures the benefits of data demanders. The accuracy and
feasibility of the incentive mechanism are verified by simulation experiments. In future
research, wewill consider the contradiction between incentive and privacy, and introduce
encryption technology to solve the problems of user identity privacy leakage and sensing
data theft.Wewill also consider the cross-chain sensing data sharing problem tomotivate
more users to participate in data sharing and increase the utility of sensing data.
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Abstract. Blockchain technology is becoming increasingly mature and has a
great deal of research in a variety of industries. Because of its characteristics such
as unalterable, decentralized and unforgeable, it has become a general trend that
blockchain technology becomes the infrastructure of various technologies. There-
fore, there aremany studies on the application of blockchain combinedwith access
control technology. Role-based access control (RBAC), as an important tool of
system information management, has become a security solution recognized by
many enterprises, but in many complex scenarios, the roles in the system will be
more redundant, and the permissions between roles are likely to conflict. In order
to solve the problems of RBAC, which is difficult to control the roles in complex
scenarios and the role explosion caused by frequent creation and revocation of
roles, and to manage the access permissions more finely without losing the com-
prehensibility of the system, we propose BFAC-CS, a blockchain-based access
control scheme combining RBAC and ABAC, using smart contracts as a means
to implement its entire framework. We designed three contracts to manage user’s
role, attributes and permission. In this scheme, attributes are appended to user’s
role, so that in some complex scenarios, the creation and deletion of role will not
be so frequent. Modifying the corresponding attributes of the role can achieve the
purpose of changing the user’s access permission, and the management of user’s
permission is more detailed. We used Solidity to write these smart contracts and
deployed them on test network for testing, and evaluated the cost and security of
the whole scheme.

Keywords: Blockchain · Access control · Role · Attribute · Smart contract

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13340, pp. 133–143, 2022.
https://doi.org/10.1007/978-3-031-06791-4_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06791-4_11&domain=pdf
https://doi.org/10.1007/978-3-031-06791-4_11


134 H. Pu et al.

1 Introduction

As one of the most important resources in the Internet era, the control of information
data is extremely important. The privacy and trustworthiness of data resources have
always been a focus of great concern for all industries. The emergence of access control
technology has solved the problem of access management of information data in various
industries to a certain extent. Access control technology is used in almost all systems,
including computer systems and non-computer systems, and it achieves access control
to resources by identifying resources according to their characteristics, restricting them
to one side, and restricting users to the other side with identity or other definitions
related to the user who request access. Resources can only be accessed by the users who
meet the access policy or requirements of the attribute restrictions. Traditional access
control methods include discretionary access control (DAC) and mandatory access con-
trol (MAC), role-based access control (RBAC) [1], task-based access control (TBAC),
attribute-based access control (ABAC) [2], etc.

Although the traditional access control technology has played a great role in solving
the problemofmanagement of access authority to resource, there are stillmanyproblems,
such as single point of failure, low reliability, and difficulty in ensuring trustworthiness.
In a centralized access control system, the access control server may be the bottleneck of
the whole system, and once the access control server breaks down, the whole systemwill
be affected, so a distributed systemwill provide a good solution. Blockchain is a peer-to-
peer distributed system with a large number of peer nodes forming a network to jointly
verify the information on blockchain. These decentralized, transparent, unalterable and
unforgeable features provide a good solution for access control. There were research
cases of blockchain combined with access control as early as 2017 [3], which were early
solutions on Bitcoin and did not yet involve smart contract. In the subsequent studies,
especially with the emergence of Ethereum and Hyperledger Fabric, possessing smart
contracts makes the realization of access control technology on the blockchain closer to
reality than Bitcoin blockchain.

1.1 Contributions

• We developed a fine-grained access control scheme based on Ethereum to implement
RBAC combinedwith ABAC. It makes user’s authoritymanagement more refined and
flexible in complex scenarios, and makes smart contracts less expensive to execute.

• We wrote the code of the smart contracts and deployed it on test network for testing
and analyzing the execution cost.

1.2 Structure

The structure of this paper is as follows: Sect. 2 makes a background introduction
to blockchain and access control, Sect. 3 reviews related work, Sect. 4 describes the
design of the whole system, Sect. 5 analyzes the security of the system, Sect. 6 is the
implementation and performance evaluation of the system, and Sect. 7 concludes the
paper.
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2 Background

2.1 Blockchain

The earliest implementation form of blockchain technology is Bitcoin proposed by
Satoshi Nakamoto [4], which is a representative work of the blockchain 1.0 era. Essen-
tially, Blockchain is a peer-to-peer distributed database maintained by multiple peer
nodes, which we call miners. A blockchain is formally composed of multiple blocks
connected end to end in chronological order, each block contains a block header and
a block body. The block header consists of the version number, previous block’s hash
value, Merkle root, timestamp, nonce value, and difficulty target, and the block body
contains the information of the transaction, which exists in the form of hash values in
the block. In the blockchain with proof-of-work as the consensus mechanism, the nonce
value is computed by miners, a process known as mining. After the calculation is com-
pleted, miner will use the Merkle tree as the block body and add the block header to
form a new block, and add it to the blockchain.

After more than a decade of development, great progress has been made in the field
of blockchain technology, and a new generation of network architecture with blockchain
technology as the core is under intensive construction. The incorporation of smart con-
tract marks that blockchain has entered the 2.0 era and is mainly applied in the financial
field. Ethereum is one of the most representative blockchain platforms. Subsequently,
blockchain has been applied more widely, with a large number of applications in the
fields of Internet of Things [5, 21, 22], healthcare [6, 23], and big data [7], surpassing
the economic field and covering various industries, which is the blockchain 3.0 stage.
Many excellent blockchain platforms have also emerged, such as Hyperledger Fabric,
Ethereum, etc.

2.2 Access Control

Access control technology has been developed for many years and is used in almost all
systems, because the management of information and resources is a problem faced by
all industries, it is necessary to consider which resources can be accessed and which
resources cannot be accessed. The core of access control technology is the rules for
assigning permissions to access requesters, which are divided into various access control
technologies according to different rules. This paper uses role-based access control and
attribute-based access control.

Role-based access control was first proposed by Ravi Sandhu. In this access control
mode, a role representing a certain permission is established between the user and the
access permission. If a user is assigned a specific role, it means that the user has the
corresponding privileges. For example, if a user is assigned the role of teacher, then he
has the right to access the student’s assignments.

Attribute-based access control defines access rules based on attributes such as subject
attribute set (access subject), resource attribute set (access object), environment attribute
and action attribute, and the access subject can have access rights only if the access policy
and rules are satisfied. ABAChas high flexibility andmore accurate control of rights, and
the access rights of the access subject can be changed by simply changing the attribute
values.
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3 Related Work

There have been many research cases based on blockchain to implement access con-
trol technology. Aafaf Ouaddah et al. [8] developed FairAccess, one of the earliest
applications of blockchain combined with access control. This scheme establishes a
decentralized blockchain-based access control framework and creates a new type of
transaction to grant, revoke access permission to user. After this, JASON PAUL CRUZ
et al. [9] proposed a role-based access control system by means of smart contract and
proposed a challenge-response protocol to verify the user’s identity when he requests
access permission. However, the problems about RBAC itself, such as role explosion,
are not well resolved. Yuanyu Zhang et al. [10] proposed an ACL-based access control
framework with smart contract to store ACLs, but since the object and contract are in a
one-to-one responsible relationship, the execution cost of the contract is relatively high.
This author also proposed a distributed smart city access control framework [11], which
implements access control with smart contract. Yepeng Ding et al. [12] proposed Bloc-
cess, a fine-grained access control framework with permission blockchain technology,
which provides a solution for implementing trusted access control in distributed untrust-
worthy environment. Sheng Gao et al. [13] proposed TrustAccess, a blockchain-based
trusted secure access control system, and designed a HP-CP-ABE ciphertext policy and
attribute hiding scheme based on CP-ABE. Priyanka Kamboj et al. [14] proposed an
RBAC model to manage role assignment in organizations, completed the model imple-
mentation with blockchain smart contract, and designed a threat and security model
to resist attacks. Qiliang Yang et al. [15] developed a non-interactive, attribute-based
access control scheme that aims to protect the privacy of data requester’s attributes and
data holder’s attributes and access policies. Sheng Ding et al. [16] proposed an attribute-
based access control scheme for the Internet of Things that leverages the benefits of
blockchain to solve the problem of traditional access control technology such as single
point of failure, and simplify the management of access. Hao Chen et al. [17] proposed
a task attribute-based blockchain access control technique for IoT that combines task-
based and attribute-based access control techniques and is able to dynamically assign
privileges to users.

4 BFAC-CS Scheme

In this section, we elaborate on the proposed system of the access control scheme in
complex environments. The system is divided into five parts: user (U), role manager
(RM), attribute manager (AM), permission manager (PM) and resource (R). U, RM,
AM and PM each have a pair of keys (i.e., private key and public key), an Ethereum
address, and an externally owned account (EOA). We take the hospital scenario as an
example, but it is not limited to this, but also includes other more complex scenarios.
The user, as the access requester, who includes all kinds of people in the hospital. We
specify the user’s general function by applying for a role from RM, and then applies
for the role’s corresponding attributes from the AM to specify the user’s permission
within his responsibilities. Resource include data such as patient’s medical records.
Blockchain is used here as the deployment environment for smart contract to ensure
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that information such as user’s role and attributes are unalterable and credible, and to
complete the verification of access policies. If the user wants to access the resource, then
he needs to pass PM’s inspection. It should be noted that the resource is not stored on
the blockchain. The blockchain only manages the role and role’s attributes, as well as
the user’s access permission check for resource, and grants the user access permission
according to the access policy.

4.1 System Model

In order to conveniently express the user’s role, attribute and permission status, we make
the following definitions.

• U = {u1,u2,u3,…,un}, U denotes the set of user, ui(i ∈ (0,1,…,n)) denotes a single
user.

• C= {c1,c2,c3,…,cn}, C denotes the set of role, ci(i ∈ (0,1,…,n)) denotes a single role.
• CAttr = {ci |cattr1,cattr2,cattr3,…,cattrn}, CAttr denotes the attributes set corre-
sponding to ci, cattri denotes a single role attribute.

• R = {r1,r1,r1, . . . , rn}, R denotes the set of resource objects, ri(i ∈ (0,1,2,…,n))
denotes a single resource object.

• RAttr= {ri |rattr1,rattr2,rattr3,…,rattrn}, RAttr denotes the attributes set correspond-
ing to ri, rattri denotes a single resource attribute.

• ui = {ci |cattr1,cattr2,cattr3,…,cattrj}, j ∈ n, ui represents a user who is assigned a
role and the role is also assigned the corresponding attributes.

User. The user is the resource access requester of this system. He uses his address
(ui address) to request a role from RM and an attribute from PM to get access to the
corresponding resource.

Role Manager. RMuses its EOA to deploy the role management contract, after deploy-
ment the contract will have a contract address through which external parties can call
some methods of the contract. RM is responsible for the assignment, deletion and state
transition of user’s role.

Attribute Manager. Similar to RM, he uses an external account to deploy the attribute
management contract and acts as the sole executor of some methods, and is responsible
for the assignment and change of the corresponding attribute of the role.

Permission Manager. When a user requests access to a resource, PM is responsible for
checking whether the user’s role and attributes meet the access policy of the accessed
resource, that is, whether the attributes of both parties match, and if they do, granting
the user access permission.

Resource. The resource is the object to be accessed, and its own attributes will be
uploaded to the blockchain. For example, in the example mentioned above, the patient’s
medical record information will be the resource to be accessed, then the patient can
be uniquely identified with attributes such as inpatient department, department, floor
number and ward number, which can also be used as an access policy to control access
permission.
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The structure of the whole system is shown below (see Fig. 1).

1. Apply-1: ui requests a role from RM. Issue-1: RM assigns a role to ui. ui = {ci}.
2. Apply-2: ui requests attributes corresponding to role of ui from AM. Issue-2: AM

assigns attributes to ui, ui = {ci |cattr1,cattr2,cattr3,…,cattrj}, j ∈ n.
3. User requests access to resource from PM, to obtain access to the specified resource.
4. Check: PM judges whether the user is qualified to access such resources according to

his role, and if so, then judges the following Eq. (1) holds according to the attributes
of his role and resource object.

{cattr1, cattr2, cattr3, . . . , cattrn} = {rattr1, rattr2, rattr3, . . . , rattrn} (1)

Fig. 1. System architecture.

In complex scenarios, we need to control access permission to the point where they
can be flexibly changed, and the fine granularity of this system is reflected in the precision
control of user’s access permission. In the previous role-based access control schemes, a
role determines the scope of user’s access permission, while in our proposed scheme (see
Fig. 2), the scope of user’s access permission is accurate to a small part of a certain type
of permission. This has both the advantages of role-based schemes and attribute-based
schemes.
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Fig. 2. Permission changes.

4.2 Smart Contract

In order tomanage user’s information, assign role to user, and assign attributes to role, we
designed three smart contracts, including Role Management Smart Contract (RMAC),
for managing roles for users, Attribute Management Smart Contract (AMSC), for man-
aging attributes for users, Permission Manage Smart Contract (PMSC), for checking
users’ permissions.

Role Management Smart Contract. This contract is responsible for granting
(addUser), removing (removeUser) role to user and changing the status of user (changeS-
tatus), and these functions can only be executed by RM.We use the Ethereum address as
a unique identifier for user. If the user is a doctor, then giving him the role of doctor will
give him the general privileges and responsibilities of a doctor, and further privileges
need to be determined by the role’s attributes. The role can be regarded as a resident
attribute of a user.

addUser(ui.address, ui.role, ui.name): This function first checks whether the user
applying for the role already exists in the blockchain, if not, it uses the user’s address on
Ethereum to identify the user, and records the basic information of the user, including
the user name, and assigns the role to the user, and then uploads this information to the
blockchain.

removeUser(ui.address): This function checks whether the user exists according to
his address, if so, the user will be removed from the user list directly, and the user’s role
and attributes will also be removed.

changeStatus(ui.address, ui.status): If we don’t want to delete the user directly but
deactivate the user, then this functionwill change the user’s status from active to inactive,
and the role and attribute information of the user in inactive will lose its validity but will
still be kept in the blockchain. We only need to change the user’s status when we enable
the user’s function and permission again.

Attribute Management Smart Contract. When a user is assigned a certain role, AM
can assign corresponding attributes to the user according to the user’s role through
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this contract. The contract includes attribute assignment (addAttr) and attribute change
(changeAttr), and they can only be executed by AM. For example, we can assign
attributes such as department, inpatient department ID, ward ID and bed ID to the role
of doctor, and we can assign attributes such as floor ID and partition ID to the role of
general staff, so that we can be more detailed in the management of staff authority.

addAttr(ui.address, ui.attributes): Based on the user’s address, AM can know user’s
role. If the user’s role is doctor, then only the relevant attributes of doctor can be assigned
to him. The user’s attributes are determined by parameters of this function.

changeAttr(ui.address, ui.attributes): This function is responsible for the change of
user’s attributes.

Permission Management Contract. PMSC is responsible for user’s permission check.
There is only one function – check.

check(ui.address): It first check the user’s role, then compare the user’s attributes
with the attributes of the resource object, if it matches, the check will be passed and
the user will be granted access to the resource. For example, if a user in the hospital
wants to access patient’s information, the first thing to do is to check whether the user’s
role is a doctor, then proceed to the next step of attribute detection, assuming that the
attributes of the doctor are {respiratory department, first inpatient unit, ward 1, bed 2},
then the doctor can access the patient’s information with the same attributes {respiratory
department, first inpatient unit, ward 1, bed 2}.

5 Security Analysis

5.1 Ultra Vires Attack Resistant

In traditional access control technology, taking role-based access control as an example,
after a user is assigned a role, he gets access permission to a resource corresponding
to his role. However, this permission may contain permission other than the resource
requested by the user. Malicious users can exploit this vulnerability. In our solution, the
user’s attributes control the user’s access permission to an accurate range, so it can resist
ultra vires attack.

5.2 Collusion Attack Resistant

Complicity attack means that, in the system, none of the attributes of two users can
satisfy the access policy of a certain resource, while their attributes union can satisfy it,
then they can unite to request access permission. In the scheme, the user’s role can only
determine the category of resources he can access, which is a broad range of permissions,
but the specific access objects are still determined by his attributes, and these attributes
can only be modified by the attribute manager. Once these attributes are uploaded to
blockchain, so the collusion of malicious users cannot share attributes to satisfy the
access policy during permission detection.
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6 Implementation and Performance Analysis

To test our proposed scheme, we used Remix [18] as the IDE to develop our smart
contracts and set up Truffle [19] and Ganache [20] on Ubuntu 20.04 (virtual machine) as
test environment. Truffle mainly provides us with a method to deploy and invoke smart
contracts on test network (see Fig. 3).

Fig. 3. Calling smart contracts in Truffle.

When the methods of smart contract are executed on Ethereum, if the contract states
are changed, the execution process will consume gas. Gas is a unit of measurement
in Ethereum network as a price for consuming computing power. Gas consumption is
related to gas unit price and gas usage. Transaction fee Fees=GasUsed *Gas price. The
maximum gas consumed by transaction is limited by the gas limit in the network, and
gas price is usually variable, and can be set by the user himself. The unit price is too low,
and the time for processing transactions will often be prolonged. In this test network,
we set the gas price to 1000000000, which is 1gwei, 1gwei is equal to 0.000000001eth.
The implementation costs of our scheme are shown in Table 1.

Table 1. Smart contract execution cost consumption.

Functions Gas fee Tx cost (Ether)

Contract creation 2444780 0.002445

addUser 130940 0.000130

removeUser 22945 0.000023

changeStatus 14533 0.000015

addAttr 31167 0.000031

changeAttr 31101 0.000031

CHECK 29512 0,000030
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Because the user’s permission may change frequently in complex scenarios. In our
proposed scheme, changing permissions is an attribute change. In the previous role-
based access control solution, this is equal to the cost of role removal plus the cost
of role addition. We tested the gas consumption for handling user permission changes
in this scenario and made the relevant calculations. The gas consumption is shown in
Table 2.

Table 2. Gas consumption of different schemes.
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7 Conclusion

We propose an access control scheme combining role and attribute on the blockchain,
which aims to provide a fine-grained access control scheme for complex scenarios. It
regards role as a resident attribute of user, that is, the role generally is not changed, and
changes in permission is more related to changes in user’s attributes. This provides a
good idea for access control technology in complex scenarios. Not only the control of
permissions is more refined, but the cost of implementation is also reduced. We have
successfully written smart contracts and deployed them in the test network, but the
solution and contract design are not yet perfect, and we still need to supplement our
scheme and the code of smart contracts.
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Abstract. With development of the network, more and more information ele-
ments have been integrated into people’s daily life. However, the seriousness of
the network security problem has become increasingly apparent, too. By analyzing
the characteristics of honeypot and raspberry pi, this paper will introduce how to
build a honeypot on raspberry pi and the difference between it and building on PC,
demonstrate cyber attacks on honeypots, put forward some ideas of broadening
the data collecting range of low interaction honeypot and the thoughts on practical
application to establish amobile network attack data collectingmicrocenter, which
will be used in public network security or private network security monitoring or
alarm.

Keywords: Network security · Raspberry pi · Honeypot · Data acquisition

1 Opening Words

In recent years, with the development of network and computer, more and more infor-
mation elements have been integrated into people’s daily life. As to the promotion of
informatization and the wide popularization of network, the problem of network security
is becoming more and more serious. As of December 2020, the number of Internet users
in China has reached 989 million. In the past seven years, the national public security
organs have solved 405,000 online criminal cases and arrested 590,000 criminal sus-
pects. In these cases, cyber attacks only account for a small part, but the losses caused
by them are far from comparable to ordinary criminal cases. “Without cyber security,
there would be no national security, no stable operation of the economy and society, and
the interests of the general public would hardly be guaranteed,” President Xi stressed. It
is urgent to prevent and solve the network security problem of network attack.
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The continuous development of the rise of the network attack technology, security
threats in the form of new emerging are in the continued evolution, and the defense
technology can’t keep up with the change of the security threat in time. The offense
and defense are obviously not at the same starting line, how to effectively prevent and
prevent blocking network attack have become an important field of study. Honeypot is
such an active defense technology proposed by defenders to reverse this asymmetry [1].

Today, from the perspective of security applications, based on the practical problems
effectively prevent the attack on the network, we make the following understanding to
honeypot, including introduction, the tutorials to build the basis of environment, the
display of attacks on the building demonstration and log interpretation, how to broaden
the scope of data acquisition through different network connection way and thoughts on
practicial applicants five aspects.

2 Introduction of Basic Information About Relevant Technologies

2.1 Raspberry Pi

First, we introduce raspberry pi, which is the carrier of this experiment. Raspberry pi
development platform is awidely used processor platform at present. It is anARM-based
micro computer motherboard, which is only the size of a credit card, but it has all the
basic functions of a computer, so it is also called ‘card computer’. The raspberry pi uses
SD/MicroSD cards as memory drives, and has 1/2/4 USB ports and a 10/100 Eth ernet
port around the card’s motherboard.

In the early days, there were only A and B two types of raspberry pi. The main
differences between them were the size of internal memory and the number of ports that
could be connected. Later, B+ type, 2B type, 3B type, red version, 3B+ type, 4B type
came, its overall CPU calculation power, pin number, port number, power consumption,
including design appearance, have been improved to a certain extent.

Raspberry pi 4B (4G) is used in this experiment. The computing power and envi-
ronment of raspberry pi 4B are sufficient to support the experiment and part of the ideas
made in this paper.

2.2 Honeypot Technology

Honeypot is defined as a kind of security resource, it has no business use, its value is to
attract attackers to use it illegally [2]. Honeypot technology is sentially a technology to
deceive the attacker. It can issue disguised system services, such as Web, database, etc.,
to lure the attacker to attack, record the attack source and attack behavior, give re al-time
warning of the hidden security risks and intrusion behaviors in the network, an d buy
time for the security administrator to deal with them. Thus, the attack behavior can be
captured, prevented in real time, and analyzed after the event to understand the tools and
methods used by the attacker, predict the attack intention and motivation, and enhance
the security defense capability of the actual system through technical and management
methods.

Honeypots can be divided into low-interaction honeypots and high-interaction hon-
eypots according to their interaction modes. High-interaction honeypots provide real
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services, operating systems or applications that can capture a large amount of informa-
tion, but they have high risks and are difficult to deploy and maintain. Low interaction
honeypot can capture quantitative information about attack through simulated TCP/IP
protocol stack and vulnerability, which is easy to deploy and has low risk. Of course,
in addition to low interaction and high interaction, there are some honeypots with fewer
functions between the two, which have some characteristics of the two. We will call
them medium interaction honeypots habitually.

In China, there are many honeypots that are relatively popular in application.
Honeypot security products are also widely used in local area network security of

companies, enterprises and families. There are several honeypots as following (Table 1):

Table 1. Brief introduction to several honeypots.

Name Introduction Whether open
source

High interaction/low
interaction

Is there a visual
interface

Pentbox Runs on systems
that support the
Ruby language

Yes Low No

Hfish Based on the
development of
Golang
cross-platform
multi-functional
active inducement
open source
honeypot
framework system

Yes High Yes

T-pot Docker
container-based
integration of many
honeypot programs
for different
applications of the
system

Yes High Yes

Dionaea A program that runs
on Linus

Yes Low Yes

Kippo SSH honeypot, can
execute some Linus
instructions

Yes Between high
interaction and low
interaction

No

DiTing Commercial
honeypot

No High Yes

ChuangYu Commercial
honeypot

No High Yes
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3 Environment Building

There are two honeypots used in this experiment, namely Pentbox and Hfish. They
are chosen mainly because their characteristics. Pentbox honeypot is a low interaction
honeypot, novisual interface, unable to realize the automatic classifyingof log, collecting
data ability is relatively limited, while Hfish honeypot, on the contrary, is quite maturer
in the field of application, therefore, this article choose Hfish honeypot as control group
to explore the function expansion of Pentbox honey pot.

3.1 Build Pentbox Honey Pot

Pentbox is a security suite that includes a number of tools to streamline penetration
testing, allowing you to open your host port and listen for incoming connection requests
from outside. Written in Ruby for GNU/Linux, it also supports Windows, McOS, and
any other system with Ruby installed.

The construction of Pentbox honeypot fully reflects the characteristics of low- inter-
action honeypot, and the construction process of Pentbox honeypot is basically the same
as that of raspberry Pie, which can be realized by virtual machine during the construction
of host.

After opening the instruction page, we can directly download the compressed
package and input ‘wget http://downloads.sourceforge.net/project/pentbox18realised/
pentbox-1.8.tar.gz’.

Then, to decompress the compressed package, enter ‘tar zxvf pentbox-1.8.tar.gz’.

Fig. 1. The result of running the instruction.

When Fig. 1 is displayed, it represents decompression success.
Enter ‘sudo./pentbox.rb’ to run pentbox. (Note: Not all raspberry pi operations

require root privileges, and raspberry pi(4B) will automatically block external “access”
in some cases, similar to the host opening a firewall.) (Fig. 2)

http://downloads.sourceforge.net/project/pentbox18realised/pentbox-1.8.tar.gz
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Fig. 2. Pentbox options.

Select 2-network tools -> 3- Honeypot -> 1- Fast Auto Configuration

Fig. 3. Honeypot interface.

When Fig. 3 is displayed, it represents decompression success.

3.2 Build Hfish Honey Pot

HFish is a cross-platform multi-functional active inducer open source honeypot frame-
work system developed based on Golang, which can realize the records of hacker attack
and realize independent protection. It also supports HTTP(S) honeypot. SSH honeypot,
SFTP honeypot, Redis honeypot, Mysql honeypot, FTP5 honeypot, Telnet honeypot,
dark web honeypot and so on. In addition, it also provides API interface, users can
expand honeypot module (WEB, PC, APP). It uses Golang + SQLite development,
which means users can quickly deploy a set of Hfish honeypots onWin+Mac+ Linux.

Compared with Pentbox honey pot, building Hfish may face some problems, such
as port conflict and mirror pulling. Specific Hfish deployment questions can be found at
the Hfish project address on Github (https://github.com/hacklcx/HFish/) or project offi-
cial address (https://hub.docker.com/r/imdevops/hfish) In order to facilitate construction,
‘docker pull’ is used to pull the image.

3.3 Download the Docker

Raspberry pi and PC download Doceker in different ways. If using raspberry pi, firstly
download pip, through ‘pip install’ download docker. The best way to PC is to enter
‘apt install docker. io -y’ on the VIRTUAL machine. Of course, you can also directly
download the specific in Windows for reference (https://docs.docker.com/toolbox/ove
rview/).

https://github.com/hacklcx/HFish/
https://hub.docker.com/r/imdevops/hfish
https://docs.docker.com/toolbox/overview/
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3.4 Pull the Mirror and Enter ‘Docker Pull Imdevops/hfish’

Then use following command directly to start the honeypot container ‘docker run -d --
name hfish -p 21:21 -p 22:22 -p 23:23 -p 69:69 -p 3306:3306 -p 5900:5900 -p 6379:6379
-p 8080:8080 -p 8081:8081 -p 8989:8989 -p 9000:9000 -p 9001:9001 -p 9200:9200 -p
11211:11211 --restart = always imdevops/hfish:latest’ like Fig. 4.

Fig. 4. Operation process.

Numbers 21, 22, and 23 correspond to port numbers of different protocols. For
example, 21 corresponds to FTP and 22 corresponds to SSH. For that Hfish supports
multiple protocols and loads multiple protocols, there are so many kinds of honeypots
supported by Hfish. Of course, this is also the place where port conflict problems occur.
You can choose whether to open the port conflict according to the situation. 3. After
completing the previous step, you can access the Web service through port 9000 and see
that the default world map is ready (the map is blank when it has not scan any source of
attack data):

Fig. 5. Hfish interface 1. Fig. 6. Hfish interface 2.

When Figs. 5 and 6 are displayed, it means that Hfish is set up.
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4 Attack Demonstration and Log Analysis

4.1 Hfish Attack Demonstration and Log

The operations performed through VM are shown as follows:
First enter its login page and find it is a website built on wordpress. Enter several

accounts randomly and then check whether it can be captured in the background.
Obviously, according to Figs. 7 and 8, the background captured several accounts and

passwords of the test. It can be seen from the list that the attack type is phishing.

Fig. 7. Record 1 on fishing.

Fig. 8. Record 2 on fishing.

Then we log in the website, SQL injection test, also detected in the background
(Figs. 9 and 10).
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Fig. 9. Record 1 on SQL.

Then find a mysql dictionary and try to explode mysql and succeed, too.

Fig. 10. Record 2 on SQL.

Finally, take a look at the data analysis of honeypot platform.

Fig. 11. Record 1 on attacks. Fig. 12. Record 2 on attacks.

From the data analysis of Hfish platform, Figs. 11 and 12, we can see the chart of the
proportion of various attacks. The data left by attacks can be automatically classified,
and most of them come from MySQL explosion. At the same time of the attack, the
global situation map will automatically report the address of the attacker’s IP. Moreover,
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the honeypot records the account numbers and passwords used by hackers as they inject,
revealing more and more of their behavior and attack habits as they gloat. The specific
content recorded by each attack can be seen from the hook list, and the visual inter-
face provides good readability, which fully reflects the advantages of high interaction
honeypot.

4.2 Pentbox Attack Demonstration and Log

Pentbox Attack Demonstration and Log Analysis
Compared with Hfish honeypot, Pentbox honeypot has fewer functions and can collect
fewer attack methods. The most important way is to collect data left by browser access
or attack. We did the Pentbox attack demo on raspberry pi.

We can directly access the address of Pentbox honey pot by using the browser of
another host.

Pentbox may be blocked because the firewall of the host is not closed or because the
browser detects page risks. However, this does not affect how Pentbox generates logs.
Pentbox generates logs as Fig. 13.

Fig. 13. Attack logs.

We generally describe this log, the first line: attack hint! From 192.168.43.31 (attack
time), where the attack time is the time when the raspberry PI deploying the honeypot
was attacked; The second line tells us that the other party is doing the activity over HTTP;
The third line is raspberry PI’s IP address; The fourth line is the network status of both
parties. Keep-alive indicates that the other party is still connected. At this time, we can
counter attack or block in some ways. The fifth line adds’ upgrade- insecure -Requests:
1 ‘to the HTTP request. The server will return “Content-security- policy: The upgrade-
insecure-requests header tells the browser that you can upgrade all HTTP connections
to HTTPS for your site. Sometimes this line, such as cache- ontrol: max-age= 1, means
that the content is immediately considered stale (and must be fetched again) and the log
will be fetched again; The sixth line is the system and software used by the other party,
here we use Win10 (64-bit), Chrome browser; The seventh line is the data types that can
be recorded, such as the other party’s listed file browsing or uploading data, which can
achieve certain feedback; The eighth line is not displayed in most cases and is shown
here for purposes: preview; The ninth line is that the encoding type supports GZIP and
DEFLATE;

The tenth line shows the language used by the host, which is displayed as Chinese.
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Then, we Ping the honeypot IP with the host CMD. Even if the Ping succeeds and
the data is exchanged, Pentbox honeypot does not respond.

Pentbox Honey Pot to Achieve the Idea of Log Storage
Pentbox honeypot is written in Ruby, a relatively simple language supported by Linux,
Windows, MacOS and other systems.

Pentbox honey itself does not have the function of log storage, so it needs the opera-
tion of changing the source program. Like Pycharm, VSC++ and other language compil-
ers, you can open the file to view the code by right clicking the corresponding language
file. You can also do the same operation through Ruby language compiler to open Pent-
box source programand store the output data in TXTfile under the output line of response
to attack. Through this way, you can realize simple storage of data log.

In addition, Screen scanning software such as Screen Scraper Studio and Boxsoft
Screen OCR can be used for fixed point scanning of Pentbox honeypots on the Screen
so that when the honeypots are accessed, the data log generated can be automatically
recognized and stored. The disadvantage is that an external screen is required. However,
using data scanning software tomonitor honeypotmonitoring areamay realize automatic
log storage without screen.

5 The Idea of Broadening the Data Collecting Range of Low
Interaction Honeypot

Low interaction honeypot’s data collecting ability, compared with high interaction hon-
eypot, is disadvantaged in the width and the types of data. This links to the reason for
designing them. Low interaction honeypot mostly only acts as a basic information col-
lection, like relatively low-level characters and attack alarm. But how to occupy more
information through low interaction honeypot under the limited condition, it is still a
problem worth thinking. To solve this problem, this paper puts forward several ideas
based on the research of some scholars.

5.1 Mixed Honeypot

Unlike high interaction honeypots, low interaction honeypots with static configuration
are not disguised, so they are easier to be discovered and avoided by attackers. In addition,
the low interaction honeypot can only capture some directional and quantitative data.
If attackers have a counter attack consciousness of attacker data collection, the low
interaction honeypots may not work as well as expection, but a good high interaction
honeypot can just make up for these disadvantages. That’s why we propose a method
of using hybrid honeypot [7]. The honeypot system is made of a large number of low
interaction honeypots and one or a few high interaction honeypots. Low interaction
honeypots expand the data collection range of high interaction honeypots, while high
interaction honeypots improve the processing services such as camouflage, log analysis
and data classification for low interaction honeypots.

The system would make the high interaction honeypot dynamically specify and
configure the attributes of the low-interaction honeypot according to the scanning results
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and use the high interaction honeypot to virtual host [3] to deceive the attackers. In
addition, considering the shortcomings of the low interaction honeypot in capturing data,
if the virtual low interaction honeypot can interact with packets of the other party, the
low-interaction honeypot will directly interact with each other. If not, certain measures
will be taken to forward the request of the attacker. The system uses Redirect technology
to forward some access traffic to a high-interaction honeypot for deep and multi-faceted
environment simulation to further obtain interactive information [4].

5.2 Cloud Honeypot

Cloud server is the cloud host that we say, like virtual machine, VPS and other similar
technonlgy. With the development of technology, cloud server is gradually becoming
popular, which has been applied in many network fields. On the one hand, cloud server
is similar to virtual machine and provides stronger computing power, which can provide
important foundation for low interaction honeypots’ integration and data log-storage
analysis. On the other hand, the development trend of cloud server is also a promotion
to the development of static honeypot (low interaction honeypot), making it develop
towards dynamic honeypot [5] and private cloud honeypot [7].

5.3 Broadened Honeypot

Broadened honeypot here mainly refers to broadening its data collecting range. Gen-
erally, low interaction honeypot can collect data on the same LAN, namely the same
network segment, and tends to provide private security problems and provide active
defense function. In terms of application, the broadened honeypot can increase the scope
of honeypot data collection by changing the network connectionmode under certain con-
ditions, what makes it more inclined to actively collect data. There are two ideas about
the concrete realization of the broadened honeypot.

First, as honeypots need to interact through network segments, can virtual networks
and virtual switches [8] be used to collect data across servers and hosts (namelyBridging)
or use a technology similar to virtual honeypots to install low interaction honeypots as
the bottom layer at one or some ports for monitoring?

Second, we may achieve our aim through the establishment of open hot spot. We
are not unfamiliar with hot spot. Most mobile phones now have hot spot function. To
some extent, hot spot is equivalent to a small mobile local area network. In the same
hot spot, different devices can also interact with each other through network segments,
which opens up an idea for us, whether it is possible to monitor the network in themobile
area by building a large open hotspot plus flow control equipment could be something
to think about. Most low interaction honeypots can collect attack data made by zombie
hosts and record data when their hosts automatically connect to open hotspots.

6 Thoughts on the Practical Application of Low Interaction
Honeypot

With the promotion of the big data strategy of the public security bureau, strengthening
the intelligence security guarantee ability of the big data of the public security bureau
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has become an important part. In the normative technical document of big data of public
security – general technical framework of big data security of public security “attack
trapping” (deception defense technology, namely honeypot technology) is also included
as an indicator. The direction of action is also relatively obvious. Here, I think about
some public security application of the low interactive honeypot built on raspberry pi.

6.1 Detecting Basic Network Attacks

As an active security defense strategy, honeypot technologywas initially applied to assist
intrusion detection technology to find attackers and malicious codes in the network [1].
Similarly, through using honeypots built in raspberry pie or based on raspberry pie as
a sub port which set within a larger flow rate and relative important local area network
(LAN) and the final summary data to the center of high interaction honeypot (like the
hybrid honeypot) or cloud platform (namely cloud honeypot), the public security organ
can also realize the flow of the important network protection.

The Internet is a very large whole, it is very difficult to achieve overall protec-
tion because it’s time-consuming and laborious, so we need to adopt the protection of
key methods. For that all the attack weaknesses and attack objects displayed by low-
interactive honeypots for attackers are not real product systems, the risk is low. As a
result, we can deploy a large number of low-interaction honeypots as the main body to
establish a honeypot network. In addition, with the portability of raspberry pi, it canmeet
the requirements of moving the honeypot port based on traffic changes. Therefore, it can
be relatively bold to realize simultaneous monitoring of internal and external networks
through appropriate network configuration, so as to prevent basic network attacks.

6.2 Learning Network Defence Through Honeypot

Through the honeypot construction, honeypot collection of information analysis, inter-
pretation, we can learn to understand the study of network and network security issues,
improve the overall network security application literacy and cultivate new police team
to meet the needs of the times.

If we can, we certainly don’t want to see cyber attacks and other activities that
disrupts social security, but it’s hard to come it true. Therefore, public security officers
should also keep pace with the times, learning related network defense technology.

The characteristics of low interaction honeypot to collect information, low risk and
low cost, provide network police with valuable opportunities to learn and deal with
network attacks. At the same time, in accordance with the provisions of the case, the
public security network police can easily carry the honey pot through the raspberry pi to
learn network knowledge or in certain circumstances, such as there are limited facilities,
we can connect the raspberry pi to a computer or two raspberry pi connect with each
other for data comparison. Combinedwith othermore professional honeypot technology,
network police can realize more timely detection of potential attacks and respond to
them in advance. Through learning the attackers’ attack skills and the code they used
to achieve “with the enemy to defeat the enemy”. Moreover, through honeypot, we can
collect many users’ personal network information. Learning technology and knowledge
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related to honeypot can improve our understanding of network law and exercise our
secret awareness.

6.3 Delay the Cyber Attack by Deploying a Large Number of Low-Interaction
Honeypots

When protecting important networks, public security organs may make use of the char-
acteristics of low interaction honeypots occupying low resource to create multiple nodes
as the initial defense line to confuse attackers when they are scanning and detecting
to delay their discovery of protected objects so that protectors can have enough time
to carry out more effective prevention measures. Multiple nodes can be created using
one IP address corresponding to multiple terminals, or terminals can be created using
multiple virtual IP addresses. In addition, the honeypot terminal can return basic data,
so we can process and analyze the basic data by developing our own programs to extract
the concerned information or increase the alarm function.

7 The End

In recent years, research on raspberry pi and honeypot has never stopped, from the
initial static honeypot to virtual honeypot to dynamic honeypot based on cloud server,
etc. Its function has al so changed from the original auxiliary invasive monitoring to the
extension to assist in all aspects of network security. With the joint efforts of several
generations,wohave changed thework against the unequal situation in attack anddefense
and made important contributions to maintaining network security.

At the end of the article, I would like to thank all hardworking networkers for their
contribution in the field of network security. In addition, there is no conflict of interest
between the authors and the public website tutorials cited in this article, the researcher
claims no conflicts of interests and we deeply appreciate the selfless researchers who
made the tutorials public.
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Abstract. In order to adapt to the construction of the new generation power sys-
tem, it is urgent to make use of various controllable resources to build a new
generation of comprehensive defense system of power grid security. In this paper,
we aim to design a multi-objective dual-route planning algorithm for grid commu-
nication network. Firstly, we consider the network structure, site level and service
load in the node and link risk model. On this basis, we calculate the overall risk
equilibrium value of the network. Moreover, we also take into account the QoS
performance to formulate the highly reliable dual-route planning problem with
the optimization target of the network overall risk equilibrium value and the end-
to-end communication delay. Then, we propose the multi-objective dual-route
planning optimization algorithm to solve the problem. Simulation results show
that the proposed algorithm has advance in terms of the balance of network risk
and the performance of QoS.

Keywords: Route planning · Balance of network risk · Grid communication
network

1 Introduction

With the implementation of various ultra-high voltage, new energy sources such as wind,
solar and tidal energy is connected to the grid [1]. Correspondingly, the capacity of power
grid disaster tolerance and its own stable operation degree need to be improved [2]. In
order to adapt to the construction of the newgeneration power system, it is urgent tomake
use of various controllable resources to build a new generation of comprehensive defense
system of power grid security. It mainly realizes the functions of voltage, frequency
emergency control, rapid isolation of faults and chain faults, real-time monitoring and
early warning, high-precision synchronous recording [3].

In the current network, the dual routing configuration is realized mainly by estab-
lishing the route path between the source and destination node pairs that do not intersect
or approximately does not intersect [4]. At the same time, one of the dual-path pairs
is set as a working route according to the business requirements, and the other is used
as an alternate route to achieve continuous transmission through routing after network
failure [5]. Compared with the single route setup, the dual-route configuration is of great
significance to improve the reliability of service transmission and the stable operation of
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the system [6]. However, because the power service has the characteristics of aggregat-
ing from the low voltage level station to the high voltage level station or dispatch center
site, the dual-route configuration algorithm in the current network may cause the service
carrying over-aggregation on some communication links [7]. At the same time, the cur-
rent dual-routing algorithm does not take enough account of the performance of hosting
service. In order to reduce the risk of network operation, ensure the reliable transmission
of power service, ensure the balanced distribution of service in the network, design a
good performance [8]. How to meet the requirements of the dual-route planning scheme
is the main problem to be solved in the paper.

In the related works, the dual route optimization design scheme in substation is ana-
lyzed. Considering the importance of power service, network average risk and network
risk equilibrium, the shortest path algorithm for each service is proposed to calculate
the required path [9]. The Min-Max algorithm is proposed to choose the network risk
equilibrium value of the smallest route [10]. However, the selected route can’t guarantee
global optimization, and the algorithm can’t ensure the overall network performance. In
[11], the authors build a dual-route optimization model with the average risk and risk
equilibrium of the network as the goal. They use the genetic algorithm (GA) to solve
the model, but the proposed method lacks consideration to the voltage level and perfor-
mance index of the substation where the nodes are located in the power communication
network.

In the paper, we aim to design a dual-route planning scheme for grid communica-
tion network that takes into account the balance of network risk and the performance
guarantee of QoS. First of all, we clarify the network topology and communication
requirements, according to the network structure, site level and business carrying situ-
ation and other factors. Then we give the node and link risk model, and calculate the
overall risk equilibrium value of the network. At the same time, taking into account of
the QoS performance, the highly reliable dual-route planning problem is modeled as
the optimization target of the network overall risk equilibrium value and the end-to-end
communication delay. The multi-objective optimization algorithm is used to solve the
problem, and the goal of the overall dual-route planning solution is realized.

2 System Model and Problem Formulation

As shown in Fig. 1, we construct a directionless graph G = (V ,E) to represent the
communication network. Here, V represents a collection of nodes, representing com-
munications devices deployed in power plants and sites. E is a collection of edges that
represent communication channels. n and m represent the element cardinality in collec-
tionsV andE, respectively, i.e. n = |V |,m = |E|. The adjacencymatrix betweennetwork
nodes is a 0–1 matrix X = [xij]. Here, xij = 1 indicates that there exists an edge between
the nodes vi,vj. Suppose that S = {s1,s2, . . . ,sk , . . .} denotes the collection of services
in the network that need to be configured for dual routing. Here, sk represents the kth
business in the collection S and each service is represented as a binary group sk(vsk ,v

d
k ),

where vsk ,v
d
k represent the source and host node and vsk ,v

d
k ∈ V . The route of the service

sk can be represented as p(k) = (vs(k),es,f (k), . . . ,vi(k),ei,t(k), . . . ,ex,d (k),vd (k)).
Assuming that the variable P is the business route collection and p(k) ∈ P.
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Fig. 1. Network topology of the grid communication.

Based on the network risk, we model and analyze the dual routing planning of
services. In order to avoid the problem of imbalanced network risk caused by business
aggregation, we define the concepts of the node risk model, the link risk model and the
equilibrium network risk, which are described below.

2.1 The Node Risk Model

Node risk is the impact of a communication node failure [12]. To calculate the node risk,
we consider the probability of node failure, node importance and the carried services.
The calculation of node failure probability is not complicated, we can use Pv

i = Cv
i /T

by collecting historical data in the network management system. Here, Cv
i represents

the number of failures for any node within the time period T. vi in practice, T is often a
year, a month, or a week.

The failure of the node can spread across the network through adjacent nodes or
links, and then continuously cracks network performance. The failure of the typical
node causes all the connected communication links to be unavailable. It is assumed that
the fault affects propagation along the shortest path. Intuitively, nodeswith larger degrees
or nodes that are more critical in the network play a greater role in failure propagation,
and the more important nodes are. The greater the number of node degrees, the stronger
the node connectivity, which corresponds to a wider range of fault propagation after
the failure occurs. In addition, node betweenness is the global characteristics of node
importance and impact in complex networks. The more critical the position of the node
in the network, the more important the node is. A larger node betweenness indicates that
the failure will affect network performance more quickly. In this paper, we introduce the
node degree-betweenness (DB) correlation index, which is defined as follows.

αv
i = avi (b

v
i )

θ (1)

Here, αv
i is the DB of the node vi. bvi is the degree of the node vi. θ is the adjustment

coefficient. avi indicates the betweenness of the node vi, which is shown as follows.

avi =
∑

s,d∈V ,s �=d

Avi
s,d

As,d
(2)
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Here, Avi
s,d represents the number of shortest paths passing through the node vi between

the node s and the node d. As,d denotes the number of shortest paths between the node
s and the node d.

Different from the general communication network, different levels of sites have
different roles in the power communication network [13]. The power communication
network has the same lauding structure as the power grid. Various communication equip-
ment, such as switches and routers, are deployed in substations or dispatch centers with
different voltage levels. Therefore, we use the substation point importance where the
node is located to approximate the importance of the node. The substation point impor-
tance is related to the site voltage level and site size, in general, the higher the site voltage
level, the higher the control level [14]. For example, it is generally considered that the
500 kV substation point ismore important than the 220 kV substation point, so the greater
the business traffic carried by the communication equipment in the site, the higher the
importance of the corresponding node. In particular, communication devices located in
the dispatch center are themost important in the network. It should be pointed out that the
coupling relationship between communication network equipment and physical power
grid substation points is not included in this study, in order to reduce the complexity of
the problem, this paper assumes that the two are one-in-one mapping. Suppose there are
μ different voltage level values in the network and a collection of voltage values can be
denoted as U = {σ1,σ2, . . . ,σu}, such as 66 kV, 110 kV, 220 kV, 500 kV, and so on. The
different voltage values are standardized by the min-max method.

σ v
i = σi − σmin

σmax − σmin
,∀vi ∈ V ,σi ∈ U (3)

Here, σ v
i is the normalized voltage value of the node vi. σi is the actual voltage value of

the node vi. σmax and σmin are the maximum and minimum voltage value of the set U ,
respectively. The importance degree of node is calculated as follows.

Nv
i = ω1σ

v
i + ω2a

v
i (4)

Here, Nv
i represents the importance degree of the node vi. ω1 and ω2 are the weight

coefficients for the DB indicator respectively and ω1 + ω2 = 1. In addition, the service
load of the node also affects the size of the node’s importance degree. That is, the more
kinds of services that are hosted on the node, the larger impact caused by a node failure.
Thus, the importance degree of node is calculated as follows.

Nv
i =

∑
sk∈Svi

Pv
i N

v
i ,vi ∈ ps(k),S

v
i ∈ S (5)

Here, the node vi belongs to the route of the service sk . Svi denotes the service collection
hosted by the node vi.

2.2 The Link Risk Model

Compared to communication nodes, most communication lines are exposed to relatively
harsh environments. As a result, communication links are more likely to fail than nodes.
Similar to the aforementioned node riskmodel, link risk is the impact of a communication
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link failure that is related to the probability of link failure, link importance, and load on
the link. The link risk is calculated as follows.

De
ij =

∑
sk∈SEij

NE
ij P

E
ij , eij ∈ p(k), SEij ∈ S (6)

Here, De
ijeij is the value of the link risk. NE

ij and PE
ij represent the probability of failure

and importance degree of the link that is passing through the path p(k) of the service
sk , respectively. SEij is a collection of services on the link eij. Link importance is related
to betweenness and voltage level. The importance degree of the link is calculated as
follows.

NE
ij = ω3σ

E
ij + ω4a

E
ij ,eij ∈ E (7)

Here, σE
ij and a

E
ij denote the voltage level and the betweenness of the link eij, respectively.

ω3 and ω4 is the weight factor and ω3 + ω4 = 1. The link betweenness aEij is calculated
as follows.

aEij =
∑

l,f ∈V ,l �=f

A
eij
l,f

Al,f
,eij ∈ E (8)

Here, Al,f is the number of shortest paths through the node pair (l,f ) in the network.
A
eij
l,f denotes the number of shortest paths through the node pair (l,f ) and the link eij.

2.3 The Equilibrium Value of Network Risk

There is no clear calculation in the relevant research to characterize the balance degree
of service distribution in the network. To reasonably evaluate the equilibrium of service
distribution, we introduce standard deviations to measure the equilibrium of network
risk. It consists of the equilibrium value of node risk and the equilibrium value of link
risk. The smaller the standard deviation, the more evenly distributed the service is. Then,
we calculate the equilibrium value of network risk, as shown below.

DG
avg = 1

m

∑
vi∈p(k)

Dv
i + 1

n

∑
eij∈p(k)

De
ij (9)

DB = 1

m + n

∑
vi,eij∈p(k)

((De
ij − DG

avg)
2 + (Dv

i − DG
avg)

2)
1
2 (10)

Here,DG
avg andDB are the average and equilibrium values for network risk, respectively.

m and n are the number of nodes and links in the network, respectively.

2.4 The End-to-End Delay

Considering the high reliability of communication network transmission, we don’t take
into account the impact of other QoS indicators such as packet loss rate and error rate.
According to the queuing theory, the end-to-end delay includes send delay, queue delay,
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processing delay and propagation delay on each switch. Because processing delay is
related to algorithm complexity and hardware device performance, this part of delay is
set to a fixed value. In addition, the switch is responsible for forwarding information and
is not involved in data processing. Therefore, it makes sense to ignore processing delays
on the switch. We calculate the end-to-end communication delay for the service sk on
the route p(k), as shown follows.

Tp
s (k) = M × Tavg + 1

c

∑
sk∈S

Lijx
k,p
ij , vi,vj ∈ p(k) (11)

Here, c is a constant, which represents data traveling rate through the fiber. xk,pij denote
the decision variable, which is defined as follows. M is the number of switches on the
route p(k). Tavg is the average forwarding delay for the queuing through the switch. Lij
is the length of the link between neighboring nodes vi,vj on the route p(k).

xk,pij =
{
1, if the route p(k) of the service sk through nodes vi,vj
0, others

(12)

Based on the mentioned above, the total communication delay for all services is
calculated as follows.

Ttotal(p(k)) =
∑

p(k)∈P T
p
s (k), sk ∈ S (13)

2.5 Constraints

The routing planning problem formulated in this paper should also include the following
constraints.

Constraint 1: Route Uniqueness. A unique routing path needs to be assigned to each
service in the network. Define yrk as a binary variable and R as the number of candidate
paths for the service sk . If p(k) is the route path for the service sk , then yrk = 1.Otherwise,
yrk = 0.

∑R

r=1
yrk = 1, sk ∈ S (14)

Constraint 2: Path Ringless. Each route should satisfy the ringless constraint, i.e.
∑

vi∈V ,eij∈E
xk,pij ≤ 1 (15)

Constraint 3: Link Bandwidth Limitation. In a preconfigured dual-route plan, it is
assumed that the business in Safe Zone I has dedicated protection on the alternate
route. To ensure rapid recovery after a failure and prevent network congestion, all ser-
vices should allocate less bandwidth resources than the link bandwidth threshold. The
constraint is represented as follows.

∑|S|
k=1

xk,pij zeij(k) ≤ Z,eij ∈ p(k),SEij ∈ S (16)

Here, zeij(k) is the bandwidth requirements for the service sk . |S| is the total number of
services. Z is the reserved link bandwidth.
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Constraint 4: Two-way Intersection Limitation. The two-route path should be physi-
cally independent. However, in a particular network topology, wemay not be able to find
a dual-route path that completely does not intersect. To meet the requirement of service,
we need to search for services with work paths and alternate paths that are as dissected as
possible. To do this, we introduce a two-way minimum intersection. First, we describe
the intersection of paths, which refers to the number of public nodes and links on the
two paths except the original and destination nodes. The two-way minimum intersection
refers to two paths with the least common elements. Assumed pw(k) is the working path
and pb(k) is an alternate path. The Two-way intersection δ(k) and the minimum value
are calculated below, respectively.

δ(k) = pw(k) ∩ pb(k),pw(k),pb(k) ∈ P (17)

minδ(k) = argmaxsk∈S(δ(k)) ≤ ϕ (18)

Based on the above analysis, we optimize routing planning decisions with the goal
of minimizing total business communication latency and network risk balance to ensure
the real-time and balanced distribution of network risks in routing planning schemes.
Then, we represent the objective function as follows.

min f (p(k)) = min[Ttotal(p(k)),DB(p(k))] (19)

Here, f (p(k)) is a vector consisting of two target functions and the optimal solu-
tion is a one-dimensional column vector consisting of k elements, i.e. p(k)

∗ =
[p(1)∗,p(1)∗, . . . ,p(k)∗].

The optimization problem proposed can be expressed as follows.

min f (p(k)) (20)

s.t.C1 : 0 ≤ Tp
s (k) ≤ T0 (21)

C2:argmaxsk∈S(δ(k)) ≤ ϕ (22)

C3:
∑R

r=1
yrk = 1,sk ∈ S (23)

C4:
∑

vi∈V ,eij∈E
xk,pij ≤ 1 (24)

C5:
∑|S|

k=1
xk,pij zeij(k) ≤ Z,eij ∈ p(k),SEij ∈ S (25)

3 Multi-objective Optimization Algorithm for Dual Routing
Planning

In this paper, we formulate a typical nonlinear multi-objective joint optimization prob-
lem. The problem has been proven to be an NP problem. As for the problem, there are
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two strategies to obtain the solution. First, regardless of the relationship between objec-
tive functions, the multi-objective optimization problem is transformed into a single-
objective optimization problem by the standardization process, and then solved by using
heuristic algorithm [15]. The second is to solve the solution through a specialmulti-target
optimization algorithm. The first solution strategy applies when there is no correlation
between the target functions. If each target function in the multi-objective optimization
problem has different meanings and quantitative outlines, and the target functions are
interdependent and compete with each other, that is, the optimization of one objective
function often comes at the expense of the degradation of another objective function, it
is more suitable to adopt the second solution strategy at this time. In the system model,
if the total traffic delay of the business is reduced, it indicates that the business is more
inclined to travel through the shorter routing path, which leads to the concentration of
the business on some links and the increase of the overall network risk equilibrium
value, so there is a conflicting relationship between the two objective functions, which
is obviously more suitable for the second solution idea.

Multi-objective optimization algorithms include particle group algorithm, genetic
algorithm, ant group algorithm and fast non-dominant sorting genetic algorithm with
elite strategy [16]. Among them, the genetic algorithm is a random search algorithm
designed by drawing on the law of survival and survival evolution followed by biological
evolution in nature, which does not limit the specific areas of the problem in the process
of solving, does not rely on specific gradient information in the search, does not require
the target function to be continuous and guidable, has a strong global search ability,
and because of its excellent global optimal solution performance, it is widely used in
the traditional search algorithm difficult to solve large-scale, non-linear combination
optimization problem. NSGAII algorithm in the traditional genetic algorithm selection,
cross and variation on the basis of operators, the introduction of rapid non-dominant
sorting and elite strategy, because of the better performance in the benchmark problem
andpractical application, iswidely used inmulti-objective optimization problemsolving,
which is one of the reasons for this paper to use the NSGA II progressive model solution.

3.1 Chromosome Encoding and Decoding

In NSGA II, chromosome coding and decoding will directly affect algorithmic perfor-
mance. In order to improve the efficiency of compilation and solution and realize the
unified routing planning for all services, we use a fixed-length integer coding method.
Here, each chromosome represents a routing plan. Each chromosome has several sep-
arate chromosome fragments. Each chromosome fragment corresponds to a business
path, and the length of the chromosome fragment depends on the number of network
nodes. Therefore, we need to number the network nodes and then randomly generate
the gene bits based on the number of network nodes. From the above coding process, it
can be seen that the length of each chromosome is the product of the number of network
nodes and the number of services.

In the decoding process, we use location-based priority decoding. We specify the
source point as the first node on the path. Then, based on the relationship between
nodes in the network topology adjacency matrix, we select the node with a high priority,
i.e., a large location index, as the next hop node. Then we repeat the process until
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the business destination node. For ease of understanding, let’s illustrate it below with
examples. As shown in Fig. 2(a), in a 7-node network, we assume that two services
s1(v1,v2) need to plan a dual route path. Figure 2(b) shows an example of a randomly
generated chromosome. The first node v1 of the route for the service s1 has three adjacent
points v2,v3,v7, respectively. They correspond to location priorities of 2, 3, 7. Based on
the above encoding, we determine the second node v7 on the path. Similarly, the three
adjacent points v3,v4,v6 correspond to location priorities of 5, 6, 2. Therefore, the next
hop node of v7 is v4. v4 is the end node, and the process of decoding is complete. It is
important to note that to avoid routing loops, the decoding process specifies that each
node has a path and can only occur once.

Fig. 2. (a) Network topology. (b) Chromosome encoding and decoding.

3.2 Selection, Crossover and Variation Operator

The selection operator is the process of selecting good individuals to form new popula-
tionswith a certain probability from the old population, andwe use the binary tournament
method and elite strategy to realize the selection operation. In the variant operator, the
mutant chromosome is selected according to the set probability of variation and the
position of the two genes in the same chromosome fragment is exchanged to achieve
population diversity.Unlike other intelligent optimization algorithms, cross operators are
important operations to produce new individuals in population, and determining the cross
position and exception handling after intersection is the key to designing cross opera-
tors. Common cross-algorithms include single-point intersection, two-point intersection,
multi-point intersection, local matching cross and loop cross, etc.

4 Simulation and Analysis

In this paper, we use MATLAB R2019a to carry out simulation experiments in 14-node
NSFnet. There are 21 edges in the NSFnet, with an average network node level of 3, as
shown in Fig. 3.

The number on the network node is the node number, and the link-side number repre-
sents the link length. 80% of the services takes the 500 kV site and dispatch center as the
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Fig. 3. Network topology.

source or destination node, and no more than 3 hop nodes are the other communication
node. The source and destination nodes of the remaining 20% of the services are ran-
domly selected from node set V. To further compare the performance of the algorithm,
the algorithm proposed in this chapter is compared with the following routing algorithm
containing the LRGB algorithm [17], the GA-Based algorithm [18], which is shown in
Table 1 below.

Table 1. Simulation parameters settings.

Simulation parameters Representations/values

Node 11 in NSFnet Dispatch center

Node 6 in NSFnet 500 kV substation

Node 1,5,8,10 in NSFnet 330 kV substation

Node 13 in NSFnet 110 kV substation

Node 2,3,4,7,9,12,14 in
NSFnet

220 kV substation

Population size 100

Maximum number of
evolutions

500

Probability of variation 0.05

We mainly count idle links and links that carry 3 or more services. Figure 4 shows
the service and link correspondence in the main route for different algorithms. For
the proposed algorithm, the number of idle links that do not carry business is 3, the
number of links carrying 3 or more services is 1, and the proportion of total links is
16%. For GA-Based algorithm, the number of links hosted by 3 or more services is
3, and the number of idle links is 6, accounting for 36% of the total link. For LRGB
algorithm, the number of links hosted by 3 or more services is 5, the number of idle
links is 11, and the proportion of total links is 64%. From the above comparison, the
three algorithms mentioned in this paper correspond to the link obviously did not appear
load concentration. The experimental results of the algorithm proposed in this paper
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are obviously better than those of the other two algorithms. In addition, the LRGB
compliance link has significant business aggregation and the worst business distribution
balance.

Fig. 4. The service and link correspondence in the main route for different algorithms.

Figure 5 shows the service and link correspondence in the alternate route for different
algorithms. It can be seen that in the GA-Based algorithm, the number of idle links is
4 and the number of business links carrying 3 or more is 2, accounting for 24% of the
total number of links. In the proposed algorithm, the number of links carrying 3 or more
services is 1 and the number of idle links is 3, which accounts for 16% of the total
number of links. In general, for the alternate route, the proposed algorithm is slightly
better than the GA-Based algorithm, because the proposed algorithm aims at minimizing
network risk equilibriumwhile it ensures the network risk equilibrium under the premise
of ensuring the delay of communication and the GA-Based algorithm only takes into
account the delay and network risk equilibrium factors. In the LRGB algorithm, there
are 11 idle links, and 5 links carry 3 or more services, accounting for 64% of the total
number of links. The reason is that the LRGB algorithm uses the suboptimal shortest
path as the alternate path for the business. Thus, the service distribution is the worst
balanced in the three scenarios.

Fig. 5. The service and link correspondence in the alternate route for different algorithms.

Figure 6 shows the network risk balance corresponding to the main and alternate
route planning of the service under different scenarios. As for the main routing plan, the
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network risk equilibrium value of the proposed algorithm decreases by 8.24% and 29.3%
than GA-Based algorithm and LRGB algorithm, respectively. As for the alternative
routing plan, the network risk equilibrium value of the proposed algorithm decreases by
4.95% and 57.48% than GA-Based algorithm and LRGB algorithm, respectively. Both
the comparisons show the effectiveness of routing optimization in this paper. In addition,
the network risk equilibrium value corresponding to business master routing planning
is higher than that of standby routing planning. The reason is to prioritize the minimum
latency of total business traffic when determining the master route plan. Alternative
routing is the scenario of selecting the lowest equilibrium value of network risk from
the pareto-front, subject to performance and constraints.

Fig. 6. The network risk balance for the main and alternate route planning of the service.

Figure 7 compares the communication delay corresponding to the main and alter-
nate route planning under different algorithms. As for the main route planning, the
communication delay of the proposed algorithm and LRGB algorithm is 68.655 ms and
64.830 ms, respectively. The two values are similar and both are lower than the com-
munication delay of the GA-Based algorithm. As for the alternative routing scheme, the
communication delay of the three algorithms is obviously increased due to the constraints
such as path intersection, delay and link resources. In addition, the communication delay
of the proposed algorithm is still lower than that based on the GA-Based algorithm.

Fig. 7. The communication delay for the main and alternate route planning of the service.
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5 Conclusion

In wireless sensor networks, it is an important issue to use node energy rationally and
extend the life of the network. This paper proposes a wireless sensor network node
protection routing algorithm based on clustering ant colony strategy. Considering that in
the existing clustering wireless sensor network routing protocol, sensor nodes close to
the sink often takes on too many transmission tasks. Too fast energy consumption leads
to premature death. Our solution first clusters sensor nodes. We believe that clusters
with a large number of nodes in the cluster or clusters close to the sink have greater
communication pressure. Therefore, we select multiple cluster head nodes for clusters
with high communication pressure to share the communication pressure. In the inter-
cluster routing stage, we optimize the visibility in the ant colony algorithm to amplify
the influence of the remaining energy factors of the nodes close to the receiver on the
path selection. Experiments show that the algorithm can effectively delay the death of
nodes and extend the life of wireless sensor networks.

Acknowledgement. This paper was supported by Collaborative Innovation in Energy and
Material Applications.
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Abstract. Along with the spurt of blockchain technology, the problem of
blockchain’s closedness is getting more attention, leading to cross-chain tech-
nology. Cross-chain technology solves the problem that blockchains cannot be
interconnected and opens up the value circulation between blockchains. With the
development of blockchain technology, cross-chain technology is gettingmore and
more attention. This paper introduces the development of blockchain cross-chain
technology and the mainstream schemes of cross-chain, such as hash locking,
notary model, side-chain relay, distributed secret key, etc. Since there is a situa-
tion of who initiates who has the advantage in the cross-chain solution without
introducing a third party, therefore, this paper proposes a new smart contract lock
cross-chain solution based on ring signature ambiguity and verifiable ring signa-
ture that can remove ring signature ambiguity after announcing some secret infor-
mation, which can satisfy the situation of ensuring fair and just value exchange
between chains without third-party participation.

Keywords: Blockchain · Cross-chain · Verifiable ring signatures · Smart
contracts

1 Introduction

Bitcoin: A Peer-to-Peer Electronic Cash System is a paper published on November 1,
2018, by a person calling himself Satoshi Nakamot on the “metzdowd.com” cryptogra-
phy mailing list. Com first proposed a distributed, decentralized, electronic cash system
that does not require mutual trust [1]. The first 50 bitcoins were harvested in a way
called “mining”, which meant the introduction of the bitcoin financial system. The Bit-
coin cryptocurrency was built on blockchain technology and was the first blockchain
application to be recognized and practically used by the public. It was later discovered
that the blockchain technology extracted from Bitcoin is applied in digital currency.
Still, it can also make non-trustworthy parties carry out trustworthy value transfer in an
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environment without a trustworthy intermediary. The distributed ledger ensures that the
data is not modified or damaged, the availability, reliability, and integrity of the data is
high. The HASH function makes the data verifiable, even if some nodes are offline or
under attack the system still the system is highly resilient and has a natural backup of
data [2].

With the rapid development of blockchain technology, various private chains, public
chains, and federated chains have emerged, and various blockchain applications are also
increasing, such as blockchain e-healthcare system [3], negotiation of user behaviour
system using blockchain [4], blockchain combination of Internet of Things [5], and
blockchain-based risk assessment system [6]. and each blockchain is an independent
value island. As the current blockchain projects are based on different usage scenarios
and design ideas, the structure system, smart contract system, user privacy protection,
underlying design, throughput, and many other technologies of each blockchain have
their own characteristics, leading to the growth of a large number of heterogeneous
blockchains, resulting in the interconnection of chains with high barriers. Since 2018, a
large amount of capital has flooded into the blockchain, and various blockchain projects
have blossomed, and the industry has announced that the blockchain has entered the
blockchain 3.0 era while making 2018 the “first year of public chain”. The consensus
mechanism is considered as the soul of blockchain, but with the increasing number of
chains leading to the conversion of value between chains, cross-chain technology has
also become the key of the blockchain 3.0 era [7].

In this paper, we design a cross-chain solution for blockchain contract lock based
on a verifiable ring signature. It realizes asset value exchange between blockchains that
can deploy smart contracts without a third party so that blockchains can operate with
each other, thus solving the closed situation of value silos between blockchains. Thus,
the blockchain network changes from information transfer to value conversion network.

2 Blockchain Cross-Chain Technology

2.1 Status of Cross-Chain Technology Research

Cross-chaining is the process of transferring the value from one blockchain to another
by breaking the barriers between the chains through technical means. The value owned
in one blockchain is transformed into the value in another chain, and the circulation of
value between chains is further realized through this value transformation [8]. Cross-
chaining essentially does not change the total value of the blockchain itself but is only
an exchange of value between different users on the chain [9]. Cross-chaining is not just
about sending messages between chains, not just to ensure stable delivery of messages
from one chain to another, but to ensure synchronization when data changes between
chains and ledgers on the chain to avoid the loss of value the double-spending problem.
So cross-chaining is to flow the value between different blockchains under the condition
that the value is conserved between chains. From the birth of blockchain in 2009, at the
early stage of blockchain development, blockchain technology is mainly developed in
a single chain, and the upgrading and optimization of blockchain are only carried out
on a single chain. When the developers of a single chain disagree on the development
direction of blockchain, the only thing that can be done is to carry out a hard fork of
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blockchain in order to continue to promote the development of single-chain. Otherwise,
they can only start from scratch to carry out a new blockchain design. Since 2012, Bitcoin
applications have been overly constrained by the need to add six blocks to a single block
in the backlog, the small block size, and the functional limitations of smart contracts.
To solve the problem of collaborative interaction between different blockchains, the
InterLedger protocol was proposed by Ripple Labs in 2012 [10]. The concept of the
atomic swap was proposed by Herlihy in 2013, where atomic swap suggests that a
cross-chain transaction does not have a third state throughout the swap, only success
or failure [11]. The cross-chain approach of hash locking through the concept of the
atomic swapwas proposed and became themainstream cross-chain approach at the same
time. With the rapid development of new blockchains such as ethereum and litecoin,
the development of bitcoin was accelerated, and the concept of side-chain was first
proposed by Blockstream in 2014, using two-way peg [12] with anchored side-chain to
make the value flow in the main chain and side-chain at some exchange rate. In 2015,
hash locking was used in the lightning network to improve the efficiency of bitcoin
transactions [13]. 2016 saw the development of relay cross-chain platforms, and bitcoin
used the BTC-Relay relay cross-chain approach to complete the bitcoin to ethereum
cross-chain. Still, this solution is a one-way communication from bitcoin to ethereum.
2017 saw the gradual emergence of cross-chain infrastructure platforms. The aim is to
build a foundation platform that is compatible with all blockchain applications.

2.2 Cross-Chain Technology Classification

Cross-chain technology is usually discussed in two cases, one is homogeneous
blockchain, and the other is heterogeneous blockchain. Homogeneous blockchains have
the same interface, block generation rules, block structure, verification logic, smart con-
tracts, etc. So cross-chaining between homogeneous blockchains has easy operability
[14], and it is easier to complete cross-chaining operations. For cross-chain between
heterogeneous blockchains, cross-chain interaction between heterogeneous blockchains
is more complex and challenging to operate because of having different data layers,
network layer, consensus layer, contract layer, and application layer [15]. For example,
the processing mechanism in Bitcoin is UTXO, the processing mechanism in EtherHub
is the accountability mechanism, and the processing mechanism in Hyperledger Fabric
is the way of chain code. So in heterogeneous blockchains usually need to join the third
party to perform cross-chain operations. There are four types of mainstream cross-chain
mechanisms: hash locking, notary model, distributed private key control, and side-chain
relaying [16].

Hash locking was first applied to Bitcoin’s Lightning Network, which relies on the
irreversibility and low-collision nature of hash functions combined with the delayed
nature of transaction posting in blockchains as a cross-chain mechanism. Hash locking
is usually used in blockchains with programmable smart contracts, such as Bitcoin,
Ether, and Fabric. Hash locking can well achieve cross-chain atomicity between chains
and can realize the exchange operation of assets between chains without relying on third
parties, i.e., the total assets owned on each blockchain do not change, only the change
of asset ownership, and cannot transfer the assets on one chain to another [17].
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The notary model is a way to introduce a third party trusted by both parties as an
intermediary to assist in completing inter-chain asset transfers when neither party can
be trusted. The notary model uses a set of trusted nodes selected by both parties as to
the trusted third party, and this trusted third party is called a notary. The notary uses a
consensus algorithm to reach a proof of consensus to track and verify the events on one
chain and prove the authenticity of the events to the other chain. Since the notary model
does not need to consider the complex work of different structures between chains, con-
sensus algorithms, and block-out mechanisms, it makes the cross-chain interoperability
between chains easier. It is now the most widely used cross-chain approach.

Distributed private key control is similar to the notarymodel. Still, the user maintains
control over the owned assets, except that the distributed storage is used to store the user’s
private key, which avoids the centralization problem of the notary model to some extent.
Distributed private key control uses distributed nodes to manage the user’s private key
and maps the assets on the original chain to cross-chains to achieve interconnection of
assets on different blockchains. By splitting the ownership and usage rights of user assets,
the usage rights of assets are reasonably mapped to the cross-chain system to achieve
the purpose of cross-chain. The Fusion project uses distributed private key control.

The side chain in the side-chain relay model is a concept relative to the main chain,
a blockchain that operates independently relative to the main chain but depends on the
main chain in its operation. One of the most critical technologies is the two-way-peg.
There are four ways to implement the two-way-peg: single hostingmode, joint anchoring
mode, drive chain mode, and SPV anchoring mode. In the single hosting model, a cross-
chain participant sends assets to a third party for escrow, and the escrow party trades
the escrow assets in the side-chain to the other party’s side-chain account. The federated
anchoring model selects a group of notaries to form a federation to become a third-party
custodian and uses multiple signature technologies to avoid a single point of danger.
The Drive Chain model was first proposed by Paul, the founder of Bitcoin Hivemind.
Notaries are represented by a transaction processing node in the drive chain, which locks
and unlocks assets and submits asset lock proposals initiated by other chains to the block
through the transaction processing node. SPV (simple payment verification) was first
mentioned in the Bitcoin White Paper to verify the existence of data in the blockchain
in light client applications by downloading only the block header information without
obtaining the complete blockchain data. Verification. BTCRelay is a classic relay project
that can verify information on another chain without a third party by initiating a mint
transaction on the side chain and verifying the SPV with details from the main chain.

3 Verifiable Ring Signature Cross-Chain Technology Model

3.1 Cross-Chain Model

The cross-chain model of this solution is shown in Fig. 1, in which the assets are locked
by means of contract locks on two programmable blockchains, and a pair of verifiable
ring signatures are signed on the assets. The value circulation on the two blockchains
is carried out by unlocking the assets, ensuring the fairness and security of both sides
of the transaction. It is based on the cross-chain operation of atomic operation, only the
success or failure of asset exchange exists, and there is no third case.
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Fig. 1. Cross-chain model.

3.2 Verifiable Ring Signature

Ring signature is an anonymous signature scheme first proposed by Rivest et al. in the
paper [18]. The signer performs the signing operation by selecting n signature members,
including himself, to form the ring members of the ring signature and using the public
keys of n−1 ring members other than himself without relying on others. The verifier can
verify the signature and determine whether it is one of the n ring members but cannot
determine which ring member the real signer is. This unconditional anonymity can well
protect the signer’s identity from being traced. This unconditional anonymity protects
the signer’s identity from being traced. The ring signature hides the real signer from the
ring members so that the signer cannot prove that he is the real signer but can only verify
that the signature comes from one of the ring members.

In order to solve the problem that the signer of a ring signature can verify the identity
of his signer voluntarily, Lv et al. proposed the verifiable ring signature scheme for the
first time in the paper [19]. The verifiable ring signature scheme consists of three parts:
ring-sign, ring-verify, and ring-check.

Ring-Sign: A ring-sign is a ring U = {U1,U2, . . .Un} consisting of a given n ring
members, eachmember of the ring has a public-private key pair (Pki, Ski), i = 1, 2, . . . n,
the actual signer Us(1 ≤ s ≤ n). Where the input is the message to be signed M , all
the public keys of the ring members Pki, i = 1, 2, . . . n and the private key of the actual
signer is Sks; Output ring signature σ = Rsign(M ,Pk1 . . .Pkn, Sks) of ring member Us

to sign message M .
Ring-Verify: The messageM to be verified, the ring signature σ , and all public keys

Pki, i = 1, 2, . . . n in the ring members are used as input, and the output is Y or N ,
Y /N = Rverify(M , σ,Pk1 . . .Pkn).

Ring-Check: The ring-check consists of the message M , its signature σ , and the
published secret message Keystone as input, and the output is the real ring signature
member UsUs = Rcheck(M , σ,Keystone).
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3.3 Concurrent Signature

In the RSA public key system, choose two suitable large prime numbers p and q to
compute n = p × q, compute the Euler function ϕ(n) = (p − 1)(q − 1), choose an
integer e 1 < e < ϕ(n), gcd(ϕ(n), e) = 1 and compute d × e ≡ 1 mod ϕ(n) to find d ,
so take the public key PKi = (ni, ei) and the private key SKi = (d , n).

Fi(x) = xei (modni) is a one-way threshold permutation, and the inverse permuta-
tion F−1

i is known only to the Ai corresponding to it. Ek is the symmetric encryption
algorithm. Define the function Ck,v(y1, y2) = Ek(y1 ⊕ Ek(y2)),M is the message to be
signed, and H is the hash function of the L bit output.

Signature algorithm: Compute k = H (M ), choose a random initial value v, choose a
random keystone and compute xb = H (keystone), assuming that the participants include
Alice and Bob, and Alice is the initiator of the protocol. Compute yb = Fb(xb), bring
yb into the equation Ck,v(ya, yb) = Ek(ya ⊕Ek(yb)) = v, and find ya xa = F−1

a (ya) and
represent the signature as a quintet σ = (PKa,PKb, v, xa, xb).

Validation algorithm: Verify the possession of the binary (M , σ ) =
(M , (PKa,PKb, v, xa, xb)), computing ya = Fa(xa), yb = Fb(xb), k = H (M ). Bring
ya, yb, k, into the equation Ck,v(ya, yb) = Ek(ya ⊕ Ek(yb)) = v, and if the signature
is correct, then one can conclude that the signer is one of Alice or Bob, but due to the
ambiguity of the ring signature, no one can conclude which of the two performed the
signature.

Identification algorithm: After Alice discloses the secret message keystone, for xi =
H (keystone), for xa, xb are not equal to xi, then verify that keystone is a false value.
Otherwise, there must be a value between xa, xb and xi match, then at this time the
public keyPKi matchingwith xi is the public key of this signature receiver, and vice versa
another public key is the initiator’s public key. By announcing keystone, the ambiguity
of the ring signature can be removed, and thus the signature can be validated.

3.4 Cross-Chain Contract Deployment

Smart contracts are a set of digital promises, first proposed by Szabo in 1995 [20]. Smart
contracts do not yet have an accepted definition on the blockchain. From a narrow per-
spective, smart contracts can be seen as applications for asset management that run on
a blockchain distributed ledger with pre-defined rules that can encapsulate validation
and complete information exchange or value transfer. The smart contract is decentral-
ized in nature. Ethereum is a public blockchain platform with smart contract, which
can be Turing-complete on Ether and processed by EVM (Ethereum virtual machine).
Hyperledger Fabric is an open-source modular federated chain blockchain platform, in
which smart contracts are collectively called chaincode, which is the bearer of business
logic and can be used in multiple languages, such as Go, Java, Python, etc. EOS is a
distributed design public chain blockchain platform and is used for business scenarios.
Smart contract of EOS is an application registered and executed in the nodes of the
EOSIO blockchain, and the contract content is stored in the distributed ledger through
contract specific functions. Ledger for storage.
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Chaincode is located between the application layer of the whole blockchain archi-
tecture and the bottom layer of the blockchain. The process is shown in Fig. 2. Before
deploying chaincode to Fabric, you need to set up the Fabric blockchain network environ-
ment and download the Fabric binaries, corresponding docker image, and configuration
files. You need to download the Fabric binaries, corresponding docker image, and con-
figuration file. Batch start the fabric image through docker-compose to compose the
network environment. In Fabric network, it mainly needs to generate node MSP iden-
tity, genesis block file, channel file, sorting node file, and peer node configuration file.
After the environment is deployed, we need to install Chaincode for each peer in the
Fabric network to execute and endorse transactions, and then instantiate Chaincode in
the channel. The process of packaging, compressing, serializing, decompressing, and
compiling the chaincode is mainly included. Each chaincode must implement the Trans-
actionContextInterface interface to read or modify the ledger. Blockchain operations can
be performed by writing applications through the Fabric SDK.

Fig. 2. Chaincode deployment process.

3.5 Cross-Chain Chaincode Interface Design

Since Fabric is a blockchain without assets, we first need to make the users in Fabric
network with personal account assets, so we need to write the chain code of account
assets to implement basic account functions for users. accountCC (Account Chaincode)
is used to implement user account functions, and the account structure is shown in Table
1. The AccountCC interface is shown in Table 2.
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Table 1. Account data structure.

Account Data Structure
type Account struct {
Address     string               // Account Address
Amount       uint64              // Account Asset Balance
Passwd         string              // Account Password
Sequence      uint64            // Account serial number
Type             int                  // 0:MidAccount ;1:General Account
TransferTo   [2]string        // Midaccount transfer address

}

For the assets on blockchain, use a locking contract to anchor the assets to the
intermediate account for the duration of the transaction and transfer the assets through
a smart contract when the transaction between the two parties is reached. So we write
locking contract chain code LockCC (LockChaincode) to lock assets to intermediate
accounts. the data structure of LockCC is shown in Table 3. The LockCC chaincode
interface is shown in Table 4.

Table 2. AccountCC interface.

Interface Description

fun InitAccount(args) Initialize account data

fun CreateAccount(args) Create a general
account

fun
CreateMidAccount(args)

Create intermediate
accounts

fun Transfer(args) Asset transfer

fun Query(args) Account asset inquiry

Table 3. Lock data structure.

Lock Data Structure
type Lock struct {
Sender              string    // Sender Address
Receiver           string    // Receiver Adress
Amount             uint64   //Locked Asset
ConSign            string   // Concurrent Signature
TimeLock          int64   // Automatic return of assets after timeout
LockAddress      string   // Locked intermediate account addresses 
State                   State    //0:Locked;1: Signed;2:Refund
}
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Table 4. LockCC Interface.

Interface Description

fun
CreateMidAccount(args)

Invoke AccountCC create
MidAccount

fun CreateConSign(args) Add concurrent signature

fun Withdraw(args) Withdraw asset

fun Refund(args) Refund asset

fun Query(args) Query locked information

3.6 Cross-Chain Transaction Process

1. Through the fuzziness of the verifiable ring signature to enable both sides to exchange
contracts can be verified at the same time, but the fuzziness of the ring signature
leads to the contract between the two sides does not take effect, only when the
secret information keystone is published well, the signature fuzziness of both sides
disappears at the same time, making it possible for both sides to exchange assets on
different blockchains at the same time without the need of a third party. The specific
process is shown in Fig. 3, and the cross-chain transaction process is as follows.

2. Alice wants to exchange tokens of value V on blockchain A for Bob’s equivalent
tokens on blockchain B. Through offline negotiation, she generates a contract mes-
sage M1 = (UA,Ub,V ), UA to exchange tokens of value V with Ub. She uses
the digital signature algorithm RSA to sign M1. First, she performs a hash opera-
tion h1 = H (M1) on M1 and uses Alice’s private key SkA to encrypt h1 to obtain
s1 = SkA(h1).M1,PkA, s1 will be packaged as pkg1(M1,PkA, s1) and sent it to Bob.

3. Bob receives pkg1 from Alice and uses Alice’s public key PkA to verify the sig-
nature s1, M ′

1 = PkA(s1). If verification fails, the offer is rejected. M ′
1 = M1

Verification is successful, and Bob agrees to the token swap. Call AccountCC to
create an intermediate locked account. Call LockCC to lock V to the lock address
Lockaddb on the intermediate account return blockchainB and sign it simultaneously
σ = (PKa,PKb, v, xa, xb), s2 = Lockaddb. Select a secret message keystone and
hash it to get xb = H (keystone), pack the s2, xb to get pkg2(s2, xb), then use Bob’s
private key SkB to encrypt the hash of pkg2 to get s3 = SkB(H (pkg2), randomly
select a new secret key k to encrypt pkg2 symmetrically to get s4 = Ek(pkg2), use
Alice’s The public key PkA of Alice is used to encrypt k to get the digital envelope
dig1 = PkA(k2), and finally s3, dig1, s4 is packaged as pkg3(s3, dig, s4) and sent to
Alice.

4. Alice receives pkg3 from Bob, Alice uses Bob’s public key PkB to decrypt cipher-
text s3 to get pkg′

2 = PkB(s3), then uses Alice’s private key SkA to decrypt digital
envelope dig to get session secret key k = SkA(dig), uses k to decrypt ciphertext s4
to get pkg2 and hashes it pkg′′

2 = H (Dk2(s4)). If pkg
′
2 matches pkg′′

2 , the protocol
continues, otherwise it terminates immediately. Alice calls the AccountCC chain-
code on blockchain A to create an intermediate account and the LockCC chaincode
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to create a locking contract. Locked contract address Lockadda on blockchain A and
make x′

a = xb and sign it simultaneously σ ′ = (PKa,PKb, v′, x′
a, x

′
b) will be passed

to Bob in the same way as in step 2, but the message does not include xb in step 2.
5. Bob receivesAlice’spkg4 andgetsAlice’s locked contractLockadda onblockchainA.

At this time, Bob queries the locked contract on blockchainA and verifies the sig-
nature operation, that is, x′

a = xb verifies it, and Bob publishes keystone. With the
publication of keystone the two signatures remove the ambiguity of the ring signa-
ture so the operation of getting assets can be carried out. At this point, Bob goes to
blockchainA and calls lockCC chaincode to get the assets on blockchainA.

6. Alice receives the keystone announced by Bob to go to blockchainB to call lockCC
chaincode to get the assets on blockchainB.

Fig. 3. Cross-chain processes.

3.7 Security Analysis

This scheme is based on the ambiguity of ring signature, which can be satisfied with the
ambiguity and unforgeability of ring signature in the case of ideal symmetric encryption
algorithm E.

Since this scheme uses a ring signature to lock the cross-chain contract, that is,
anyone can verify the authenticity of the signature and can know that the signature is
signed by both parties of the cross-chain transaction, but cannot knowwho is the initiator
and who is the receiver, at this time the contract is not effective, and only after the secret
information keystone is published, the initiator and receiver can be associated with the
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corresponding public key so as to lift the ring signature’s ambiguity, then the two cross-
chain contracts take effect at the same time, and both parties can retrieve assets in the
chain. At the end of this scheme, Bob can choose not to publish the keystone, but Bob
needs to go to blockchainA to get the assets through the keystone. At this time, even if
Bob does not publish the keystone, Alice can still get the keystone, which satisfies the
most basic fairness of the cross-chain contract, and there will not be a situation where
one party takes the assets and the other party loses. This satisfies the most basic fairness
of cross-chain contracts, and there will be no situation where one party takes the assets,
and the other loses.

4 Analysis of Experimental Result

By building two Hyperledger Fabric federated chains, each blockchain consists of two
peer nodes, one order node, and one ca node. Create accounts for Alice and Bob on each
blockchain, and initialize each accountwith 500 assets.A complete cross-chain request is
made by Alice to initiate a cross-chain request transaction until Alice and Bob complete
the exchange of 10 assets at the same time. During the testing process, the time required
is counted in steps of 5 cross-chain requests each time they are initiated. As shown in
Table 5, the overall system is running on a standalone host with Ubuntu 20.04 LTS using
zsh, Docker v19.03.8, docker-compose v1.25.0, Go v1.16.2, Hyperledger Fabric v2.1.0,
Node v10.19.0, host configuration is, inter(R) Core i7-9700k, RAM-32 GB, VMware
Workstation 15.5.1 installed in the host and running on 64bit-Windows 10 pro system.

Table 5. Running environment.

Name Version

Operating System Ubuntu 20.04 LTS

Shell Zsh

CPU inter(R) Core i7-9700k

RAM 32 GB

Hyperledger-fabric v2.2.0LTS

Docker v19.03.8

Docker-compose v1.25.0

Go v1.16.2

NodeJS v10.19.0

As can be seen in Fig. 4, this solution can process roughly 70 complete cross-chain
transactions per second. The analysis shows that the bottleneck of system processing is
mainly in the ordering node of Hyperledger Fabric because the ordering node is mainly
used to pack the transactions of each node into blocks and distribute them, but since the
whole system is running on a standalone host, the docker container is used to simulate
each node, and the whole host maintains four peer nodes and two order nodes, the
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ordering node occupies high resources in terms of CPU usage order nodes, the sorting
nodes take up higher resources in terms of CPU occupancy, and the network latency is
negligible because it is running on a single machine. So hardware conditions may have
a greater impact on cross-chain transactions.

Fig. 4. Cross-chain throughput.

5 Conclusion

In the era of blockchain 3.0, the importance of cross-chain technology is particularly
prominent. Only the development of cross-chain technology can promote blockchain
interconnection and break value silos. Due to the blossoming of existing blockchain
technologies, cross-chain technology is not yet mature, and the existing cross-chain
technologies have different research directions and different application scenarios. Still,
the future is destined to be a situation of interconnection and coexistence of multiple
chains. Therefore, cross-chain technology still needs continuous research and explo-
ration. This paper constructs a cross-chain solution with simultaneous effect by means
of contract lock based on the ambiguity of ring signature, so that the users on the chain
can complete the value exchange between chains only under the operation of smart
contracts without the intervention of third parties, thus achieving the purpose of cross-
chain. At the same time, this solution is dependent on smart contracts, and cross-chain
interoperability can only be accomplished on blockchains where smart contracts can
be deployed, and there is still much room for optimization in terms of efficiency and
throughput, which is hoped to be improved in the future research process.
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Abstract. Thanks to the rapid development of wireless communication and elec-
tronic technology, wireless sensor networks have been increasingly used in mil-
itary, medical and other fields. Because of the characteristics of wireless sensor
networks, traditional network routing protocols are not applicable in wireless sen-
sor networks. In recent research, manywireless sensor network routing algorithms
have been proposed. Among these algorithms, the cluster routing algorithm per-
forms well, but the cluster routing algorithm often has the problem that some
nodes die prematurely due to too many communication tasks. Ant colony opti-
mization algorithm can effectively solve the combinatorial optimization problem
with NP-Hard characteristics, and is widely used in routing algorithms. There-
fore, we propose a node protection routing algorithm for wireless sensor network
based on clustering ant colony strategy (NPAWSN). This algorithm optimizes
the clustering process, selects multiple cluster head nodes for clusters with high
communication pressure, and at the same time, designs a new path probability
selection model for ant movement, which fully considers the remaining energy
of cluster head nodes close to the sink, effectively alleviating the problem of pre-
mature death of some nodes due to too many transmission tasks. The algorithm
considers the sensor energy, communication efficiency and other factors. The use
of adaptive ant colony algorithm improves the convergence speed and maintains
the high performance of the routing algorithm.

Keywords: Clustering · Ant colony optimize · Routing algorithm

1 Introduction

The wireless sensor network includes a large number of sensor nodes with perceptual
capabilities, and awireless network composedof self-organization amongnodes. Sensors
monitor the physical or environmental conditions in different locations. Wireless sensor
networks were initially used in military applications such as battlefield monitoring and
received extensive attention and developed rapidly. Nowadays, wireless sensor networks
are used inmany civilian fields, such as environmental and ecological monitoring, health
monitoring, home automation, and traffic control. As shown in Fig. 1, a typical wireless
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sensor network system architecture includes distributed wireless sensor nodes (groups),
receiver-transmitter convergence nodes, Internet or communication satellites, and task
management nodes.

Fig. 1. Wireless sensor network.

Thewireless sensor network routing protocol is responsible for forwarding data from
the sensor node to the sink. Different from traditional wireless networks, sensor nodes
in wireless sensor networks are usually powered by batteries and have limited energy.
After the energy of sensor nodes is exhausted, some or all of their working capabilities
will be lost. Therefore, the energy consumption of sensor nodes needs to be considered
when designing routing protocols to extend the lifetime of wireless sensor networks.
At the same time, sensor nodes can only obtain local topology information, and it is
necessary to design efficient routing algorithms based on local topology information.

Therefore, unlike routing protocols in traditional networks, routing protocols suitable
forwireless sensor networks need tomaintain transmission efficiency asmuch as possible
while ensuring low node consumption.

The ant colony algorithm is a heuristic algorithm. People found that the ant colony
can always find the shortest path from the ant nest to the food source when foraging.
Inspired by this, the Italian scholar M. Dorigo, V. Maniezzo and A. Colorni proposed
a new type of intelligent optimization algorithm, the ant system, in the early 1990s.
The algorithm was first used to solve the traveling salesman problem, and the algorithm
showed good performance on this problem. Ants will release pheromone on the path
they pass during their foraging. Since the ants that choose a shorter path return to the ant
nest earlier, there are more pheromones on the shorter path than on the long path, which
will increase the number of ants on the shorter path. The probability of the path forms
a positive feedback mechanism. In the end, most ants will choose a segment path. Ant
colony algorithm is widely used in path planning, network routing and other problems
because it can be used to solve complex optimization problems.

This paper proposes a wireless sensor network node protection routing algorithm
based on clustering ant colony strategy. The contributions of this paper are as follows: 1.
Aclustering algorithm is proposed,which allocatesmultiple cluster heads to clusterswith
high communication pressure, thereby alleviating the communication pressure of cluster
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heads. 2. A new model of path probability selection for ant movement is designed. The
remaining energy in the area close to the sink has a greater impact on node selection,
avoiding death of some nodes due to excessive communication tasks and excessive
energy consumption.

2 Related Work

In recent years, research on wireless sensor networks has developed rapidly, and many
routing protocols have been proposed. Hierarchical routing algorithms perform well
in wireless sensor networks. In hierarchical routing protocols, the network is usually
divided into clusters. The nodes in the cluster are divided into cluster-head nodes and
non-cluster-head nodes. The non-cluster-head nodes transmit data to the cluster-head
node, and the cluster-head node communicates with the receiver, and is responsible for
aggregating and forwarding the data of the nodes in the cluster. The clustering routing
protocol is mainly divided into distributed and centralized. Among them, the centralized
algorithm requires the global topology of the network, which in some cases cannot be
achieved or requires a large cost, so we focus on the distributed algorithm. Distributed
algorithms are mainly based on the idea of splitting or clustering. [1] proposed the
LEACH algorithm, the first cluster routing protocol proposed. The algorithm randomly
selects cluster heads, and then the cluster head nodes broadcast the message that they
become cluster heads. Non-cluster head nodes decide to join according to the strength
of the broadcast signal. cluster. In the data transmission phase, the non-cluster head
node sends the message to the cluster head node and then sends it to the sensor after
aggregation. In [2], LEACH algorithm is optimized to generate uneven cluster heads.
[3] proposed a clustering algorithm based on geographic location.

Ant colony algorithm is an effective algorithm to solve routing optimization. Some
existingwireless sensor network routing protocols are based on ant colony algorithm.Ant
colony algorithm was first proposed in [4]. Ant colony algorithm is a swarm intelligence
algorithm that solves complex optimization problems through the cooperation of ants.
[5] reviewed the application of ant colony algorithm in network routing. [6] proposed
to extend the life of the network based on finding the maximum number of disjoint
connection coverage that satisfies the sensor coverage and the network connection. [7]
proposed a routing protocol based on the minimum spanning tree ant colony algorithm.
[8] uses three kinds of pheromone to realize the ant colony optimization algorithm.

On the basis of the above algorithm, our algorithm optimizes the clustering process,
designs a new path probability selection model for ants movement, and uses an adap-
tive ant colony algorithm. The algorithm effectively prolongs the life of the network in
wireless sensor networks, while meeting the requirements of low transmission consump-
tion and high transmission efficiency, and the convergence speed is higher than that of
traditional ant colony algorithm-based wireless sensor network routing protocols.

3 System Model and Problem Formulation

3.1 System Model

Consider a wireless sensor network containing n sensor nodes, where vi represents the
i node. The set of nodes is V = (v1, v2, . . . , vn). Assuming the sensors and sink no
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longer move after deployment, it can be considered that the sensor nodes are distributed
in a rectangular area and the sink are located outside the rectangular area. The specific
location of the nodes is unknown, and the distance between the nodes can be calculated
by the received signal strength. Suppose the communication radius of the wireless sensor
node is R0, and the initial energy is C.

3.2 Energy Consumption Model

Suppose that node a sends k bit data to node b at a distance of d . According to the
secondary fading model and the multipath fading model, its energy consumption is as
follows:

Esend (k, d) =
{
k × Eelec + k × εfs × d2, d < d0
k × Eelec + k × εmp × d4, d > d0

(1)

In the formula (1), d0 represents a threshold, εfs and εmp represent the power amplifi-
cation coefficients corresponding to different distances between nodes, and Eelec repre-
sents the energy consumed by processing each bit of data in the node. It can be seen that
when the distance between nodes is greater than d0, the energy consumption of com-
munication between nodes is greatly increased. Therefore, communication behaviors
between nodes with a distance greater than d0 should be avoided as much as possible. In
our scheme, single-hop communication is used for intra-cluster node communication.
When the cluster head node is far away from the receiver node,multi-hop communication
is used to reduce energy consumption.

4 Routing Algorithm for Node protection in Wireless Sensor
Network based on Clustering ant Colony Strategy

4.1 Cluster Head Selection

The hierarchical routing protocol has the following advantages:

1. Data from non-cluster head nodes is forwarded via the cluster head node, reducing
long-distance wireless communication.

2. It is conducive to the application of distributed algorithms and is more suitable for
large-scale networks.

3. Has good scalability.
4. The cluster head node aggregates the data of the nodes in the cluster, can merge and

compress the data before forwarding, reducing the amount of data transmitted in the
network.

In the scheme of this article, we first divide the clusters according to the topology of
the network itself, and then select the cluster heads in the divided clusters. We use the
modularity-based clustering algorithm to obtain stable cluster divisions [10–15].

According to the above algorithm to get the result of cluster division, we need to
select the cluster head for each cluster. In the clustering routing protocol, the cluster head
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node close to the sink not only has to transmit the data in the cluster, but also forward
the data from the cluster head node farther away, which causes greater communication
pressure. This may cause the node to run out of energy prematurely and die, thereby
affecting the life of the wireless sensor network. At the same time, the cluster head node
needs to aggregate and transmit the data of the nodes in the cluster. When the number of
nodes in the cluster where the cluster head is located is large, the transmission pressure of
the cluster head node will increase. Based on the above analysis, we propose an adaptive
cluster head selection scheme. The main idea of the scheme is to increase the number
of cluster heads in the cluster appropriately according to the communication pressure of
the cluster. Suppose that the sensor nodes are divided into N clusters after the clustering
is completed. Ci represents the i cluster, and Mi represents the number of nodes in the
i cluster. We first use the receiver as the source node for a round of flooding to obtain
the distance between the sensor node i and the sink The number of hops hi, the average
number of hops Hi from the i cluster node to the sink is

Hi =
∑

j∈Ci
hj

Mi
(2)

We use the following formula to measure the communication pressure of the cluster

Pi = α × Mi + β × Hi (3)

Fig. 2. A result of clustering.

In the formula (3), Mi represents the number of nodes in the cluster. α and β are
constants, and their value reflects the influence of the number of nodes in the cluster and
the average distance between the nodes in the cluster and the sink on the communication
pressure. This scheme sorts the communication pressures of each cluster, and allocates
two cluster head nodes to the clusters with greater communication pressure, which
account for the total number of clusters 1

3 . For one example, a result of clustering is
shown in Fig. 2.
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4.2 Node Protection Routing Between Clusters Based on Ant Colony Algorithm

In the basic ant colony optimization algorithm, the transition probability function of the
data packet from node vi to node vj can be expressed as

pkij(t) = τα
ij (t)η

β
ij (t)∑

μεVallow
τα
iμ(t)ηβ

iμ(t)
(4)

Vallow represents the set of next hop candidate nodes, pkij(t) is the probability of ant k
transferring from cluster head node i to cluster head node j, τij(t) is time t The pheromone
level between cluster head node i and cluster head node j, the update rule of pheromone
is

τij ← ρτij + 	τij (5)

	τij =
∑m

k=1
	τ kij (6)

	τ kij = Q

Lk
(7)

ρ represents the volatilization coefficient of pheromone, τ kij represents the pheromone
left by the k ant on the path from i to j, and 	τ ij represents the information on the path
from i to j in the simulation of this round of ant colony algorithm Prime increase. Q is
a parameter, and Lk is the length of the path traversed by ant k in the simulation of this
round of ant colony algorithm. It can be seen that the longer the path the ant travels, the
smaller the pheromone increment imposed by the ant on the path.

ηij(t) represents visibility. In traditional routing algorithms based on ant colony
algorithm, visibility is expressed as

ηij(t) = 1

C − E(V j)
(8)

C represents the initial energy of the node, E(V j) represents the remaining energy of the
current node. The energy consumed by the node will affect the visibility. The visibility
value of node j that has consumedmore energy is smaller, leading to the next round in the
stimulation of ant colony algorithm, the probability of ants selecting node j is reduced.

ηij(t) = 1

Hj[C − E(V j)] (9)

In the algorithm proposed in this paper, we improve the visibility expression. Hj

reflects the distance between the cluster head node j and the sink to a certain extent. The
analysis shows that the impact of the energy consumed by the node on visibility will be
amplified at the cluster head node that is less distant from the sink. In the next round of
ant colony algorithm simulation, in the area close to the sink, nodes with higher residual
energy have a greater probability of being selected.
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α andβ are the parameters that need to be set,α reflects the influence of pheromoneon
the transition probability,β reflects the influence of visibility on the transition probability.

Ant colony algorithm has problems such as slow convergence speed and easy to fall
into local extreme value. In order to solve the above problems, we add self-adaptability
to the algorithm by adjusting the pheromone volatilization coefficient ρ. When the value
of ρ is small, the global search ability of the ant colony algorithm is improved, but the
convergence speed is slower.When the value of ρ is large, the searched path has a greater
probability of being selected again, and the convergence speed is accelerated, but the
overall situation of the algorithm is sacrificed search ability. Use the algorithm in [9] to
adaptively change the value of ρ. The initial value of ρ is set to ρ(t0) = 1. When the
optimal value obtained by the algorithm does not change in N cycles, ρ is updated to

ρ(t) =
{
0.95ρ(t − 1) if 0.95ρ(t − 1) >= ρmin

ρmin else
(10)

ρmin represents theminimumvalue ofρ to prevent the convergence speed of the algorithm
from being reduced because ρ is too small.

The steps of node protection routing between clusters based on ant colony algorithm
are as follows:

Step 1: Initialize the settings.
Step 2: Place m identical ants on the source node.
Step 3: Ant k at node i selects the next hop node according to formula (4).
Step 4: When all m ants reach the target node or after timeout, find the best path of

all ants. If the best path of the current round is the same as the best path beforeN rounds,
update ρ according to formula (10).

Step 5: Perform pheromone update according to formula (5).
Step 6:The algorithmdoes not reach the termination condition, go to step 2, otherwise

go to step 7.
Step 7: Output the optimal solution.

5 Evaluation Analysis

In order to test the performance of the algorithm,weuse theNS-2 network simulation tool
for simulation. In the experiment, the wireless sensor network contains 150 randomly
distributed sensor nodes. The sensor node distribution area can be approximated as a
50 m × 50 m rectangle. The initial energy of each sensor node is 0.5 J, and the sink
energy is unlimited. According to the energy consumption model mentioned above,
the power consumption of the transmitting and receiving circuit is Eelec = 50 nJ.bit.
When the distance d between the two communicating parties is less than the threshold.
d0, the power consumption of the amplifying circuit is εfs = 10 pJ/bit/m2. When the
distance d between the communication parties is greater than the threshold d0, the power
consumption of the amplifying circuit is εmp = 0.0013 pJ/bit/m4. Each node sends a data
packet with a size of 2000 bit in each round. Compare the algorithm proposed in this
article with LEACH and HEED algorithms.
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Fig. 3. The lifetime of the network when different proportions of nodes die.

As shown in Fig. 3. we fixed the sensor and receiver nodes. After starting the simu-
lation, when 1%, 20%, 40%, 60%, 80%, 100% of the nodes died, we recorded LEACH,
HEED, and the sensor nodes and receivers of the NPAWSN algorithm proposed in this
article. The results of the communication rounds of the device nodes are shown in the
figure. It can be seen that compared with LEACH and HEED algorithms, the NPAWSN
proposed in this paper has a greater improvement in network life, and its advantages are
more obvious under the standards of different dead node ratios.

Fig. 4. The lifetime of the network when the number of nodes increases.

As shown in Fig. 4, we fixed the sensor and receiver nodes, and after starting the
simulation, we recorded the life of the network as the number of sensor nodes increased
(using the death of the first sensor node as the standard), and the results are shown in the
figure. It can be seen that compared with LEACH and HEED algorithms, the NPAWSN
proposed in this paper can delay the death time of the first node under different network
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scales, and as the network scale increases, its effect becomesmoreobvious and effectively
improves the network lifespan.

Fig. 5. Network lifetime until the first node dies.

As shown in Fig. 5, we fix the sensor node, move the sink node away from the
sensor distribution area gradually, and record the life of the network as the position of
the receiver node changes (take the death of the first node as the standard), and the result
is shown in the Fig. 4. It can be seen that when the distance between the sink node and
the sensor node area is the same, using the NPAWSN algorithm proposed in this paper
can increase the life of the network compared to LEACH and HEED algorithms. As the
distance increases, this advantage still exists.

6 Conclusion

In wireless sensor networks, it is an important issue to use node energy rationally and
extend the life of the network. This paper proposes a wireless sensor network node
protection routing algorithm based on clustering ant colony strategy. Considering that in
the existing clustering wireless sensor network routing protocol, sensor nodes close to
the sink often takes on too many transmission tasks. Too fast energy consumption leads
to premature death. Our solution first clusters sensor nodes. We believe that clusters
with a large number of nodes in the cluster or clusters close to the sink have greater
communication pressure. So we select multiple cluster head nodes for clusters with high
communication pressure to share the communication pressure. In the inter-cluster routing
stage, we optimize the visibility in the ant colony algorithm to amplify the influence of
the remaining energy factors of the nodes close to the receiver on the path selection.
Experiments show that the algorithm can effectively delay the death of nodes and extend
the life of wireless sensor networks.

Acknowledgement. This paper was supported by collaborative innovation in energy andmaterial
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Abstract. Network intrusion detection is an important protection tool after fire-
wall, and intrusion detection algorithm is the core of intrusion detection system.
The purpose of studying intrusion detection algorithm is to improve the detection
rate of abnormal attacks and reduce the false positive rate. Deep learning is the
first mock exam to deal with network data traffic. It does not make full use of
the unique characteristics of network data when solving classification problems,
and often shows the drawback of not fully summarizing the characteristics and
limited generalization ability of specific data sets. The fusion of convolutional
neural network and long-term and short-term memory network can fully extract
the effective features of intrusion samples by mining the spatio-temporal features
of all aspects of network data flow, especially the sequence of feature sequences
retained by LSTM, which makes intrusion detection more accurate in classifying
normal data and four kinds of abnormal data, Experiments show that CNN-LSTM
model is more accurate and has excellent performance on UNSW-NB15 data set
and NLS-KDD 99 data set.

Keywords: Intrusion detection · Convolutional neural network · Long-short
cycle memory network

1 Introduction

The rise of cloud computing, big data and the Internet of things has led to the rapid
construction of global information networks. The dense data transmission in informa-
tion network links has made the network the target of attackers; through the network,
we can realize rapid data interaction and sharing, but also make the information system
more vulnerable to intrusion and attack. Ac-cording to the Internet security threat report
released by China’s national Internet emergency department, the number of terminals
infected with Trojan horses or bot-net malware in China was nearly 1.15 million in
March 2021; The number of tampered websites is 12947, including 61 tampered gov-
ernment websites; The number of websites implanted with backdoors is 1872, including
15 government websites [1].
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The application of machine learning method in intrusion detection system has a
long history. For example, Pervez et al. Proposed a filtering algorithm based on sup-
port vector machine (SVM) [2]; Shapoorifard et al. Proposed a KNN-ACO method
based on KNN [3]; Ingre and bhupendra et al. Proposed an intrusion detection meth-od
based on decision tree [4]. In recent years, the research and application of deep learning
have also developed rapidly. Remarkable achievements have been made in the fields
of speech recognition, image recognition and face recognition. It also shows significant
performance in network anomaly detection [5]. Its performance and ex-perimental results
are better than traditional machine learning methods [6].

2 Background

2.1 Intrusion Detection Systems

The most commonly used classification standard of intrusion detection system is based
on the similarity and difference of data sources and different exception handlingmethods.
It is divided into host based intrusion detection system [7] and network-based intrusion
detection system, misuse based intrusion detection system and anomaly based intrusion
detection system [8]. Hybrid intrusion detection system combines the advantages of
host based and network-based intrusion detection system, avoids these two methods,
and forms a complete and comprehensive intrusion detection system. This paper mainly
studies the intrusion detection system based on network anomaly.

2.2 Intrusion Detection Techniques

With the update speed of attacker attack methods becoming faster and faster, network
attacks show new characteristics of complexity, flexibility and intelligence. Traditional
intrusion detection technology has some problems, such as high false positive rate,
poor generalization ability, poor timeliness and so on [9]. As the core embodiment of
artificial intelligence, machine learning is simply regarded as a set of algorithms to
optimize system performance to a certain extent through empirical data collection [10].
In recent years, deep learning technology has shown stronger performance advantages
than traditional machine learning methods in the field of speech and image recognition.
Artificial neural network has become a research hotspot in this field because of its high
autonomous learning ability.

2.3 Neural Network Model

Convolutional neural network has superior feature extraction ability; In the face ofmulti-
dimensional network traffic data, we can fully mine the relationship between the features
and improve the feature extraction and recognition accuracy of themodel. Convolutional
neural network model needs less parameters, lower complexity and less time overhead.
In addition, CNN may understand some more complex features of modern network
attacks, which are difficult to be captured by other neural network models. Finally, CNN
can better classify network attack samples, so that IDSS can potentially detect innovative
attacks with characteristics similar to known attacks [11].
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The long-term and short-term memory model (LSTM) is a special recurrent neural
network (RNN) model [12]. LSTM is suitable for processing time series data with
long-term dependence. Literature [13] uses LSMT network for network security data
processing, and achieves relatively high anomaly detection accuracy. The processing
process of LSTM model is as follows: firstly, the feature sequence set is input to the
input layer, the gating unit of LSTM extracts the feature sequence of the input layer, and
solves the problem of long-term dependence by adding three gating designs [14].

2.4 Related Works

Sheraz Naseer et al. [15] explore the applicability of deep learning methods in anomaly-
based intrusion detection systems to develop anomaly detection models using deep
CNNs, LSTMs, and multiple types of autoencoders. The technical feasibility and effi-
ciency of deep learning models including convolutional neural networks, autoencoders
and recurrent neural networks are verified in the study by comparing traditional MLIDS
models.

Fahimeh Farahnakian et al. [16] proposed a deep learning model based on anomalies
and using deep autoencoders (DAE), which aims to avoid overfitting and local optimum
problems in deep learning models. MAJJED AL-QATF [17] et al. proposed an SAE-
based STL framework for feature learning and dimensionality reduction based on a self-
learning framework for good data representation. Themethod outperforms the traditional
NSL-KDD classification algorithm and most previous methods in terms of binary and
multi classification. O. Almomani [18] proposed a hybrid model of network IDS based
on hybrid bionic meta heuristic algorithm to detect generic attacks. In this paper, bionic
meta heuristic algorithms are mixed with each other to reduce the number of selected
functions of network IDs; General attacks are detected by using support vector machine
(SVM) C45 (j48) decision tree and random forest (RF) classifier. N.O. Aljehane [19]
proposed a depth stack automatic encoder with parameter adjustment based on deep
learning (DL) and called it PT-DSAE for IDS in CPS. The author carried out a series of
experiments using the data from sensor based CPS. The experimental results verify the
superior performance of the applied data in the comparison method.

Wang Qian et al. [20] proposed an image enhancement based convolutional neural
network (ID-IE-CNN) fusion detection algorithm, and the proposedmodel outperformed
the comparative algorithm on the KDDCup99 dataset for both binary and multiclassifi-
cation tasks. The performance of the model proposed in the article is significantly better
than the comparison algorithms for the task of binary classification and multiclassifica-
tion. YanRuiyuan et al. [21] proposed an intrusion detectionmethod based on Focal Loss
and convolutional neural network in the face of the challenges brought by unbalanced
datasets for intrusion detection models; the research method proposed in the paper tries
to overcome the pressure caused by data imbalance from the perspective of improving
the loss function, and after experiments show that the proposed method can overcome
this problem well.

Considering that the detection performance of convolutional neural networks is
closely related to the initial weights, thresholds, network structure parameters, optimiz-
ers and the number of neurons in the convolutional and fully connected layers, Minsheng
Tan et al. [22] optimizedLeNet5 in their study by using genetic algorithmoperations such
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as selection, crossover and variation to obtain optimal initial weights, thresholds, net-
work structure parameters, optimizers and the number of neurons in the fully connected
layer. After the improvement the accuracy and detection rate of the model for intrusion
data detection have been significantly improved and the false alarm rate has been signif-
icantly reduced. M. Chen [23], the author combines metric learning with convolutional
neural network (CNN) and proposes a new network traffic classification model, called
arcmargin, which makes the CNN model more discriminative; Experiments show that
arcmargin model not only has good performance in network traffic classification task,
but also can cluster unknown data classes in open set task.

To address the problem that existing models do not extract enough information
about the characteristics of network data traffic, Yifei Wang et al. [24] propose an intru-
sion detection model based on internal and external convolutional networks, taking into
account both the internal characteristics of the traffic and the interaction information
carried out on the external network side, which improves the accuracy of the intrusion
detection model and reduces the false alarm rate; time-consuming experiments on the
DARPA 1998 dataset show that the proposed model has better timeliness than most
baseline models. In their study, B. Almaslukh et al. [25] in this paper, aiming at the
security of wireless sensor networks, studied the transformation of the original features
of entity embedding into a more powerful representation, which can make more accu-
rate detection; The experimental results show that its recognition accuracy is higher than
some models based on traditional machine learning (ML) methods or deep learning.

Considering the simultaneous temporal and spatial characteristics of network traffic
data, Wanya Wang et al. build a deep hierarchical network model [26] by combining
convolutional neural networks with bidirectional long-short make memory networks to
fully learn the spatial and temporal characteristics of the data. In their study, Xingjian
Zhang et al. [27] proposed an intrusion detection model based on convolutional neural
networks and gated recurrent units. The model introduces a residual network to extract
the spatial features of the traffic data by using a convolutional kernel to shrink or expand
the dimensions of the input information, and GRU is used to learn the temporal features
of the traffic data; the experimental results show that the accuracy of the ResNet-GRU-
based model is slightly improved compared with the CNN-GRU-based model, and the
running time is significantly reduced. At the same time, the ResNet-GRU-based model
solves the problem of overfitting during training of the CNN-GRU-based model.

X.D. Hao [28] Aiming at the problem that the massive high-dimensional data in
cloud computing network has a negative impact on anomaly detection, and improving
the accuracy of intrusion detection, a dual LSTMmethod based on attention mechanism
is proposed in this paper. The results on KDD cup 99 dataset show that the model has
high detection accuracy and low false positive rate, and Huiwen Lin et al. [29] used
back-propagation ID3 decision tree combined with LeNet-5 model for the design of
intrusion detection algorithm in their study. The study used behavioral feature selection,
image matrix trans-formation, and weight comparison to classify network threats; the
experimental results show that when the data traffic increases, the classification of the
model for multi-classification tasks there is a significant improvement in the precision.
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3 Model Design

3.1 Introduction to the Dataset

The NSL-KDD dataset is usually used together with the KDDCUP99 dataset [30] to
evaluate the effectiveness of the model. However, for the current network threat envi-
ronment, these data sets cannot fully reflect network traffic and modern low occupancy
attacks. Therefore, the UNSW-NB15 [31] data set is introduced. The original network
packets of the USW-NB15 dataset were created by the XAI PrimestRoT tool of the
Canberra network range Laboratory of the University of New South Wales to produce a
mixture of real modern normal activities and synthetic contemporary attack behaviors.
The dataset has nine types of attacks.

3.2 Data Set Pre-processing

Thefirst is the division of the training set and the test set. In this experiment, the validation
set will be left for evaluation, and 15%of the training set is divided to act as the validation
set. Next is the pre-processing of the experimental data, through the introduction of the
dataset above, it can be found that both datasets contain character-based features, so
firstly, the character features need to be converted into numerical features; secondly, the
features in the dataset are classified into two attributes: continuous and discrete, so the
dataset needs to be normalized.

(1) Numerical
In the dataset, protocol_tpye, service and state are character-based features, where
protocol_type contains 3 protocol types, service contains 70 network service types
andflag contains 11 network connection types, and these are converted into numbers
with different values in turn. For example, the three protocol types of protocol_type
feature are TCP, UDP and ICMP, which are converted to values of “0”, “1” and “2”
respectively.”

(2) Data normalization
After numerical processing of the intrusion detection data individual features take
large differences, if not normalized, when using the backpropagation algorithm is
easy to cause gradient dispersion, that is, with the backpropagation, the magnitude
of the gradient will continue to decrease, making the intrusion detection model
learning weights and queues slow down the rate of increase, so that the complex
features of the data set cannot be well extracted to achieve deep learning, and thus
in The data pre-processing stage requires normalization of the intrusion detection
data. In this paper, the z-score standardization method is used to compress the data
to [−1, 1], as shown in Eq.

m
′
i = mi − m

x
(1)

m
′
i is the data value of a feature after normalization of the data sample; mi is the

data value of a feature before normalization of the data sample; m is the average
data value of a feature before normalization of the data sample.
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(3) Unique heat code
When the feature values appear in the learning task are not all continuous values,
for categorical variables when the variables need to be converted to numeric, which
is conducive to improving the efficiency of the model, but if directly converted to
numeric, the model will default to the features as continuous variables, which will
affect the efficiency of the model and affect the weight of the same feature in the
sample, so the one-hot encoding is used for feature conversion. In this paper, the
labels are converted into one-hot encoding.

3.3 Intrusion Detection Model Design

The flowchart of the proposed intrusion detection model is shown in Fig. 1, which
combines the advantages of CNN spatial feature extraction and LSTM temporal feature
extraction. In the model, a convolutional layer with small convolutional kernels is firstly
used to extract local features of the input vector, such as protocol type and IP information,
and secondly a larger convolutional kernel is used to analyze the relationship between
two parts that are far apart, such as information about the payload in a packet. After the
convolutional operation, the output feature map is passed to the pooling layer for feature
selection and information filtering, replacing the result of a single point in the feature
map with the feature map statistics of its neighboring regions, preserving the effective
features while achieving feature map dimensionality reduction to avoid the overfitting
phenomenon. After the processing of the convolutional neural network, the CNN part
outputs a high-dimensional packet vector to the LSTM part. In part s, the overall process

Fig. 1. Flowchart of intrusion detection model as shown in the diagram.
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processes the high-dimensional packet vector into a vector representing the probability
of each classification, and finally the final result is output by the softmax layer. The
main functions of the LSTM network in this process are: the first step determines which
information the model will discard from a set of cells, the second step decides which
information needs to be updated, and the third step determines which parts of the cell
state are derived.

The architectural setup of the proposed CNN-LSTM model in this paper is shown
in Fig. 2. Table 1 shows the list of model training hyperparameters the initialization
methods of both the CNN layer and the fully connected layer use the enlightenment
method proposed byKaimingHe, which helps to speed up the convergence of themodel.
The model optimizer uses the Adam method, which has faster convergence speed and
stability.

Fig. 2. The CNN model architecture settings are shown in the figure.
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Table 1. CNN-LSTM model training hyperparameters.

CNN layer
Kaiming

Full connection layer
Kaiming

Optimizer
Adam

learning rate
0.001

Loss function
MSE

Number of training rounds
35

Drop rate
0.5

Batch size
128

4 Experimental Result

4.1 Simulation Experiments

The hardware environment used for the experiments: AMDRyzen 5 4600Hwith Radeon
Graphics 3.00 GHz, NVIDIA GeForce GTX 1650 with 16G video memory software
environment: Win64-bit operating system, programming language bit Python3.6, deep
keras with TensorFlow The software environment is: Win64 bit operating system,
programming language bit Python3.6, deep learning platform using TensorFlow keras.

4.2 Experimental Data

(1) Model parameter settings
After preprocessing the dataset, 41 * 1 one-dimensional text data is obtained as the
input to the intrusion detection model, so the input layer dimension 41 * 1, and the
data samples are labeled with a total of 39 attack categories and NORMAL normal
traffic categories. The unique thermal coding is applied to 40 categories of labels
and transformed into 40-dimensional vectors, so the output layer is set to 40.

(2) Model evaluation indicators

a. Confusion matrix
The confusion matrix, also known as the error matrix, is used as an evaluation
metric for accuracy evaluation [33] and is usually represented in the form of an
n × n matrix [32]. By displaying the accuracy of classification results inside a
confusion matrix, the classification results are compared with the actual mea-
sured values. The horizontal coordinate represents the predicted result for the
test set samples, the vertical coordinate is the true label of the test set samples,
and the diagonal data is the predicted result equal to the true label.

b. Accuracy (ACC), DR, F1 score, FPR
Accuracy (ACC),Recall, andF1 score are commonmetrics formachine learning
to describe the performance of a model and are described by the formula

Acc = TP + FN

TP + TN + FP + FN
(2)

DR = TP

TP + FN
(3)

Precision = TP

TP + FN
(4)
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F1 = 2 ∗ Precision ∗ Recall

Precision + Recal
(5)

FPR = TP

TP + FN
(6)

where ACC denotes the accuracy of the model, TP represents the number
of correctly identified target flows, TN represents the number of correctly
identified.

TP represents the number of correctly identified target flows, TN represents the
number of correctly identified other flows, FP represents the number of incorrectly
identified target flows, and FN represents the number of unidentified target flows. FN
represents the number of unidentified target flows.

4.3 Experimental Results and Analysis

Performance Analysis of Classification
Multiple classifiers in intrusion detection models are able to predict the attack category
for each sample record. To effectively illustratewhyCNN+LSTM is used as the original
model for intrusion detection in this paper, experimental results as well as conclusions
are drawn by usingmultiple comparison experiments onmultiple datasets. The results of
the runs on two datasets, NSL-KDD andUNSW-NB, are used to compare the advantages
of CNN-LSTM to be compared with other machine learning models and other neural
network models in extracting temporal and spatial features.

Table 2 shows the AC, Recall and F1-score performance of themodel for binary clas-
sification on theNSL-KDDdataset and the comparisonwith other algorithms. Compared
with traditional machine learning algorithms, the deep learningmodel has greater advan-
tages and higher detection accuracy in resolving network anomalies. The CNN-LSTM
algorithm outperforms other algorithms in terms of accuracy and has better classifica-
tion results. The above experimental results can verify that CNN-LSTM has a higher
detection rate in solving network anomalies.

Table 2. Performance comparison table (second classification).

Model Accuracy rate % Precision rate % Recall%

Naive Bayes 74.40% 70.50% 76.10%

SVM 73% 70.30% 72.50%

DNN 73% 52.24% 72.63%

CNN 74.00% 84.80% 74.00%

CNN + LSTM 76% 86.68% 76.23%
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Performance Analysis of the Model on the UNSW-NB15 Dataset
In order to study the generalization ability of the model in this paper, the newer dataset
UNSW-NB15 was selected to set up the comparison experiment, the number of samples
of the training set used in the experiment was about 100,000, and the test machine was
0.15 of them. the dataset was input into the CNN network after the preprocessing opera-
tion, and a feature vector was extracted by the CNN network, and then it was fed into the
LSTM network model before, according to the network intrusion traffic characteristics,
a total of 10 classifications were performed, and the final output layer of the network
used softmax to obtain the classification results. The Batch Normalization mechanism
was introduced in several of the network layers, thus ensuring that the input values of
the neural network remain homogeneously distributed, and the Drop Out algorithm was
used in the hidden layer, with the algorithm deactivation rate adjusted and set to 0.5,
thus preventing the joint action of the feature detectors and making the model not too
dependent on local features. The comparison experiments used the more widely used
CNN, DNN, GRN, and CNN + GRN algorithms as comparisons. As can be seen from
Fig. 3 and Middle and Fig. 4, the CNN + LSTM model stabilizes the loss value area
after more than 70 iterations, and the final accuracy value reaches 0.91, which is higher
than other typical models. And compared with CNN, algorithms such as CNN + GRN
have faster convergence speed and higher accuracy rate. These show that the model is
significantly better than CNN, GRN, CNN + GRN and other algorithms in the intrusion
detection experiments. It has stronger detection capability.

Fig. 3. Model loss comparison

Figure 5 shows the confusion matrix generated by the CNN-LSTM model for intru-
sion detection on the test set samples. The number on the diagonal line is the number
of correct detections for the attack type corresponding to the test set, and the number
of false detections on the remaining coordinates. Considering this multi-classification
problem, the probability that the fourth type of attack is misidentified as the fifth type of
attack is higher, and a smaller fraction of the fifth type of attack is also misidentified as
the fourth type of attack. So for category 4 and 5 attacks have a higher misidentification
rate. Category 2 and 8 have a certain impact on the misidentification because of the small
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Fig. 4. Model accuracy comparison

Fig. 5. CNN-LSTM confusion matrix
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number of samples. To achieve better results, it is still not enough to start from the algo-
rithm level alone, but also need to start from the data level to complete further sampling
of this type of attacks. Other than that, all other categories achieved high classification
results.

Table 3. Performance comparison table (multi classification).

Model ACC DR FPR F1

CNN 86.2% 84.52% 0.03% 83.21%

DNN 85.3% 84.04% 0.0315% 82.01%

SimpleRNN 83.5% 82.64% 0.0332% 82.66%

GRN 82.8% 81.53% 0.0331% 83.02%

CNN + GRN 89.7% 87.17% 0.02973% 86.56%

CNN + SimpleRNN 89.3% 87.44% 0.02963% 87.04%

CNN + LSTM 91.8% 87.57% 0.02801% 87.22%

From Table 3, we can see that the CNN + LSTM model in this paper, has obvious
advantages over othermodels.WhereDR is the ratio of the number of correctly classified
normal samples to the number of actual normal samples, and FAP is the ratio of the
number of incorrectly classified negative samples to the number of total negative samples.
While the accuracy and F1 scores were improved, neither the DR (check-all rate), nor
the FPR (false alarm rate) had an impact and were also improved to some extent.

5 Conclusion

For the traditional intrusion detection focusing on alarm logs, the detection accuracy
ground in large-scale complex network environment, the system overhead, this paper
proposes a hybrid algorithm based on convolutional neural network and long and short
timememorynetwork, extracting temporal space features fromnetwork traffic, analyzing
the network attacks implied in the traffic, on the basis of CNN extraction of spatial
features, fully explore the structure between the attack packet The temporal features
of the data flow are extracted and fused by LSTM algorithm. The experimental results
show that the overall accuracy of the algorithm in this paper reaches 91.82. Compared
with other algorithms, the algorithm in this paper obtains higher accuracy in most cases,
while maintaining a lower false alarm rate, effectively improving the accuracy of the
traffic-based intrusion detection algorithm. Although the model performs well in the
comparison experiments, the overfitting phenomenon of the model caused by too many
network layers still needs to be paid attention to in future work; adversarial training of
themodel using adversarial samples of network traffic data can be considered to improve
the robustness of the model. In addition, the obvious data imbalance in the dataset is also
the focus of the next research, whether to add feature selection in the data. In addition,
the obvious data imbalance in the dataset is also the focus of the next research, whether
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to add feature selection in the data pre-processing process is also worth thinking about.
Deep learning in cyberspace has a long-term development prospect, and the team will
explore relentlessly to pursue a more accurate, robust and simple model.
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Abstract. The reputation models may be used to evaluate the reputa-
tion of blockchain nodes, and the consensus mechanisms can use the rep-
utation models to quantify the credibility or dependability of nodes. The
consensus mechanisms and the reputation models have been coupled by
researchers with the goal of improving the performance and security of
consensus mechanisms. We summarized the consensus mechanism based
on the reputation model (reputation consensus) in this paper. To begin,
we’ve classified the many types of reputation consensuses and explained
the benefits of each one. Second, we suggest a new performance assessment
criterion for reputation consensuses based on the experimental section of
the literatures, and we evaluate the performance of current reputation con-
sensuses using the provided performance evaluation criterion. After that,
we ran a statistical investigation on the security of reputation consensuses.
Finally, we summed up the reputation consensuses in order to better grasp
present research issues and future research directions.

Keywords: Reputation consensus · Classification · Performance
evaluation · Security

1 Introduction

1.1 Blockchain and Consensus Mechanism

With the publication of Satoshi Nakamoto’s article “Bitcoin: A Peer-to-Peer
Electronic Cash System” [1] in 2008, blockchain entered the minds of academics
all over the world. Blockchain [2,3] is a strong distributed ledger system that can
be shared around the globe [4]. All blockchain transactions are carefully recorded
in blocks, which are linked in chronological order by hash [5]. Traceability and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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tamper resistance are two properties of blockchain [6]. Blockchain is being used in
a growing number of industries, including finance [7], the Internet of Things [8,9],
data traceability [10], and so on [11]. Figure 1 depicts the blockchain architecture.

Fig. 1. Structure of blockchain.

The consensus mechanism is one of the blockchain’s essential technologies,
and its objective is to keep the blockchain view consistent [12]. The blockchain
system is made up of numerous nodes, all of which must agree on the block’s con-
tent [13]. Because the nodes in the blockchain system are self-interested and sub-
jective [14], some nodes will dynamically choose low-risk and high-yield action
strategies, and there are even malicious nodes looking for, attacking, and exploit-
ing blockchain vulnerabilities in order to gain illegal benefits and jeopardize block
chain security. When certain nodes do not perform as expected, the consensus
mechanism ensures that other nodes can still achieve a consensus [15].

1.2 Advantages of Reputation Consensus

The reputation model is a paradigm for establishing trust between parties who
interact, and it can be used to effectively build trust between different entities
[16]. The primary idea is to assess different users depending on how well they
complete jobs, and then to grade them fully based on several factors to provide
reputation scores [17]. Users can choose whether or not they trust based on
the reputation score [18]. In addition, the reputation model has a corrective
effect. Good behaviors will be encouraged by positive reputation incentives and
negative reputation punishments [19].

The combination of a reputation model and a consensus mechanism may
maintain the trust state of nodes in a blockchain network and assess the trust
degree of each consensus node, improving the consensus mechanism’s safety and
dependability, and thereby improving blockchain credibility [20]. The following
three advantages will result from combining the two: (1) Evaluate node trustwor-
thiness and screen out a batch of dependable nodes based on trustworthiness;
(2) Punish malicious nodes to minimize the rate of blockchain network node
evildoing; (3) Improve blockchain security and resist network attacks on the
blockchain.
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The following are the key contributions of this article:

(1) A classification method is proposed for the consensus mechanism based on
the reputation model;

(2) A new performance evaluation index is proposed for the consensus mecha-
nism based on the reputation model;

(3) The security of the consensus mechanism based on the reputation model is
analyzed and discussed.

The following is how the rest of the article is structured: Sect. 2 classifies
reputation consensuses; Sect. 3 proposes performance evaluation indicators for
the reputation consensuses based on literature analysis, and evaluates the rep-
utation consensus using the newly proposed performance evaluation indicators;
Sect. 4 analyzes and discusses the security of the reputation consensus; Finally,
Sect. 5 summarizes and looks forward to the reputation consensus.

2 Classification of Consensus Mechanisms Based
on Reputation Models

We categorize reputation consensus into four groups based on the sorts of incen-
tives provided: token rewards, conceptual incentives, dual incentives, and no
incentives.

2.1 Token Incentive

The reputation consensuses that provide token incentives will reward blockchain
network nodes based on the completion of tasks after they complete them, So
as to increase the positivity of the nodes. The reputation model is mainly to
evaluate the reputation of blockchain nodes, so as to select nodes with high
reputation values. Liu [21] proposed a consensus mechanism for reputation proof.
The node with the highest reputation value is responsible for generating blocks,
other nodes are responsible for validating blocks, and new block rewards are
distributed according to the reputation ratio. Kang [22] designed a reputation-
based consensus for the miner collusion problem. Nodes with high reputation
value may be selected as backup miners, who can verify and audit blocks to
prevent active miners from colluding with each other. Guan [23] proposed a
reputation-based consensus mechanism for proof of equity. The selection of the
accounting node is related to the reputation value of the node. The reputation
value is calculated by reference items such as default rate and arbitration success
rate. Yu [24] obtained its reputation value by analyzing and calculating the
comprehensive ability of the node. Only when the reputation value between
nodes exceeds 2/3 of the consensus group can a consensus be reached, Miners
can only obtain token rewards if they dig out a key block and confirm it. Qiao
[25] proposed a reputation consensus. The consensus scores each node based on
its performance and historical reputation, and the power of a node is related
to its reputation value. Qin [26] proposed a consensus algorithm for reputation
proof. When the number of malicious nodes is less than 1/2, it can ensure the
security of the blockchain system.
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2.2 Concept Incentives

The so-called conceptual incentive is to use reputation as a reward, and the
consensus mechanism increases or decreases the reputation score based on the
completion of tasks by the blockchain nodes. Through conceptual rewards, the
reputation value of blockchain nodes will dynamically increase and decrease, and
blockchain nodes with higher reputation values will also have higher author-
ity. This can increase the activity of the blockchain system. Gai [27] proposed
a reputation-based consensus protocol, which can ensure the reliability and
integrity of transaction results and provide reputation incentives to blockchain
nodes. Ke [28] proposed a reputation fusion method to reach a consensus. Nodes
with high reputation not only have more rights, but also are easier to be selected
for consensus. Wang [29] proposed a secure and fast reputation consensus. The
block generation speed of the node is related to the reputation value. Sidharth
[30] proposed a reputation-based consensus scheme for node dishonesty and col-
lusion. It will punishe dishonest nodes. Sun [31] designed a kind of RTChin,
which can influence the consensus behavior of blockchain nodes through rep-
utation incentives. Nodes with high reputation value are more likely to be
selected as trading partners. Zhao [32] proposed a reputation-based blockchain
consensus mechanism. It is able to dynamically assign roles and permissions to
nodes reputation based on their values. Xuan [33] proposed a secure and low-
cost reputation-based edge computing consensus model, and introduced a node
replacement mechanism to improve the fault tolerance of the consensus mecha-
nism. Besfort [34] proposed a new reputation consensus mechanism, which ranks
nodes based on the content of reputation-related aspects. Those with high trust
will be selected as the block creator nodes. In addition, nodes with good per-
formance will be given reputation rewards. Lei [35] proposed a Byzantine fault-
tolerant reputation consensus. It combines the reputation model to evaluate the
behavior of , and the reputation value affects the size of the power. Chen [36]
proposed a consensus mechanism based on a reputation model and voting. The
master node is elected through the node reputation value to ensure its reliabil-
ity. If the node successfully generates a valid block, the system will reward it
with reputation. Zhang [37] proposed a “reputation proof” consensus algorithm,
which improves the credibility of the network environment by screening credible
nodes, and then reaches a credible consensus.

2.3 Double Incentive

The reputation consensuses that provides dual incentives will give tokens and
conceptual rewards based on the completion of tasks by blockchain nodes. Dou-
ble incentives can enable blockchain nodes to obtain both reputation and tokens.
This can ensure that the reputation of the blockchain nodes can maintain
dynamic growth and decrease while also obtaining real tokens, so as to combine
the advantages of the two types. Marcela [38] proposed a reputation consensus.
The consensus will randomly select a group of judges to monitor blockchain
nodes and update their reputation scores. Nodes with low reputation values will
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be blocked from accessing the blockchain. Wang [39] proposed a reputation con-
sensus. By designing the reward and punishment factor in the income payment
function of reputation, nodes are encouraged to participate in network collabora-
tion in a good way. Hu [40] improved the traditional DPoS consensus mechanism
and added a reputation model. By evaluating the behavior of blockchain nodes,
dividing them into different states and selecting high-quality nodes as consensus
nodes, the blockchain nodes that complete the task well will receive tokens and
reputation rewards. Han [41] proposed a consensus mechanism based on repu-
tation proof, which quantifies whether the node is beneficial to the system by
evaluating the reputation of the node. Nodes that actively perform the agree-
ment will receive a mixed incentive of fees and reputation. Abdo [42] proposed a
consensus mechanism based on proof of reputation, which deducts deposit and
reputation for nodes with malicious behavior. Only when the remaining bal-
ance of the node is higher than the threshold can participate in the consensus.
Abdo [43] proposed a reputation-based permissionless consensus mechanism. For
actively working nodes, the deposit will be refunded and the reputation will be
improved. For nodes with malicious behavior, the deposit and reputation value
will be deducted. This strategy can prevent nodes from causing uncontrolled
damage. Sun [44] proposed a hybrid consensus based on reputation to solve the
problem of transaction security and efficiency. The reputation value of the node
is obtained by evaluating the past and current transaction behavior of the node.
He reputation value of the node will be recorded in the reputation system and
fed back to the new In a round of consensus.

2.4 No Incentive

The reputation consensuses that does not provide incentives generally evalu-
ates the blockchain nodes based on their task completion, and selects blockchain
nodes with high reputation values as the consensus nodes. After these nodes
complete the corresponding tasks, they will not be rewarded accordingly, thereby
reducing the burden of reputation consensus. Amrendra [45] proposed a repu-
tation consensus for the cumbersome management of land boarding transac-
tions, which is more efficient than traditional consensus mechanisms. Tong [46]
designed a consensus mechanism based on PeerTrust for the operator’s reputa-
tion problem. The consensus dynamically adjusts nodes according to the repu-
tation value, reducing the message and influence generated by malicious nodes.
Leila [47] proposed a consensus mechanism for proof of credibility in response
to the large energy consumption of the PoW consensus mechanism. The node
reputation value can affect the size of the workload. Zhou [48] proposed a con-
sensus mechanism based on reputation proof, which selects nodes according to
the level of reputation value, which solves the scalability problem of traditional
methods. Alex [49] introduced a reputation module in the consensus mechanism,
ranked nodes according to the results of the consensus mechanism, and deter-
mined whether they could be selected as members based on the reputation of
the node. Sun [50] proposed a consensus mechanism with dynamic reputation
and designed an evaluation standard that combines equity voting and reputation
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to improve the reliability and security of nodes. Gao [51] designed a consensus
mechanism based on the EigenTrust model. It is a multi-stage consensus mecha-
nism that evaluates the reputation value of nodes through transactions between
nodes and selects nodes with high reputation values as the consensus group.
Huang [52] proposed a reputation consensus for IoT devices. In this consen-
sus, the computational complexity of blockchain nodes is related to the reputa-
tion value, and at the same time it can improve system security and efficiency.
Huang [53] proposed a reputation-based consensus mechanism for IoT devices.
The reputation value will change dynamically according to the node behavior,
and the calculation difficulty of the node is related to its reputation value. Zhang
[54] proposed a reputation proof consensus mechanism for edge network nodes.
The consensus divides reputation into personal reputation and global reputa-
tion, enabling nodes to evaluate the credibility of each other Li [55] proposed
a reputation-based PBFT consensus mechanism. The consensus can dynami-
cally add or delete nodes according to the reputation value. Xu [56] proposed an
efficient reputation Byzantine consensus mechanism, which can reduce network
overhead by selecting nodes with high reputation value to join the consensus. Wei
[57] proposed a Trust-PBFT consensus mechanism, which determines whether
they are eligible to join the consensus by evaluating the reputation of nodes,
which effectively improves the fault tolerance and scalability of the consensus
mechanism. Oladotun [58] proposed a reputation-based consensus mechanism,
which manages the node reputation value by adding a side chain connected
to the main chain. Cai [59] proposed a dynamic reputation consensus mecha-
nism for energy industry. The monitoring node divides the nodes into consensus
nodes and auxiliary nodes according to the reputation value of other nodes, and
dynamically updates nodes with low reputation values. Anjana [60] proposed a
low-cost and lightweight reputation consensus. The administrator will keep a list
of trusted relay cluster heads to better select trusted nodes. Thuat [61] proposed
a reputation-based delegation proof consensus mechanism. The reputation of a
node determines the weight of its vote. Tang [62] added a reputation mechanism
to the consensus mechanism, and evaluated nodes through the reputation mech-
anism, which can delete faulty nodes in time and improve the robustness of the
blockchain system.

By dividing the reputation consensus into four major categories, the
blockchain system can better choose according to needs. In the dozens of docu-
ments mentioned above, the reputation consensuses that provide token incentives
can meet the real needs of nodes and improve the enthusiasm of nodes. The rep-
utation consensuses that provide conceptual incentives can dynamically change
the reputation value and authority of nodes, thereby ensuring the activity of
the blockchain system. The reputation consensuses that provide double incen-
tives can not only meet the real-life monetary needs of blockchain nodes, but
also dynamically change the reputation value, thereby ensuring the activeness
and positivity of the blockchain system. Incentive-free reputation consensuses
can reduce the burden of the consensus mechanism and improve the efficiency
of consensuses.
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3 Analysis of Evaluation Indicators of Reputation
Consensus Performance

With the development of blockchain technology, the consensus mechanisms,
which is the most important thing, are also constantly improving [63]. More
and more consensus mechanisms have been studied [64], and reputation consen-
sus have also been favored by more and more researchers. Wan [65] proposed
to evaluate the performance of the consensus mechanism in four dimensions,
thereby presenting the different advantages and disadvantages of different con-
sensus mechanisms. Seyed [66] investigated and studied the performance of the
consensus mechanism, and explained and evaluated it in terms of throughput
and block generation time. However, these performance evaluations are not only
for the reputation consensus, they can’t accurately evaluate the reputation con-
sensus. Therefore, it’s necessary to have a performance evaluation index for
reputation consensus to accurately evaluate them.

Throughput: the number of transactions per second. Good consensus mecha-
nisms will have a high throughput. The calculation formula is shown in (1):

Ttps =
TSUM

Δt
(1)

where Ttps represents throughput, Δt represents the time to generate TSUM

blocks, TSUM represents the number of blocks generated in Δt time.

Fault tolerance: Blockchain nodes occasionally fail or generate malicious
behavior. At this time, consensus mechanisms are required to still reach con-
sensus.

Safety: Due to the self-interested nature of blockchain nodes, certain blockchain
nodes may engage in malicious behavior on the blockchain system in order to get
more rewards. The security of the consensus mechanisms have a lot to do with
the security of the blockchain. As a result, a security study of the reputation
consensuses is required.

Resource consumption: When blockchain nodes perform consensus work,
they need to consume certain resources to reach a consensus. By evaluating the
performance of blockchain resource consumption, a batch of low-cost reputation
consensuses can be selected.

Consensus efficiency: The time required to reach a consensus between
blockchain nodes, from the time a node initiates a consensus to the time it
takes for all nodes to reach a consensus.

Difficulty of block generation: Block generation difficulty refers to the diffi-
culty for miner nodes to calculate a block. Since in some reputation consensuses,
the nodes’ reputation value will affect the difficulty of their block generation.
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Reputation performance: Reputation performance is a unique evaluation
standard for reputation consensus. Since the reputation consensus will perform a
series of operations such as reputation evaluation on each node through the rep-
utation model, and the reputation performance is an evaluation of these series
of operations. Part of the literature will conduct an experimental or theoret-
ical comprehensive analysis of the reputation consensus in the article in the
experimental part, so as to get the performance of the reputation model in the
consensus mechanism.

The performance evaluation table of the reputation consensus is shown in
Table 1.

Table 1. Reputation consensus performance evaluation Table.

Schemes Throughput Fault
tolerance

Safety Resource
consumption

Consensus
efficiency

Difficulty of
block
generation

Reputation
performance

[14,33,35,36,42,45,47] � �
[15,21–23] � � �
[16,40,53] � � �
[17,51] � � � � �
[18] � �
[19] �
[20] � � � � �
[24] � � � � � �
[25] � � � � �
[26,32] � � � �
[27] �
[28] � � � �
[29] � �
[30] � � �
[31] � � �
[34] �
[37] � �
[38] � � � �
[39,50] � �
[41,46] � � �
[43] � � �
[44] � � �
[48] � � � �
[49] � � �
[52] � � �
[54] � � �
[55] �
[56] � �
[57] �
[58] � � �



216 Y. Li et al.

4 Security Analysis of Reputation Consensus

With the increasing value of Bitcoin and other virtual currencies, blockchain
technology has also seen more and more attacks, and the frequent occurrence
of security incidents has also caused huge economic losses [67]. These security
problems may be caused by internal nodes or external entities [68]. By combining
reputation consensus with consensus mechanism, they can resist some network
attacks. This section provides a statistical analysis of the attacks that reputation
consensuses can defend against. As shown in Fig. 2.

Fig. 2. Statistics on reputation consensus to resist cyber attacks.

Partial reputation consensuses can reduce the reputation value of malicious
nodes [36] to increase the computational cost or introduce a competition cycle
[37] to resist %51 attacks [69]. Some reputation consensus can randomly select
consensus nodes and leaders [29] or prevent attackers from isolating multiple
consensus nodes at the same time [22,56] to defend against Eclipse attacks [70].
There is also a part of reputation consensus to reduce selfish miner attacks [71]
through the way of deposits, expulsion of nodes [36,39], group cooperation [56],
random selection of consensus nodes [29], or division of labor between mining
and publishing blocks [40]. Partial reputation consensus resists Sybil attacks [72]
through reputation values [19,40] or random selection of consensus nodes [37,47].
Partial reputation consensus resists double-spending attacks [73] by maintaining
blockchain consistency [22,29,36,39,40] or controlling mining difficulty through
reputation value [27,50,51].

5 Conclusion

The reputation consensuses are an important branch of the consensus mecha-
nismes. By evaluating the behavior of the nodes, the reputation value is obtained,
then a batch of honest nodes can be screened out. Reputation consensuses have
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received extensive attention from researchers and practitioners, but the combi-
nation of reputation model and consensus mechanism still has many limitations,
such as fairness and applicability.

From the work reviewed here, we have observed the advantages and disad-
vantages of most reputation consensuses operations, as well as their security. We
believe that this research can be helpful to related researchers and hope that it
can promote the development of reputation consensus and help readers analyze
current and future reputation consensus.
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Abstract. In recent years, blockchain technology has developed rapidly and has
been widely used in finance, healthcare, and energy. As the 2.0 version of the
blockchain, Ethereum has been seen as the mainstream smart contract develop-
ment and operation platform, which attracted the attention of criminals. Many
Ethereum financial crimes have occurred from time to time, making the Ethereum
trading environment facing serious security problems. The safety supervision of
the blockchain cannot be delayed. Among them, the detection and early warning
of illicit transactions has become the top priority. Traditional machine learning,
graph embedding, deep learning and othermachine learningmethods have all been
used for illicit detection. The paper introduces a comprehensive investigation of
illicit detection on Ethereum using machine learning technology, it has two sides:
one is from the perspective of Ethereum transaction data, using general detection
methods; the other is for specific types of illicit transactions detection (Including
Ponzi schemes and honeypot contracts). For each transaction type, summarized
relevant research ideas, model establishment and evaluation effects. Finally, the
paper analyzes the general trend of the current Ethereum illicit detection research,
and looks forward to the future research directions and challenges.

Keywords: Ethereum · Illicit detection ·Machine learning · Network
supervision

1 Introduction

In 2009, Satoshi Nakamoto proposed a protocol that enables users to transfer value with-
out witnesses: Bitcoin [38]. It uses workload consensus to ensure the immutability of
public ledgers and is the 1.0 version of the blockchain. As blockchain 2.0, Ethereum adds
the function of building and deploying smart contracts. Smart contracts allow trusted
transactions to be executed without the intervention of a third party. They are also irre-
versible and fully traceable. Users can participate in Ethereum currency transactions as
anonymous. This provides a living environment for malicious transactions. Criminals
can use smart contracts to construct scams to steal user currency. Once the smart contract
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is executed, it cannot be stopped artificially unless the user’s ether is emptied or the con-
ditions for stopping execution are met. Therefore, the research on the safety supervision
of Ethereum is imminent.

All the history of Ethereum ownership and transfer, as well as the deployment and
interaction of smart contracts, can be found on the public ledger called the Ethereum
blockchain. This provides us with material for studying the anonymity and security of
Ethereum. Researchers have achieved many research results in the security and per-
formance of the blockchain [1–15, 40–44]. The author found that the research on the
security of Ethereum is generally divided into two categories: the security of smart
contract code and the security of Ethereum transactions. The first category is aimed at
smart contract code vulnerabilities in normal transactions, researching vulnerabilities
in the code and various attack methods against vulnerabilities, aiming to automatically
detect vulnerabilities in the smart contract code, and repair the contract before the code
is executed, without giving hackers Can take advantage of this opportunity [16–22].
The second category is aimed at illicit transactions on Ethereum. It mainly studies the
characteristics of illicit transactions including network fraud, and aims to discover var-
ious transaction traps of criminals and raise alarms. Among the more common ones are
honeypot contracts and Ponzi schemes.

There have been many papers on the vulnerability detection model of Ethereum,
but almost no one has summarized the illicit transaction detection model on Ethereum.
Therefore, this paper will focus on the Ethereum transaction network and focus on the
use of data mining. Technical illicit transaction detection research, summarizing the
research results obtained from the data perspective. The contributions of this paper are
as follows:

(1) Classification and overview of the current research results in detecting illicit
transactions on Ethereum.

(2) Through comparison, suggestions are made on the selection and application of data
mining methods related to illicit detection of Ethereum.

(3) Discuss the trends and challenges of illicit detection on Ethereum.

This paper will summarize and analyze the illicit detection problems on Ethereum
from two perspectives. On the one hand, starting from the perspective of Ethereum
transaction data, observing the behavioral characteristics in the transaction process,
using general detection methods to identify abnormal data, it is mainly divided into
two machine learning models: unsupervised learning and supervised learning; on the
other hand, it is targeted at specific Types of illicit transactions, such as Ponzi schemes
and honeypot contracts, extract relevant features based on marked transaction data, and
conduct targeted detection and research.

The rest of this paper is organized as follows. In Sect. 2, we review the general
detection techniques for illicit transactions. The Sect. 3 focuses on the analysis and
evaluation of specific illicit transaction detection models, and gives a summary and
refinement of the methods. In Sect. 4, the consideration on the trends and challenges of
illicit transaction detection will be given. Finally, we conclude this paper in Sect. 5.
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2 General Detection Technology for Illicit Transactions

Under normal circumstances, in the course of a transaction, the occurrence of an abnor-
mality means that the nature of the transaction is different from the normal transaction,
whichoften includes illicit transactions disguised as normal legal transactions.Therefore,
the detection of abnormal transactions is very necessary. Universal detection technology
is an anomaly detection technology that is not designed for any specific type of illicit
transaction, which means that these technologies can detect different types of anomalies
at the same time or lay a solid foundation for them. Basically, these technologies use two
modes of supervised machine learning and unsupervised machine learning, so they can
be divided into two categories: unsupervised learning models and supervised learning
models. The following will discuss from these two perspectives.

2.1 Unsupervised Learning

Please note that the first paragraph of a section or subsection is not indented. The first
paragraphs that follows a table, figure, equation etc. does not have an indent, either.

Subsequent paragraphs, however, are indented.
Themain idea of unsupervised learning is to cluster transaction data sets into clusters

based on the similarity and connectivity of transaction characteristics. At this time,
“abnormal points” outside the clusters can be regarded as illicit transactions. The key
point is whether the selected clustering algorithm can reasonably divide the data set,
and whether the “abnormal points” obtained are really illicit transactions. O’Kane [13]
and Morishima [10] both use K-means clustering algorithm for clustering, but there is a
flaw: the number of clusters needs to be set manually, and different numbers of clusters
often get different abnormal points, so It is not conducive to our detection of truly illicit
transactions. Sun et al. [1] considered the radiation effects of known malicious users
and judged potential Ethereum malicious users based on the vector space distance of
user nodes. After forming the marked set A = {a1, a2, · · · , an}, for each marked node
ai = (i = 1, 2, · · · ,n), select the nearest neighboring node to form a new set Ai, at this
time, the nodes contained in the intersection of all sets are regarded as potential malicious
users. Baek et al. [23] combined unsupervised learning and supervised learning, used
unsupervised learning expectation maximization (EM) algorithm to design the features
of the wallet, and then used random forest (RF) for anomaly detection.

2.2 Supervised Learning

Supervised learning models generally study labeled illicit user information, and extract
relevant features from them for detection model training. Farrugia et al. [7] first col-
lected the transaction history and account attributes of the Ethereum community, and
then trained the XGBoost classifier to detect illicit accounts, and found that the first
three features that have the greatest impact on the final model output were determined
as the “first and last Time difference between one (minutes)”, “Total Ether balance” and
“Minimum value received”. Sachan et al. [24] studied the feasibility of using metadata
such as the domain name (DN) associated with the account in the blockchain, and deter-
mined whether the account should bemarked as malicious; at the same time, it compared
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unsupervised and supervised machine learning algorithms. It is found that the decision
tree performs best in terms of the balance accuracy of the data set. Poursafaei et al. [25]
use logistic regression, support vector machines, random forests, and other integration
methods (such as Stacking and AdaBoost classifiers) variants to form a malicious entity
detection model in the Ethereum blockchain network. The integrated method showed
high performance, with an average F1 score of 0.996. Ibrahim et al. [6] aimed at the
detection of Ethereum fraud, and compared the effects of three machine learning algo-
rithms: Decision Tree Algorithm, Random Forest Algorithm and K-nearest neighbors
Algorithm (KNN). Finally, a detection model based on random forest was established
and a good detection effect was achieved. Agarwal et al. [25] introduced time features
and judged whether it is malicious or benign according to changes in account behav-
ior. At the same time, it uses supervised machine learning models (ExtraTreesClassifier
has the best detection effect) and unsupervised machine learning models (such as K-
Means). Detection, it is found that combined with the analysis of the behavior change
of the account, more malicious behaviors can be identified.

Based on the above research results, this paper finds that the supervised learning
model shows better performance in illicit detection, which may be due to the existence
of labeled data that is beneficial to the correction and training of model parameters. In
the supervised learning model, paying attention to the changes in transaction behavior
in the time dimension can extract more representative features, while machine learning
algorithms such as decision trees and random forests can also establish highly accurate
detection models to achieve anti-malware Accurate detection of behavior.

3 Special Detection Technology for Illicit Transactions

Due to the complexity of Ethereum and the lack of supervision, the increasing popu-
larity of blockchain transaction contracts has attracted a lot of fraud. According to the
latest data from the blockchain analysis group Chainalysis, cryptographic fraud hid-
den in blockchain transactions caused losses of US$4.3 billion in 2019, based solely
on Reported encryption fraud. Fraud mainly includes three main fraud methods: Ponzi
scheme and honeypot contract, which we will discuss separately below.

3.1 Ponzi Scheme

A Ponzi scheme is an investment scam that uses funds from new investors to pay returns
to existing investors. TheU.S. Securities and Exchange Commission (SEC) authoritative
definition of a Ponzi scheme is as follows:

Definition 1 (Ponzi scheme) [39] A Ponzi scheme is a type of investment fraud
that involves paying so-called returns to existing investors from funds provided by new
investors. Organizers of Ponzi schemes often solicit new investors by promising to invest
funds in opportunities that claim to generate high returns with little or no risk. With
little or no legal gains, the Ponzi scheme requires a continuous flow of funds from new
investors to continue. Ponzi schemeswill inevitably collapse, most oftenwhen recruiting
new investors becomes difficult or when a large number of investors demand the return
of their funds.
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The traditional Ponzi scheme can be terminated artificially, and its organizers can
disappear at any time with the money. But in the Ethereum smart contract, the scam
organizer can write the Ponzi scheme into the code of the smart contract, and once it
is executed, it cannot be terminated artificially unless the preset conditions in the smart
contract code are met. This requires us to establish a suitable detection model based
on the characteristics of the Ponzi scheme smart contract, which can be detected and
terminated before the scam is run. Since the number of illicit transactions is like a drop
in the bucket compared to the transaction volume on the Ethereum blockchain, whether
it is possible to extract representative features, whether it can overcome the problem of
imbalances, and whether it can improve the accuracy of the model is the focus of our
attention.

As shown in Table 1, Bartoletti et al. [33] analyzed the behavior of Ponzi scheme
smart contracts on Ethereum, and used a similar heuristic method to summarize the
4 requirements for satisfying Ponzi scheme, highlighting the characteristics of Ponzi
scheme behavior. For example, high Gini coefficient. In 2018, Chen et al. [26] proposed
a method to detect Ponzi schemes on the blockchain using data mining and machine
learning methods. At the same time, extract the operating code characteristics and trans-
action behavior characteristics of the smart contract, and then build the XGBoost-based
classification model Account, Opcode and Account+Opcode to detect Ponzi schemes.
Experimental results show that the best performance comes from the Account+Opcode
model, with an accuracy of 94% and a recall rate of 81%. Furthermore, Chen et al. [27]
established the Random Forest model to detect smart Ponzi schemes and obtained higher
accuracy. Jung et al. [29] extended the selection of behavioral features and used different
machine learning algorithms to obtain a classificationmodelwith better detection results.
In contrast to the previous methods based on gradient boosting algorithm in machine
learning, Fan et al. [30] use the idea of ordered boosting to train the PonziTect model,
in which the ordered target statistics approach can directly deal with category features
and avoid prediction shift caused by target leakage. They also use a data augmentation
method to solve the problem of imbalanced dataset in order to improve the quality and
performance of model.

If the formation of the Ponzi transaction smart contract can be detected in an instant,
it is possible to achieve zero loss. At this time, since there is no transaction behavior,
the transaction data cannot be relied on, and only the contract code information can be
used as the basis for analysis. Sun et al. [28] introduced a behavior forest to capture the
dynamic behavior of smart contracts in the interaction process, which makes it possible
to detect Ponzi transactions early. BIAN et al. [31] used the bytecode and ABI of the
contract for detection and analysis, which improved the limitations caused by only using
the contract source code. After the features are visualized, SE-CapsNet is used to detect
the Ponzi scheme in Ethereum, and the detection results are better than other detection
methods.

Category imbalance is also the focus of research.Wang et al. [32] used oversampling
technology we propose a Ponzi Scheme detection method via oversampling-based Long
Short-Term Memory for smart contracts (or PSD-OL) in this paper to fill in the sample
features of Ponzi scheme smart contracts data. Train the LSTM model by learning from
the feature data for future Ponzi scheme detection. Zhang et al. [34] chose Smote+Tomek
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Table 1. Ponzi scheme detection model.

Time Author Methods Classification model Feature
extracted

Precision Recall

2018 Chen et al.
[26]

Data
mining,
machine
learning

XGBoost Account
features,
code
features

94% 81%

2019 Chen et al.
[27]

Data
mining,
machine
learning

Random Forest Account
features,
code
features

95% 69%

2020 Sun et al.
[28]

Machine
learning

Behavior forest code
features

94.6% 93%

2019 Jung et al.
[29]

machine
learning

J48, Random Forest,
Stochastic Gradient
Descent

Account
features,
code
features

98% 94%

2020 Fan et al.
[30]

Data
mining,
machine
learning

PonziTect model with
n-gram opcodes

code
features

98% 97%

2020 BIAN et al.
[31]

Deep
learning

SE-CapsNet code
features

97.79% 98.98%

2021 Wang et al.
[32]

Neural
Network

oversampling-based
Long Short-Term
Memory Network

Account
features,
code
features

97% 96%

to improve the LightGBM method, which is a method to deal with imbalanced data
sets. Experimental results show that the proposed method surpasses the state-of-the-art
methods in terms of recall, accuracy, AUC and time efficiency.

Summarizing the above research findings, in the Ponzi scheme detection model,
the model based on machine learning can almost achieve an accuracy of more than
95%, which proves the effectiveness and scientific nature of machine learning. However,
because the methods used in the data collection stage and the feature extraction stage are
different, there is a slight difference between the accuracy rate and the recall rate. From
the perspective ofmodel accuracy, themodels constructed by Jung et al. [29] andFan et al.
[30] have the highest accuracy, reaching 98%, among which Jung et al. [29] emphasizes
the selection of behavior characteristics; Fan et al. [30] focused on the problem of class
imbalance and improved it; and in terms of recall rate, the model of BIAN et al. [31]
reached the highest 98.98%, and they discovered that the contract includes source code
More data information included for early detection of Ponzi schemes. Therefore, in the
data collection stage, we need to pay attention to the problem of class imbalance and
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use methods such as data enhancement to improve the accuracy of the model; in feature
extraction, pay attention to time factors, pay attention to behavior changes, and focus
on mining more and more representative features, To achieve a higher recall rate. At the
same time, the deep learning model, as a popular mathematical model in recent years,
can also be considered for Ethereum detection.

3.2 Honeypot Contract

In the past few years, attackers took the initiative to find vulnerabilities in smart contracts
for attacks. Recently, a new, more subtle method seems to be emerging, where attackers
no longer search for vulnerable contracts. Instead, they try to lure victims into the trap
by deploying seemingly fragile contracts that contain hidden traps. This new type of
contract is often called a honeypot.

Definition 2 (Honeypot) A honeypot is a smart contract that pretends to leak its funds
to an arbitrary user (victim), provided that the user sends additional funds to it. However,
the funds provided by the user will be trapped and at most the honeypot creator (attacker)
will be able to retrieve them.

The difficulty of honeypot detection research lies in that, on the one hand, this is a
new type of illicit activity, the amount of labeled data that can be studied is too small, the
imbalance problem is more serious than that of the Ponzi scheme, and it is difficult to
extract representative features; on the other hand„Facing a smart contractwith loopholes,
is it a real loophole or a trap? People are often difficult to distinguish, and once they
are shot, they fall into a trap, and there is a situation in which cleverness turns out to be
mistaken. This requires us to start from the logical chain of smart contracts and explore
clues.

Torres et al. [35] conducted a systematic analysis of honeypot smart contracts for the
first time by investigating the popularity, behavior and impact of honeypot smart con-
tracts on the Ethereum blockchain. They adopted a symbolic execution method, defined
a heuristic method for automatically detecting honeypot contracts, and analyzed honey-
pot contracts from the perspective of behavior, diversity, and activity. The constructed
HONEYBADGER detector can effectively detect wild honeypots with a very low false
alarm rate.

Camino et al. [36] introduced machine learning methods to study the detection of
honeypot contracts. Feature extraction is a very important part of machine learning.
Camino adds transaction aggregation features, such as the number of transactions and
corresponding averages, and other contract features, creating all possibilities among
contract creators, contracts, transaction senders, and other participants. Partition of the
capital flow situation, and then build the XGBoost model and train it. Finally, a detection
model was successfully established, and two previously unknown honeypot contract
technologies were discovered.

Since the establishment of the above detection model requires the participation of
transaction characteristics, it is difficult to remind users before the scam occurs. Chen
et al. [37] only extracts the features of the contract bytecode andbuilds amachine learning
model based on N-gram features and LightGBM to detect honeypot contracts, which
can issue an early warning at the moment the contract is deployed. The experimental
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results show that the model with unigram+bigram features has an F1 value of 93% and
an AUC value of 99% for the binary classification of honeypot contract recognition.

At present, there are very few researches on the detection of honeypot contracts,
and there are only three research results. Therefore, in the future, further research can
be carried out in this direction to find more labeled contracts, extract contract features,
optimize detection models, and improve detection accuracy.

4 Trends and Challenges

The source code of the smart contract may be hidden. In fact, only bytecode is required
to implement smart contracts on the Ethereum blockchain. There are now more than
one million smart contracts running on Ethereum, but fewer than four thousand have
source code. This means that Ethereum not only hides the contract creator, but also
hides the logic of potential illicit transactions. This raises many questions: What types
of illicit transactions are there on Ethereum? What are their characteristics? How to test
smoothly?

4.1 Trends

The information that can be extracted on Ethereum mainly includes two major blocks:
the bytecode of the smart contract and the transaction data generated when the smart
contract interacts with the environment. Therefore, the research mainly starts from these
two points. As soon as the transaction starts, the smart contract will run automatically
and cannot be terminated due to the wishes of a certain party. Therefore, in order to
reduce losses, we need pre-defense, that is, we can detect and issue an early warning
before the illicit transaction starts. At this point, it is particularly important to be able
to extract key information from the smart contract bytecode. Among many machine
learning algorithms, the graph embedding algorithm can effectively reduce the data
dimension of the transaction network, convert the large-scale sparse high-dimensional
one-hot node vector into a dense low-dimensional node vector, and achieve accurate
research onmulti-dimensional data. The illicit transaction data feature extraction showed
good performance. Therefore, the graph embedding algorithm has gradually entered the
attention of researchers in the near future, and has been used in many applications.

Another key issue is the problem of class imbalance. Ethereum transaction vol-
ume is growing explosively, most of which are normal transactions and serve our daily
lives. Illicit transactions are only a very small part of them, which are often difficult
to find, and there are many new illicit forms that are hiding in. The existing labeled
illicit transaction data set and the normal transaction data set have the problem of data
imbalance, and it is necessary to find a suitable sampling method to improve the clas-
sification effect of the model. The main methods are data enhancement method, over-
sampling method, Smooth+Tomek method, double sampling method, etc. Among them,
the Smooth+Tomek method can handle imbalanced data sets and performs well. In the
process ofmodel training, an ordered target statistical method can also be used to directly
process category features, so as to achieve a high degree of fit effect.
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4.2 Trends

(1) Real-time transaction data collection. Ethereum generates transactions all the time.
The transaction network is not solidified, but is constantly updated over time illicit
transactions are also happening. So how to collect transaction data in real time, and
use new data to continuously update training detection models and achieve early
warning is the key node.

(2) High-accuracy model establishment. Nowadays, machine learning algorithms are
constantly being developed. Combining topology knowledge, probability theory
knowledge, and graph network knowledge will derive more new and more efficient
machine learning models, which are worthy of your attention and research.

(3) Development of detection platform for illicit transactions. Nowadays, there have
been many researches on the detection model of illicit transactions on Ethereum,
but almost no real application on the Ethereum platform. How to apply the trained
detection model to the Ethereum environmental supervision, so that the detection
technology really serves Ethereum users are also worthy of our consideration and
future challenges.

5 Conclusion

This paper comprehensively investigates the detection models of illicit transactions and
accounts onEthereum.Mainly from twoperspectives:On the one hand, from the perspec-
tive of Ethereum transaction data, analyze the characteristics of transaction behaviors in
the time and space dimensions, and identify abnormal transaction behaviors. This type
of method is universal; on the other hand, it is aimed at specific illicit transactions. Trans-
action types (mainly including Ponzi schemes, honeypot contracts, etc.) are tested. For
each type of scam, summarize the researchers’ research ideas, model establishment and
evaluation effects. Finally, a comparative analysis of the current status of illicit detection
research on Ethereum, and prospects for future research directions and challenges.
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Abstract. The existence of adversarial samples seriously threatens the security
of various deep learning models. Therefore, the detection of adversarial examples
is a very important work. Motivated by the comparison with feature maps of
adversarial examples and normal examples, we designed an autoencoder to detect
the adversarial examples using the feature maps. The feature autoencoder has
been evaluated to detect FGSM, DeepFool, JSMA and C&W attacks on CIFAR-
10 datasets. The experimental results showed that feature-level detector can detect
state-of-art attacks more effectively than at the pixel-level.

Keywords: Adversarial example · Adversarial attack · Feature autoencoder ·
Adversarial detection

1 Introduction

In speech recognition and computer vision, deep learning neural networks have a wide
range of applications [1–3]. Unfortunately, it has been demonstrated that imperceptible
perturbations added to clean images can induce the deep neural learning network tomake
incorrect predictions, though the perturbation is imperceptible to human eyes. Szegedy
et al. found that applying an imperceptible perturbation to an image can cause misclas-
sification and the same perturbation can make a different network which is trained on
a different subset of the datasets to misclassify the same input data [4], which was the
earliest work related to attacks against deep neural network image classifiers [5]. Since
then, there have been many different types of adversarial attacks on deep learning in
computer vision. Fast gradient sign method (FGSM) is an efficient adversarial exam-
ple generation method [6]. Jacobian-based Saliency Map Attack (JSMA) introduced a
novel class of algorithms to craft adversarial samples based on a precise understand-
ing of the mapping between inputs and outputs of the networks [7]. The DeepFool
algorithm can efficiently compute perturbations to fool the deep learning networks and
quantify the robustness of the classifiers reliably [8]. Carlini and Wagner’s Attack (CW)
introduced three new attack algorithms that are successful on distilled and undistilled
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neural networks, which are more effective than the previous adversarial example gener-
ation method [9]. Moosavi-Dezfooli et al. proposed a method for generating adversarial
example which is called universal adversarial perturbations. The universal perturbations
have a remarkable generalization property, which can fool new images with high prob-
ability [10]. In the driverless car system which uses DNN to identify traffic signs, the
attackers will make the “stop” sign to be classified as “speed limit” sign [11]. The mis-
classification of the driverless car system will threaten personal safety of drivers and
pedestrians. Therefore, in the application scenarios of deep learning, the detection of
adversarial examples is a very important work.

To detect those adversarial perturbations, ZhitaoGong et al. build a simple binary
classifier separating the adversarial examples from the clean data with high accuracy
in their experiments [12]. Naveed Akhtar et al. made a Perturbation Rectifying Net-
work (PRN) as a preprocess layer for a target model to detect adversarial examples
[13]. Hendrycks et al. used PCA whiten coefficient variance as a threshold for detect-
ing adversarial images [14]. Grosse et al. used two statistical metrics, the MMD and
the energy distance, to detect the adversarial examples [15]. In this way, they showed
that statistical properties of adversarial examples are essential to adversarial examples
detector. However, those above detect methods all used the adversarial examples in the
training data, which requires a large number of adversarial examples to train the detector
[16].

To address this problem, we propose an autoencoder method based on feature maps
to detect adversarial examples. Due to adversarial examples will make excessive recon-
struction error than clean images, the autoencoder training only uses clean images, which
enables the autoencoder to be used to detect adversarial examples. Compared with the
conventional autoencoder methods, we base our autoencoder on feature maps.

2 Proposed Approach

Generally, the detector is a binary classifier that detectswhether the input is an adversarial
sample. In order to train the classifier to distinguish between clean and adversarial
examples, it needs different types of adversarial samples which are generated by various
generation algorithms. On the other hand, if we need to detect adversarial samples that
have not been trained before, we must generate this adversarial sample and train the
classifier again. Otherwise, the classifier cannot detect this type of adversarial sample.
This is the fundamental limitation of the detector training. To avoid the limitation of the
detector whichmentioned above, our implementation use an autoencoder as the detector.
An autoencoder is a neural network that is trained to attempt to copy its input to its output
[17]. An encoder used to represent the input x to a low dimension h and the decoder
that learns to reconstruct g which is the input from the low dimension. For example, an
autoencoder has an encoder f and decoder g, φ is the nonlinear transformation function,
where W and b is the weight and bias of the neural network.

f = φ(Wxhx + bxh) (1)
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g = φ(Whxh + bhx) (2)

The training objective for the autoencoder model is to minimize the reconstruction
error r = ‖x− g‖p, which is difference between the input and the output. It is sufficient
to use L1 and L2 when calculating reconstruction errors, autoencoder primarily based
anomaly detection is a deviation anomaly detection approach using semi-supervised
learning. It makes use of the reconstruction error as the anomaly score, if data points with
excessive reconstruction error, these data will be regarded to be anomalies. Algorithm 1
shows the anomaly detection using reconstruction errors of autoencoders, θ and ε is the
parameters in encoder and decoder, respectively.

Algorithm 1 anomaly detection algorithm using feature autoencoder

Input: normal examples feature dataset ,adversarial examples feature da-

taset , threshold 

Output: reconstruction error 

1: train a autoencoder using the normal examples feature dataset 

2: for do
3:     

4:    if  then
5:          is an adversarial example

6:     else
7:          is a normal example

8:     end if
9:  end for

In general, an autoencoder training using the clean images, and adversarial examples
will make excessive reconstruction errors, but the difference is smaller than that using
the feature maps as the training dataset. Imperceptible perturbations were added to the
original image, which lead to dramaticallymisleading in theDNNmodel. Figure 1 shows
the sum feature maps of the “block5_pool” layer of VGG-16 applied on a clean image
and on its adversarial examples, which indicate that the adversarial perturbations, while
small in the origin pixel space, caused a clear contrast in the feature maps of the model.
The adversarial image was incorrectly identified as “American_Staffordshire_terrier”
with 70.23%confidence, but the true label is “bull_mastiff”with 97.37%confidence. The
detailed difference is shown in theFig. 2, the red box indicates that there is 80%difference
between the normal featuremaps and the adversarial featuremaps in “block5_pool” layer
in VGG-16. Motivated by this observation, we can improve the autoencoder anomaly
detection by using this feature maps. The detector is implemented as an autoencoder
which is only trained by the normal examples. Both normal and adversarial examples
feature maps of the classifier model are fed to it, if the reconstruction error is larger than
the threshold α, the input image is a normal example, else is an adversarial example.
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Fig. 1. The sum feature maps of an adversarial image in the “block5_pool” layer in VGG-16.

Fig. 2. The 80% difference between the normal feature maps and the adversarial feature maps of
the “block5_pool” layer in VGG-16.

3 Experiments

3.1 Reconstruction Error Operations

We experiment with four different types of loss function and a combination of them
in our reconstruction error operations. In MAE and MSE loss function, to find a min
reconstruction error in data training. Meanwhile, our goal is to find a latent-space ∅
such that the distribution of images p̂ is as close as possible to the empirical distribution
of our input data p. To achieve this, we can use Kullback-Leibler (KL) divergence and
Jensen-Shannon (JSKL) divergence to minimize the distance between p and p̂. The
Kullback-Leibler (KL) divergence of p and p̂, denoted DKL

(
p‖p̂), is a measure of the

information lost when p is used to approximate p̂, whereQ = 1
2

(
p + p̂

)
. We use different

combinations of the loss function to get the optimal parameters of the autoencoder. For
example, the reconstruction error were calculated by KL as show in Fig. 3.
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MAE = 1
N

N∑

i=1
‖x(i) − gε

(
fθ

(
x(i)

))‖ (3)

MSE = 1
N

N∑

i=1
‖x(i) − gε

(
fθ

(
x(i)

))‖2 (4)

KL = DKL
(
p‖p̂) =

N∑

i
p(i)log p(i)

p̂(i) (5)

JSKL = 1
2DKL(p‖Q) + 1

2DKL
(
p̂‖Q)

(6)

Fig. 3. Reconstruction error were calculated using KL in four types of attacks.

3.2 Architectures

Table 1 shows the architecture of the autoencoder in the pixel-level and feature-level
respectively. For example, in the encoder compresses processing of pixel-level autoen-
coder, the 32 × 32 × 3 input image is fed to Conv 3 × 3, stride = 1, feature maps =
32, ‘same’ convolution; and then Conv 3 × 3, stride = 1, feature maps = 16, ‘same’
convolution. The last layer’s activation function is Sigmoid(). Meanwhile, the classifier
architecture of CIFAR-10 is VGG-16.

3.3 Generate Adversarial Examples

Our experiment is built on Adversarial Robustness Toolbox (ART) with TensorFlow
[18], with NVIDIA Tesla P100 16G.The adversarial examples is shown in Fig. 4, which
are generated by the four adversarial attacks mentioned in Sect. 1. For example, the first
row is the adversarial example generate by FGSM, all the examples were misclassified
by the classifier model VGG-16 (Table 2).
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Table 1. Architecture of the autoencoder.

Pixel-level Feature-level

Conv2D.ReLU 32,(3,3) Dense.ReLU 32

Conv2D.ReLU 16,(3,3) Dense.ReLU 16

Conv2D.ReLU 8,(3,3) Dense.ReLU 8

Encoder Encoder

Conv2DTranspose 8,(3,3) Dense.ReLU 16

Conv2DTranspose 16,(3,3) Dense.ReLU 32

Conv2D 3,(3,3) Dense 10

Sigmoid() Sigmoid()

Table 2. Accuracy of the different attack with different perturbation.

Attacks Accuracy

High perturbation Small perturbation

No Attack 88.31% 88.31%

FGSM 10.74% 74.50%

DeepFool 9.30% 15.19%

C&W 11.67% 80.85%

JSMA 1.53% 1.55%

Fig. 4. Four types of adversarial examples in CIFAR-10 with high attack success rate.
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3.4 Detection Evaluation

Datasets used for our experiment are CIFAR-10 dataset [19], the CIFAR-10 dataset
consists of 60000 32 × 32 color images in 10 classes, with 6000 images in each class.
There are 50000 training images and 10000 test images in the CIFAR-10 dataset. The
training data are 50000 normal images and the 10000 normal test data using to evaluate
the autoencoder. We use min max scaling to make the input data to be within 0 and 1
in pixel-level and feature-level detection, threshold α is defined based on the mean of
training loss. Our experiments are performed on 20000 images which combine 10000
test images with 10000 adversarial examples were generated by four types attacks using
ART. At first, we use these 10000 adversarial examples were classified by the VGG-16
network to obtain their true labels, then the same data were fed to the network to get the
feature maps.

Table 3. The results of autoencoder detector in adversarial examples with high perturbation using
pixel-level detector.

Loss Attacks Accuracy Precision Recall F1_score

MAE FGSM 0.7179 0.6127 1.0 0.7598

DeepFool 0.6784 0.6018 0.8593 0.7079

C&W 0.5609 0.5023 0.5935 0.5441

JSMA 0.5536 0.4954 0.5936 0.5400

MSE FGSM 0.7473 0.6385 1.0 0.7794

DeepFool 0.7028 0.6282 0.8443 0.7204

C&W 0.5714 0.5140 0.5440 0.5286

JSMA 0.5841 0.5256 0.5980 0.5595

In order to compare with the ability of detecting adversarial examples between high
perturbations and small perturbations, we evaluate 2 types of adversarial examples. The
evaluate results is shown in Tables 3 and 4. It is clearly shown that detection at feature-
level performs better than at pixel-level on 3 types of attacks: DeepFool, C&W and
JSMA. For example, although piexl-level detection better than feature-level on FGSM
in many cases, the results is caused by high perturbation. As we can see in Fig. 4, the
adversarial examples crafted by FGSMwith high perturbation in the first three columns,
which can lead to the reconstruction error larger than 3 types of attack, it is easier to
detect in pixel-level detection. But in feature-level detection using MSE+JSKL makes
better result than pixel-level in 4 types of attacks. It can be seen fromTable 5 that feature-
level detector perform better than pixel-level detector in the adversarial examples with
small perturbations.
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Table 4. The results of autoencoder detector in adversarial examples with high perturbation using
feature-level detector.

Loss Attacks Accuracy Precision Recall F1_score

MAE+JSKL FGSM 0.6793 0.6149 0.7530 0.6770

DeepFool 0.7302 0.6492 0.8881 0.7476

C&W 0.7354 0.6483 0.8760 0.7451

JSMA 0.8154 0.7274 0.9998 0.8422

MSE+JSKL FGSM 0.7302 0.6728 0.7699 0.7180

DeepFool 0.7577 0.6933 0.8353 0.7577

C&W 0.7496 0.6856 0.7995 0.7382

JSMA 0.8601 0.7796 0.9981 0.8754

Table 5. The results of autoencoder detector in adversarial examples with small perturbation.

Detector Loss Attacks Accuracy Precision Recall F1_score

Pixel-level MAE FGSM 0.5124 0.1111 0.4035 0.1742

DeepFool 0.6444 0.5530 0.8416 0.6674

C&W 0.5200 0.0850 0.4110 0.1409

JSMA 0.4770 0.0948 0.5222 0.1605

Feature-level MSE+JSKL FGSM 0.7258 0.2855 0.7659 0.4159

DeepFool 0.7136 0.6368 0.7555 0.6910

C&W 0.8004 0.3051 0.8491 0.4489

JSMA 0.8635 0.7848 0.9957 0.8778

We also establish detector evaluation metrics in Area Under the Receiver Operating
Characteristic curve (AU-ROC) [20]. ROC curves typically feature true positive rate on
the Y axis, and false positive rate on the X axis, a larger area under the curve (AUC) is
usually better. Figures 1 and 2 shows the ROC curves for each individual attacks using
feature-level detector in Adv-1 and Adv-2 respectively, Figs. 3 and 4 shows the ROC
curves for each individual attacks using pixel-level detector in Adv-1 and Adv-2, it is
clearly that the feature-level detector is able to most easily handle the 4 types attacks
than that in pixel-level detector, especially in the JSMA attack the AUC is up to 0.96
(Figs. 5 and 6).
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Fig. 5. ROCcurves for the different attack typeswith high perturbation, the left using feature-level
detector and the right using pixel-level detector.

Fig. 6. ROC curves for the different attack types with small perturbation, the left using feature-
level detector and the right using pixel-level detector.

4 Conclusion

Motivated by the compare with feature maps of adversarial examples and clean images,
we designed an autoencoder to detect the adversarial examples using the feature maps,
which come from the classifier model. The feature autoencoder has been evaluated to
detect FGSM, DeepFool, JSMA and C&W attacks on CIFAR-10 datasets. The exper-
imental results showed that feature-level detector can detect state-of-art attacks more
effectively than at the pixel-level. Though the adversarial examples with small pertur-
bations, the feature-level detector still perform better than pixel-level. It has high accu-
racy but low precision, in our future work we will improve the precision of detecting
adversarial examples with small perturbations.
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Abstract. Speaker verification (SV) tasks with low-resource language corpora
naturally face technical difficulties and often require language mixture process-
ing. In this paper, the LibriSpeech ASR corpus, the AISHELL-I Mandarin Speech
corpus, and the Yegna2021 corpus were used for training the x-vector model. The
Yegna2021 is a bilingual speech corpus consisting of Amharic and English lan-
guages. We designed and collected the Yegna2021 corpus to facilitate SV experi-
mentation.Over 200 native Ethiopian speakerswho are bilingual in both languages
have participated in the creation of the corpus. To the best of our knowledge, this
is the first study of SV systems in Amharic language. This study proposes that
improving SV performance degradation, caused by language mismatch between
training and testing utterances, requires not only combining two or more lan-
guages for training, but also considering the phonetic similarities and differences
between languages that impact on obtaining better SV performance. The var-
ied effects of language combinations have been examined on Mandarin Chinese,
Amharic, and English languages. In this paper, we investigate the impact of lan-
guage mismatches between training and testing on SV performance using only
the Yegna2021corpus. The experimental results show that a language variability
between training and testing utterances significantly degrades SV performance
(between 6.5% to 9.0%). The combination of Amharic andMandarin yields better
SV performance than English and Mandarin, achieving an Equal error rate (EER)
of 8.3% as compared to 9.8%, with relative performance degradation of 17.1%.
To verify these results, we paired Mandarin with data from the LibriSpeech, and
the result shows 18.2% relative performance degradation, with an EER of 9.9%
for English and Mandarin.

Keywords: Amharic language · Speaker verification · Low-resource language ·
Yegna2021 corpus · Language Mixture

1 Introduction

Speaker verification (SV) is an essential biometric recognition technology that has gained
popularity in various applications such as access control, banking, forensicwork, andper-
sonalization. SV has improved greatly in performance throughout the years of research

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13340, pp. 243–256, 2022.
https://doi.org/10.1007/978-3-031-06791-4_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06791-4_20&domain=pdf
http://orcid.org/0000-0003-2940-3850
https://doi.org/10.1007/978-3-031-06791-4_20


244 F. Tadele et al.

and is now being employed in real-world applications [1, 2]. Despite such a major
achievement, current speaker verification systems often suffer from performance degra-
dation due to various factors [3]. Environment, recording, channel conditions, speaker
traits (e.g., dialect/accent, stress, speaking style), and spoken language can be considered
as irregular dimensions in the acoustic space. Also, a mismatch between training and
testing datasets in any of these acoustic dimensions results in performance degradation
in speaker recognition applications [4].

SV applications can be categorized into text-dependent and text-independent. In
text-dependent systems, the same set of utterances are used for training and testing,
and language may not be important for text-dependent verification. In text-independent
systems, on the other hand, different utterances are used for testing, implying that text-
independent verification does not require fixed input voice content, and it is more flexible
but their accuracy is considerably lower than that of comparable text-dependent systems
because of the constraint of the phonetic variability between training and testing sets [5,
6]. This study is dealt with text-independent speaker verification performance in case of
language mismatch between training and testing sets.

Half of the world’s population is bilingual, and people frequently switch between
their first and second languages while speaking [7]. For instance, according to a source at
the Ethiopian Embassy in China, 15,000–20,000 Ethiopians are living all across China,
many of whom speak both Mandarin Chinese and Amharic. When he/she uses speaker
recognition systems, one likely enrolls in Mandarin Chinese and tests in Amharic, or
vice versa. Language discrepancy is a particular case of mismatch that degrades SV
performance. Language mismatch falls into two scenarios: (i) the speaker verification
system is trained with data in one language, but operates in other languages, and (ii) the
enrollment data is in one language, but the test data is in a second language. These two
types of mismatches could be mixed, that is, the training, enrolment, and testing are in
three different languages [3, 8].

Since the past a few years, researchers have worked on speaker verification applica-
tions in bilingual and multilingual environments, where speaker models may be trained
with recordings in one language but testing is performed in another [37]. Those trials
show performance degradation in language-mismatched conditions. In [10], to alleviate
this problem of language changes in test utterances, speaker models were trained with
utterances from two languages combined (English and Cantonese). In other works, such
as [11], the model trained using data from two languages (English & Farsi) is outper-
formed by the model trained using samples from English language alone. However, in
these approaches, the impact of phonetic property of languages to combine on the per-
formance of speaker verification systems has been less attended, and the authors did
not investigate whether phonetic similarity or difference in languages or other reasons
gives rise to performance variation in the speaker verification system. Therefore, this
study proposes that improving SV performance degradation, caused by language mis-
match between training and testing utterances, requires not only combining two or more
languages for training, but also considering the phonetic similarities and differences
between world’s languages that impact on obtaining better SV performance. In order to
prove this, we formulated a null hypothesis, H0: to improve SV performance requires
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not only combining two or more languages for training the model, but also considering
phonetic similarities and differences across languages.

In this paper, the first Amharic and English bilingual speech corpus, called
Yegna2021, was designed and collected to facilitate such studies. The full set of exper-
iments is based on a recently proposed speaker model known as the x-vector [12].
The x-vector is based on time-delay neural network (TDNN) architecture that com-
putes speaker embeddings from variable-length acoustic segments [8]. This model is
trained by the speech data from the Yegna2021 bilingual corpus, the LibriSpeech, and
the AISHELL-I Mandarin Chinese Speech corpus.

The paper is organized as follows: Sect. 2 describes the Yegna2021 bilingual speech
corpus. Section 3 describes the experimental setup and results. Section 4 provide the-
oretical justifications for the experiment results. Finally, the paper is concluded in
Sect. 5.

2 The Yegna2021 Bilingual Speech Corpus

In developing countries such as Ethiopia, bilingual speech resources are limited for
studying the impact of language on voice technology, speaker recognition, and ASR
application. The Amharic speech corpus in [36], was created for speech recognition
studies, and it lacks bilingual speakers as well as sufficient number of speakers, making
it difficult to use for systematically studying language variability in speaker recognition.
Collecting standardized and annotated corpora is one of the most difficult and expen-
sive processes. Amharic is the national language of Ethiopia. It belongs to the Semitic
language family [14]. Low-resource languages may have a few or all of the following
aspects; lack of linguistic expertise, less web resources, lack of transcribed speech data,
lack of digital phonetical dictionaries, etc. [13]. According to this definition, Amharic is
a language with limited resources and less technological support, making it difficult to
create digital text and audio corpora. In fact, no existing data resources could meet the
requirements of our experimental work, and thus we decided to create our own bilingual
dataset called “Yegna2021” as a key contribution.

Yegna2021 is the first bilingual speech dataset that consists of Amharic and English
languages, and it is built for studying cross-lingual speaker verification. The speech
signals were collected using a smartphone from bilingual Ethiopian speakers. Each
speech utterance varies in length and was recorded at a 16-kHz sample rate and 16-bits
resolution. The utterances were also recorded in a single or double session in a closed
sound room, mostly in the evening or at night, but this does not imply that all data are
noise-free. The Yegna2021 dataset contains a total of 207 speakers, and the number of
male and female speakers was approximately balanced. For each speaker, we prepared a
different set of utterances in both languages to read aloudwhile recording. The utterances
are standard and most frequently used Amharic or English strings to make this dataset
suitable for studying language mismatch. About 80% of the speakers are between the
ages of 19 to 48, and the full name, gender, age, native language, and birthplace of
each speaker are recorded as meta-data. Each speech utterance has a unique ID that is
compatible with speaker recognition and ASR engines such as Kaldi [15]. The attributes
of designing the dataset are summarized in Table 1.
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Table 1. Description of Yegna2021 dataset.

Attribute Detail

# of speakers 207 (120 Male/87 Female)

Speakers’ status Students (high school, preparatory, undergraduate, and doctorate
students)

No. of sessions 1 or 2

Data type and format speech signal, wav

Sampling rate 16 kHz

Sampling format 16-bit, mono

Type of speech read sentences

Channel Smartphone

Languages Amharic, English

Microphones mobile device mic

Recording Mob app AVR X, mobile app recorder

Acoustic environment living room, lab environment

2.1 Building the Yegna2021 Bilingual Speech Corpus

Amharic is the officialworking language of theFederalDemocraticRepublic ofEthiopia.
English, on the other hand, is used as a medium of instruction and communication
in educational institutions, as well as a working language in governmental and non-
governmental organizations in Ethiopia. Experimenting on these two languages is thus
more useful for studying cross-lingual speaker verification.

Fig. 1. Overall process of text and speech collection

Text data was collected from a variety of domains, including newspapers
( ), news articles (Ethiopian News
Agency, Global Voices, CNN, BCC), and magazines, to cover all of the Amharic and
English languages. Spelling correction andpunctuationmarknormalization are examples
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of document pre-processing. We prepared a different set of utterances in both languages
for each speaker to read while recording. Approximately one million words from each
language have been collected. Figure 1 depicts the overall procedure for collecting text
data and recording speech.

3 Experiments and Findings

This section presents experimental procedures and results. A series of experiments was
conducted using our bilingual corpus and publicly available datasets. As previously
mentioned, these experiments enabled us to investigate what are the factors behind
language combinations for improving the text-independent speaker verification per-
formance, which was hampered by the language discrepancy in training and testing
utterances.

3.1 Training Data Details

Our experimental work incorporated speech sounds from the LibriSpeech ASR English
corpus, our bilingual (Amharic and English) speech corpus, and AISHELL-I Mandarin
Chinese Speech corpus to train the Kaldi Voxceleb x-vector model.

Both LibriSpeech ASR corpus and AISHELL-I corpus are publicly available
datasets, and both are discussed in detail in [16, 17]. The LibriSpeech ASR corpus has
approximately 100 h of clean speech data; we selected 187 speakers from this training
set, each with 50 utterances (a total of 9350 utterances). Also, we selected 30 speakers
from AISHELL-I, with each of the speakers having 100 utterances (30 × 100 = 3000
utterances in total). Similarly, for the testing set, 1000 utterances are chosen from 20
speakers in the LibriSpeech ASR corpus, and 1200 utterances are chosen from 12 speak-
ers in the AISHELL-I testing set. These two datasets were used as materials to train and
test the model and fulfill the requirements for our experimental work.

Yegna2021 dataset was used as the primary training data, and it was split into training
and testing subsets. The training set contains 80% of the total data, while the rest is used
for testing separately in both languages, with no speaker overlap. To be more specific,
the Yegna2021 dataset contains a total of 20,700 utterances from 207 bilingual speakers.
This total amount of the training set for each language contains 9350 utterances from
187 speakers, while the testing set for each language contains 1000 utterances from 20
speakers. The statistics of the three training sets are shown in Table 2.

Table 2. Statistics of the training sets.

Dataset # of speakers # of utterances

Yegna2021 (Amharic and English corpus) 187 18,700 (each language 9350)

LibriSpeech ASR corpus (English) 187 9350

AISHELL Mandarin Chinese Speech corpus 30 3000
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3.2 Experimental Setup

The full set of experiments is based on a recently proposed speaker model known as
the x-vector. In this experiment, for the acoustic feature processing, we utilized the
Mel-frequency cepstral coefficients (MFCC) as the acoustic features. MFCC considers
individual emotional sensitivity when determining which frequencies are optimal for
speech and speaker recognition [9]. The x-vector system uses 23-dimensional MFCC
features as input with the window length: 25-ms, frameshift: 10-ms. An energy-based
Voice Activity Detection (VAD) is performed to remove silent frames from the input
utterances. Finally, we applied cepstral mean and variance normalization (CMVN) and
removed the record which is less than 3 s before moving to the training step. To extract
speaker representations, the x-vector system is proven to be very successful in a variety
of speaker recognition tasks [8] and is well described in [12]. The entire x-vector system
is trained with the Kaldi toolkit [15], using the Kaldi Voxceleb v2 recipe [18]. TDNN
computes speaker embeddings from variable-length acoustic segments. The network
consists of layers that operate on speech frames, i.e., a statistic pooling layer that aggre-
gates over the frame-level representations, additional layers that operate at the segment
level, and finally a softmax output layer. The embeddings are extracted after the statistics
pooling layers. After extracting the speaker embeddings, LDA and PLDA are employed
as the back-end. The embeddings are centered, and the dimensionality is reduced to 150
using LDA. After dimensionality reduction, PLDAwas used to compare pairs of speaker
embeddings and generate the verification scores.

3.3 Evaluation Metrics

The results are reported in terms of the standard Equal Error Rate (EER) and mini-
mum Detection Cost Function (minDCF(p-target = 0.01)). EER measures the value at
which the false-reject (miss) rate equals the false-accept (false-alarm) rate, and minDCF
(p-target = 0.01) is defined as a weighted sum of false-reject and false-accept error
probabilities.

3.4 Speaker Verification Experimental Results

Experiment 1
Speaker verification (SV) performance was investigated in our first experiment, which
examines the effects of language mismatches between training and testing utterances.
As part of this experiment, Amharic and English are used as target languages both
from the Yegna2021 bilingual dataset. Section 3.1 contains a detailed description of the
Yegna2021 training data. For each test, the number of trials is 28,406. Existing SV sys-
tems often suffer from performance degradation if there is any languagemismatch across
model training, speaker enrollment, and testing [8, 10, 11]. Cross-language testings are
implemented in our experiment, and the result also shows that the language mismatch
between training and testing leads to a significant degradation in SV performance. The
experimental results are shown in Table 3.



Effect of Language Mixture on Speaker Verification 249

Table 3. SV performance of training and testing cases with language mismatch.

Testing languages

Amharic English

EER % minDCF EER % minDCF

Training language Exp. 1 Amharic 5.922 0.5422 6.457 0.6894

Exp. 2 English 7.082 0.6285 6.424 0.6897

From Table 3, we observe that SV results for training in Amharic (exp.1) show
a relative performance degradation of 9.0%, from EER of 5.9% (with Amharic testing
data) to 6.5% (with English testing data). For training in English (exp.2), the performance
degrades from EER of 6.4% (with English testing data) to 7.1% (with Amharic testing
data), which is 10.2% of relative performance degradation.

Experiment 2
In the second set of experiments,we investigate if the performance of SVcanbe improved
by training the x-vector model with all utterances mixed from the Yegna2021 (Amharic
and English) bilingual dataset. Aswementioned in Sect. 3.1, the Yegna2021 dataset con-
tains a total of 18,700 utterances in a training set, with each language containing 9350
utterances to train the model. The PLDA classifiers are also trained with all utterances
combined from both languages. The number of trials in both experiments is 28,406. It
is found in the result that combining utterances and training the speaker model can sig-
nificantly improve the performance from degradation caused by the language mismatch
in speaker verification. The experimental result is shown in Table 4.

Table 4. Comparison of Amharic and English.

Testing languages

Amharic English

EER % minDCF EER % minDCF

Training language Amharic+English 5.224 0.4879 5.784 0.6117

In Table 4, it can be seen that the EER in the mismatched condition is relatively
improved when compared to previous cross-lingual testing results in Table 3. Since
combining utterances increased training data, the model improved verification perfor-
mance by 35.5% when testing in Amharic and 11.7% when testing in English. Based on
the results, training models using utterances from both languages can effectively fill the
performance degradation gap due to language mismatch.

Experiment 3
Previous studies in [10, 11] have shown that language combination can significantly
reduce performance degradation caused by language mismatch, and our experimental
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results in Table 4 also show that SV performance can be improved significantly when
the model is trained with combined languages (Amharic and English). Based on these
results, we investigate the impact of language combination SV performance.

For these experiments, the x-vector model was trained using the AISHELL-I Man-
darin Chinese speech corpus as constant training data. This means that we combined
the AISHELL-I speech corpus with Yegna2021 bilingual corpus and as well as with
the LibriSpeech ASR corpus separately. We conducted three sets of experiments; the
first is the Amharic system (Exp. 1), which combines the Amharic language from the
Yegna2021 dataset with the Mandarin Chinese language. The Yegna2021 dataset, as
mentioned in Sect. 3.1, contains 9350 Amharic utterances from 187 speakers and the
AISHELL-I contains 3000 Mandarin Chinese utterances from 30 speakers. Then the
model was trained using a total of 12,350 utterances from both languages (Amharic and
Mandarin), and the PLDA classifiers were also trained using all utterances from both
languages. A total of 345,458 trials were created in all experiments. The second exper-
iment is on the English system (Exp. 2), and we combined the English language from
the Yegna2021 dataset with the Mandarin Chinese language. All experimental results
are depicted in Table 5.

Table 5. Comparison of SV performance between the Amharic and English systems.

Testing language

Mandarin

EER % minDCF

Training language Exp. 1 Amharic+Mandarin 8.348 0.8012

Exp. 2 English
(Yegna2021)+Mandarin

9.781 0.8510

Exp. 3 English
(LibriSpeech)+Mandarin

9.872 0.8247

From Table 5, we find some interesting observations.We can see that the EERs in the
Amharic system (exp. 1) yields better SV performance than the English system (Exp. 2).
When everything else in the training set remains constant and only the spoken language
varies, the performance of the SV degraded by 17.1%, from EER of 8.3% to 9.8%. To
confirm these results, we combined the English language from LibriSpeech ASR corpus
with the Mandarin Chinese language in the third experiment. The results show that the
Amharic system (Exp. 1) still outperforms the English system (Exp. 3).

4 Phonetics of Languages and Speaker Recognition Performance

This study investigated the impact of language mismatches between training and testing
on speaker verification performance, and the results showed that language combina-
tion significantly improves performance degradation caused by language mismatch and
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suggested that their phonetics similarities and differences result in SV performance
variations.

According to our experimental results, the two-language combination for training
produced better SV performance. In this section, we discuss the phonetic similarity
of Amharic and Mandarin Chinese languages as a possible factor for enhanced SV
performance. In automatic speaker recognition, the phonetic nature of the training and
testing utterances is important and this has been the focus of the research. The studies
in [19–22] conclude that phonetic segmental properties have a significant contribution
to overall recognition performance.

To provide theoretical justifications for our experiment results, we formulate the
following comparative analysis of the speech sound system of the three languages based
on the segmental properties and syllable structure, and we speculate that this compar-
ative analysis gives an interpretation to the results of speaker verification performance.
Despite a large number of speakers, the phonetic similarities and differences in Amharic
and Mandarin Chinese have not previously been studied. Therefore, to accomplish the
analysis of the two sound systems, we used data from different references about Amharic
andMandarin Chinese, and the examples were randomly selected from the datasets used
in our experiment. The focus on the comparison is three-fold as shown below.

1. Locating the same vowel sound, having the same articulation, in Amharic and
Mandarin Chinese sound systems.

2. Contrasting whether there are differences in the frequency of occurrence of con-
sonants in the three languages depending on whether they are in the onset or the
coda.

3. Contrasting the total voiced segments of the three languages using closed-syllable
sequences (CVC).

4.1 Classification of Vowel Sounds in Amharic and Mandarin Chinese

Vowels carry the major part of static speaker characteristics because those sounds reflect
resonance of the whole vocal tract. This section aims at exploring the degree of pho-
netic similarity between Amharic and Mandarin Chinese vowels in terms of articulatory
features. Amharic language has a non-Latin syllabic script called “Fidel” or “Abugida”
[14]. The scripts are more or less orthographic representations of the phonemes in the
language. It has 32 consonants and 7 vowels, which comprises a complete set of sounds
for Amharic language [23].Mandarin language, spoken in the form of Standard Chinese,
is the official language for both mainland China and Taiwan. Pinyin can be regarded as
the ‘alphabet’ of Mandarin Chinese. It consists of 21 consonants and 7 singled vowels
[24]. As Chinese is a tonal language, each character pronounced in a different tone will
give a different meaning. For this study, we are concerned with the isolated segmental
unit (vowels) of Mandarin, leaving aside the suprasegmental component (tone) (Table
6).
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Table 6. Amharic and Mandarin Chinese vowels map.

Tongue 
Position

Front Centre Back

Mandarin Amh Manda-
rin Amh Manda-

rin Amh

Un-
rounded Rounded Un-

rounded Unrounded Rounded

High/
closed i y i ɨ u u

Mid e e ə ə o o

Low/open a a

4.2 Syllable Structure

The phonetic similarity of two languages is characterized not only by their segmen-
tal properties but also by their phonotactic properties, including permissible segment
combinations and syllable shapes [25]. Our analyses show that not only do Amharic
and Mandarin Chinese have similar vowel articulation, but also the two languages have
some significant similarities in terms of phoneme combination.

The way the sounds are combined in speech differs between languages. Comparing
Amharic, Mandarin Chinese, and English syllable structures reveals some similarities
and differences in how each language uses syllables to form words. Several linguists
studied the syllable structures ofAmharic language and cameupwith different structures.
According to the studies in [26, 27] the possible syllabic structures in Amharic are V,
VC, VCC, CV, CVC, and CVCC. As for Mandarin, twelve syllable structures can be
observed [28]. As a comparison, English allows a wider variety of syllable types than
that of Amharic and Mandarin Chinese syllables when forming a word. The syllable
structures of the three languages are summarized in Table 7; similar syllable structures
are marked (+) while those that are different are marked (–).

Table 7. Syllable structure contrast between Amharic, Mandarin Chinese and English (Amh =
C0–1 V1 C0–2, MC = C0–1 V1–2 C0–2 and English = C0–3 V1 C0–4).

Syllable Structure Amharic Mandarin English
V
VC
VCC
CV
CCV
CCCV
CVC
CVCC
CVCCC
CVCCCC
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From Table 7, when comparing Amharic and English languages, it is natural to
highlight that Amharic language prohibits the presence of more than one consonant (CC:
V) in an onset/beginning of a word, and also Amharic language prohibits the presence
of more than two consonants (V: CCC) in a coda/end of a word [29], according to the
properties of syllable formation. In Table 7, there are also similar syllabic properties
for Mandarin Chinese, which varies from English. Before the nuclear vowel, Mandarin
Chinese allows CG- but not CC-, whereas English allows both CG- and CC-, where G
is a “glide”, which is a prenuclear vowel in Mandarin [28]. Similarly, Mandarin Chinese
only allows final consonants ([–n] and [–ŋ]) after the nuclear vowel, whereas English
allows many more consonants [28, 30]. To be more specific, the syllable types permitted
by Amharic and Mandarin Chinese languages appear to be limited to one consonant at
the beginning of the word and two consonant clusters at the end of the syllable. In other
words, the heavy consonant clusters (e.g., CCCVCCC) as in English do not occur in
Amharic and Mandarin Chinese languages.

By looking at this contrast, it is obvious that Amharic and Mandarin Chinese share
common syllable properties, whereas English shows a tendency to allowmore consonant
sounds at the end and beginning of words. Based on this analysis, we can summarize
that Amharic is more phonetically related to Mandarin Chinese than to English and that
their combination of utterances can produce more vowel sounds than consonant sounds,
which could be a factor for improved SV performance in our combinatorial training.

4.3 Production of Voiced Segments

As previously noted, voiced segments in speech sounds reflect resonance of the whole
vocal tract and thus signal individual vocal characteristics. In this section, we compare
vowel duration between the three languages as a factor that may contribute to improving
SV performance. In many languages of the world, some vowels are characterized by
shorter durations than other vowels. The English language contains 24 consonants and 11
vowels [31, 32] and the vowels are classified into four categories, according to durational
and phonological features. The four vowels /I/, / E /, / 2 /, and / * / are traditionally
described as ‘short’ vowels, and they are characterized by the shortest mean duration,
and the other seven vowels are referred to as long vowels. According to the studies in
[33–35] none of the short vowels, /I/, / E /, / 2 /, and /*/ can appear in open syllables,
indicating that these vowels have a higher tendency to appear in closed syllables as in
[bit /bIt/], [bet /bEt/], [bud /b2d/], and [foot /f*t/]. In each of these words, the vowel
length is shorter than the remaining English long vowels as in [beat /bi�

�t/], [bait /beIt/],
[bad /bæd/], and [boot /bu�

�t/]. When comparing the three languages based on their closed
syllable structure, English has a shorter nucleus length than the other two languages and
tends to reduce the frequency of occurrence of the phonemes /a/, /e/, and /o/, which are
used for effective speaker discrimination [22]. In Mandarin, the consonants that appear
at the end of syllables are the two nasal consonants: /n/ and / ŋ / [30]. Thus, Mandarin
Chinese finals (i.e., nucleus and coda in a syllable) are all voiced having vowels with
various lengths with or without a nasal coda. This syllable pattern reveals uniquely
long voiced segments possibly with long syllable durations. This observation supports
a conjecture: the more abundant the voiced frames in a unit time, the more robust the
clues to enhance SV performance. As evidenced by our third experimental results, the
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combination of Amharic and Mandarin Chinese achieves better SV performance than
English and Mandarin Chinese, with an EER of 8.3% compared to 9.8%.

5 Conclusions

In this paper, we investigated the impact of language mismatches between training and
testing on speaker verification performance, as well as the impact of phonetic spaces in
languages to combine on SV performance. We combined languages of a different nature
to improve speaker verification performance, which was hampered by the language mis-
match in training and testing utterances. For this study, we introduced the first bilingual
speech dataset, Yegna2021, and used other two popular publicly available datasets Lib-
riSpeech ASR corpus, and the AISHELL-IMandarin Chinese speech corpus for training
the x-vector model. The experimental results show that the linguistic combination sig-
nificantly improves performance degradation caused by language mismatch between
training and testing utterances, and we found that the SV showed performance varia-
tions in the case of language combinatorial training. Our hypothesis was not rejected
based on the result obtained from an experiment. Employing the knowledge of phonetics
could be one of the solutions to explore underlying factors to advance machine-based
speech technology. In the future, we will extend this work to include other Ethiopian lan-
guages. We will also investigate various techniques for improving speaker verification
performance.
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Abstract. Domain Generation Algorithm (DGA) is a common method used by
malware to generate a large number of domains on a regular basis. These domains
can be used for malicious purposes such as botnet construction and data leakage.
DGA malicious domain names, not only in number, but also in types, are a major
challenge for malicious domain detection technology. The current detection meth-
ods based on artificial rules and detection algorithms based on machine learning
are not effective due to the inability to obtain the latest DGA malicious domain
data set in time. In this paper, a new encoding method is proposed to construct
the encoder and decoder, combined with an improved version of the Generative
Adversarial Network—Wasserstein Generative Adversarial Networks (WGAN),
which uses a variety of known real DGA malicious domain family data to pre-
dict and generate DGA variant training samples. And through classifier training
and performance evaluation of the effectiveness of domain names generated by
the malicious domain name generator, it is proved that the data generated by this
method can as a real DGA sample and provide a large amount of training data for
the future DGA domain detector.

Keywords: DGA · Malicious domain name · Training sample · WGAN

1 Introduction

Domain Name System (DNS), as an important infrastructure of the Internet, undertakes
network services that map domain names and IP addresses to each other. However,
DNS does not detect services that rely on it, and the availability and user-friendliness
of firewalls and intrusion detection devices will make it difficult to completely filter
out DNS traffic, creating opportunities for DNS attacks. DNS services are abused for
various malicious activities. For example, when malicious programs infect the host,
The attacker can then directly control the infected host by connecting to command and
control(C&C) servers. C&C servers acts as an interface between the attacker and the
infected host. Attackers often write their own registered malicious domain names into
malicious programs, and then malicious programs use domain name resolution to obtain
the C&C’s IP address for connection and communication. The use of DNS in malicious
behavior maintains the robustness of malicious networks. Therefore, these malicious
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programs often access the C&C server through malicious domain names instead of the
server’s IP address. In order to avoid the detection of domain name blacklist, DGA is
widely used. Because DGA can generate thousands of malicious domain names. The
attacker selects dozens or hundreds of domain names to register to cover the domain
name of the real C&C server, because the DGA algorithm is difficult to reverse, which
making it impossible for network security administrators to block all malicious domain
names. Malicious domain names have become an important means of botnet and Trojan
virus attacks, so the detection of malicious domain names has always been one of the
research hotspots in the field of network security.

This paper analyzes the statistical characteristics and N-gram model characteristics
of each malicious domain family in DGA, combined with WGAN, a generation con-
frontation network in deep neural networks, to predict and generate DGAdomain names,
and design experiments to verify the effectiveness of the generated malicious domain
names. To prove that the generated results can provide effective and sufficient training
samples for the construction of malicious domain detector models.

2 Related Work

Researchers at home and abroad have carried out many related researches on malicious
domain detection. According to the detection technology and research objects used, this
paper divides the existingmalicious domain detectionmethods into two categories: DNS
flow characteristics and text characteristics of domain names.

2.1 Malicious Domain Detection Based on DNS Flow

Malicious domain name detection based on DNS flow mainly analyzes DNS flow data,
summarizes various information contained therein, finds the connection between DNS
data and request intent, extracts characteristic values, and establishes a domain name
detection classifier.

Initially, researchers manually extract features. Passerini analysed domain name
registration time, registrar, address, A record, TTL value and otherDNS data information
to detect malicious domain names. This type of detection method has a simple principle
and can quickly detect domain names in the network, but the robustness of this method
is very weak. And it is manifested as changes in the network environment and attack
algorithms. In order to maintain the effectiveness of the detector, the system is set the
threshold value of the network will also change accordingly, so it will require continuous
maintenance by professionals, and it will not be able tomeet the defense needs in a timely
manner under the high-speed network.

Subsequently, researchers began to use machine learning algorithms to detect mali-
cious domain names. By using classification and clustering models, they trained a large
amount of DNS flow data to learn and summarize the flow characteristics of malicious
domain names. Zhao et al. proposed amalicious domain name detection algorithm based
on lexical analysis and feature quantification. This algorithm first calculates the edit dis-
tance between the domain name to be tested and the blacklisted domain name with
determined attributes, and initially classifies the domain name to be detected as clearly



AWGAN-Based Method for Generating Malicious Domain Training Data 259

malicious or potential Malicious, and then use N-gram to calculate the reputation value
of malicious domain names, and judge the maliciousness of potential malicious domain
names based on the reputation value. The effectiveness of this method is verified on pub-
lic data. For rapidly changing domain names, Cui Jia and others combined three domain
detection technologies, including black-and-white list filters, DNS record resolvers, and
feature classification-based detectors, to construct a new malicious domain detection
framework, which has good completeness.

The malicious domain name detection method based on machine learning solves the
problem of the poor adaptability of the domain name detector that manually sets the
threshold to a certain extent, and can adjust the data sample to increase the detection
accuracy of the model.

2.2 Malicious Domain Detection Based on Text Characteristics of Domain Names

The self-learning ability of deep neural networks not only avoids manual feature extrac-
tion, but also is superior to traditional machine learning technology in terms of accuracy.
The current malicious domain name detection based on domain text character features
mainly uses deep learning neural network algorithms, and Mainly focus on two neural
networks, recurrent neural network (RNN) and convolutional neural network (CNN).

Long short-term memory network (LSTM) can handle sequence tasks excellently,
and domain names can be regarded as character sequences. Some researchers use Bi-
LSTM (bidirectional long short-term memory) to achieve character sequence encoding
and preliminary feature extraction, combined with multi-head attention mechanism Per-
form deep feature extraction. The main feature of Convolutional Neural Network (CNN)
is that it can process input grid data. Saxe et al. proposed a CNN-based classifier, which
became theNYUmodel. This classifier takes generic short characters as input and Check
whether they are malicious, short characters can be URL, file path or registry key. Sub-
sequent studies are improvements on these two types of neural networks. Vinayakumar
et al. compared the performance of RNN, CNN, especially hybrid networks, on DGA
domain detection. The results show that deep learning methods has a good performance,
but recent studies have shown that it is vulnerable to adversarial attacks.At the same time,
the detection effect for different types of malicious domain name variants is unstable.

In summary, a major difficulty in malicious domain detection is that the emerging
new types of malicious domains reduce the effectiveness of current well-performing
detectors, and the network adaptability is poor. The model trained on a limited data set is
better for the newDGAThe variant is a bit blind. In [9], Anderson et al. used the concept
of generative adversarial networks to build a DGA based on deep learning—DeepDGA,
which aims to intentionally bypass detectors based on deep learning. In a series of
confrontation rounds, the generator model outputs domain names that are increasingly
difficult to detect. In turn, the detector model updates its parameters to compensate for
the domain generated by the confrontation. A hypothesis was verified: the training set
can be augmented with the domain generated by the confrontation, so as to strengthen
other machine learning models for the DGA that has not yet been observed.

1. Different from [9] using Alexa one million domains for training, this paper uses
known real malicious DGA families for training to generate training data, such as,
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emotet, rovnix, tinba, Ramnit, etc., to generate the data learns the characteristics of
the domain name data of eachmajor family of DGA, as a training sample of the DGA
detector, can make the model stable in the detection of different types of domain
name variant attacks;

2. Different from [10], this paper uses it in the trainingdata. Thegenerated confrontation
network model is WGAN (Wasserstein GAN). WGANmainly improves GAN from
the perspective of loss function. After the loss function is improved, WGAN can get
good performance results even on the fully-linked layer;

3. This paper uses a broader classification model to classify and test the generated
domain name samples. The main idea is that when using the real DGA malicious
domain name and the classification model trained by the Alexa legal domain name,
the data generated by themalicious domain namemodel can be basically successfully
marked as malicious. The domain name can prove the effectiveness of the generated
data as a malicious domain name training sample;

4. The structure of the encoder and decoder has the characteristics of simplifying and
being close to the original data, so as to maintain the characteristics of the original
data to the greatest extent.

3 Wasserstein GAN

Generative Adversarial Network (GAN) is a deep learning model and one of the most
promising methods for unsupervised learning on complex distributions in recent years.
Since it was proposed by Ian Goodfellow in 2014, it has received extensive attention
and research, and has achieved rapid development in just a few years, and has achieved
remarkable results in many application scenarios, in the field of computer vision (CV)
Take the task of face generation in, as an example, the face images generated by GAN
have achieved great improvements in resolution, authenticity, and diversity, as can be
seen in Goodfellow’s tweets in 2019.

3.1 GAN

The idea of the GAN model is to produce a fairly good output through the mutual game
learning of twomodules in the framework: the generativemodel (G) and the discriminant
model (D). The corresponding GAN neural network model is shown in Fig. 1.

Pr Represents the true sample distribution, Pz Represents random input distribution.
When GAN training is used for data generation, it is assumed that there are real data
x(classified as 1) and generated data G(z) (classified as 0). For D, the optimal result is
to distinguish x as many as possible as 1, and G(z) as much as possible, there is a loss
function of D as (1), and the learning process of D is to increase the loss function.

lossD(x, z) = log D(x) + log(1 − D(G(z))) (1)

For G, the training process is to let D discriminate G(z) as many 1 as possible, there
is a loss function of G as (2), and the learning process of G is to reduce the loss function.

lossG(x, z) = log(1 − D(G(z))) (2)
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Fig. 1. Schematic diagram of GAN network model

GAN expresses this confrontation process as (3):

minGmaxDV(G,D) = EX∼Pr

[
log D(x)

] + Ez∼Pz(z)

[
log(1 − D(G(z)))

]
(3)

After multiple rounds of competition in training, G and D finally reach a distribution
model that balances and approximates the real data, which is the biggest advantage and
characteristic of GAN neural network.

3.2 WGAN

However, GAN has training difficulties, the gradient is unstable, and the imbalance of
the diversity and accuracy penalties leads to the mode collapse problem.

In [8], the authors gives the reason for the instability of GAN training, that is, JS
divergence is not suitable for measuring the distance between the distributions with
disjoint parts, and thus gives the key points for improvement. In [2], Starting from
this point of improvement, the authors usingWasserstein distance measures the distance
between the generated data distribution and the real data distribution, which theoretically
solves the problems of training instability and model collapse, and the diversity of
generated results is richer.

The advantage of Wasserstein distance over KL divergence and JS divergence is that
even if the two distributions do not overlap. If it is defined as the loss of the generator,
a meaningful gradient can be generated to update the generator, so that the generation
distribution is pulled to the true distribution.

In the training process, D should be maximized as much as possible, while G should
be approximately minimized. Due to the excellent nature of Wasserstein distance, there
is no need to worry about the disappearance of the generator gradient.

4 The Training Data Generation Model

Domain names are mainly divided into host names, top-level domains, and second-
level domains in structure. DGA domain names are mostly composed of a series of
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random characters generated by some DGA algorithms as host names and existing top-
level domains. The top-level domains of most DGA families are relatively fixed. For
example, the Emotet family can have 96 new domain names each time. The top-level
domain only uses “eu.” Therefore, the implementation of this malicious domain name
generator only considers the host name.

Before constructing the neural network structure, the domain name text needs to be
encoded and converted into a neural network trainable digital vector. And the resulting
tensor output by the generator needs to be decoded into a text domain name. The module
that completes this function is an encoder and a decoder. Therefore, the DGA malicious
domain name training data generation model based on WGAN mainly includes three
parts: domain name encoder/decoder, generation network, and discrimination network.

4.1 Domain Name Encoder/Decoder

Under normal circumstances, the characters of a domain name include: 26English letters,
0–9, and “-” a total of 63 characters. Because the ASCII codes of these 63 characters are
not continuous, the generated characters will not be in these 63 characters. Therefore,
a new encoding method using the ASCII code of these 63 characters to be re-encoded
into a continuous interval [1,63] is proposed, as in the following Table 1.

In this paper, the domain name vector length is defined as 30. If the length is not
enough, it is filled with “0”. After the above encoding process, the domain name text is
converted into a vector a, a = [a0, a1, . . . , ai, . . . , a29], ai ∈ [0, 63]. In order to make
the learning of the networkmore efficient, each element in the digital vector of the domain
name is further mapped to the [0,1] interval, by dividing each element in the original
vector a by 63, and the result will keep eight decimal places after the decimal point. The
implementation process of the encoder takes a malicious domain name “pjmdtihjbfv.eu”
of the emotet family as an example, as shown in the following Fig. 2.

After being encoded by the encoder, the character domain name is converted into
WGAN training data, which is converted into a tensor d through TensorFlow, d =
[d0, d1, . . . , di, . . . , d29], di ∈ [0, 1].

The function of the decoder is to convert the tensor output by the generator into
domain name characters. Knowing the operating principle of the encoder, the decoder
is the reverse conversion of the encoding process. Output of the generator should be
a one-dimensional tensor d∗ which will be converted to a∗, d∗

i ∈ [0, 1]a∗
i ∈ [0, 63],

d∗ = [
d∗
0 , d

∗
1 , . . . , d

∗
i , . . . , d

∗
29

]
, a∗ = [

a∗
0, a

∗
1, . . . , a

∗
i , . . . , a

∗
29

]
, The mapping formula

is (4):

a∗ = [
a∗
0, a

∗
1, . . . , a

∗
i , . . . , a

∗
29

]

[
round(d∗

0 ∗ 63), . . . , round
(
d∗
i ∗ 63

)
, ..., round

(
d∗
29 ∗ 63

)] (4)

The next step is to map each element a∗
i in the obtained vector a

∗ from the new code
to the ASCAII code, and obtain the corresponding character through the ASCAII code.
The mapping table is as following Table 2.
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Table 1. Encoder implement from ASCII to New Code.

Character New Code Re-encoded method

0–9 1–10 (ASCII)-47

a–z 11–36 (ASCII)-86

A–Z 37–62 (ASCII)-28

“-” 63 (ASCII) + 18

pjmdtihjbfv.eu
↓

pjmdtihjbfv
↓

[26,20,23,14,30,19,18,20,12,16,32,0,...,0]
↓

[0.41269842, 0.31746033, 0.36507937, 0.22222222,0.47619048, 0.3015873, 
0.2857143,0.31746033, 0.1904762, 0.25396827, 0.50793654,0.0,...,0.0]

Fig. 2. Encoder coding process of “pjmdtihjbfv.eu”

Table 2. Decoder implement from New Code to ASCII.

a∗
i ASCAII code Character

1–10 a∗
i + 47 0–9

11–36 a∗
i + 86 A–z

37–62 a∗
i + 28 A–Z

63 a∗
i − 18 “-”

4.2 Structure of the Generate Network

The generative network is a four-layer fully connected layer, including an input layer, a
hidden layer and an output layer. The input layer data is 100-dimensional random noise,
the two hidden layers, the number of nodes are 100 and 128 respectively, the activation
function adopts the ReLU function, and the number of nodes in the output layer is 30,
which is the domain name vector dimension. Considering that the domain name vector
elements are in the interval [0, 1], so the activation function of the output layer adopts
the sigmoid function. The optimization function used in training is RMSProp, which is
proved to be more stable in training in [2].

4.3 Structure of the Discrimination Network

The discriminant network is a four-layer fully connected layer, including an input layer,
a hidden layer, and an output layer. The input layer data is 30-dimensional real data or
generated data. The number of nodes in two hidden layers is 100 and 128, the activation
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function adopts the ReLU function, and the number of nodes in the output layer is 1.
The discriminator in WGAN is to approximate the Wasserstein distance, which is a
regression task, so the sigmoid function should not be set in the output layer, and the
optimization function used during training is RMSProp.

DGA malicious domain training data generation model is shown in Fig. 3.

~ z( )

The Generate network

Decoder 

The Discrimination network

true/false
~pr( ) Encoder

Generated data

Domain vector

Domain vector

Fig. 3. DGA malicious domain name training data generation model.

5 Experiment and Result Analysis

5.1 Experiment Environment

The experimental environment of this paper mainly includes two parts: experimental
platform and environment configuration. The detailed information is shown in Table 3.

Table 3. Experimental platform and environment configuration.

Experiment platform Environment configuration

Operating System Window10

CPU Intel Corei7-10700 2.90 GHz

RAM 16 GB

Programming language Python3.5

Deep learning framework TensorFlow 2.3.1

Machine learning platform Weka 3.8.5
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5.2 Data Set

The data set is divided into three parts: 400,000 samples containing 11 real malicious
domain names of the DGA family as shown in Table 4. Alexa ranked top 20,000 negative
samples and real DGA randomly selected 20,000 positive samples, Alexa ranked top
1,000 negative samples and generated 1,000 positive samples similar to DGA.

After selecting and dividing the above data set, you need to preprocess it before
selecting features: split the domain name, intercept the host name of the domain name,
remove the top-level domain and possible second-level domains, third-level domains,
etc., and perform data encoding and normalization on the processed domain name text,
convert it into the input tensor of the WGAN network through the data standard reading
format in TensorFlow.

Table 4. Composition of samples of real DGA malicious domain names.

DGA family Number Length Instance

Emotet 50000 Fixed16 grdawgrcwegpjaoo.eu

Rovnix 50000 Fixed18 Abyfq71wc3ai12wseh.com

Tinba 50000 Fixed12 oykjietwrmlw.ru

Pykspa_v1 50000 [6–15] agadss.biz

Simda 30000 Variable puvecyq.info

Flubot 30000 Fixed15 bsgejiagbavgavk.cn

Ramnit 20000 [8–19] jrkaxdlkvhgsiyknhw.com

Ranbyus 20000 Fixed14 nslxbdyiofityx.com

Virut 30000 Fixed6 yvvioe.com

Necurs 30000 [7–21] wiyqgyiwgm.ga

Shiotob 40000 [10–15] qq3adkdlzbcq43u.com

5.3 Design of Verification Experiment

In this paper, after the DGA malicious domain name training data generation model
outputs the generated domain name data, the classifier proves the validity of these data.
The experimental design is as follows:

The Acquisition of the Generated Domain Name Data. This section inputs the pre-
processed samples of 11 realmalicious domain names ofDGA family into the generation
model for training and producing the generated domain name data. The network training
is set to 10,000 times. Output once every 100 training, and each output contains 100 the
generated domain name data produced by the current generation network. At the same
time, the output form of the generator generated data is a tensor. So, the decoder should
convert the output tensor into the corresponding domain name character data.
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Feature Selection. The feature part mainly uses statistical features, including the length
of the domain name, the entropy of the character distribution in the domain name, the
proportion of vowels, the proportion of unique characters, and the frequency of n-grams
(n = 2,3,4,5,6). As shown in Fig. 4, The Alexa sample and the DGA sample have a
certain degree of difference in the distribution of the three features including the length
of the domain name character, the information entropy of the domain name.

The Classification of Negative Samples Positive Samples. Use the features to clas-
sify the sample set using a variety of classification algorithms on the Weka platform,
and save the classification model to provide tools for verifying the effectiveness of the
generated results.

Validation Verification of the Generated Domain Name Data. Classify the top 1000
negative samples ranked byAlexa and 1000 positive samples similar to DGAon themul-
tiple classification models obtained, check the classification results, If the classification
result is good, it proves that the generated DGA data has the characteristics of real DGA
data, which proves the validity of the generated domain name data.

Fig. 4. The distribution of positive/negative samples in domain character length, information
entropy.

5.4 Experimental Results and Analysis

Display of Domain Name Data Generated in Different Rounds. In order to obtain
the learning results of the WGAN generation model for different confrontation rounds,
the experimental design outputs the learning results of the current generation model
after every 100 rounds of learning, so as to perform tracking output. The tracking output
results are shown in Fig. 5. They are samples of domain name data generated in the
confrontation rounds 500–600, 5000–5100, and 9900–10000 and real DGA malicious
domain data.

Analysis of the Generated Domain Name Data. The real data in Fig. 5 is the prepro-
cessed characters of the domain name randomly selected from the data set containing



AWGAN-Based Method for Generating Malicious Domain Training Data 267

the generated domain name data 

in 500 ~600 round

etkoheolhd8f765j6311
9wemh45klailcuts6813
Bpe12kiflen9clbc5331
ac8g96dglbhjgnafspjd34
9qmpvlq8gfhecbdhd662
Excvgoffochggau8c752
... ...

the generated domain name data 

in 5000 ~5100 round

mlollrwrklnqrtra66
8audcKM6
fhmkmtDldiekpDr942
9eygdMMm4h88
iismnxGnbrgrtGq6
dfederAga87fflf32
... ...

the generated domain name data 

in 9900 ~ 10000 round

aHay
nwegpjlkvejqlszfEdcBv
hwgikcky
lwfhnjtxov5kto
cq8fidt7BjctE
5teogcmepqdoglf
... ...

.....REAL DGA.........
tpryjbuddibj
ilxhrgfxklmnhw
lmxddtmnimdyx
Rjryqmlljkyw
pkgnghwlllem
Jrjhvfnnilmn
iermso
ierwlueoya
Pjmdtihjbfvrumym
iesdfeiq
iesjuyeoya
iesqrwiugkeq
ietsaueoya
Iettia
... ...

Fig. 5. Real samples and the generated domain name data in different rounds of confrontation

11 DGA family, which is the real data distribution that WGAN needs to learn, and it
is against Round 500–600 part of the generated data, the length of the data generated
at this time is not much different, in the data generated in the 5000–5100 part of the
confrontation round, you can see that the data length has changed, indicating that the
learning ability of WGAN has improved, The data generated during the confrontation
round 9900–10000 is more similar to the real data, most of which can be used as domain
names.

As shown in Fig. 6, After the WGAN confrontation training, the frequency distri-
bution of the DGA sample generated by the large sample fluctuates around the average
frequency of the real DGA 0.0185. Therefore, from the perspective of the distribution
characteristics of the character length, it shows that the generated similar DGA samples
and the real DGA samples already have a certain similarity.

The Result of Classification Verification. The classifier selects Naive Bayes, J48,
KNN, and Bagging in Weka 3.8.5. According to the design of the classification verifica-
tion test, first use the second data set to train each classification model, The performance
evaluation indicators for each classification model include the total number of samples,
correct rate, error rate, F-measure, and ROC area; the training results of the classifier are
shown in Table 5. Load the third data set to each classification model for classification
verification. The evaluation indicators include correct classification, misclassification,
Kappa coefficient, and total number of samples. The classifier verification results are
shown in Table 5.

Analysis of the Result of Classification Verification. From the training results in
Table 5, the classification effect of Naive Bayes is better than the other three classifiers,
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Fig. 6. The character length distribution of domain names in generated and real DGA samples.

so it can be said that Features selected by the experiment are effective for classification of
positive and negative samples. In Table 6, the negative sample of the generated domain
name data and the positive sample of Alexa are used as the input of each of the above
classification models, and each classification model gives the predicted classification, so
as to obtain the number of correct classifications, the number of incorrect classifications
and other data, from the table The verification result in Table 6 shows that when the clas-
sification features are the same, the classification model can better distinguish between
negative samples andAlexa positive samples, indicating that the generated domain name
data already has some of the characteristics of the real DGA sample.

Table 5. The training results of creating multiple classification models.

Classifier Number Correct rate Error rate F-measure ROC

Naive Bayes 40000 99.30% 0.70% 0.993 0.998

J48 40000 98.60% 1.40% 0.986 0.996

KNN 40000 96.24% 3.76% 0.962 0.982

Bagging 40000 98.31% 1.69% 0.983 0.995

Table 6. Validation results of multiple classification models.

Classifier Number Positive samples Negative samples Kappa

Correct Error Correct Error

Naive Bayes 2000 941 59 955 45 0.896

J48 2000 947 53 955 45 0.902

KNN 2000 964 36 924 76 0.888

Bagging 2000 931 69 955 45 0.886
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6 Conclusion

The data collection of malicious domain name recognition is one of the important tasks
in the detection of malicious domain names in the field of network security.

This paper attempts to apply the generation of confrontation networks to network
security to generate malicious DGA domain name character data sets, which solved the
problem of insufficient training data for malicious domain name recognition and initially
verified the feasibility of this method. In the experiment, the ASCII code of DGAdomain
name characters is used for simple re-encoding and data normalization, and at the same
time, the network can directly learn the characteristics of the original data. Next, we can
further study and improve the design of the encoder, which can preserve the correlation
between characters in the process of converting characters to vectors, thereby improving
the quality of the generated domain name data.

In recent years, more DGA algorithms are trying dictionary-based malicious domain
names, and these malicious domain names are more “like” real domain names, such as
the “middleapple.net” generated by Suppobox DGA. The conventional domain name
detection is based on the significant difference between of DGA domain names and the
real domain names, so Malicious domains of Suppobox cannot be detected effectively.
For the detection of such DGA malicious domain names, we can use the generative
adversarial networkmodel to learn the characteristics of real domain names, and generate
data sets of fake domain name which similar to real domain names as training data
sets, so that the DGA malicious domain name detector can effectively detect this type
of DGA. The application of the theory and technology of deep learning makes the
detection and recognition methods more intelligent, with the ability of self-learning
and self-adaptation. The application of GAN in the generation of malicious domain
name training data provides new ideas for solving the problems of deep learning-based
detection models that lack the ability to recognize newly emerging DGA variant domain
names and lack sufficient malicious domain name training data.
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Abstract. In the satellite-ground quantum key distribution network
for electric IoT, the transmitted data may have errors caused by the
external environment and equipment. In order to ensure the correctness
and consistency of the transmitted data, we propose a data reconcilia-
tion model based on quantum low density parity check (QLDPC) code
for satellite-ground quantum key distribution network. We perform the
check operator of QLDPC on the obtained raw keys, and use belief prop-
agation algorithm and ordered statistics decoding technology to imple-
ment error correction. Compared with MET-LDPC and Turbo code, our
model based on QLDPC has higher error correction efficiency with the
increase of bit error rate.

Keywords: QLDPC · Data reconciliation · Satellite-ground quantum
key distribution network

1 Introduction

BB84 protocol [1] is the first quantum key distribution (QKD) protocol, which
mainly uses different forms of single photons to randomly encode. And the first
entangled state protocol is proposed in 1991, referred to as the E91 protocol for
short [2]. After that, six-state protocol [3], DPS protocol [4], SARG04 protocol
[5] and LM05 proto-col [6] are proposed later, making QKD develop rapidly. At
present, QKD has been in the practical application [7].

With the development of quantum key distribution technology, researchers
began to study how to construct quantum key distribution network [23]. For
the distribution of quantum keys between satellites and the ground, the com-
munication process will be affected by many factors such as weather systems,
eavesdroppers, and even measurement equipment, etc. These factors will cause
that the key sequence obtained by two parties after key distribution is not the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13340, pp. 271–279, 2022.
https://doi.org/10.1007/978-3-031-06791-4_22
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same. In order to make the shared key consistent, both parties in communica-
tion need to post-process the original key, i.e., data reconciliation. Many data
reconciliation models use low-density parity-check code (LDPC) [8], Polar code
[9], Turbo code [10], etc.

On the other hand, the earliest quantum error correction scheme is proposed
by Shor in 1995 [11]. The code comprehensively utilizes the characteristics of
three-qubit phase reversal code and single-bit reversal code, to realize error detec-
tion and correction operations for any single-qubit error. Calderbank, Shor and
Steane proposed a systematic construction scheme of quantum error correction
codes [12,13]. This scheme uses classical binary codes with self-dual properties to
construct quantum codes, called CSS codes. In the same year, Gottesman intro-
duced group theory into the field of quantum error correction and proposed a
stabilizer code [14]. One attracted great attention is the use of low-density parity-
check code (LDPC) to construct quantum codes [15]. For example, MacKay et al.
used CSS code to propose four kinds of quantum LDPC (QLDPC) code based on
a special cyclic sparse sequence [16]. Based on the entanglement-assisted quan-
tum code, Hsieh et al. constructed an entangled-assisted quantum LDPC code
by classic quasi-cyclic (QC) LDPC code, which only needs one pre-entangled bit
pair and avoids the disadvantage of four rings in traditional quantum code.

However, compared with classic LDPC codes, there is no mature decoder that
can be applied to all quantum LDPC codes. A recent study by Grospellier et al.
[17] showed that combining small set-flip (SSF) decoder with classic belief prop-
agation (BP) algorithm can improve its performance. This two-stage BP+SSF
decoder is not only suitable for a wider range of random QLDPC codes than
a single SSF decoder, but also exhibits a higher code threshold. In this paper,
we use two-stage quantum decoder, which combines BP with a post-processing
technique known as ordered statistics decoding (OSD) [18]. The decoder can be
general for all QLDPC codes that can be constructed from the hypergraph prod-
uct. And based on this QLPDC, we pro-pose a new key error correction model
in QKD network. Comparing with MET-LDPC and Turbo code, our proposed
model based on QLDPC has higher error correction efficiency, when the bit error
grows.

The structure of this paper is as follows: Sect. 2 presents some preliminary
knowledge about low-density parity-check code. In Sect. 3, we present the data
reconciliation model based on QLDPC code for satellite-ground quantum key dis-
tribution network. Section 4 is devoted to compare our model with some existing
ones based on MET-LDPC and Turbo. We summarize this paper in Sect. 5.

2 Low Density Parity Check Code

Low density parity check codes mainly use check matrix to correct data errors,
which was proposed by Robert Gallager in 1961 [15]. The check matrix is gener-
ally an m×n matrix, where each row represents a check node, and each column
corresponds to an information node of the code word. We take the following 4×6
matrix H as an example.
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H =

⎡
⎢⎢⎣

1 1 0 0 0 1
0 1 0 1 1 0
1 0 1 0 1 0
0 0 1 1 0 1

⎤
⎥⎥⎦ (1)

Then, in matrix H, the row weight is 3 and the column weight is 2. And we
find that the elements in the code word v and the elements in the check node c
satisfy the following relationship:

⎧
⎪⎪⎨
⎪⎪⎩

c1 = v1 + v2 + v6
c2 = v2 + v4 + v5
c3 = v1 + v3 + v6
c4 = v3 + v4 + v6

(2)

In the LDPC error correction process, the Belief Propagation (BP) algorithm
is based on soft decision algorithm, which can maximize the error correction
ability of the error correction code. The BP algorithm process is as follows:

Algorithm 1. Belief Propagation Algorithm [15]
1. Initialize the binary channel based on channel characteristics and preset node
information:
L0(qij) = ln pi(ci=0|yi)

pi(ci=1|yi)
2. Calculate the soft information value for each check node i ∈ Ri/j (the lth
iteration):
Ll(rij) = 2tanh−1

{
Πi∈Ri/j tanh( 1

2
L(qij))

}

3. Calculate the soft information value for each information node j ∈ ci\j:
Ll(qij) = L0(qij) +

∑
j∈ci\j L(rji)

4. Calculate the posterior probability for all information node,
Ll(qi) = L(qij) +

∑
j∈ci

Ll(rij)
5. Hard judgment on all information node,{
Ll(qi) < 0 : zi = 1

Ll(qi) > 0 : zi = 0
6. If Hzi = 0, the decoding is successful; otherwise goto step 2.

3 Data Reconciliation Model Based on QLDPC
for Satellite-Ground Quantum Key Distribution
Network

3.1 Quantum Low Density Parity Check Code

To construct error correction operator, Pauli matrices are usually choosen to
derive a family of LDPC stabilizer codes based on finite geometries. Let P =
{I,X,Z, Y }, and each Pauli operator is defined as below:

I =
[

1 0
0 1

]
,X =

[
0 1
1 0

]
, Z =

[
1 0
0 −1

]
, Y =

[
0 −i
i 0

]
(3)
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where each operator is mapped to a vector of length 2: I → (0, 0), X → (1, 0),
Z → (0, 1), and Y → (1, 1).

Suppose a stabilizer group S generated by a set {S1, S2, · · · , Sn}, where each
error operator Si is generated by a tensor product of n Pauli matrices:

Si = P1 ⊗ P2 ⊗ · · · ⊗ Pn, Pi ∈ P (4)

Si can be seen as a binary vector of length 2n in the form of si = (x, z), where
the length of x and z is n, representing the X and Z-Pauli operator position,
respectively.

Suppose a quantum error correction code Q is a mapping from the k-qubit
quantum state |ψ〉 to the entangled n-qubit code word state |ψ〉L. The quantum
code word |ψ〉L ∈ Q satisfies all the conditions of Si|ψ〉L = |ψ〉L.

Generally, a quantum parity check matrix can be defined as a matrix in

the form of HCSS =
[

HZ 0
0 HX

]
, and in which each row corresponds to a code

stabilizer in the binary representation. For the requirement of the stabilizers
commute, HZ · HT

X = 0. Note that, the matrix HX and HZ is constructed by
replacing every nonzero element in matrix HG with Pauli matrices X and Z,
respectively. The matrix HG is defined as below [19]:

HG =
{ [

HT
1 HT

2 · · · HT
n |1]

.foraddn[
HT

1 HT
2 · · · HT

n |1T
]
.forevenn

(5)

Suppose that a Pauli error is E → eQ = (x, z), then the quantum syndrome
is defined as below:

SQ = (SX , SZ) = (HZ · x,HX · z) (6)

It can be seen from the above that the CSS code can be used to detect bit
reversal (X-errors) and reverse conversion (Z-errors) through two classic codes
C(HZ) and C(HX), respectively. For (n, k, d) QLDPC code, the symmetric
product HGP (CH) of its CH is calculated as below:

HX = (H ⊗ In|Im ⊗ HT ) (7)

HZ = (In ⊗ H|HT ⊗ Im) (8)

The quantum code parameters of HGP (H) are (n2 + m2, k2 +
(kT )2,min(d, dT )), where kT is the number of logical qubits and dT is the dis-
tance of the transpose code.

3.2 Data Reconciliation Model Based on QLDPC

Suppose that the raw keys KA and KB , owned by Alice and Bob respectively
after the key distribution, and the check matrix H has been shared. The error
correction process of QLDPC is shown as below.
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Step 1. Alice uses the check matrix H to generate an operator H =
[

HZ 0
0 HX

]
,

and get the feature vector state |SA〉 = H |KA〉 for her key KA, and measure
|SA〉 to get SA. And Alice send this information SA to Bob.

Step 2. Bob performs a similar operation to get |SB〉 = H |KB〉, and compares
SB with the received SA. If they are the same, the keys of the two are the same.
If they are different, they need to be iteratively decoded through BP+OSD
algorithm (which is shown as below).

Step 3. Judging whether HS,T · eS,T is equal to is used to determine whether
the decoding is successful, and if successful, the QLDPC decoding is completed.
Otherwise, iterate decoding again.

Step 4. When the decoding is completed, Alice and Bob check each decoded
keys and re-move the different parts.

In the BP decoding phase of data reconciliation model based on QLDPC, in
order to solve the quantum degeneracy problem, many attempts have been made
to modify or supplement the BP algorithm. So far, the most successful method is
to apply a post-processing algorithm called an ordered statistic decoder (OSD).
OSD was originally designed by Fossosier and Lin [20] to reduce the error layer in
classical LDPC codes. It was originally applied in quantum settings by Panteleev
and Kalachev [21] and proved that it is an amazingly effective decoder for random
QLDPC codes. Nnote that in the following, in order to simplify the notation, we
describe the application of OSD post-processing to a classic decoding problem
s = H · e. The process we outlined also applies to HX and HZ components that
decode CSS code. The steps of BP+OSD decoder is as below.

Algorithm 2. BP+OSD Decoder [19]
1. Use the BP soft decision vector pi(e) to obtain a sorted list of bit index OBP .
2. Sort the columns of the parity check matrix H to HOBP according to OBP .
3. Select the first RANK(H) linearly independent column of HOBP as the most
probable basis set S.
4. Calculate the OSD-0 solution at the base position by matrix inversion
eS = H−1

S · s
5. OSD-0 solution for all bits is eS,T = (eS , eT ) = (eS , 0), where the OSD-0
solution will always satisfy the syndrome equation HS,T · eS,T = s.
6. Map the OSD-0 solution to the original bit ordering eS,T → eOSD−0.

3.3 Satellite-Ground Quantum Key Distribution Network
with Data Reconciliation Model

With the continuous maturity of quantum key distribution technology, a quan-
tum key distribution network model composed of many single-QKD channels has
been continuously proposed. The basic structure of the satellite-to-earth QKD
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network is shown in Fig. 1. Suppose Alice and Bob want to share common key
by this QKD network.

Fig. 1. The structure of satellite-ground quantum key distribution network.

The quantum terminal in Fig. 1 serves as an important part (as shown in
Fig. 2). Firstly, its QKD module can receive and send quantum keys. When
it receives quantum keys, its control layer can perform data reconciliation to
correct keys with an-other quantum terminal through quantum channel. Finally,
its application layer can control the entire terminal by classic computers.

4 Performance Evaluation

We will compare the error correction efficiency of the data reconciliation based
on QLDPC, MET-LDPC (Multiedges type LDPC [22]) and Turbo code through
simulation. The error correction efficiency depends on the ratio of the bit error
rate before error correction and the bit error rate after error correction:

ECE =
100% − BERa

100% − BERb
(9)

where ECE is the error correction efficiency, BERa and BERb represents the
bit error rate after and before error correction, respectively. The comparison
result is shown in Fig. 3.

From Fig. 3, we can see that our proposed QLDPC code is relatively low error
correction efficiency, when the bit error is between 0.01 and 0.030. At a small
bit error rate, QLDPC may cause errors due to the measurement, which makes
the efficiency lower than that of classic error correction codes. But, the overall
trend of QLDPC is upward. When the bit error is bigger than 0.035, the error
correction efficiency is approximate to the Turbo code. After that, its efficiency
has begun to outperform the other two codes. Although the error correction
efficiencies of MET-LDPC and Turbo code are also on the rise when bit error
rate grow up, QLDPC can handle more data bits, which is directly reflected in
the error correction efficiency.
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Fig. 2. The process of data connection between two quantum terminals (Alice and
Bob).

Fig. 3. Error correction efficiency of QLDPC, MET-LDPC, Cascade and Turbo code.

5 Conclusion

In this paper, we proposed a data reconciliation model based on QLDPC for
satellite-ground quantum key distribution network. Firstly, we propose a new
quantum LDPC based on BP and OSD decoder algorithm. And we construct
the data reconciliation model with QLDPC. Finally, the model is embedded in
our proposed satellite-to-earth quantum key distribution network environment.
Through simulation, comparing with other codes: MET-LDPC and Turbo, our
proposed model has higher error correction efficiency, when the bit error grows.
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Abstract. Digital watermarking is an important branch of information hiding,
which effectively guarantees the robustness of embedded watermarks in distorted
channels. To embed the watermark into the host carrier, traditional watermarking
schemes often require the modification of the carrier. However, in some cases,
the modification of the carrier is not allowed such as paintings in museums. To
address such limitation, we utilize optical watermarking to embed the watermark
into the host carrier. Optical watermarking refers to a technique that encodes the
watermark into the visible light irradiating the object, where the watermark can
be further extracted by the camera photography process. To realize transparency
and robustness of the watermark, we propose a color-decomposition-based water-
marking pattern generation algorithm which satisfies human visual system (HVS)
characteristics, a camera shooting simulation algorithmwhich accurately produces
the dataset for training, and a decoding network which can realize loss-less decod-
ing of the embedded watermark. Various experiments demonstrate the superiority
of our method and reveal the broad applicability of the proposed technique.

Keywords: Noise simulation · Optical watermarking · Human visual system

1 Introduction

Information hiding [1] refers to the technique of hiding secret information in the publicly
availablemedia so that people cannot be aware of its existence. As an important branch of
information hiding, digital watermarking [2–4] can serve as a way to protect copyright or
realize information transmission. Themost important property ofwatermarking schemes
is robustness, which directly influences the protection ability and transmission accuracy.
To realize robustness, traditional schemes often embed the watermark into the stable
coefficients of the carrier [5–8].

Although it is possible to achieve sufficient robustness with little perturbation, in
some cases, even slight disturbance to the carrier is not allowed. For example, any
damage is prohibited for the paintings displayed in the museum. Since paintings cannot
be converted into electronic signals and cannot be modified, traditional watermarking
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techniques fail to be applied to the case. To address such limitation, we utilize the optical
watermarking techniques [9–16] which can effectively realize the content-independent
embedding.Opticalwatermarking refers to a technique that encodes thewatermark signal
into the visible light and projects the light onto the real object. With such a process, the
object is unnecessary to be modified. At the extraction side, we use a camera to capture
the irradiated object and decode the watermark by some image processing operations.
Therefore, the content-independence and robustness can be both achieved.

Fig. 1. Visual fusing. Both images containing the pattern are fused to a clean image by human
eyes.

Previous optical watermarking schemes often utilize the well-designed pattern to
represent the watermark signal. The pattern should contain two important properties:
transparency and robustness. Transparency refers to the visual quality after projecting
the pattern onto the object, and robustness represents the extraction accuracy of captured
images. However, there is an inherent contradiction between the two properties. So, how
to guarantee robustness and visual quality at the same time is an unsolved problem
worthy of further exploration.

To better balance transparency and robustness, we propose a novel noise simulation-
baseddeepopticalwatermarking scheme.For transparency,wecarefully study thehuman
visual system (HVS) characteristics and propose a color-decomposition-based [16–19]
watermarking pattern generation algorithm. Generally, it is based on the observation that
human eyes will fuse two images into one if the two images are refreshed in a high fre-
quency (no less than 60 Hz). Therefore, by alternatively projecting two complementary
watermarked frames, human eyes can only see the synthetic frame. As shown in Fig. 1,
some circular blocks are neatly arranged in the both images on the left. But human eyes
would see the third image (HVS fuses the both images and composes the third image).
Unlike HVS, the shutter speed of modern cameras is much higher and instead captures
the decomposed frame that contains the pattern, making robustness possible. Moreover,
we design a deep neural network at the extraction side to decode the watermark from
the captured image. Given the assumption that the object surface is a flat 2D image,
we generate the training dataset by simulating the projecting-shooting process, which
achieves an approximate mapping from the generated pattern and the carrier image to
the captured image.

In summary, our main contributions are three-fold:
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• We propose a novel deep optical watermarking system that not only ensures the high
visual quality but also realizes the strong robustness.

• To improve the extraction accuracy, we propose a generic noise-aware channel
simulation model for the projecting-shooting process to create effective training data.

• Various experiment results demonstrate the superiority of our method compared with
baseline methods and reveal broad application prospects of the proposed technique.

2 Related Work

2.1 Optical Watermarking

A series of works of optical watermarking have been presented [10–16] in the past few
years, which can be divided into two categories: spatial-based methods and temporal-
based methods.

For the first category, Uehira et al. [10] proposed to employ brightness-modulated
light to embed invisible watermarking into objects. In [11], orthogonal transforms such
Walsh-Hadamard Transform (WHT) and Discrete Cosine Transform (DCT) are utilized
to generate the watermarking pattern. Uehira et al. [12] proposed the color difference-
based modulation to represent the watermark and embed messages into the color differ-
ence signal Cb of Luminance, Chroma-blue and Chroma-red (YCbCr) signal to resist
JPEG compression. However, the generated watermark patterns with these methods are
often with poor visual quality and are obvious in human eyes.

As for the temporal-based methods, Unno et al. [13–16] proposed to introduce time
modulation for better invisibility. In these schemes, two complementary watermarked
images are generated and alternately displayed on a projector with a sufficient frequency.
Although transparency is better, the message must be extracted via the video. Therefore,
when facing the one-photo-capturing extraction, the watermarking scheme cannot be
applied.

Fig. 2. The framework of optical watermarking system. First, the message is encoded into two
patterns modulated positively and negatively. Second, the pattern scream is displayed temporally
by the projector on the real object at 60 Hz. Third, a user takes a photo that contains the optical
watermarking. Fourth, the captured image is transformed into a canonical image after perspective
transformation. Finally, the calibrated image is fed into the following extracting network and the
message hidden in the image is extracted.
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2.2 Visual Illumination Model

Human Vision System. Human eyes can perceive changes in external light intensity
such as flicker over time, but they cannot perceive flickering beyond a certain frequency,
which is called flicker fusion threshold. The lowest frequency that causes flicker fusion
is dubbed critical flicker frequency (CFF). CFF is generally considered to be about 60Hz
under most circumstances [20]. That is, when the flicker frequency is no less than 60 Hz,
human eyesmay not be able to observe the change. Besides, most projectors are designed
to refresh at more than 60 Hz frequency to avoid visible flicker like screen devices [21].
Moreover, modern cameras can often capture the flicker since its shutter is shorter than
the flicker cycle. With 60 Hz projectors, we can realize invisibility in eyes but recordable
in camera.

Intrinsic Image Decomposition. The constituent elements of a natural image’s appear-
ance mainly include the illumination, shape and material [22]. As the Retinex theory
shown in [23, 24], the image can be decomposed as the pixel-wise product of the illu-
mination and the albedo, plus the specular component accounting for highlights due to
viewpoint:

I(x, y) = S(x, y) � R(x, y) + C(x, y) (1)

where I(x, y) is the observed intensity at pixel (x, y), S(x, y) is the illumination intensity,
R(x, y) is the albedo andC(x, y) is the specular term. In the optical watermarking system,
the captured image, the carrier image and the watermark pattern satisfy the aforemen-
tioned relationship. So based on the above equation, we could achieve a mapping from
the carrier image and watermark to the captured image.

3 Method

In this section, we elaborate the proposed optical watermarking system. Figure 2 shows
the basic framework, which consists of three parts: the pattern generator, the projector
and the watermark extractor. The pattern generator is responsible for modulating the
message into two complementary patterns. And the projector can alternatively project
both patterns onto the carrier image. The final extractor can extract the watermark after
correcting the image into the canonical image.

3.1 Pattern Generator

As a very important process, pattern generation determines the transparency of thewater-
marking. Projecting-shooting channel distortions are non-differential and the pattern is
independent of the carrier, so we can’t employ a deep learning-based method to generate
an optimal pattern. Based on previous pattern generation algorithms [25, 26] and HVS,
we propose a color-decomposition based watermarking pattern generation algorithm.
For a message sequence of length L, we first reshape the sequence into a binary matrix
with height h and width w (zeroing the part of h×w). Based on the spatial arrangement



Noise Simulation-Based Deep Optical Watermarking 287

of messages, we employ a block of size b × b to represent 1-bit message so that the
whole pattern size is (b∗h) × (b∗w). Formally, the 1-bit block can be generated by:

B(x, y) =
⎧
⎨

⎩

1 −
(

D(x,y)
b
3

)2

, ifD(x, y) ≤ b/3

0, otherwise
(2)

where D(x, y) indicates the distance between (x, y) and the center of the block:

D(x, y) =
√

(
x − b

2

)2 +
(
y − b

2

)2
(3)

and (x, y) indicates the pixel coordinates of the image block. Considering the HVS is
less sensitive to the red and blue components than the green component, we hide 1-bit
message m into these two components and create two complementary templates (+,−)

for m:

B±(r, g, b) =
{

[β ± α ∗ B, β, β], ifm = 0
[β, β, β ∓ α ∗ B], otherwise

(4)

where α controls the embedding intensity and α + β = 1 for normalization. The gen-
eration of the whole pattern is by arranging each small block in the spatial order of the
message matrix. After all the messages are embedded, we can generate two patterns,
denoted by P+ and P−.

Fig. 3. Pattern generation. The sequence of bits of length L is resized to a binary matrix with
height h and width w after zeroing the part of w × h− L. Then the two patterns are modulated by
the matrix positively and negatively.

3.2 Projector

The watermark embedding process is carried out by a projector, which alternatively
projects the generated two complementary patterns with 60 Hz onto the object. Consid-
ering that the 60 Hz flicker is not perceptible to human eyes but recordable for cameras,
both the transparency and the recorded ability can be satisfied. Practically, we often limit
the projected pattern to tightly fit the carrier image for better performance.
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3.3 Watermark Extractor

Perspective Correction. After captured, the captured image should be further per-
spectively corrected and fed into the decoding network. The correction process can
be described as: after capturing the projected image by the camera, we detect the water-
marking region and warp the region back to a rectangular image. We add a black border
around the projected region and use the method in [27] to automatically locate 4 vertices
of V1(x1, y1),V2(x2, y2),V3(x3, y3) and V4(x4, y4) as shown in Fig. 4. Then we set the
transformation:

{
x′ = a1x+b1y+c1

a0x+b0y+1 ,

y′ = a2x+b2y+c2
a0x+b0y+1 .

(5)

(
x′, y′) is the corresponding coordinate to these 4 vertices V

′
1

(
x

′
1, y

′
1

)
, V

′
2

(
x

′
2, y

′
2

)
,

V
′
3

(
x

′
3, y

′
3

)
and V

′
4

(
x

′
4, y

′
4

)
. Based on the equation, we can get 8 equations and solve

them to obtain the value of eight variables. After that, we can form a stable mapping
from the captured image to the calibrated image. Then the corrected image is cropped
and resized to the input image size of the decoder network.

Fig. 4. Correction process. We add a black border around the image so we can automatically
detect the marked four vertices. Then we can subsequently acquire the mapping from the captured
image to the calibrated image. Note that the additional dots are magnets which are responsible for
fixing the printed image to the board.

Simulated Dataset Generation. Since the final watermarking extraction is carried out
by the decoding network, we need generate enough training data. Considering it is very
complicated in time and effort to acquire real photo data, so instead, we propose an
algorithm to simulate the distortions in the projecting-shooting process, as shown in
Fig. 5. Assuming the projected object is a 2D plane with a wide variety of textures,
the distortions in the actual physical process of projecting-shooting can be divided into
three parts: The projecting color distortion, the synthesis distortion and the capturing
distortion.

Projecting Color Distortion: Given the assumption that the projected pattern is spa-
tially aligned with the carrier-image, we can approximate the projecting color distortions
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by the pattern fusion and Gamma adjustment. Due to the shutter exposure effect, the
captured image might consist of a part of the pattern P+ and a part of pattern P−, and the
ratio is determined by the exposure time t+ and t−. Besides, the color of the projected
P is quite different from its original status due to the hardware difference, so we utilize
the Gamma adjustment with γ1 to make an approximation. The whole simulation can
be formulated by:

P(x, y) = [
P+(x, y) ∗ t+ + P−(x, y) ∗ t−

]γ1 (6)

where we set t+ + t− = 1 for normalization.
Synthesis Distortion: Since the embedding process is carried out by the projecting

operation, the synthesis distortions mainly come from the lighting environment. Specifi-
cally, asmentioned above, thewatermarking image is influenced by the projecting pattern
P(x, y), the carrier image R(x, y, the ambient illumination IA and specular reflection IC :

I(x, y) = (P(x, y) + IA) � R(x, y) + IC (7)

where we assume IA and IC are constants over the entire image.
Capturing Distortion: Tancik et al. [28] proposed StegaStamp, which applied a set

of differentiable image perturbations to simulate the print-shooting distortions during
training. Similarly, we conclude the capturing process as four types of distortions: color
manipulation, Gaussian noise, defocus blurring and JPEG compression.

As for colormanipulation, there is an inherent difference between the captured image
with its original color because of the sensor sampling operation. To better simulate such
perturbations, we propose to utilize contrast adjustment, brightness shifting, hue shifting
andGammaadjustment on thewatermarking image.Weaffinehistogram rescalingmx+n
to achieve brightness shifting and contrast adjustment. For hue shifting, a random color
offset s is added to each channel of RGB. Non-linear mismatching exists during shooting
so we bring in Gamma adjustment with γ2 to make an approximation.

In the camera shooting process, camerasmay not fully focus on the target area, which
will result in the defocus blurring distortion. To simulate the defocus blurring distortion,
we perform a 5 × 5-sized Gaussian blurring operation on the image.

Due to the hardware components and the capturing environments, there are always
different noises in the camera shooting process. Therefore, we directly employ Gaussian
noise model with the standard deviation σ to represent the noise distortion that occurred
during capturing.

Fig. 5. Noise-aware channel simulation. First, original two patterns generate the distorted pat-
tern under the influence of the projecting color distortion. Second, the synthetic watermarking
image is synthesized by the distorted pattern and the carrier image. Finally, the captured image is
generated from the synthetic watermarked image after capturing distortion.
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JPEG compression distortion is introduced in the saving process since most cam-
eras use JPEG as their default storage format. We simulate this process with JPEG
compression of the quality factor Q.

Network Architecture. After generating the simulated dataset, we utilize them to train
the decoding network. We employ two convolutional blocks (Conv-BatchNorm-ReLU)
with a 3 × 3 kernel as the basic network unit and skip-connection [29] is used between
neighboring units.Whenwe use 32×32 pixels to represent 1 bit message, given the input
image I ,wefirst usefive residual blockswith stride 1 andoutput featuresF1 ∈ R

64×H×W .

Then we use several down-sampled convolutional blocks to generate F2 ∈ R
256× H

32×W
32 .

The last layer employs a convolutional layer of 1 × 1 and Tanh to generate the final

output watermark M ′ ∈ R
1× H

32×W
32 . During network training, we set l1 distance as the

message reconstruction loss, which can be formulated by:

L = ∣
∣
∣
∣M − M ′∣∣∣∣

1 (8)

where M ∈ {0, 1}1× H
32×W

32 is the original message matrix.

Fig. 6. Experimental system. The left side shows the whiteboard and the test carrier used for
the environment, and the projector is placed on the table on the right. The additional magnets
(colourful dots for fixing the carrier) are only needed for the sake of the experiment.

Table 1. Based on the real-world environment, we set up the scopes of these parameters. During
training, we uniformly sample these parameters and generate simulated dataset in each step.

t+ γ1 IA IC m

(0, 0.2) ∪ (0.8, 1) (1, 2.5) (0.05, 0.1) (0.15, 0.3) (0.9, 1.1)

n s γ2 σ Q

(−0.2, 0.2) (−0.1, 0.1) (0.4, 1) (0, 0.1) (50, 100)

Training Details. The decoder network is executed on NVIDIA GeForce RTX 2080Ti.
For gradient descent, Adam [30] is applied with a learning rate of 10−3. During training,
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Table 2. Configuration parameters of conducting real-world experiments.

Device Mobile phone iPhone8 Plus

Projector EPSON

Position Shooting
distance

60 cm

Projecting
distance

50 cm

Projecting
angle

up 10°

Watermark Embedding
intensity

α = 30/255

Capacity 8× 8 bits

Size 18.5 cm × 18.5 cm

we initialize the embedding intensity at α = 80/255 and gradually decrease it to 30/255.
The decoder network is trained for 500 epochs with batch size 16. For training data, we
randomly select 2595 images from ImageNet [31] and resize them to 256 × 256. For
configuration parameters of the simulated dataset generation process, we uniformly
sample them from scopes as shown in Table 1.

4 Real-World Experiments and Analysis

In this section, we first introduce the implementation details for our real-world experi-
ments. Then comparative experiments of our method and baseline methods [10–12] are
implemented. Finally, we implement additional experiments of the proposed method.

4.1 Implementation Details

The test dataset is USC-SIPI image dataset with 14 images [32]. All the test images
are printed in A4 paper with 300dpi. The default projector and mobile phone we used
are “EPSON EB-C301MN” with the refresh rate of 60 Hz and “iPhone8 Plus” with
the camera resolution of 4032 × 3024. We use the embedding intensity α = 30/255
for test. The details of the default experimental configuration are shown in Table 2,
and our experimental system is shown in Fig. 6. To measure the visual quality of the
watermarking image, we perform amean opinion score (MOS) test.We ask 25 persons to
assign a score from 1 (bad quality, the watermark clearly visible) to 5 (excellent quality,
the watermark invisible) at the default shooting position.We use the mean value of every
observer’s score to represent the final MOS of the scheme. The robustness is evaluated
by the average extraction accuracy of the captured images. We compare the messages
and calculate the bit accuracy rate (Fig. 7).
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Fig. 7. Visual qualities.We can see gray blocks in images with baseline methods.

Table 3. Mean opinion score (MOS) test compared with baseline methods.

Method DCT [9] DWT [10] DCT-Cb [11] Proposed

MOS 2.094 1.844 2.781 4.144

4.2 Visual Quality Comparison

The visual quality comparison results (MOS) are shown in Table 3. We can easily find
that the proposed method achieves better MOS than other baseline methods. As shown
in Fig. 3, the original images and captured images with different methods are displayed.
In human eyes, the proposed projected pattern is just a pure white pattern with a certain
intensity. But for the other schemes, obvious texture can be easily perceived. This is
because the proposed method leverages the insensitivity of HVS with flicker, which
greatly improves the visual quality of the watermarked image.

4.3 Robustness Tests

We conduct experiments on different conditions to compare the extraction performance
of ourmethodwith baselinemethods [10–12]. Explicitly speaking, the captured distances
range from 30 cm to 90 cm and the captured angles range from left 75° to right 75°.
As shown in Table 4, the proposed method maintains the best extraction bit accuracy in
most distance cases, except for 30 cm and 90 cm. We can see that at 40 cm–80 cm, the
proposed scheme can achieve the accuracy beyond 88%, and the closer shooting distance
will result in better performance, which can be analyzed that closer shooting distance
could get a clearer photograph, indicating higher bit accuracy. However, we can find that
the proposed method doesn’t perform best at 30 cm in all distance cases. We analyze the
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reason as: our method is based on color difference in different channels and shooting too
closely can cause the captured image too bright, causing the color difference signal to
disappear. And other methods are based on frequency modulation, so they are supposed
to achieve the best performance with the clearest picture at the closest distance. Table 5
shows the performances at different angles. It can be easily seen that our method could
achieve more than 90% of bit accuracy within angle [−15°,15°], and even at an angle
of left 75°, the accuracy could still reach 71.63%. The performance on the front is not
always best in all angle cases. That may be attributed to more intense specular reflection
in the frontal.

Table 4. Bit accuracy (%) comparison of extracted message with different shooting distances.

Distance/cm DCT [9] DWT [10] DCT-Cb [11] Proposed

30 cm 91.74 92.35 93.97 90.85

40 cm 88.39 88.62 91.07 96.88

50 cm 90.40 92.13 92.63 94.42

60 cm 84.49 78.52 74.00 90.07

70 cm 80.58 82.31 85.38 92.75

80 cm 84.49 78.18 82.92 88.84

90 cm 86.38 87.05 89.84 83.37

Table 5. Bit accuracy (%) comparison of extracted message with different shooting angles.

Angle DCT [9] DWT [10] DCT-Cb [11] Proposed

Left 75° 60.94 63.39 61.61 71.63

Left 60° 80.47 81.58 82.92 77.79

Left 45° 78.01 77.46 82.59 89.40

Left 30° 83.15 82.03 82.37 85.38

Left 15° 77.57 76.45 80.92 93.53

Frontal 84.49 78.52 74.00 90.07

Right 15° 82.70 79.24 84.93 92.97

Right 30° 82.03 80.13 85.49 95.54

Right 45° 78.35 79.07 80.92 87.72

Right 60° 78.91 78.13 77.34 89.17

Right 75° 55.52 57.25 55.47 86.38



294 F. Wang et al.

4.4 Additional Experiments

The Influence of the Noise-Aware Channel Simulation. Since the network is trained
with the simulated data, the simulation performance greatly influences the network
performance. In this section, we mainly explore the importance of different simulating
operations with the following cases. The bit accuracy (%) results are shown in Tables 6
and 7, column (1): Without projecting color distortion (randomly selecting one from
two patterns); column (2): Without synthesis distortion (regarding carrier images as
whiteboards); column (3): Without capturing distortion; column (4): Iden (including all
distortions). In all distortions, it’s not hard to find that synthetic distortion is the most
important among the three distortions. That’s because theRetinex theory-based synthesis
explains the basic process of the captured image generation.

Table 6. The influence of the noise-aware channel simulation with different distances.

Distance W/o projecting color
distortion

W/o synthesis distortion W/o capturing distortion Iden

30 cm 87.17 74.55 86.83 90.85

40 cm 95.76 83.48 95.42 96.88

50 cm 92.75 82.14 90.96 94.42

60 cm 86.61 75.56 85.16 90.07

70 cm 87.95 75.11 86.72 92.75

80 cm 82.81 73.77 83.26 88.84

90 cm 80.02 69.31 79.69 83.37

The Influence of Embedding Intensity. Embedding intensity α significantly influ-
ences the extraction accuracy in the real-world test. In this section, we mainly show
and discuss the influence of embedding intensity. To determine appropriate α, we con-
duct a test on different intensities from 10/255 to 50/255with the step of 10/255. For each
intensity, we conduct the MOS test and the robustness test with the default setting. The
corresponding results are shown in Table 8. It can be found that as the intensity increases,
the visual quality gradually decreases while the robustness gradually increases. The rea-
son is that although human eyes are not sensitive when flickering with 60 Hz, frequency
is not the only restriction. When the intensity achieves a certain value, such artifacts can
still be found even. Therefore, we should take a careful trade-off of visual quality and
robustness and select the appropriate intensity α = 30/255.

Adaptability to Different Devices. To reveals the versatility of the proposedmethodon
different devices, we use five mobile phones (“iPhone8 Plus”, “Mix2S”, “Mi4”, “Honor
V20”, “iPhone SE”) and two projectors (“EPSON EB-C301MN”, “NEC CR3117X”)
to test the extraction accuracy at the distance of 60 cm from the frontal. As shown in
Table 9, the extraction accuracy is beyond 82% in all device pairs, which indicates the
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Table 7. The influence of the noise-aware channel simulation with different angles.

Angle W/o projecting color
distortion

W/o synthesis distortion W/o capturing distortion Iden

L 75° 64.62 61.94 64.06 71.63

L 60° 73.32 64.51 72.21 77.79

L 45° 81.81 71.21 82.14 89.40

L 30° 79.80 67.30 79.80 85.38

L 15° 91.29 76.56 90.96 93.53

Frontal 86.61 75.56 85.16 90.07

R 15° 89.40 76.56 87.83 92.97

R 30° 94.31 77.12 92.08 95.54

R 45° 85.60 70.98 81.81 87.72

R 60° 86.05 72.32 84.49 89.17

R 75° 77.46 68.19 76.56 86.38

versatility of the proposed method. Besides, we found that the extraction accuracy with
“NEC CR3117X” is higher than that with “EPSON EB-C301MN”. We conclude that
the “NEC CR3117X” has a higher projection resolution which influences the capture
accuracy at the camera side.

Table 8. MOS-Accuracy. The performance across a range of intensity.

α(1/255) 10 20 30 40 50

MOS 4.631 4.378 4.144 3.063 2.563

Accuracy
(%)

70.65 77.57 90.07 94.08 94.75

Table 9. Bit accuracy (%) on different mobile phones and projectors.

Device iPhone8
Plus

Mi 4 Mix2S Honor
V20

iPhone
SE

EPSON 90.07 88.73 86.72 84.49 82.59

NEC 90.4 92.75 88.84 96.65 95.09

The Influence of Different 1-bit Block Sizes. In this section, we main explore the
Influence of different block sizes that represent 1-bit message. To better clarify The
Influence of different sizes, we utilize the size ranging from 8 × 8 to 64 × 64 pixels
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Table 10. Bit accuracy (%) comparison with different 1-bit block sizes.

Block size 64 × 64 32 × 32 16 × 16 8 × 8

Accuracy 94.64 90.07 87.77 73.96

to represent 1-bit message (32 × 32 default) and adaptively change the stride for the
network to re-train the network. Then we test these cases to generate the results shown
in Table 10. We can easily find that the extraction accuracy increases when the block
size is larger. We conclude that: when the block size is smaller, more possible distortions
are introduced after capturing, so the extraction accuracy is poorer.

5 Conclusion

In this paper, we introduce a novel optical watermarking scheme based on noise sim-
ulation and deep neural network. To achieve better transparency, we utilize color-
decomposition to embedwatermark.As for robustness,wepropose thenoise-aware chan-
nel simulation model to generate the training dataset and employ the decoder network to
extract the message. Extensive experiments demonstrate the superiority compared with
baseline methods and reveal the broad applicability of our method.
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Abstract. In this paper, we propose a new steganographic scheme based on social
network behavior. Different from existing multimedia files based steganographic
schemes, our scheme embeds the secret data within the behaviors of individuals in
social network. To be specific, we firstly employ the (t, n) secret sharing strategy
based on matrix multiplication to divide the secret data into multiple shares, and
then transmits them by making “love” mark on the published news of each friend.
For the receiver, since each share only contains a small part of valid secret data and a
lot of redundant data, secret data canbe correctly extracted from thepublishednews
of t friends, even if most of them are lost. Experimental results demonstrate the
effectiveness of the proposed scheme. Compared with Zhang’s scheme, proposed
scheme can obtain higher robustness and larger embedding capacity.

Keywords: Behavior information · Social network · Steganography · Secret
sharing

1 Introduction

Steganography, as an effective data hiding way, can embed secret data into cover data
in an imperceptible way. In past decades, digital multimedia file-based steganography
has attracted extensive research interests in the community of multimedia security [1,
2]. A majority of existing data hiding schemes utilized multimedia files as cover data,
including text, image, audio and video, etc., and by slightly modifying cover data with
well-designedmechanisms, secret data can be embedded into cover data to produce stego
data. If stegodata canbe recovered to cover data losslessly after secret data extraction, this
scheme is defined as reversible data hiding (RDH)method [3–6]. On the contrary, if stego
data cannot be recovered to cover data, we call this scheme as steganographic method,
because they mainly achieve the transfer of secret information. Since the performance
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of steganographic schemes is usually evaluated from two aspects, i.e., embedding rate
(embedding capacity) and imperceptibility (distortion of cover or visual quality), the
rate-distortion curve is thus commonly utilized in performance comparisons for different
schemes.

Sincemost of themultimedia files on the Internet come from different image sources,
it is difficult for them to maintain a unified format. In addition, due to the large amount
of signal interference on the Internet, multimedia files containing secret information are
easily affected so that the secret information cannot be extracted correctly. Therefore,
steganographic methods based on multimedia files are not easily applied to Internet
steganography. With the development of information technologies, such as Internet, big
data and social network, etc., network information can be divided into three categories: 1)
the information describing objective world; 2) the information recording human behav-
ior; and 3) the information describing imaginary world (fictional world). The first cat-
egory of information is the mainstream of network information, and conventional data
hiding schemes with the requirements of perceptual and statistical lifelikeness are based
on the first category of network information, such as multimedia data. While the second
type of data reflects human behavior on the Internet. Behavioral information hiding is
the use of human behavior to secretly transmit confidential information in the natural
world. With the promotion and application of various technologies such as social net-
works and wearable devices, human behaviors are recorded and transmitted after being
collected. More and more researches focus on the transmission of secret information by
recording human behaviors in social network. If part of the secret data can be hidden
in these behavioral information, it is more difficult to detect this form of data hiding
than multimedia files. Considering the above problem, Zhang et al. firstly proposed a
behavior steganography scheme based on social network behavior [7], in which secret
data was embedded within the behaviors of the sender. Detailedly, on the sender side, the
sender made “love” marks on the published news of his friends; while on the receiver
side, the receiver can extract the secret data from the “love” marks. However, in this
scheme, when the number of published news was small, secret data cannot be extracted
correctly.

In this paper, we propose a new steganographic scheme based on social network
behavior. We firstly employ the (t, n) secret sharing strategy based on matrix multipli-
cation to divide the secret data into multiple shares, and then transmits them by making
‘love’ mark on the published news of each friend. For the receiver, since each share only
contains a small part of valid secret data and a lot of redundant data, even if most of them
are lost, secret data can be also correctly recovered from the published news of t friends.
Extensive experiments demonstrate that our method outperforms Zhang’s schemes with
higher robustness and larger embedding capacity.

2 Framework Description

Asakindofmodern communication platform, social network includes a lot of individuals
(also called as users). In WeChat, an individual is able to see the news published by his
friends, and also can mark “love” to approbate these comments on the published news.
In this work, we propose a novel behavior steganography scheme in the WeChat based
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social network. In the scheme, the sender marks “love” on the news published by his
friends to represent the secret data; on the receiver side, if the receiver is the friend of
the sender, secret data can be correctly extracted from the sender’s “love” marks.

The framework of proposed behavior steganography in social network is shown as
Fig. 1. Suppose that, the sender has N friends, denoted as F = {F1, F2, …, F(t, n)N},
and the receiver is one of these N friends in F. We need to note two issues: (1) In some
social networks, such as WeChat, the sender does not know whether one of his friends
is also a friend of the receiver or not. That implies, the “love” mark behavior of the
sender may not be seen by the receiver. In other words, secret data can only be extracted
from the visible behavior information; (2) The sender should make “love” marks on
the published news with a normal rate to avoid arousing any warden’s suspicion. The
reasonable “love” marking rate, denoted as rx (1 ≤ x ≤ N), can be given according to
the relationship between the sender and his friends.

In our scheme, suppose that, the sender has n friends for marking “love” on their
published news, and the receiver has t friends and these friends are also the friends of
the sender, thus, we utilize the (t, n) threshold secret sharing based on matrix operation
to realize steganography on social network. Detailed procedures are described in the
following section.

Makes “love” MarksNews

Secret Data

Extraction

News with
loves

Secret Data

Sender Receiver

Fig. 1. The framework of behavior steganography based on social network.

3 Proposed Behavior Steganographic Scheme

Figure 2 shows the framework of proposed scheme, which mainly contains three phases:
1) secret data dividing, 2) data embedding based on social network behavior, and 3)
data extraction. In the first phase, we present a secret sharing method based on matrix
operation. In the second phase, the sender hides secret data with the behavior of “love”
marking on the published news of each friend. In the third phase, the receiver extracts
secret data by observing the “love” marking behavior of the sender.

3.1 Secret Sharing Based on Matrix Operation

Secret sharing can disperse the responsibility and enhance the security of the system and
thus changes the traditional single mode of encryption, decryption and authentication.
Shamir [8] first proposed the concept of (t, n) secret sharing and Thien and Lin [9]
developed a (t, n) threshold secret image sharing scheme. Karnin et al. [10] employed
matrix multiplication to further design an effective secret sharing scheme.
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Love marks 
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Love marks 

Love marks 

Fig. 2. The sketch of the proposed scheme.

Denote the secret data to be transmitted as a binary sequence consisting of L-bits,
i.e.,m = [m1,m2,…,mL]. The (t, n) threshold secret sharing scheme can be constructed
by matrix operation, where n is the number of total shares and t is the threshold that is
the least number of shares to recover the secret data. Through a secret key, the n matrices
A1, A2, …, An with size of L × L/t are randomly generated, which should satisfy that
the square matrix composed with any t of these nmatrices is full rank. Thus, the n secret
shares can be calculated as:

si = m · Ai (1)

When any t shares si sized 1 × L/t are obtained, the L linear equations with L unknowns
can be constructed. Thus, the L-bits secret data can be obtained by solving the linear
equations.

An example of the (2, 4) secret sharing for embedding 4-bits secret data, i.e., t = 2,
n = 4 and L = 4, is given in the following. First, four matrices are randomly generated
with a secret key:

A1 =

⎡
⎢⎢⎣

1 0
0
0
0

1
0
0

⎤
⎥⎥⎦, A2 =

⎡
⎢⎢⎣

0 0
0
1
0

0
0
1

⎤
⎥⎥⎦, A3 =

⎡
⎢⎢⎣

1 0
1
1
0

1
0
1

⎤
⎥⎥⎦, A4 =

⎡
⎢⎢⎣

0 1
1
1
0

0
0
1

⎤
⎥⎥⎦ (2)

Suppose that, the secret datam = [m1,m2,m3,m4] = [1, 0, 0, 1], and the corresponding
four secret shares can be calculated as:

s1 = m · A1 = (m1,m2) = (1, 0),

s2 = m · A2 = (m3,m4) = (0, 1),

s3 = m · A3 = (m1 ⊕ m2 ⊕ m3,m2 ⊕ m4) = (1, 1),

s4 = m · A4 = (m2 ⊕ m3,m1 ⊕ m4) = (0, 0) (3)
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Suppose that, the to-be-recovered secret data on the receiver side is m′ =[
m′
1,m

′
2,m

′
3,m

′
4

]
.When two shares (t = 2), such as s1 and s3, are received, with the assist

of A1 and A3 generated by the secret key, four linear equations with four unknowns can
be constructed:

⎧⎪⎪⎨
⎪⎪⎩

m′
1 = 1,

m′
2 = 0,

m′
2 ⊕ m′

2 ⊕ m′
3 = 1,

m′
2 ⊕ m′

4 = 1.

(4)

Through solving the above linear equations, the secret data can be recovered, i.e., m′
= [1, 0, 0, 1], which is the same as m. Because the square matrix composed by any t
matrices is full rank, the linear equations constructed with less than t shares has infinite
solutions, which means secret data cannot be recovered in that scenario.

3.2 Behavior Steganography in Social Network

In our scheme, the sender has N friends F = {F1, F2, …, FN}, and the secret data to be
transmitted is a binary sequence consisting of L-bits, i.e.,m = [m1, m2,…, mL]. After N
matrices Ax (1 ≤ x ≤ N) sized L × L/t are generated with secret key, we can calculate
each share as

sx = m · Ax = [
sx,1, sx,2, ..., sx,L/t

]
. (5)

Notably, the parameters (t, n) of secret sharing will be discussed in the next subsection.
For each friend, an L/t bits-sequence sx (1 ≤ x ≤ N) and a reasonable “love” rate

rx are generated. Here, both the probabilities of 0 and 1 in sx are 1/2. Then, each bit
in sx is converted into another binary sequence gx using inverse arithmetic coding with
rx, where the probabilities of 0 and 1 in gx are 1 − rx and rx, respectively. Thus, the
sender may begin the transmission of secret data. When observing a published news by
his friend Fx , the sender takes a bit from gx , and marks “love” if the taken bit is “1” and
does nothing if the taken bit is “0”. For example, when a news is published by F1, the
“love” mark is made if the current bit taken from g1 is “1” and nothing is done if the bit
is “0”. In this way, secret data can be transformed into “love” behavior to all friends of
the sender.

For the receiver side, if a sender’s friend is also the friend of the receiver, the published
news by this friend of the sender and the sender’s love mark can be visible to the receiver.
At the same time, the receiver collects the “0” and “1” information from these behavior
information, and we can obtain Y (1 ≤ Y ≤ N) bit sequences:

hy = [
hy,1, hy,2, ...

]
, y = 1, 2, ...,Y . (6)

where Y denotes the number of sender’s friendswho are the friend of the receiver, i.e., the
number of common friends of the sender and the receiver, and the length of hy depends
on the length of news published by this common friendFy. After using arithmetic coding
on each hy, py can be obtained whose length is the same as that of hy. Then, from the Y
bit sequences py, the receiver randomly selects t bit sequences py corresponding to the t
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common friends, whose lengths are longer than L/t, that is to say, the news published by
these t common friends are all more than L/t. Using the same secret key, the tmatricesAx

corresponding to these t common friends can be re-generated, and the L linear equations
with full rank coefficient matrix can be established. Therefore, secret data m = [m1,
m2,…, mL] can be recovered by the method described in Sect. 3.1.

3.3 Parameter and Security Analysis

In our scheme, our scheme involves several parameters, including the values (t, n) of
secret sharing, the length L of secret data m, and the number uy of published news by
each friend Fy (1 < y < N), which are discussed in the following.

The Choice of Parameter n. Since the length of secret data m is L, the coefficient
matrix size of the linear equations for secret data recovery is L × L. Theoretically, the
total number K of the L × L coefficient matrices with full rank is:

K =
(
1 − 2−L

)(
1 − 2−L+1

)
· · ·

(
1 − 2−1

)
× 2L

2
(7)

For example, when L = 2, the number K of the matrices is 6, and they are:
[
1 0
0 1

]
,

[
1 1
0 1

]
,

[
1 0
1 1

]
,

[
1 1
1 0

]
,

[
0 1
1 0

]
,

[
0 1
1 1

]

For the sender, in order to conduct secret sharing, nmatricesAx sized L × L/t should
be are generated by using the secret key, and the square matrix composed with any t
matrices Ax should be full rank. Subsequently, we discuss the value of n. (1) For the
condition t = 1, it means that the size of each generated matrix Ax is L × L. Thus, the
number n of generated matrices Ax is equal to K. (2) For the condition 1 < t < L, since
the squarematrixmust have the situation of full rank, the number n of generatedmatrices
Ax is thus greater than t. (3) For the condition t = L, the size of each generated matrix
Ax is L × 1, and the number n of generated matrices Ax is increased with L. When L =
2, the three matrices can be generated (i.e., n = 3) as

[
1
1

]
,

[
1
0

]
,

[
0
1

]
,

and the square matrix composed with any 2 matrices is full rank. When L = 3, the five
matrices can be generated (i.e., n = 5) as

⎡
⎣
1
1
1

⎤
⎦,

⎡
⎣
1
1
0

⎤
⎦,

⎡
⎣
1
0
1

⎤
⎦,

⎡
⎣
0
1
1

⎤
⎦,

⎡
⎣
0
0
1

⎤
⎦,

and the square matrix composed with any 3 matrices is full rank. When L = 4, the nine
matrices can be generated (i.e., n = 9) as

⎡
⎢⎢⎣

1
1
1
1

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

1
1
1
0

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

1
1
0
1

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

1
0
1
1

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

0
1
1
1

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

0
0
1
1

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

1
0
0
1

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

1
1
0
0

⎤
⎥⎥⎦,

⎡
⎢⎢⎣

0
1
1
0

⎤
⎥⎥⎦
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and the square matrix composed with any 4 matrices is full rank. When L = 5, the
thirteen matrices can be generated (i.e., n = 13) as

⎡
⎢⎢⎢⎢⎢⎣

1
1
1
1
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
1
1
1
0

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
1
1
0
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
1
0
1
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
0
1
1
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

0
1
1
1
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

0
0
1
1
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
0
0
1
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
1
0
0
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
1
1
0
0

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

0
1
1
1
0

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

0
1
0
1
1

⎤
⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎣

1
0
1
0
1

⎤
⎥⎥⎥⎥⎥⎦

and the square matrix composed with any 5 matrices is full rank. We can thus conclude
that, with the increase of L and t, the value of n increases.

In our scheme, in order to ensure the effectiveness, the number n of the generated
matrices Ax should be greater than the number Y of common friends of the sender and
the receiver. Thereby, in real application, according to the length L of secret bits and
the number Y of common friends, we can choose the appropriate value of t to make the
number n of the generated matrices Ax greater than Y.

The Choice of Parameter t. 1) First, the published news by each friend should be con-
sidered according to the security. The numbers of published news are sorted according
to the descending resulting in Ps, where Ps > Ps+1 where 1< s < n − 1, the number of
friend n should satisfy:

n × Pn ≥ L (8)

In this case, the secret data can be all embedded in the sender’s making “love” behavior.
The threshold t can be calculated by:

t = �L/Pn�
L mod t = 0 (9)

where Pn represents the minimum number of published news by all friends. Then, we
can adjust L and t to satisfy Eq. (9). From Eq. (8), we observe that t ≤ L. When px = 1,
that is to say, the number of news published by Fx is 1, i.e., L = t. When L = t, the size
of matrix Ax is L × 1. When px > 1, that is to say, L > t, the size of matrix Ax is L ×
L/t.

2) When n× Pn < L, that is to say, n× Pn bits of secret data can be embedded into
the first Pn published news of n friends. Hence, the following Eq. (10) can be drawn.
When the product value of the minimum number of published news posted by a friend
and the number of friends is greater than the length of the secret data, all the secret data
can be decrypted. When the product of the minimum number of published news posted
by friends and the number of friends is less than the length of the secret data, n×Pn bits
of secret data can be decrypted:

l =
{
L n × Pn ≥ L
n × Pn n × Pn < L

(10)
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Analysis of System Security. When the receiver has the encryption key, i.e., the matrix
assigned to each friend, secret data can be decrypted. In the practical example, the length
of secret data is L, all possibility of decrypted matrix without full rank is:

P1 = 1

2L2
(11)

All possibility of decrypted matrix with full rank is:

P2 =
(
1 − 2−L

)(
1 − 2−L+1

)
· · ·

(
1 − 2−1

)
(12)

With L increasing, the probability P approaches 0. It indicates that without encryption
key, the decryption probability of secret data is related to the length of secret data L.
With the increase of the secret data, the probability approaches 0 gradually.

4 Experimental Results and Discussions

In this section, we discuss decryption performance under different circumstances. Sup-
pose that the length of secret data is 100, the number of friends of sender and receiver is
10, the minimum published news is 25, and the relationship between N, P and L satisfies
Eq. (7).

Table 1 shows different matrix sizes under different parameters when all secret data
can be extracted. In this table, the threshold is set as 4, 5, 10, and the corresponding
public news are 25, 20 and 10, respectively. That is to say, the receiver can select 4
friends randomly from 10 friends to extract the secret data from their first 25 published
news, select 5 friends from 10 friends randomly to extract the secret data from their
first 20 published news, and select 10 friends to extract the secret data from their first
10 published news, respectively. Therefore, when the product value of the number of
common friends and theminimumnumber of published news posted by friends is greater
than the length of the secret data, different thresholds t can be set according to the actual
situation, and all secret data can be embedded.

In Table 2, for the case P × n < L, secret data are embedded in the first P published
news of each friends. In the receiver side, secret data can be extracted from each friend.
If the number of common friends is 10, it can be seen from Table 2 that the secret data
is extracted from the first 8 published news of the 10 friends. At this time, the length of
the secret data extracted is 80 bits. The secret data is extracted from the first 7 published
news of 10 friends, and the length of the finally extracted secret data is 70 bits. The
secret data is extracted from the first 6 published news of 10 friends, and the length
of the finally extracted secret data is 60 bits. According to Sect. 3.3, the algorithm is
feasible and effective.

Table 3 provides the comparison between the proposed scheme and Zhang’s scheme.
As can be seen from the table, for Zhang’s scheme, only when ND is greater than L, the
probability of secret decryption approaches 1. Obviously, this mechanism may produce
two problems. (1) If the number of published news is small, that is, ND is much smaller
than L, no secret data can be extracted. (2) In the steganography phase, if one published
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Table 1. Matrix sizes under different parameters when all secret data can be extracted.

L n Px(min) P t L × L/t

100 10 25 25 4 100 × 25

20 5 100 × 20

10 10 100 × 10

Table 2. Matrix sizes under different parameters when partial secret data can be extracted.

L n Px(min) P t L × L/t

100 10 8 8 10 80 × 8

7 7 10 70 × 7

6 6 10 60 × 6

news is deleted or the published news is not visible to the receiver, the secret data cannot
be decrypted correctly. Different from Zhang’s method [7], the proposed scheme adopts
secret sharing to design behavior steganography. In our scheme, when n × Pn ≥ L,
secret data can be embedded with different thresholds, while n × Pn < L, n × Pn bits
can be embedded. Correspondingly, since the secret sharing mechanism is adopted, even
if some published news are deleted or invisible to the receiver, secret data can also be
decrypted by other L published news of other friends. Therefore, according to the above
analysis, the proposed method has better performance than traditional social network
behavior information hiding algorithm.

Table 3. Comparisons between Zhang’s scheme [7] and our scheme.

Schemes Zhang’s scheme [7] Proposed scheme

Embedding rate 1 bit per published news 1 bit per published news

Probability of decryption P =
(
1 − 2−ND

)(
1 − 2−ND+1

)
· · ·

(
1 − 2−ND+L−1

)

1

The number of published news ND � L ND

5 Conclusions

In this work, we propose an efficient method for behavior information hiding based on
the social network. Secret sharing mechanism based on matrix operation is adopted in
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our steganographic scheme, and different threshold is set according to the published
news. Proposed steganographic scheme can convert the secret data into “love” marks
in social network, e.g., WeChat. Accordingly, the receiver makes “love” mark on the
published news of his friends and the love “marking” rate assigned to each friend ensure
the convert communication confidential. Since the secret sharing mechanism adds some
data redundancy in original secret data, for the receiver, it can thus extract secret message
correctly from the ‘love’ mark, even if part of “love” marks are lost. Compared with
Zhang’s method, our scheme has better performance. When the published news number
is small, part of the secret data can be recovered, and the Zhang’s method can recover the
secret data only when the published news number is greater than the length of the secret
data. Even if some published news are deleted or invisible to the receiver, secret data
can also be extracted correctly. In future work, we will try to improve the embedding
capacity in a given limited news.
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Abstract. With the development of information technology, image secrecy tech-
nology has gradually received widespread attention. A chaotic image encryption
scheme based on themixture of sub-block spiral scans transform andmatrixmulti-
plication is proposed. Firstly, an increased sub-block segmentation spiral scanning
method is presented, which enhances the effect of confusion during encryption.
Secondly, a novel method of constructing the multiplying matrix of left and right
has been utilized, which greatly reduces the encryption time while ensuring the
encryption effect. Finally, the simulation and the analysis illustrate that the pro-
posed algorithmhas a greater cryptography effect and better key safety,while it can
also effectively withstand exhaustive attacks, statistical attacks, and differential
attacks.

Keywords: Chaos · Image encryption · Sub-block spiral scans transform ·
Matrix multiplication

1 Introduction

With the rapid development and popularization of information technology, human
requirements for information security have gradually increased, and information secu-
rity issues have also received widespread attention [1–4]. Due to the widespread use of
images, it has become an urgent problem to be solved that how to make the image more
secure [5–8]. Encryption is an effective technique to protect the image information [9].
Recently, many superior methods for image encryption have been proposed.

The method of transferring image pixels normally scrambles the pixel position by
matrix transformation, thereby achieving the purpose of image encryption [10]. Since
dynamic maps have an immediate sensitivity of value and have better properties unlike
conventional cryptographic methods [11], numerous scholars have attempted to use
chaotic maps for image encryption [12–15]. For instance, in [16], a new chaotic image
encryption method with cyclic shift and sorting is proposed. And combined with chaos
theory, many approaches have been presented for the encryption of images, such as
analysis in frequency domains [17], substitution permutation network [18], combination
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chaotic system [19], randomly sampled noise signal [20], elementary cellular automata
[21], DNA approach [22], and so on. For more security, the transform domain has been
adopted in the encryption process [23–27]. After transforming the plaintext image into
the transform domain, those elements are modified with designed rules then converted
back to the spatial one. Under the guidance of this method, the permutation-substitution-
diffusion network [24], theories of random fractional Fourier transforms [25], set par-
titioning in hierarchical trees [26], and nonlinear operations in cylindrical diffraction
domain [27] are utilized in the chaotic image encryption algorithm to resist kinds of
attacks.

With the study of the above literature, we find that most of the above methods based
on chaotic maps may not be suitable for high-resolution images, as the chaotic window
might appear when the chaotic sequence used for encryption is too long. At present,
most scholars expand the chaotic interval that can be used for encryption by proposing
or optimizing a new chaotic system. But for large resolution images, it is still not a good
way to solve the problem. In this paper, a novel chaotic image encryption algorithm
based on sub-block spiral scan transforms and matrix multiplication has been proposed
to try to avoid the above problem. It is given that a sub-block spiral scan transformation
to exchange all pixel positions, while the normal spiral scan would never achieve. In
the process of scrambling and diffusion, it is designed that a method based on matrix
left and right multiplication to further vary the pixels’ positions and values for a better
encryption effect.

The organization of this paper is as follows. In Sect. 2, the design of the proposed
image encryption scheme is introduced in detail. The sub-block spiral scan transforma-
tion, and scrambling diffusion process viamatrix left and rightmultiplication is provided.
In Sect. 3, the simulation and security analysis of the proposed image cryptographic
method are discussed. Eventually, the concluding remarks are set out.

2 Related Methods

2.1 Sub-block Spiral Scans Transformation

Spiral scans transformation is a scanning process that refers to scanning and rearranging
elements from the center of the matrix. The spiral scans transformation is illustrated in
Fig. 1, taking an 8 × 8 matrix as the example.
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Fig. 1. 8 × 8 matrix Spiral scans transformation.



A Chaotic Image Encryption Algorithm 311

This paper presents a definition of advanced change based on spiral scans transfor-
mation in line with the idea of a transformation by spiral scans. Its order of scanning does
not start from the center of the matrix but from the special position of the matrix, which
can make every pixel of the image be changed by scan transformation. For comparison,
an 8 × 8 matrix was taken as an example shown in Fig. 2. The pixel of position 49 in
Fig. 1 had no change, while it was not expected in the processing of exchange, which
was like the first and last pixels in the methods of Zigzag transformation. For better
results, a block segmentation instrument was applied to make sure every pixel would
be placed in a new location, as was illustrated in Fig. 2, the right matrix block of Fig. 1
was divided into 4 × 4 sub-block in which had 2 × 2 elements and rearranged by spiral
scans transformation. The elements on the right side of Fig. 2 are completely changed
from those on the left side of Fig. 1.
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Fig. 2. 8 × 8 matrix block Spiral scans transformation process.

2.2 Chaotic System

This article took the logisticmapof a chaotic one-dimensional structure and the following
are the mathematical expressions:

xn+1 = µxn(1 − xn), (1)

where, xn ∈ (0, 1), when the parameterµ ∈ (3.5699456, 4], the Logistic map reach the
chaotic state. The resulting sequence xn is disordered. The parameter within the scope
µ ∈ (3.89, 4] is selected in this article, to avoid the periodic window.

2.3 Scrambling and Diffusion

Based on matrix multiplication, we obtained the new image matrix by using matrix
left and right multiplication with two special random diagonal matrices to finish the
processing encryption, respectively. The two special random diagonal matrices were
determined by four chaotic random sequences, which were made up of Eq. (1) in this
article. The left multiplying matrix was combined by the numerical values defined with
one chaotic random sequence and the gradation with another, while the right one was
combined by the other two. Elementary transformation of the matrix was applied in this
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method, to reduce huge calculations under the premise of ensuring that the rank of the
image matrix is constant.

Furthermore, chaotic disturbance term diffusion was applied to obtain a better result
of the ciphertext image as follows.

⎧
⎨

⎩

Ti = mod
(⌊
Ai × 256

⌋
, 256

)
,

p′
1 = p1 ⊕ T1,
p′
i+1 = pi+1 ⊕ p′

i ⊕ Ti+1, i = 2, 3, · · · ,N ∗,
(2)

where, Ai denotes the ith element of the chaotic sequence A, pi denotes the grey value
of the ith pixel in the image matrix p ordered by column preference, and p′

i denotes the
grey value of the ith pixel of the diffused image p′ obtained after chaotic diffusion. N ∗
denotes the number of pixel elements of the image matrix p.

2.4 Encryption Algorithm

The image in the proposed method is discussed with the rows ofM and the columns of
N . The encryption process of several main steps is established as follows:

Step 1. According to the sub-block spiral scans transformation, the plaintext image P
was reorganized into P1.
Step 2. With the initial value µ and x1, an initial value was selected to produce 5 chaotic
random sequencesA1, A2, A3, A4 andA5 in order after removing the first part sequence
which had the length of T for randomness, where the length of A1 and A2 was M , the
length of A3 and A4 was N and the length of A5 was M × N .
Step 3. LA1 was defined as:

⌈
diag(A1

/
mean(A1))

⌉
, where diag(·) is diagonal matrix

transformation, mean(·) is mean function and �·� represents the rounding up function.
Then the sequence A2 was rearranged in ascending order and a transformation sequence
SA2 was obtained. L was obtained from LA1 rearranging each row of LA1 by SA2 .
Step 4. Similarly to LA1 , RA3 = ⌈

diag(A3
/
mean(A3))

⌉
. Then the sequence A4 was

rearranged in ascending order and a transformation sequence SA2 was obtained. R was
obtained from RA3 rearranging each column of RA3 by SA2 .
Step 5. P2 was owned after matrix formation as follows:

P2 � L × P1 × R, (3)

where L and R were obtained in Step 3 and Step 4, respectively.
Step 6. Let P3 = �P2�, then E = P3 − P2, while E is taken as a decryption key.
Step 7. Ciphertext image matrix PE was owned by the diffusion process with P3 and A5.

With the seven steps above, the ciphertext image was obtained, while the key
sequence consists ofµ, x1, T and E. The inverse transformation can be used to complete
its decryption project and the experimentally determined test.

When the algorithm proposed in this paper is applied to color images, three different
channels of the grey-scale image are encrypted one by one, and the keys used in the
encryption process for the three channels are independent of each other, from which
they together form the key when encrypting the color image.

To better demonstrate the proposed encryption process, the flow chart of the proposed
algorithm is shown in Fig. 3.
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Fig. 3. Flow chart of the proposed encryption.

3 Results and Analysis

3.1 Simulation Result

Three grayscale images of Lena (256 × 256), Airplane (512 × 512), Baboon (1024 ×
1024), and a color image of Peppers (512 × 512) were selected as the main plaintext
images in this paper. The results of three grayscale image encryption were shown in
Fig. 4. And the comparisons of encryption time with other algorithms are given in Table
1.

Table 1. Encryption time and comparisons (256 × 256 image).

Algorithm Encryption time (s)

Proposed 0.5043

Ref. [28] 0.5554

Ref. [29] 1.6764

Ref. [30] 0.7124

3.2 Security Analysis

Key Analysis. The keyspace should be wide enough to effectively deal with numerous
brute-force attacks. Although the number of keys in the keystream in our algorithm is
short, the keyspace becomes extra huge due to the matrix row-column transformation
and matrix multiplication, which highlights the superiority. In the proposed algorithm
the key is K = [µ, x1, T , E], where µ ∈ R, x1 ∈ R, T ∈ R and E ∈ R × R, so the
keyspace is given as follows:

F(M ,N ) = 1014×(M×N+3), (4)

where, the accuracy of the computer is 10−14.
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(a)                                    (b)                                    (c)                                    (d)

(e)                                    (f)                                    (g)                                    (h)

(i)                                    (j)                                    (k)                                    (l)

Fig. 4. Simulation results: (a) Lena (256 × 256), (b) Airplane (512 × 512), (c) Baboon (1024
× 1024), (d) Peppers (color, 512 × 512), (e) Ciphered Lena, (f) Ciphered Airplane, (g) Ciphered
Baboon, (h) Ciphered Peppers, (i) Decrypted Lena, (j) DecryptedAirplane, (k) Decrypted Baboon,
(l) Decrypted Peppers.

For the image with the pixel of 256 × 256, the keyspace is

F(256, 256) = 1014×(256×256+3) = 2
14×256×256

log10 2 × 1014×3 > 23,048,021, (5)

for the grayscale image with the pixel of 512 × 512, the keyspace is

F(512, 512) = 103,670,058 > 248,766,256, (6)

for the grayscale image with the pixel of 1024 × 1024, the keyspace is

F(1024, 1024) = 1014,680,106, (7)

for the color image with the pixel of 512 × 512, the keyspace is

(F(512, 512))3 = 103,670,058×3 = 1011,010,174 > 2146,298,768. (8)

From Eq. (4), the size of the key is related to the size of the image, then the lower
bound of the keyspace is a.

F(M ,N ) = 1014×(M×N+3) −→
M→0,N→0

1014×3, (9)
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Obviously,

1014×3 ≈ 2139.5 > 2100. (10)

It can be seen that the lower bound on the keyspace of the proposed algorithm is
greater than 2100, which is large enough to ensure resistance to brute-force attacks.

Similarly, Table 2 offers a comparison of keyspaces. And we can get the conclusion
that the keyspace is determined by the size of the image, which is almost close to the
limits of computer representation while the required value is 2100 in the cryptosystem.
So that brute-force attacks could be resisted by the proposed scheme.

Table 2. Keyspaces and comparison (512 × 512 image)

Algorithm Keyspace

Proposed >248,766,256

Ref. [31] ≈2300

Ref. [32] ≈2446

Ref. [33] ≈2520

Ref. [34] ≈2256

Statistical Analysis. The results of histogram analysis, Chi-square test, adjacent pixel
correlation, and information entropy are presented in this part. And there are outstanding
statistical characteristics in the proposed algorithm.

Histogram Analysis. A significant metric used to evaluate the performance of a cipher
system to resist attacks of statistical analysis is the histogram for the cryptographic image.
Usually, some certain information of the image can be easily obtained, but the pixels
are distributed evenly and statistical analysis attacks are extremely difficult to acquire
intelligence when the histogram of the image is smooth. The flatter the histogram of
a ciphertext image, the better the scheme. As presented in Fig. 5, the three pairs of
histograms visually illustrate the security of this algorithm, and the histograms are more
uniform after encryption. To make the results visible, we color the histograms of the
RGB channels respectively shown as Fig. 5(g) and (h).

Chi-square Test. The chi-square test is used in this paper to obtain quantitative results,
which can avoid visual spoofing.

The results of the chi-square test for the three encrypted images are given in Table 3,
of which the histogram is given in Fig. 5. Both two experiment results confirm the truth
that the proposed algorithm has a good ability to resist statistical attacks.

Adjacent Pixel Correlation. Correlation is a general criterion for evaluating the quanti-
tative relationship between two adjacent pixels. A better encryption process method can
counteract statistical analysis attacks, which occurred in an encrypted image with lower
correlation.
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(a)                 (b)                 (c) (d)

(e) (f) (g) (h)

Fig. 5. Histogram: (a) Lena (256 × 256), (b) encrypted Lena, (c) Airplane (512 × 512), (d)
encrypted Airplane, (e) Baboon (1024 × 1024), (f) encrypted Baboon, (g) Peppers (color, 512 ×
512), (h) encrypted Peppers.

Table 3. Chi-square test.

Ciphertext image P-value H Decision

Lena (256 × 256) 0.5043 0 Accept

Airplane (512 × 512) 0.6078 0 Accept

Baboon (1024 × 1024) 0.2802 0 Accept

In this paper, a plurality of pairs of adjacent pixels is arbitrarily chosen. And the
correlation between the adjacent pixels of plaintext images and ciphertext images was
calculated by Eqs. (11) and (12), while the results were shown in Fig. 6.

rxy = cov(x, y)√
D(x)

√
D(y)

, (11)

where
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

cov(x, y) = 1
N∗

N∗
∑

i=1
(xi − E(x))(yi − E(y))

D(x) = 1
N∗

N∗
∑

i+1
(xi − E(x))2

E(x) = 1
N∗

N∗
∑

i=1
xi

(12)

x and y denote the set of pixels of two different images with the same number of
elements in both sets, and N ∗ denotes the number of elements of set x.
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(a)                               (b)                                (c)

(d)                                (e)                                (f)

Fig. 6. Adjacent pixel correlation: (a) Lena (256 × 256), (b) Airplane (512 × 512), (c) Baboon
(1024 × 1024), (d) encrypted Lena, (e) encrypted Airplane, (f) encrypted Baboon.

It could be seen that the plaintext image has a better correlation regardless of the
direction. The proposed algorithm can be effective in Anti-statistical attacks, as the orig-
inal image structure and features are traumatized, which greatly reduces the correlation
after the action of the encryption scheme. The average correlation coefficients are listed
in Table 4.

Table 4. Correlation between plain image and adjacent pixels of ciphertext image.

Direction Lena Airplane Baboon Peppers

Plaintext Ciphertext Plaintext Ciphertext Plaintext Ciphertext Plaintext Ciphertext

Horizontal 0.9329 −0.0004 0.9668 0.0001 0.9677 −0.0011 0.9673 0.0001

Vertical 0.9650 0.0083 0.9600 0.0097 0.9401 0.0053 0.9684 0.0049

Diagonal 0.9066 0.0024 0.9392 0.0029 0.9168 0.0002 0.9623 0.00007

Information Entropy. Information entropy reflects the randomness of information. Its
value can be calculated by Eq. (13):

H (s) =
2L−1∑

i=0

p(si) log2
1

p(si)
. (13)

where s = [si]2L and p(si) represent the probability of si. In our experiment, L = 8,
so H (s, 8)=8, which is the limit of the experiment results. In theory, the closer the
information entropy is to 8, the less feasible it is to leak information.

The information entropies of the four test images before and after encryption are
shown in Table 5. From the results in Table 5, after the encryption scheme proposed in
this paper, the information entropies of the encrypted ciphertext images are limited to 8
on the left, which is very resistant to attacks.



318 Y. Xian et al.

Table 5. Information entropy.

Test image Plaintext images Ciphertext
images

Lena (256 ×
256)

7.4532 7.9973

Airplane (512 ×
512)

5.1007 7.9993

Baboon (1024 ×
1024)

7.4474 7.9998

Peppers (color,
512 × 512)

7.6698 7.9998

Resistance Differential Attack Analysis. A common aim is to define the ability of
the image encryption device to withstand differential attacks through the number of
changing pixel rate (NPCR) and unified averaged changed intensity (UACI). The NPCR
and UACI are computed as follows:

D(i, j)=
{
0, if c1(i, j) = c2(i, j)
1, if c1(i, j) �= c2(i, j)

, (14)

NPCR =
∑

i,j D(i, j)

W × H
× 100, (15)

UACI = 1

W × H

⎡

⎣
∑

i,j

|c1(i, j) − c2(i, j)|
255

⎤

⎦ × 100, (16)

where, c1(i, j) and c2(i, j) are the two values of the pixel (i, j) in the two images,
respectively.

Table 6. NPCR and UACI values of ciphertext images with 100 random pixels.

Test image NPCR (%) UACI (%)

Lena (256 × 256) 99.6063 33.4395

Airplane (512 × 512) 99.5911 33.4523

Baboon (1024 × 1024) 99.6084 33.4448

Peppers (color, 512 × 512) 99.5949 33.4694

Table 6 displays the values of NPCR and UACI. The image cryptography system is
tested to resist differential attacks.
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Resistance to Cropping Attacks and Noise Attacks. To prevent the recipient from
decrypting to achieve the goal, an attacker was used in the process of information trans-
mission in the case of the fact that it could not decrypt encrypted text. The most popular
two approaches were the cropping attack and noise attack.

After various levels of differential attack on the ciphertext image Lana was tested,
it was the resistance effect illustrated in Figs. 7 and 8. In particular, it is shown that the
results of the random cropping and regular cropping attacks and the decryption after the
attacks are in Fig. 7. The findings indicate that the algorithm can counteract differential
attacks.

    
(a)                                    (b)                                    (c)

    
(d)                                     (e)                                     (f) 

Fig. 7. Recovery after cropping attacks: (a) 1/4 degree vertical cropping of Fig. 4(b), (b) 1/4
degree vertical random cropping of Fig. 4(b), (c) 1/2 degree vertical cropping of Fig. 4(b), (d)
Decrypted image of (a), (e) Decrypted image of (b), (f) Decrypted image of (c).

(a)  (b) (c)

Fig. 8. Decryption results after salt and pepper noise: (a) strengths of 1%, (b) strengths of 5%,
(c) strengths of 25%.

3.3 Comparison with Other Algorithms

The preceding section presents the test results of a set of indicators and essentially
the average values are used to compare test indicators with other methods to compare
the proposed algorithm. A comparison of the performance of the proposed encryption



320 Y. Xian et al.

scheme with other image cryptosystems is described in Table 7. Compared to other
algorithms, this comparison shows that our algorithm is successful in most respects. The
new cryptosystem is therefore secure and effective.

Table 7. Comparisons with other methods.

Criteria Ref. [35] Ref. [36] Ref. [37] Ref. [38] Proposed

Information entropy 7.9988 7.9976 7.9987 7.9967 7.9993

Correlation Horizontal −0.0016 0.0047 0.0018 −0.0020 −0.0003

Vertical 0.0003 0.0118 0.0011 0.0010 0.0070

Diagonal 0.0022 0.0021 0.0023 −0.0259 0.0014

NPCR 0.996093 0.9959 0.996083 0.9965 0.996002

UACI 0.334640 0.3349 0.334521 0.3332 0.334515

4 Conclusion

This paper proposes a kind of chaotic image encryption scheme based on the combina-
tion of sub-block spiral scans transform and matrix multiplication. Firstly, an improved
sub-block segmentation spiral scanning method is presented, this method causes all
pixel points to change their position. Secondly, a new method of constructing a mul-
tiplying matrix of left and right has been proposed, which greatly reduces the encryp-
tion time while ensuring the encryption effect. And based on this method, even in the
large-resolution image encryption process, a very short chaotic sequence can satisfy
the encryption requirements to greatly avoid the long sequence and the chaotic win-
dow, which makes the algorithm vulnerable to attack. Finally, the experimental analysis
shows that the algorithm not only has a better encryption effect and higher sensitivity to
keys; which effectively counteracts exhaustive attacks, statistical attacks, and differential
attacks.
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Abstract. Digital video watermarking has become a hot research topic
in recent years due to the increasing demand of protecting the intel-
lectual property of video data. Even though many conventional video
watermarking methods have been reported in past years, few of them
are resistant to high-intensity geometric attacks, which motivates the
authors in this paper to propose a video watermarking technique that is
robust against high-intensity geometric distortion. To this purpose, the
proposed method embeds the watermark information into the normal-
ized Zernike moments of the target frames of the cover video sequence.
The advantage is that the normalized Zernike moment preserves a
strong invariance to geometric distortions such as rotation and scaling
attacks. During data embedding, secret bits are embedded into adap-
tively selected moments with slight modifications to provide good robust-
ness while maintaining the imperceptibility. The chrominance channel of
the video data rather than the luminance one is used in our algorithm, as
distortion in the former channel is less sensitive to the human visual sys-
tem. Experimental results show that, compared with the existing scheme,
the PSNR values of the proposed method gain about 7 dB averagely,
meaning that the proposed method achieves high imperceptibility. More-
over, it is demonstrated that the proposed method is more robust against
geometric distortions such as rotation and upscaling, which has verified
the applicability and superiority of the proposed work.

Keywords: Video watermarking · Robust · Zernike moments ·
Information hiding · Copyright protection · Multimedia security

1 Introduction

Video watermarking is a technique for protecting digital video data from piracy.
As illegal distribution of copyrighted digital video is ever-growing, video water-
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13340, pp. 323–336, 2022.
https://doi.org/10.1007/978-3-031-06791-4_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06791-4_26&domain=pdf
https://doi.org/10.1007/978-3-031-06791-4_26


324 S. Chen et al.

marking attracts an increasing amount of attention within the information secu-
rity community. Over the last decade, various watermarking techniques have
been introduced for copyright protection and data authentication. Based on the
domain where the watermark information is embedded, this technique can be
divided into three main classes: compressed, spatial and transform domain [1].

Among the above-mentioned three categories, transform domain algorithm
is widely used due to its effectiveness in maintaining robustness against various
attacks. The most commonly used transforms are singular value decomposition
(SVD), discrete Fourier transform (DFT), discrete Cosine transform (DCT), dis-
crete wavelet transform (DWT) and dual-tree complex wavelet transform (DT
CWT) [1]. In [2], Huan et al.. Introduce an algorithm applying SVD on the
DT CWT domain. In [3], Bhaskar et al.. Proposed a robust video watermarking
scheme with squirrel search algorithm. For lack of a strong rotational invariance
proved by mathematical principles, these methods are not robust to rotation
attacks with a large angle, while this property is possessed by Zernike moment.
In the image watermarking field, methods based on Zernike moment has been
widely used, for example, in [4–6]. In [7], the author proposed a video watermark-
ing algorithm based on Zernike moment. However, this algorithm only resists
against rotation attacks rather than scaling attacks. Therefore, although con-
tributions expended by predecessors have exceeded the development of robust
watermarking techniques, problems like resistance to geometric attacks are still
challenging in the video watermarking community and need further research.

In this paper, we propose a robust video watermarking algorithm based on
normalized Zernike moments to resist against geometric distortions. Since differ-
ent video compression algorithms are used on the Internet, the proposed algo-
rithm is designed in the uncompressed domain for suiting any video compression
standard. Because of the geometric-invariant property proved by mathematical
principles, normalized Zernike moments are employed in our method as invari-
ant features. For watermark embedding and extraction, Dither Modulation-
Quantization Index Modulation (DM-QIM) is employed in the algorithm by
using dither vectors and modulating the Zernike moments into different clusters
to make an adequate trade-off between robustness and distortion [8]. To achieve
high visual quality, we embed the watermark information into the U channel
of the cover video sequence because distortion in luminance is more noticeable
than that in chrominance as for human visual system [9]. The experimental
results show that our approach maintains good visual quality and achieves great
robustness to geometric attacks with high intensity comparing to the prior work.

The remainder of this paper is organized as follows. The preliminary knowl-
edge related to the scheme is discussed in Sect. 2. In Sect. 3, we introduce the
proposed video watermarking approach in detail. While in Sect. 4, experiments
for imperceptibility and robustness evaluation of the proposed scheme is con-
ducted. Finally, conclusions and future work are drawn in Sect. 5.
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2 Preliminaries

In this section, we describe the preliminary knowledge of the proposed algorithm,
which can be separated into four parts. In each part, we demonstrate the main
contents and explain the reason why we use them.

2.1 Geometric Attacks

When watermarked videos are available online, some kinds of content-preserving
attacks may be applied, which inevitably reduce the energy of the watermark
inside the transmitted videos [6]. Among all these distortions, geometric attack
is a relatively challenging one, since a slight geometric deformation often fails
the watermark detection. In this paper, for practical applications, we mainly
discuss the most common geometric attacks: rotation and scaling attacks.

Geometric attack is defined by a set of parameters that determines the oper-
ation performed over the target document, for example, scaling attack can be
characterized by applying a scaling ratio to the sampling grid, and a similar
conclusion can be given to rotation attacks. These common geometric attacks
will cause two typical distortions in the document. One is the shifting of pixels in
the spatial plane. The other is alteration of the pixel values due to interpolation
[10]. Hence withstanding an arbitrary displacement of all or some of its pixels by
a random amount is the main concern for resistance to geometric deformations.

2.2 Zernike Moments

In our method, we use normalized Zernike moments for data embedding due to its
geometric invariance proved by mathematical principles, which is a modification
of Zernike moments. Therefore, we first introduce Zernike moments in this part.

Zernike moments are orthogonal moments based on Zernike polynomial,
which is a complete orthogonal set over the interior of the unit circle [11]. The
set of these polynomials can be denoted in the following equation:

Vnm(x, y) = Rnm(ρ)ejmθ (1)

where x, y denote the pixel position, ρ =
√

x2 + y2, and θ = tan−1(y/x). n is a
non-negative integer which represents the order and m is the repetition designed
to satisfy the fact that n−|m| is both non-negative and even. Rnm(ρ) are radial
Zernike polynomials, which are given by the equation below:

Rnm(ρ) =
n−|m|/2∑

s=0

(−1)s [(n − s)!] ρn−2s

s!
(

n+|m|
2 − s

)
!
(

n−|m|
2 − s

)
!

(2)

After computing Zernike polynomials in Eq. (1), we can get the Zernike
moments of order n with repetition m for a continuous image function:

Anm =
n + 1

π

∫ ∫

x2+y2≤1

f(x, y)V ∗
nm(ρ, θ)dxdy (3)
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where Vnm represents the Zernike polynomial, and ∗ denotes complex conjugate.
For digital signal, the integrals are replaced by summations. Since the Zernike

polynomial is a set over the interior of the unit circle, where each frame is
reconstructed. By utilizing the properties of the Zernike polynomial set discussed
above, frame image f(x, y) can be reconstructed to f̂(x, y) in Eq. (4).

f̂(x, y) =
N∑

n=0

∑

m

AnmVnm(ρ, θ) (4)

where Anm represents the Zernike moments of order n with repetition m. A
larger N results in a reconstruction result with more accuracy.

2.3 Invariant Properties of Normalized Zernike Moment

Based on the mathematical definition of Zernike moment, the amplitude of which
can be used as a rotation-invariant feature. By utilizing the normalization tech-
nique, the normalized Zernike moments are invariant to both rotation and scaling
attacks. The certification process is addressed in detail as follows.

Rotation Invariance. From Eq. (3), Anm can be simplified as Anm =
|Anm| ejmθ. After rotating each frame image clockwise by angle α, the rela-
tionship between the original and rotated frames in the same polar coordinate
becomes

A′
nm = Anme−jmα (5)

which means after rotation, the amplitude of the Zernike moment remains the
same. As a result, it can be used as a rotation-invariant feature of each frame.

Scaling Invariance. After scaling the size of an image, the nonlinear inter-
polation will convert the content of the unit circle from the original one, which
means that Zernike moments are not robust to scaling deformations.

mpq =
M−1∑

x=0

N−1∑

y=0

xpyqf(x, y) (6)

To achieve scaling invariance, we can normalize each frame as shown in [12]
before computing the Zernike moments. The normalization phase of which is
concluded in a detailed way by the following four steps:

Step 1) Center the image by transforming f(x, y) to f1(x, y) = f(x−x̄, y−ȳ).
(x̄, ȳ) is the centroid of f(x, y), which can be calculated below.

x̄ =
m10

m00
, ȳ =

m01

m00
(7)

where m10,m01 and m00 are the moments of f(x, y) as defined in Eq. (6).
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Step 2) Apply a shearing transform from f1(x, y) to f2(x, y) in the x direction

using Eq. (8) with Ax =
(

1 β
0 1

)
making sure that the μ30 of the resulting image

is zero, which stands for central moments and is described in Eq. (9).

g(x, y) = A · f(x, y) (8)

Step 3) Apply a shearing transform from f2(x, y) to f3(x, y) in the y direction

with Ay =
(

1 0
γ 1

)
so that the μ11 of the resulting frame reaches zero.

μpq =
M−1∑

x=0

N−1∑

y=0

(x − x̄)p(y − ȳ)qf(x, y) (9)

Step 4) Scale f3(x, y) in both x and y directions with As =
(

α 0
0 δ

)
to a

prescribed standard size and achieve μ50 > 0 and μ05 > 0 from the outcome.
In [12], it is proved that image and its affine transforms have the same nor-

malized image. Consequently, when it is employed in video algorithms, the same
conclusion can be drawn. As a result, after normalization, the amplitude of the
Zernike moments stays invariant to both rotation and scaling attacks.

2.4 Quantization Index Modulation

Quantization Index Modulation (QIM) [8] is an embedding operation used for
information hiding, which preserves provably better rate distortion-robustness
trade-offs than spread-spectrum and low-bit(s) modulation methods. In this
paper, we use the modification of QIM: Dither Modulation (DM)-QIM algo-
rithm. In this subsection, we introduce the basic theory of DM-QIM as follows:

Embedding Procedure. Suppose f(n,m) is an image, where n ∈ [1, N ] ,m ∈
[1,M ] and W (k), k ∈ [1, N × M ], which is used as watermark. Let d(k) be an
array of uniformly distributed pseudo-random integers chosen within [−Δ/2,
Δ/2], which is generated according to a secret key. Dither vectors d0(k) and
d1(k) are used for embedding the ‘0’ and ‘1’ bits of the watermark respectively.
For simplicity, we combine the two vectors into dW (k)(k).

d0(k) = d(k) (10)

d1(k) = d0(k) − sign(d0(k)) × Δ

2
(11)

where fw(n,m) denotes the watermarked image and Δ represents the quanti-
zation step, which is the most important parameter of QIM. The watermark
embedding operation is performed below in Eq. (12).

fw(n,m) = Q(f(n,m) + dW (k)(k),Δ) − dW (k)(k) (12)
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where Q(x, y) is defined below, and round(x) returns the nearest integer of x.

Q(x,Δ) = Δ × round(
x

Δ
) (13)

Extraction Procedure. To extract the watermark data, we put the watermark
bits ‘0’ and ‘1’ into (8) using the watermarked frame as an input instead of the
original one, and then estimate the errors between the watermarked image and
the results obtained above. By comparing the two errors, the one with the lower
value represents the watermark bit. The extraction procedure is concluded below.

gW (k)(n,m) = Q(f̃w(n,m) + dW (k)(k),Δ) − dW (k)(k) (14)

W̃ (k) = argminp∈[0,1]

∣∣∣f̃w(n,m) − gp(n,m)
∣∣∣ (15)

where f̃w(n,m) denotes the frame we received, and gW (k)(n,m) is used to cal-
culate the watermark value in Eq. (15). dW (k)(k) is a dither vector used for
embedding the watermark bit, Δ represents the quantization step, and both of
them should be the same as the embedding procedure. argmin(x) means the
independent variable that minimizes the value of x.

3 Proposed Method

In this section, we introduce the proposed video watermarking algorithm in terms
of embedding and extraction, which is demonstrated below separately.

3.1 Watermark Embedding

The watermark embedding procedure is demonstrated in Fig. 1, and some of the
steps in the block diagram is explained in the following subsections.

Original Video

Selected Frame in
U channel

Zernike moments
Computation in order N

Moments Selection

Data Embedding

Watermark Signal
Reconstruction

Frame
Reconstruction

Ratio
Calculation

Inverse Adaptive
Normalization

Pixel Rounding

Selected Frame in
U channel

Watermarked 
VideoAdaptive

Normalization

U Channel
Extraction

Frame Selection

Grouping

+
+

α

Fig. 1. Proposed robust watermarking framework
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U Channel Extraction. In YUV format, Y represents the luminance chan-
nel and U, V are the two independent chrominance channels. As distortion in
the chrominance channel is less sensitive to the human visual system than the
luminance one [9], we extract the U channel in a YUV represented video for
watermark embedding to enhance imperceptibility in the proposed method.

The following equation shows how to generate YUV signals from RGB
sources: ⎡

⎣
Y
U
V

⎤

⎦ =

⎡

⎣
0

127
127

⎤

⎦ +

⎡

⎣
0.2989 0.5866 0.1145

−0.1688 −0.3312 0.5000
0.5000 −0.4184 −0.0816

⎤

⎦

⎡

⎣
R
G
B

⎤

⎦ (16)

Adaptive Normalization. The adaptive normalization is almost identical as
the procedure described in Sect. 2.3, except for step (4). After experiments, it is
found that if videos in low resolution are normalized to a size much larger than
the original one, more distortions will be produced.

To deal with this issue, the standard size M ×M mentioned in Sect. 2.3, step
(4) is set adaptively based on the video size. For example, if the U channel of
the input video sequence is in a resolution of 176 × 144. Empirically, M can be
set as 256 for higher accuracy. For different requests, M is open for adjusting.

Moments Selection. In [13], it is said that Zernike moments with repetition m
= 4j, j integer, will deviate from orthogonality, meaning these moments cannot
be computed accurately. In [14], |A00| and |A11| are independent of image, for
that reason, they are not appropriate for watermark embedding. Given that
conclusions can be drawn from Eq. (3) that |An,m| = |An,−m|, where |x| denotes
the amplitude, we can dismiss the latter ones so as to eliminate the embedding
modifications. From what has been discussed above, we remove these moments
to maximize the applicability and superiority of our algorithm.

Data Embedding. After selection, we embed watermark data into the ampli-
tude of all these selected moments using DM-QIM, which has already been exten-
sively discussed in Sect. 2.3. In this paper, watermark data for each target frame
contains 1 bit, this embedding operation can be described below.

∣∣Aw
n,m

∣∣ = Q(|An,m| + dw,Δ) − dw (17)

where the superscript w indicates that it is the value after embedding. Q(x, y)
is a quantizer defined in Eq. (13), and w = 0, 1 represents the watermark bit.
Δ is a quantization step, which is set based on the value of |An,m|, and dw ∈
[−Δ/2,Δ/2] is dither vector used for embedding watermark bit w.

Watermark Signal Reconstruction. The watermark signal Iw(x, y) is recon-
structed using Eq. (4) and multiplied with a coefficient based on the amplitude
of both the original and the watermarked moment, which is demonstrated below.

Iw(x, y) =
Nmax∑

n

∑

m

(
|Aw

nm|
|Anm| − 1) × AnmVnm(ρ, θ) (18)
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where x, y denote the pixel position, and Anm represents the Zernike moment
in order n and repetition m, while the one with a superscript w indicates that
it is the value after embedding the watermark. Vnm(ρ, θ) denotes the Zernike
polymonial, with ρ =

√
x2 + y2, and θ = tan−1(y/x).

Finally, the watermark signal is added to the target frame with a coefficient
α designed for controlling the embedding strength of the watermark and ensures
the imperceptibility. We calculate the value of α with the following equation.

α =
ΘI(x, y)
ΘIr(x, y)

(19)

where x2 + y2 ≤ 1 and Θ(x) returns the mean value of x. I(x, y) is the original
frame image where all the data is in the unit circle. Ir is demonstrated in Eq. (20),
which represents the reconstructed frame of the original one without selecting
the appropriate moments for watermark embedding.

Ir(x, y) =
Nmax∑

n

∑

m

AnmVnm(ρ, θ) (20)

In order to ensure visual quality, we choose to add the reconstruction to the
original frame instead of replacement, since it is limited in the unit circle and the
reconstruction effect is far from satisfactory even with a high order. This conclu-
sion is verified in Fig. 2, which takes a 256 × 256 image of ‘Lena’ as an example
to illustrate the reconstruction results with different orders. Furthermore, the
reconstruction phase is rather time-consuming, for instance, when order is 30,
it takes over 10 s to reconstruct only one image. So it is not a brilliant choice to
replace the watermarked signal with the original one for data embedding.

Original Image Order = 10 Order = 20 Order = 30

Fig. 2. Reconstruction of ‘Lena’ with different orders

To sum up, the embedding procedure can be concluded as follows:
Step 1) Divide the input video into groups and select the target frames.
Step 2) Perform adaptive normalization for calculating Zernike moments.
Step 3) Calculate the Zernike moments from the normalized frame and select

the appropriate ones as invariant features for watermark embedding.
Step 4) Compute the amplitude of the selected moments and embed the same

watermark bit into all of them, using DM-QIM to embed watermark bit.
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Step 5) Reconstruct the watermarked moments as the watermark signal and
add it to the original frame with a coefficient α defined in Eq. (19).

3.2 Watermark Extraction

In Fig. 3, the process of watermark extraction is introduced, which is similar to
the embedding procedure. After computing the Zernike moments and selecting
the appropriate ones of each frame, we extract the watermark bit from each
moment using the extraction step in DM-QIM by Eq. (14) and (15).

Majority Vote. From all the watermark bits extracted from the selected
moments in one frame, to dismiss the mutations, we choose the one with the
highest frequency as the extracted watermark bit of each frame for more accu-
racy.

Adaptive Normalization

Zernike moments
Computation in order N

Moments Selection

U Channel Extraction

Grouping and Frame 
Selecting

Watermarked Video Data Extraction

Majoirty Vote

Extracted watermark

Fig. 3. Watermark extraction from Zernike Moments of the watermarked frame

The extraction procedure can be concluded in the following five steps:
Step 1) Divide the input video into groups and select the target frames.
Step 2) Perform adaptive normalization for calculating Zernike moments.
Step 3) Calculate the Zernike moments from the normalized frame and select

the same moments used in watermark embedding procedure for extraction.
Step 4) Compute the amplitude of the selected moments and extract all the

watermark bits using DM-QIM extraction method described in Sect. 2.4.
Step 5) Using Majority Vote to select the watermark bit with the highest

frequency as the final extraction watermark bit for each target frame.

4 Experimental Results and Analysis

In this section, in order to evaluate the effectiveness of the proposed method,
we conceive experiments to analyze the imperceptibility and robustness against
geometric attacks by comparing our scheme with the existing approach [2].
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4.1 Experimental Setup

All the experiments in this paper is implemented in the environment of Matlab
R2016a on a PC with 8 GB RAM and 2.3 GHz Intel Core i5 CPU, running
on 64-bit Windows 10. To evaluate our method fairly, we selected six standard
video sequences in CIF format (352 × 288), i.e., Akiyo, Foreman, Hall, Mother
and Daughter, Paris and Silent [15], and each testing video contains 300 frames.

For simulation, we normalize the frame image of each video in U channel to
256× 256 and set the GOP (Group of Picture) length as 6, while the watermark
length is 50, which is generated pseudo-randomly using a key, so that each GOP
carries one watermark bit. After preliminary experiment in Sect. 4.2, we set the
step length Δ to 30000, with d0 = 0, d1 = 15000. For simplicity, we embed each
watermark bit into the first frame of one GOP, which represents the index frame.
For fair comparison, the GOP in prior work [2] is also set to 6. The embedding
strength T in [2] is set by 400 as the recommended value.

4.2 Parameter Setting

In this section, we conduct an experiment to find the optimal setting of Δ,
which is the most important parameter in our scheme. To evaluate the accuracy
of the extracted watermark, Normalized Cross Correlation (NCC) is exploited
as a standard, which is demonstrated below by Eq. (21).

NCC(X,Y ) =
Cov(X,Y )

√
V ar(X) · V ar(Y )

(21)

where Cov(X,Y ) denotes the covariance between image X and Y , V ar(X)
means the variance of X. The value range of NCC is [−1,1] where ‘1’ means
complete match and ‘−1’ indicates that the two images are exactly the opposite.

To evaluate the performance of different quantization step values, we use the
six standard test video sequences mentioned above in Sect. 4.1, and the other
parameters remain unchanged. In Fig. 4, it can be seen that the NCC value of our
proposed method changes with the increase of quantization step and a maximum
NCC value is reached by setting Δ to 30000 and 40000. Since the accuracy of
the extracted watermark increases with the NCC value, so both can be chosen
as the best quantization step. In the following discussions, we set Δ = 30000 for
experiment unless specific statement is presented.

4.3 Imperceptibility

For practical application, watermark imperceptibility is a very important
requirement of a digital video watermarking algorithm. In this subsection, we
adopt the peek signal-to-noise ratio (PSNR) as the standard to measure the
visual quality of the final watermarked video, which is demonstrated below.

PSNR = 10 · log10
max2

E
,E =

1
m · n

m∑

i=1

n∑

j=1

|I(i, j) − K(i, j)|2 (22)
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Fig. 4. NCC of the watermarked video for our scheme in different quantization steps

where I(i, j) and K(i, j) represent two different images, and |x| represents the
absolute value of x. m,n denotes the height and width of each frame, and max
indicates the upper limit value of the pixel in each frame image.

The experimental results on the test video sequences are listed in Table 1.
It can be concluded from the table that, the PSNR of watermarked videos in
this paper are controlled around 37 dB, while the counterpart in [2] is 30 dB.
Therefore, the PSNR values in our method gain about 7 dB averagely comparing
to the prior work. Consequently, in terms of PSNR, our scheme outperforms the
existing scheme [2] in imperceptibility, which results in better visual effects.

Table 1. PSNR of the proposed method and the existing work after watermarking

PSNR(dB) Proposed method Huan et al. [2]

Akiyo 38.9965 32.4720

Foreman 36.2325 30.1227

Hall 37.2345 29.4552

Mother
and
Daughter

37.1260 28.2724

Paris 36.5833 30.1578

Silent 36.9929 29.4093

4.4 Geometric Robustness

In this subsection, experiments are conducted to analyze the robustness of our
method against geometric attacks. The experimental data in Table 2 is obtained
by averaging the results of the aforementioned six standard test video sequences.
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Table 2. NCC of the proposed method and the existing work after Scaling attack

NCC Without attacks Scaling 150% Scaling 200% Scaling 300% Scaling 400%

Proposed 0.9934 0.9868 0.9934 0.9934 0.9870

Huan et al. [2] 0.9796 0.8560 0.9265 0.6935 0.6102

From Table 2, it can be observed that, before attacks, the accuracy in our
method is 2% higher than that in approach [2]. After scaling attacks, the NCC
value in our method relatively maintains the same value as the one without
attacks. While in approach [2], the result decrease remarkably as the scaling
factor increases from 200% to 300% and 300% to 400%. When the scaling factor
reaches 400%, the NCC value in [2] is lower than our approach by 40%. As a
result, the proposed method outperforms [2] notably in scaling attacks.

Table 3. NCC of the proposed method and the existing work after Rotation Attack

NCC Rotate 30◦ Rotate 60◦ Rotate 90◦ Rotate 120◦

Proposed 0.9415 0.9356 0.9747 0.9287

Huan et al. [2] 0.6040 0.4746 0.4045 0.1540

In Table 3, the NCC of the proposed method and the existing work after rota-
tion attack is given. It can be concluded that when the rotation angle increases,
the NCC value in our method can be maintained, which is slightly lower than
the one without any attack. While in [2], the NCC value drops significantly as
the rotation angle rises, especially from 90◦ to 120◦, which is lower than the
value in our method from 60% to 80%. After the analysis above, our method
performs remarkably better than [2] in robustness against rotation attacks.

From all the conclusions discussed above, our method outperforms [2] in
both imperceptibility and geometric robustness against scaling and rotation.
Therefore, we can jump to the conclusion that our method has a relatively good
visual effect and a great robustness against geometric attacks.

5 Conclusion

In this paper, we propose a novel video watermarking scheme, which combines
the benefits of both Zernike moments and normalization to resist against geomet-
ric distortions. Zernike moments are employed for its special invariant properties
against rotation attacks. Normalization is used to normalize the target frame,
so that the normalized Zernike moment is robust to both scaling and rotation
attacks. After calculating the Zernike moments, we select some of the appropri-
ate ones for watermark embedding according to certain principles to improve
robustness and reduce modifications. With the heavy computation load and low
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accuracy for reconstructing Zernike moments, we use them to design watermark
signal. The watermark embedded in each frame is obtained by taking the one
with the highest frequency from all the candidate watermarks extracted from
the amplitude of the selected Zernike moments to avoid errors. Based on the
experimental results, our approach maintains good visual quality and achieves
great robustness to rotation and scaling attacks comparing to the prior work.

In our method, it is shown that we apply a couple of forward and inverse
normalizations, which produce inevitable distortions. To deal with this prob-
lem, it is necessary to design a new watermarking strategy to eliminate the
loss. Meanwhile, as Zernike moment is computationally expensive, a watermark
embedding algorithm with more efficiency needs to be explored. In future works,
we will focus on the optimization for both preciseness and efficiency.
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ence Foundation of China (Grant Nos. 61901096, 62102112 and 61902235), and the
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Abstract. Despite the progress in digital watermarking technology by
optimizing the embedding method and enhancing the robustness of water-
marking, the performance can still be improved using the Quick Response
(QR) code technology. This paper proposes an improved QR code image
watermarking approach by embedding texture-based QR code water-
marking into the digital image. In contrast to the existing methods, an
improved perceptual hash algorithm is used to extract image texture fea-
tures, and therefore enhance the relevance of watermarking with image
content, especially in light color images. In addition, the QR code method
is combined with the reversible watermark algorithm in order to handle
the problem that the original image is irreversibly modified. The experi-
ments demonstrate that the proposed method can efficiently enhance the
watermarking robustness, and resists common attacks.

Keywords: QR codes · Digital watermarking technology · Reversible
data hiding · Image authentication

1 Introduction

Nowadays, the easy acquisition and tampering of digital images results in end-
less appearance of fake images, which greatly reduces the credibility of digital
images [1–4]. Different from some information hiding techniques such as Linguis-
tic steganography, etc., reversible digital watermarking technology is efficient in
digital image protection [5–10]. However, with the continuous upgrade of the
attack methods, higher requirements are put forward on the robustness of dig-
ital watermarks and the watermark relevance of image itself. Watermarks that
are irrelated with digital image content can no longer cope with the different
forms of attacks, such as copy attacks [11] that tackle the images by copying the
watermarks.

As a mainstream coding technology, Quick Response (QR) codes are often
used for watermark encoding in information hiding, due to its good error cor-
rection ability [12], referred to as QR code watermarking technology [13–18].
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In this paper, the existing methods are classified into two types according to
the content relevance between the watermark and the digital image. The first
type consists of the methods that are irrelevant with the image content. Links,
text information and icons are often converted into QR codes, in order to be
embedded in the image. Although these methods can improve the watermark
robustness. However, they are unable to resist copy attacks. The second type of
methods consists of the content-based QR code watermarking technology, which
can effectively resist copy attacks. However, transformation methods such as
DCT and DWT are often used when the QR code is embedded, which causes
irreversible changes to the original image, and therefore leads to unsatisfactory
results in image authentication.

In this paper, an improved QR code watermarking algorithm is proposed. The
image is first divided into smaller processing blocks in order to save more image
texture features. The image features of each block are extracted and encoded into
QR code as a watermark. The corresponding watermarked image is then obtained
using the reversible watermark algorithm [19–22]. When image authentication
occurs, the hamming distance is computed between the image features extracted
from watermarks and those re-computed from the extracted original image. The
main contributions of this paper are summarized as follows:

Firstly, the purpose of retaining more image texture features can be achieved
using the improved perceptual hash algorithm to extract image features. When
extracting image features, we not only consider the special features of the image,
but also take the universal features into account. As a result, our proposal can
effectively improve the protection of image with single color and simple pattern.

Secondly, the problem of irreversible changes caused by irreversible QR code
watermarking is solved, by using an introduced reversible watermark algorithm.
We use the Pixel-Value-Ordering (PVO) based reversible data hiding algorithm
to embed the QR code, and realize the lossless operation of the carrier image.
Therefore, when performing image authentication, unnecessary interference can
be avoided, and a reliable authentication result can be obtained.

2 QR Code Watermarking Method

QR code has become a mainstream coding method due to its large data stor-
age capacity and fast recognition speed. It is commonly used in website login,
social platform, e-commerce payment, brand promotion, etc. [15,23]. The QR
code technology provides a reliable solution for improving the robustness of
watermarks. In [24], in order to transmit more information, the relevant URL is
encoded as a QR code and more information can be viewed by scanning the QR
code. This method is often used in advertisements applications, such as product
promotion, for example. In [25,26], it is proved that icons can also be embedded
in images or videos in the form of QR codes. In image copyright protection, if the
authors want to embed some private invisible data, they can encode the private
information as a QR code. This method not only ensures the vision effect of the
original image, but also ensures that the extracted QR code can be correctly
identified [27].
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In recent years, researchers started to associate image content features with
QR codes. The authors of [28] proposed a color document image authentication
method, which stores the image color features in multiple QR codes, and then
embeds them into image. The watermarked image is then converted to QR code,
which is re-embedded in the blank area of the image. After these operations, the
method not only performs image authentication, but also locates the tampered
area. In [29], the authors proposed a transcript system in which the basic data
of each student is encrypted and stored in a QR code, which is printed on the
student’s transcript. Even if the transcript is tampered, the real data can be
obtained by decrypting the QR code.

In [16], the features of the image are extracted using a perceptual hash algo-
rithm, and then converted into a QR code. However, the perceptual hash algo-
rithm only considers the low-frequency features and totally ignores the high-
frequency features, which results in authentication failure in a pure or light color
image. In addition, QR codes embedded using the DCT and DWT transforms,
bring irreversible changes to the original image. Consequently, an improved
image authentication method using QR code watermarking is proposed.

3 The Proposed Model

The algorithm consists of QR code generation, watermark embedding and extrac-
tion, and image authentication. In this section, we first introduce the framework
of the image authentication model, and then detail the whole process.

3.1 Framework

As shown in Fig. 1, the original image is divided into m×m sub-blocks in advance,
here m equals to 2 for example. They are denoted by Block1, Block2, Block3 and
Block4. The obtained blocks are processed using the DCT transform to obtain
four frequency domain coefficient matrices denoted by FD1, FD2, FD3 and
FD4. We then select the n × n (n < m) low frequency matrix in the upper-left
corner, and high frequency matrix in the bottom-right corner of each sub-block
as image feature, which is the central idea of the improved perceptual hash
algorithm.

The image feature are used to generate four QR codes denoted by QR1, QR2,
QR3 and QR4 in Fig. 1. The generation processing is detailed in 3.2. We then
embed the QR codes QR1, QR2, QR3 and QR4 in the Blocks Block1, Block2,
Block3 and Block4 using a reversible watermarking method, respectively. At
last, the watermarked image is obtained.

In the authentication stage, we extract the watermark and the original image
from the watermarked image. By comparing the feature extracted from extracted
QR codes and the feature recomputed from extracted original image, we can
verify whether the image has been attacked, and locate the possible attack area.



340 X. Liu et al.

Fig. 1. Framework of the proposed authentication model.

3.2 Generating the QR Codes

In order to prevent copy attack, the watermark should relate to image feature. In
our method, the image is transformed using DCT firstly. We preserve the special
and universal characteristics of the image, which represent as the low frequency
and high frequency coefficients in the DCT transform result. As shown in Fig. 2,
we select the 8 × 8 low frequency matrix in the upper-left corner and the 8 × 8
high frequency matrix in the lower-right corner of a sub-block. The 8 × 8 DCT
coefficients are marked as (x1, . . . , x64) and (y1, . . . , y64), and we calculate their
average value and compare them one by one. For example, the mean value of
(x1, . . . , x64) is calculated and recorded as “d”. We assume that the value of the
corresponding position of xi after transformation is x

′
i (1 ≤ i ≤ 64). The (0,1)

matrix can then be obtained according to formula (1).
{

x
′
i = 1, if xi > d

x
′
i = 0, if xi ≤ d

(1)

After comparison, the matrix elements are arranged into a sequence. and a
128 bit “01” string is obtained which is used to generate QR code as image
feature.
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Fig. 2. Process of generating the QR codes.

3.3 Embedding the Watermark

In this section, the proposed PVO-based PEE embedding method is used to
embed the watermark [21]. This method is a secure reversible watermarking
algorithm. Firstly, the image is divided into non-overlapped blocks of equal size
and then sorts the pixels in each block. Taking the ith block as example, the algo-
rithm first sorts the n pixels (xi

1, x
i
2, . . . , xn −1i, xi

n) in ascending order to obtain
an ordered sequence (xi

σ(1), x
i
σ(2), . . . , x

i
σ(n−1), x

i
σ(n)), in which σ : {1, . . . , n} →

{1, . . . , n} is the unique one-to-one mapping, such that xi
σ(1) ≤ . . . ≤ xi

σ(n), if
xi

σ(u) = xi
σ(v) and u < v (u, v ∈ {1, n}), σ(u) < σ(v). Afterwards, the error

xi
σ(n) − xi

σ(n−1) at the maximum end and the error xi
σ(1) − xi

σ(2) at the min-
imum end, are calculated. According to the calculation results, the maximum
and minimum of the ith block will be shifted or expanded to carry data as in
Eqs. (2) and (3), respectively.

xi
σ(n) =

{
xi

σ(n) + b, if xi
σ(n) − xi

σ(n−1) = 1
xi

σ(n) + 1, if xi
σ(n) − xi

σ(n−1) > 1 (2)

xi
σ(1) =

{
xi

σ(1) − b, if xi
σ(1) − xi

σ(2) = −1
xi

σ(1) − 1, if xi
σ(1) − xi

σ(2) < −1 (3)

where b is a data to embed, and b ∈ {0, 1}.
Consequently, the watermark will be successfully embedded.
The specific process of data embedding is shown in Fig. 3. Note that we will

take the embedding at the maximum side as an example. As shown in Fig. 3, there
are four 2 × 2 blocks, where the second largest values are marked as green and
the largest values are marked as red. After calculation, the obtained prediction
errors of these blocks are 143 − 143 = 0, 150 − 149 = 1, 148 − 144 = 4 and
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Fig. 3. Process of data embedding and data extraction.

148− 148 = 0. Only one block can carry data, and a data bit b = 1 is embedded
in it. The block is represented by a red rectangle, and the largest value becomes
151.

3.4 Extracting the Watermark

This section details the corresponding watermark extraction procedure. Taking
the ith block as example, we can get an ascending order (yi

σ(1), y
i
σ(2), . . . , y

i
σ(n−1),

yi
σ(n)). For the maximum side, a secret bit b is extracted according to the rule

shown in Eq. (4), and the largest pixel is recovered as in Eq. (5).

b =

{
0, if yi

σ(n) − yi
σ(n−1) = 1

1, if yi
σ(n) − yi

σ(n−1) = 2 (4)

yi
σ(n) =

{
yi

σ(n) − 1, if yi
σ(n) − yi

σ(n−1) ≥ 2
yi

σ(n), if yi
σ(n) − yi

σ(n−1) = 1 (5)

For the minimum side, we exhibit the process of secret data extraction and
original pixel recovery shown in Eqs. (6) and (7), respectively.

b =

{
0, if yi

σ(1) − yi
σ(2) = −1

1, if yi
σ(1) − yi

σ(2) = −2 (6)

yi
σ(1) =

{
yi

σ(1) + 1, if yi
σ(1) − yi

σ(2) ≤ −2
yi

σ(1), if yi
σ(1) − yi

σ(2) = −1 (7)

A detailed illustration is shown in Fig. 3. The maximum prediction errors of
these blocks are 143 − 143 = 0, 151 − 149 = 2, 149 − 144 = 5 and 148 − 148 = 0.
It can be deduced that only the block with a maximum value of 151 is embedded
a secret bit b=1, while the block with a maximum value of 149 is shifted.

At last, the original values of yi
σ(n) and yi

σ(1) are retained. Moreover, the
original values of (yi

σ(2), . . . , y
i
σ(n−1)) are also retained, since they are not changed
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during the embedding process. Finally, the embedded watermark is extracted and
the original image is recovered.

3.5 Image Authentication

Due to the reversibility of the PVO method, the image and the QR code can
be lossless extracted from the watermarked image. In the verification stage, we
analyze the comparison results of the image feature read from the extracted QR
code and re-computed image feature of the extracted original image using the
hamming distance, judging whether the image is attacked, or which part of the
image is attacked. More precisely, if the Hamming distance is less than 5 and
the QR code can be recognized, we then deduce that the image has not been
attacked. On the contrary, if the hamming distance is larger than 5 or the QR
code cannot be recognized, then this part of the image has been attacked.

4 Experiments and Analysis

In this section, we use grayscale image of 1024*1024 size from the USC-SIPI
image database [30]. The performance of the proposed method is demonstrated,
and its advantages are presented through experiments. The experiments were
performed using MATLAB. A Java library was also used to encode and decode
the QR codes which are size of 64*64 bits.

4.1 The Experimental Method

Firstly, the image is divided into several sub-blocks and the watermarking infor-
mation should be generated from each image sub-block. The watermarking infor-
mation is then encoded as QR code, which is the watermark image of the corre-
sponding sub-block. Afterwards, a reversible data hiding method referred to as
pixel-value-ordering (PVO) is used to embed the watermark image into matching
chunk. As for the extraction step, the same separation pattern is used. The water-
mark image could be then extracted from the corresponding chunk. Finally, the
watermarking information should be decoded from the watermark image. Note
that the original image is lossless during the whole processing.

The experimental results are presented in Figs. 4, 5 and 6 when image is cut
into 4, 6 or 9 sub-blocks. More precisely, Fig. 4(a) presents the original image
and Fig. 4(b) represents several QR codes that are watermark images holding
watermarking information generated from corresponding sub-blocks. The water-
marking information can be identified using a QR decoder. Figure 4(c) shows
the image that was embedded watermark images. Figure 4(d) includes four QR
codes extracted form matching chunks. Figure 4(e) shows the recovered lossless
image. When d is equal to 4, 6 or 9, PSNR between original image and image
with watermark is 60.5368, 58.0432 or 56.2064.
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Fig. 4. Segmentation and processing results with d = 4.

Fig. 5. Segmentation and processing results with d = 6.

Fig. 6. Segmentation and processing results with d = 9.

4.2 Attack Detecting

To prove the possibility of tampering area location, a segmentation parameter
is set. Even under the circumstances of cover attack or random line attack, the
proposed method can locate the error in a smaller area. Afterwards, to testify
the robustness under copy attack, the watermarking information of the original
image is embedded into a new image. Table 1 presents the Hamming distance
calculated between the recomputed image and extracted image features, as well
as the QR code recognition results. Moreover, QR code itself has the ability to
correct errors, after attacks, if QR code can still be identified, these attacks can
be treated as non-malicious attacks. If not, these can be malicious attacks.

It can be seen from Figs. 7, 8 and Table 1 that, when cover attack occurs,
the watermark image extracted from matching area might be damaged, or the
Hamming distance is greater than 5. Thus, the watermark cannot be successfully
identified. Owing to the separation, the tampering area can be located in few sub-
blocks. This demonstrates that the more chunks, the more accurate tampering
detecting would be. In Fig. 7 and 8, pixels of images are modified by attacks,
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when extracting watermarks form images by PVO, QR codes including quiet
zone may be distorted.

To verify the robustness of the proposed method under copy attack, the
watermark derived from Fig. 4(a) should be embedded into a different image.
The new image and relevant results are presented in Fig. 9 and Table 1. It can
be observed that the watermark can be extracted when the Hamming distance
is far greater than 5, and therefore the copy attack can be recognized.

Fig. 7. The results under a cover attack.

Fig. 8. The results under a random line attack.
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Fig. 9. The results under a copy attack.

Table 1. Hamming distance and recognition results under different attacks.

Attack Results (by sub-block) 1 2 3 4

Cover attack Hamming distance 21 0 0 0

Cover attack Recognition result × � � �
Random line attack Hamming distance 75 0 0 0

Random line attack Recognition result × � � �
Copy attack Hamming distance 62 50 54 20

Copy attack Recognition result � � � �

5 Conclusion

This paper proposed an improved image authentication method using QR code
watermarking manner. The proposed method combines the improved perceptual
hash algorithm and the reversible watermarking technique. Several experiments
were conducted, and the obtained results were promising. The proposed method
improves the image resistance and enhances the robustness of watermarking by
applying the features of QR code and making the image lossless using PVO
algorithm. It can defend against image attack using without changing the digi-
tal image. In future work, due to the simplicity of the proposed model, we expect
to integrate deep learning method into image feature extracting and image seg-
mentation to improve its performance.
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Abstract. Knowledge graph plays an important role in semantic search, data
analysis and intelligent decision making, and has made remarkable achievements
in many fields. However, it is rarely used in the field of network security, which
hinders the systematic and structured development of network space security. In
order to build a cyberspace security knowledge system to fill the gaps in this field,
and to visualize cyberspace security knowledge, this paper proposes a construction
method of network space security knowledge map, and uses bottom-up method to
construct network security knowledge system. Firstly, Protégé is used to construct
ontology of cyberspace security knowledge. Secondly, semantic relations between
entities are extracted from cyberspace security data. Finally, the network security
knowledge system is stored and displayed by Neo4j graphics database. The exper-
imental results show that the method is effective and has important significance
for the development of network space security.

Keywords: Ontology construction · Cyberspace security knowledge system ·
Knowledge graph

1 Introduction

With the rapid development of information technology, the Internet has gradually pene-
trated into all areas of society, while cyberspace security is also playing an increasingly
important role in various fields. However, most of the massive information in cyberspace
exists in the form of fragmentation, which makes network security protection face many
problems. In order to solve this problem, knowledge graph based on cyberspace security
came into being. It can integrate fragmented knowledge through information extraction
[1, 2] in the form of formal knowledge organization.

Ontology can provide a unified way to describe the concept of pattern layer, and can
completely and accurately represent the complex knowledge in the domain. Gruber [3]
defines ontology as a conceptualized specification, which can be divided into general
ontology and domain ontology. The latter is more difficult to construct than the former.
Syed et al. [4] proposed a network security ontology, which aims to integrate network
security information and combine different heterogeneous data and knowledge with
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network security standards. Zhang et al. [5] proposed an ontology model for network
security analysis, which reflects the security status of network nodes through three key
sub-domains. After the definition of ontology is proposed, many ontologies established
for network security problems appear. But there are few ontology constructions for
analysis in the field of network space security in China, and there is a lack of certain
relevance at the ontology level.

In order to further optimize the search engine, knowledge graph was proposed by
Google on May 17, 2012. At present, knowledge mapping has been widely used in
recommendation systems, information retrieval [6, 7] and other fields. The mature and
commonly used large-scale knowledge mappings include Freebase [8] and Dbpedia [9].
In order to describe the important concepts in the field of network security and the con-
cepts between them, researchers have adopted different constructionmethods to promote
the development of knowledge mapping in this field. Manikandan et al. [10] uses convo-
lutional neural networks to classify malware sentences and conditional random fields to
predict labels. Sikos et al. [11] uses RDF to formalize the properties and relationships of
network concepts, proposes a framework for network-aware knowledge, and automates
inference for network applications. Li et al. [12] proposed an efficient knowledge graph
recommendation system model. Yoo et al. [13] proposed EP-Bot (an Empathetic chat-
bot based on PolarisX), which can better understand a person’s utterance by leveraging
PolarisX, an auto-growing knowledge graph, which extracts new relational information
and automatically expands the knowledge graph. Pingle et al. [14] proposed a feed-
forward neural network model, which uses network security-specific NER to vectorize
network security entities and predict the relationship between network security entities.
Ahh et al. [15] proposed Time-Aware PolarisX, an automatically extended knowledge
graph containing temporal information. Yue et al. [16] proposed an end-to-end relation
extraction method using Bidirectional Gated Recurrent Unit (BiGRU) neural network
and dual attention mechanism for forestry knowledge graph construction. The above
research on cyberspace security knowledge map at home and abroad is of great signifi-
cance to the construction of cyberspace security knowledge map. But there is still room
for improvement when extracting important concepts.

At present, there is no recognized and referential cyberspace security ontology and
cyberspace security knowledge architecture based on knowledge map. In order to fully
represent the category and semantic relationship of cyberspace security entities, this
paper uses the structured and unstructured text data sets related to cyberspace security,
and uses the combination of Development101 method [17] and statistical method to
construct ontology, and then constructs the knowledge map by mining the concepts,
entities and relationships of structured and unstructured text content.

This article is organized as follows. The second section introduces the principle and
extraction results of TF-IDF, TextRank and LDA topic methods in ontology construc-
tion process. Section 3 introduces the important elements and construction process of
cyberspace security map; Sect. 4 carries out knowledge storage and retrieval on the
constructed knowledge map; finally, the fifth section summarizes the full text.
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2 Ontology Construction

2.1 Generalizing the Concept of Cyberspace Security Domain

The core concept corresponds to the class in the ontology, and each core concept hasmany
corresponding entities in the field of cyberspace security. TF-IDF algorithm, TextRank
algorithm and LDA topic algorithm can extract the key words in the text. This paper uses
these three algorithms to extract and filter the important word information in the field of
cyberspace security, and finally determines the core concept of cyberspace security.

Term Frequency - Inverted Document Frequency (TF-IDF) is a weighted technology
used in information retrieval and text mining, which is usually used to evaluate the
importance of words to the corpus. The importance of a word increases proportionally
with its frequency in the document and decreases inversely with its frequency in the
corpus. Term Frequency (TF) represents the frequency of key entry in document Di:

TFw,Di = count(w)

Di
(1)

where count(w) is the number of keywords w, and Di is the number of all words in the
document.

Inverse Document Frequency (IDF) represents the importance of a given entry. The
main idea is that when a given entry appears at a high frequency in one text and at the
same time appears at a low frequency in other texts, the higher the position of the word
in the text is, the word should be given a high weight. IDF defines the following:

IDFw = log
N

∑N
i=1 I(w,Di)

(2)

where N is the total number of all documents, indicating whether document Di contains
keywords. If it contains, it is 1, and if it does not contain, it is 0. If the word w does
not appear in all documents, the denominator in the IDF formula is 0; therefore, it is
necessary to smooth IDF:

IDFw = log
N

1 + ∑N
i=1 I(w,Di)

(3)

TF-IDF value of keyword w in document Di:

TF − IDFw,Di = TFw,Di ∗ IDFw (4)

TF-IDF algorithm is used to extract keywords, and the first 16 words with the largest
weight are selected as the following examples:

Opinion Security Network   Cyberspace   Data   Information   Users     Technology    

Web   Analysis Encryption Conduct  Storage System     Attacker       Password
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Fig. 1. TF-IDF algorithm to select the first 200 words word cloud results.

The word cloud can visually display keywords with high frequency in the text, and
can filter a large number of low-frequency information. In this paper, the text after
segmentation, using TF-IDF algorithm, using the word cloud to take the first 200 words
for visual display, as shown in Fig. 1.

TextRank algorithm is an improved graph model for keyword extraction based on
PageRank algorithm of Google search. TextRank was proposed by Mihalcea et al. [18]
to construct a network through the adjacent relationship between words, and then the
rank value of each node was iteratively calculated by TextRank. The keywords can be
obtained by sorting the rank value.

Algorithm steps:

Step 1: Dividing text T to be processed by reference to sentence integrity, T =
[H1,H2,H3, ..,Hm].
Step 2: For each sentenceHi in text T , the word segmentation and part of speech tagging
are performed respectively. Then perform the stop word operation, and only save the
words of a specific part of speech, namely Hi = [ti,1, ti,2, ti,3, ..., ti,n], is the keyword
after the above operation is completed.
Step 3: The candidate keyword graph G = (V ,E) is constructed. V is the set of nodes
generated by the previous step.E is the set of edges generated by the set of nodesV using
the co-occurrence relationship, and this edge only exists when the size of the window is
k. In other words, the maximum number of words that can be co-occurrence is k.
Step 4: According to the following formula, weights are calculated iteratively until
convergence.

WS(Vi) = (1 − d) + d ∗
∑

j∈In(Vi)

Wji
∑

V∈out(Vj)Wjk
WS(Vj) (5)
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Among them, WS(Vi) represents the rank value of node Vi, In(Vi) represents the pre-
cursor node set of node Vi; out(Vj) represents the set of subsequent nodes of node Vj;
d (damping factor) damping coefficient is expressed as the probability of node transfer,
and the value range is between 0 and 1, generally 0.85.
Step 5: The nodes after weight calculation are sorted from large to small, and then N
words of importance in text H are obtained.

Using TextRank algorithm to extract keywords, under the condition of filtering part
of speech as nouns, the extraction results of the first 16 words with the largest weight
are as follows:

Security  Network Data Public Opinion Information Technology Cyberspace

User System Society State Website Internet Password Aspect 

The text uses TextRank algorithm to get keywords with weight from large to small,
and uses the word cloud to take the first 200 words for visual display, as shown in Fig. 2.

Fig. 2. TextRank algorithm selects the top 200 words cloud results

Blei proposed the Latent Dirichlet Allocation (LDA) topic model in 2003, which is
an unsupervised learningmethod to extract topic words from a document. It can generate
multiple topics in the document and calculate the weight of each word in each topic [19].

P(term|doc) =
∑

topic
P(term|topic) ∗ P(topic|doc) (6)

After the LDA topic model is applied to the network space security unstructured
text, the top three topics are selected, and the top 6 keywords with the highest weight
are selected for each topic. The results are shown in Table 1.
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Table 1. Table captions should be placed above the tables.

The first theme The second theme The third theme

Keywords weight Keywords weight Keywords weight

Security 0.014 Cyberspace 0.021 Network 0.021

Cyberspace 0.010 Information 0.020 User 0.014

Server 0.008 Technology 0.015 Through 0.007

Mail 0.007 proceed 0.007 System 0.007

Service 0.007 Application 0.007 Data 0.007

Game 0.006 Internet 0.007 Standard 0.007

2.2 Establishing Class Hierarchy Structure

There are usually two ways to define classes and their levels:

(1) Top-down definitions: definitions of common concepts in the field and further
refinement of definitions

(2) Bottom-down definitions: Start with leaf definitions for the most specific category,
hierarchy, and then group these definitions.

In this paper, the bottom-up definition is used to divide cyberspace security knowl-
edge into three categories: cyberspace security concepts, threats and protectivemeasures.
The top-level class is shown in Fig. 3.

Fig. 3. Top-level class diagram of cyberspace security.

2.3 Definition Relations and Constraints

After defining the hierarchy of classes, it is necessary to establish the relationship
between network space security knowledge. Based on the analysis of the content of
cyberspace security, this paper establishes the inclusion, precursor, successor, brother
and synonymous relationship. Entity relationships are shown in Table 2.
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Table 2. Entity relationships.

Entity-relationship Relationship description

Inclusion relation A knowledge point contains the content of one or more other
knowledge points

Precursor relationship In two knowledge point entities, one knowledge point entity
depends on the other, and there is a backward and forward order
between the two knowledge points

The subsequent relationship A knowledge point must be dependent on other knowledge
entities, and the two must be sequential

The sibling relationship Knowledge point entities are at the same level as each other and
have the same parent node between knowledge points

The synonymy relationship A knowledge point is named differently from another
knowledge point, but expresses the same content

3 Construction of Network Space Security Knowledge Map

3.1 Element Definition

In the process of constructing cyberspace security knowledge graph, it is necessary to
determine the elements required for construction. Among them, the most important is
that the entity nodes, relationships and attributes are described as follows:

(1) Nodes: Nodes in the knowledge graph represent concepts and entities, where con-
cepts are abstract things and entities are concrete abstract things. To simplify the
description of a knowledge graph, entities and concepts can be collectively referred
to as entities. And each entity has a unique entity name. According to the con-
structed ontology, it is divided into three categories: cyberspace security concept,
threat and protective measures, and the corresponding entities of each category are
determined.

(2) Entity relation: a relation is a particular relation that exists between two ormore enti-
ties. This paper describes the internal relations among three types of entities, includ-
ing physical security, network security and other specific relationships. The entity
relations defined in this paper include inclusion, predecessor, successor, brother
and synonymous relations. Inclusion relations generally exist between classes and
knowledge entities. For example, network security protectionmeasures include data
encryption, identity recognition, identity authentication and other methods.

(3) entity attributes: entity attributes can also be understood as attribute relations, it
belongs to a directed relationship. In this paper, the entity attributes of the cyberspace
security direct-view ontology are defined as: importance (used to represent the
importance of knowledge points in the entire knowledge system, which can be
divided into: cognition, understanding, and mastery), difficulty (refers to the dif-
ficulty of knowledge points, which can be divided into: simple, medium, and dif-
ficult), chapter (represents the chapter to which the knowledge point belongs in
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the cyberspace security textbook), node color (each node color represents different
knowledge categories). Entity properties are shown in Table 3.

Table 3. Entity relationships.

Attribute Type Data format Explanation

Importance Data String The importance of knowledge point entities

Complexity Data String Knowledge point entity understanding degree

Subordinate section Data String Knowledge point entity location

The node color System String Node color

3.2 Knowledge Graph Construction Process

Knowledge graph construction includes entity extraction and establishment of relation-
ships between entities, and needs to effectively organize and store the relationships
between entities.

High-quality data is an important underlying support when constructing knowledge
graphs. Usually, knowledge sources can be structured data, semi-structured data and
unstructured data. The process of constructing cyberspace security knowledge graph is:
(1) According to relevant information on the Internet and unstructured text of cyberspace
security, the field and scope of cyberspace security are determined. (2) Using statisti-
cal methods to analyze unstructured text, the concept class of cyberspace security is
determined after screening. (3) According to the characteristics of physical security and
data security in cyberspace security, the attributes of entities, entities and the relation-
ship between entities are extracted, and a reasonable and accurate semantic network is
obtained through knowledge fusion. (4) The extracted experimental results are repre-
sented by Neo4j graph database, and finally the knowledge map of cyberspace security
can be obtained. The build process is shown in Fig. 4 below.

Fig. 4. Construction process of network space security knowledge map
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4 Knowledge Storage and Retrieval

4.1 Knowledge Storing

Graph database is a non-relational database, the main purpose is to solve the limita-
tions of the current relational database. It can clearly list the dependencies between
data nodes. The storage based on graph structure uses nodes to represent entities, and
edges to represent the relationship between entities, so that the data information provided
can accurately express the relationship. Knowledge storage includes ontology layer and
data layer. Data first enters ontology layer and then is stored in data layer. The con-
cept of cyberspace security entity is determined in ontology layer, and the relationship
between concepts is realized through constraint conditions. The storage method based
on graph structure uses directed graph tomodel the data of knowledge graph, so the undi-
rected relationship needs to be converted into two symmetrical directed relationships.
For example, there is a “brother” relationship between “natural disaster impact” and
“software and hardware impact”. Because this relationship is a directed relationship,
it is necessary to mark two symmetrical edges in the graph to represent the “broth-
er” relationship between the two. This paper uses Neo4j graph database, which has
high performance database with complete transaction characteristics, and has all the
characteristics of mature database. Neo4j supports Cypher query language, Cypher is
a descriptive graphic query language Table 4 shows the detailed information obtained
after all the data are stored in Neo4j data.

Table 4. Statistics of knowledge base categories.

Category Amount

Categories of entities 3

Categories of relationships 5

Categories of attributes 3

Node of concept 82

Node of threat 88

Node of action 192

All the nodes 362

All relationships 386

4.2 Knowledge Retrieval

In January 2008, SPARQL became the official standard for W3C. Like SQL, SPARQL
is a descriptive structured query language. Users only need to refer to the syntax rules
defined by SPARQL to describe their query information. For a SELECT statement, the
SELECT clause specifies the content returned by the query; the FROM clause specifies
the dataset to be used; MATCH is equivalent to SELECT in SQL, which is used to
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describe the data pattern of the production match; the WHERE clause is composed of
a set of ternary patterns to specify the patterns that the returned data fragment needs
to meet. This paper uses Neo4j Browser to retrieve and display data information in the
network security part.

Creating Entity Nodes and Relationships in Network Security. The creation of
network security entity nodes and relationships are shown in Table 5.

Table 5. Entity and relation creation statement.

Cypher statement
LOAD CSV WITH HEADERS FROM 'file:///course3.csv' AS line
create(:course3{cour_name:line.course,id:line.id,important:line.Degree of Importance ,
level: line. Complexity, belong: line. Subordinate Section})
LOAD CSV WITH HEADERS FROM "file:/// Contain.csv" AS line
match (from:course1{id:line.course_id1}),(to:course2 {id:line.course_id2})
merge (from)-[r:Contain]->(to)
LOAD CSV WITH HEADERS FROM "file:/// Sibling.csv" AS line
match (from:course4{id:line.course_id1}),(to:course4 {id:line.course_id2})
merge (from)-[r:Sibling]->(to)

Retrieval of Network Security Related Entities and Relationships

Search All Entities of Concept, Threat and Protection. Search network security entity
node as shown in Table 6 below.

Table 6. Entity and relation creation statement.

Cypher statement
match (na:course1)-[re]->(nb:course2)
where na.cour_name ="Network Security"
WITH na,re,nb
match (nb:course2)-[re2]->(nc:course3)
return na,re,nb,re2,nc

We can clearly see the composition of network security from Fig. 5. Different colors
represent different categories. Yellow represents network security, green represents the
three subcategories of network security, and red represents entities under these three
subcategories.
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Fig. 5. Network security entity query results.

Retrieve All Entities and Relationships of Concepts, Threats and Protection Categories.
The relationships among all entity nodes and entities of network security are shown in
Table 7.

Table 7. Entity and relation creation statement.

Cypher statement
match (na:course2)-[re]->(nb:course3)
where na.cour_name ="Network Security Concept"or na.cour_name ="Cyber Security 
Threat"or na.cour_name ="Network Security Measure"
WITH na,re,nb
match (nb:course3)-[re2]->(nc:course4)
return na,re,nb,re2,nc

Figure 6 shows all entities and relationships contained in network security. The
relationship between entities in each entity category can be seen in more detail.
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Fig. 6. Some entities and relation query results of network security.

5 Conclusion

This paper proposes a construction process of integrating multiple heterogeneous net-
work space security unstructured data, and expounds the difficulties and challenges faced
in the construction process. The purpose is to construct a semantically consistent and
structurally reasonable network space security ontology and knowledge map.

This paper discusses the data sources and research contents of the construction
of cyberspace security knowledge map, and puts forward the method of constructing
cyberspace security knowledge map. Firstly, entities are extracted from unstructured
texts, and then these entities are associated. The relationship information of text mining
is stored in Neo4j graph database, and the attributes are set to achieve a variety of query
and retrieval functions.Network space security knowledgemap based on knowledgemap
can realize the association of network space security knowledge, which is beneficial to
the integration of unstructured text information resources and improve query efficiency.

This article provides a reference for the research on the construction of cyberspace
knowledge graphs, but there are still areas that can be studied. The amount of data
used in cyberspace security corpus is relatively small, and the comprehensiveness of
the cyberspace security knowledge graphs needs to be improved. The next step will
be to crawl more cyberspace security texts from the web, increase the data volume of
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cybersecurity entities, and improve the comprehensiveness of the cyberspace security
knowledge graph containing knowledge points.
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Abstract. Executable file steganography makes use of the redundancy of exe-
cutable programs to hide secret information and realize the secure transmission of
secret information, which is one of the research hotspots in the field of information
security. Single carrier steganography has some problems, such as low security
and insufficient steganography capacity. In order to further improve the conceal-
ment and solve the problem of too centralized hiding capacity, a technology of
information decentralized hiding is introduced by using the working principle of
threshold secret sharing. The encrypted secret information is divided into sev-
eral blocks according to the agreed algorithm, and then is hidden into multiple
executable files under thewindows system folder.When users need secret informa-
tion, the system will automatically extract and assemble this scattered and hidden
information to form a complete secret information. In this way, even if a mali-
cious attacker can get one or more executable files containing secret information,
it cannot effectively extract the hidden information.

Keywords: Steganography · Executable program · Multi-carrier · Threshold
secret sharing algorithm

1 Introduction

With the continuous expansion of computer application fields, people have higher and
higher requirements for information security. Encryption technologyonly hides the infor-
mation content itself without the existence of hidden information. The encrypted infor-
mation data becomes a pile of random code,which is easy to expose the importance of the
information itself. Encryption technology can not solve this problem well. Steganogra-
phy is a kind of technique that tries to hide the existence of messages. PE file is a
standard format for executable file and is applied extensively. A PE file is composed of
DOS header, DOS stub, PE header, section table and section, which plays a very impor-
tant role in theWindows operating system. PE files are widely used inWin32 executable
programs, including EXE, DLL, OCX, SYS, SCR and so on. PE files are widely used in
theWindows operating system. PE file has the characteristics of diversity, uncertainty of
file size, and complexity of file structure and singleness of file format and so on, which
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makes it easy to be a carrier of information hiding, especially for that of large hiding
capacity.

Steganography is based on cryptography, which hides the information in the original
carrier after encryption without affecting its use. It not only hides the content of the
information itself, but also hides the existence of the information. There are many public
carriers such as images, text, audio, video and programs. Hiding information in these
carriers can well realize the purpose of camouflage and hiding information. It is difficult
for unauthorized users to judge whether there is hidden information from the public car-
rier, and it is more difficult to extract hidden information, so as to realize the safe storage
and communication of secret information. It provides a new security technology for dig-
ital information [1–5]. At present, information hiding mainly takes multimedia digital
resources such as image, video, audio and text as the carrier and research object, and
has achieved many research results, which has attracted the attention of many research
institutions and researchers. Different from executable files, images, video and audio
itself have more redundant information. At the same time, due to the limited resolution
of human visual and auditory organs, minor changes to images, video and audio will
not cause human visual and auditory abnormalities, which is difficult to find. There-
fore, steganography in these areas of images, video and audio has high concealment.
Text information hiding mainly carries out steganography by modifying text syntax, text
content and text format, andmodifies the format and content of the text to a certain extent.
There will be no abnormal text and will not affect the reading of the text. It has high
concealment in vision. Software is an important part of computer system and a necessary
condition for computer operation. People cannot live without software every day. Due to
the complexity of software structure, the executability of program code, the uncertainty
of file size and the diversity of executable files, software is very suitable as the carrier of
information hiding. However, because the executable program has unique attributes such
as behavior certainty, behavior self-evident and execution environment dependence, and
the executable program is an organism composed of instruction code and related data,
the modification of a byte of the executable program may lead to software exceptions,
and even seriously affect the execution and function of the software. Hiding informa-
tion in an executable program must ensure that it does not affect the enforceability and
functionality of the software. After modifying the executable program carrier and hiding
information, it will change some characteristics of the executable program itself, and
may generate feature codes that are easy to be detected by the anti-virus software, which
will be incorrectly identified as malware by the anti-virus software, which will cause the
alarm of real-time protection software of the anti-virus engine and other systems, and
the concealment will be affected. Due to these characteristics of executable programs,
executable program steganography is more complex than image, video, audio and text
steganography. It is necessary to analyze the data structure of executable programs, func-
tion recognition and assembly code analysis. The hidden information needs to be closely
combined with software functions, that is, fine modification and accurate positioning are
very important for executable program steganography (Fig. 1).

At present, executable program information hiding is mainly based on Java byte-
code, PE file and other carriers. Elkhalil et al. proposed a scheme to encode the secret
information by using the redundancy of the assembly instruction itself. The scheme uses
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Fig. 1. Information hiding algorithm framework.

the secret key to randomly jump to a position in the code segment of the executable
file to select the instruction, and then encodes and embeds the information according
to the equivalent instruction set contained in the instruction block [6]. Based on the
research of Hydran, Anckaert et al. Improved it from three aspects: instruction selec-
tion, instruction scheduling and code layout, and proposed Stilo steganography system
for executable files [7]. Daemin et al. proposed a method of expanding the PE file code
section for information hiding. The scheme hides the information in the code section
by modifying the length of the PE file code section. In order to increase the secrecy,
the information is stored in the operand of the selected instruction [8]. Li Qian et al.
proposed an information hiding scheme to expand the code section of PE file and realize
unlimited capacity. Firstly, the hidden information is preprocessed such as encryption,
integrity verification, code camouflage and mixed original code. Then, the code section
is expanded according to the preprocessed information length, and the position of each
section table, import table and the value of each corresponding flag of PE header are
corrected to ensure that the carrier PE file can be executed normally. The experimental
results show that the scheme cannot only achieve information hiding without capacity
limit, but also has certain concealment and robustness [9].

2 Analysis of PE File Structure

From the perspective of programmers, PE files are composed of many data structures,
and each data structure is a series of orderly and meaningful data sets. The following
introduces several data structures closely related to information hiding.

2.1 PE Header

PE header is IMAGE_NT_HEADERS structure. When loading PE files, the win-
dows operating system will first read the PE header information and identify it.
IMAGE_FILE_HEADER is located behind the PE header ID, with a size of 20 bytes.
It stores the global attributes of the PE file, including the PE file running platform, PE
file type, the number of sections in the PE file, PE file attributes, etc. Its definition is as
follows:
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typedef struct _IMAGE_FILE_HEADER 
{

WORD   Machine;              
WORD   NumberOfSections;     

DWORD  TimeDateStamp;          
DWORD  PointerToSymbolTable;  
DWORD  NumberOfSymbols;      
WORD   SizeOfOptionalHeader;   
WORD   Characteristics;         
} IMAGE_FILE_HEADER;

The extended PE header is also called optional PE header. This structure stores more
information than the standard PE header. The entry address when the file is executed,
the default base address loaded by the PE file, the alignment unit of the section in disk
and memory and other information are defined in this structure.

typedef struct _IMAGE_OPTIONAL_HEADER { 
WORD   Magic; 
BYTE   MajorLinkerVersion; 
BYTE   MinorLinkerVersion; 
DWORD  SizeOfCode; 
DWORD  SizeOfInitializedData;   
DWORD  SizeOfUninitializedData; 
DWORD  AddressOfEntryPoint;     
DWORD  BaseOfCode;   
DWORD  BaseOfData;   
DWORD  ImageBase;    
DWORD  SectionAlignment;  
DWORD  FileAlignment;     
WORD   MajorOperatingSystemVersion; 
WORD   MinorOperatingSystemVersion; 
WORD   MajorImageVersion;    
WORD   MinorImageVersion;    
WORD   MajorSubsystemVersion; 
WORD   MinorSubsystemVersion; 
DWORD Win32VersionValue;     
DWORD  SizeOfImage;        
DWORD  SizeOfHeaders;      
DWORD  CheckSum;            
WORD   Subsystem;           
WORD   DllCharacteristics;   
DWORD  SizeOfStackReserve; 
DWORD  SizeOfStackCommit;  
DWORD  SizeOfHeapReserve;  
DWORD  SizeOfHeapCommit;   
DWORD  LoaderFlags;           
DWORD  NumberOfRvaAndSizes;
IMAGE_DATA_DIRECTORY DataDirectory[16]; 

} IMAGE_OPTIONAL_HEADER32;

2.2 Section Table

The section table immediately follows the IMAGE_NT_HEADERS, it is composed of
multiple section table items. Each section table item describes the relevant information
of a specific section in the PE file, such as section size, section attributes, location in file
and memory, etc. The data structure definition of section table item is as follows:
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typedef struct _IMAGE_SECTION_HEADER 
{

BYTE    Name[8];                  
union {    DWORD  PhysicalAddress; 

DWORD  VirtualSize;     
} Misc; 

DWORD  VirtualAddress;            
DWORD  SizeOfRawData;          
DWORD  PointerToRawData;      
DWORD  PointerToRelocations;     
DWORD  PointerToLinenumbers;    
WORD   NumberOfRelocations;      
WORD   NumberOfLinenumbers;     
DWORD  Characteristics;           

} IMAGE_SECTION_HEADER;

2.3 Relative Virtual Address and File Address

Because the alignment granularity is different, the image of the section in memory is
different from that in the file. When reading and writing PE files by programming, it is
often necessary to convert between RVA and file address.

Since the file header is the same in disk file and memory, the combination of all
sections is all contents except the file header in PE file. In this way, all RVA fields in the
file header data structure can locate the RVA to a specific section by comparison. Get
the starting RAV0 of this section, and then you can find OFFSET (the offset address of
the specified RVA from the section head). Because 0 is supplemented at the end of the
section during alignment, this offset is the same in disk file and memory. That is, the
offset between the starting address of the data in each section and the first address of the
section is the same, which is the same in the file and memory. If DRVA represents the
relative virtual address of the data, DFOA represents the file address of the data, SRVA
represents the relative virtual address of the section, SFOA represents the file address of
the section, and DH represents the relative offset of the data, then:

DH = DRVA − SRVA (1)

DH = DFOA − SFOA (2)

According to the above two formulas, the calculation formula of the address of the
data in the file can be obtained as follows:

DFOA = (DRVA − SRVA) + SFOA (3)

After obtaining the OFFSET address offset of an RVA from the section head in a
section, the offset address of the RVA in the file can be calculated from the offset of the
section in the file. The main steps are as follows:

Step 1: Judge which section the specified RVA is in.
Step 2: Calculate the starting RVA0 of this section.
Step 3: Calculate the offset OFFSET = RVA-RVA0.
Step 4: Find the offset address of the RVA relative to the disk file.



368 Z. Tian and Z. Gao

3 PE File Loading Process

The process of windows loader reading a PE file is as follows:

Step 1: First, read the DOS header, PE header and section table of the PE file. The loader
reads the PE header offset in the DOS header and jumps to the PE header.
Step 2: The loader checks the validity of the PE head. If it is valid, jump to the end of
the PE header, that is, the section table, otherwise “Illegal PE file” will be displayed.
Step 3: The loader reads the information of the section table, and according to whether
the loading address defined by ImageBase in the PE header is available, if other modules
have occupied it, the operating system allocates a new space, maps the section to the
newly allocated memory space, and specifies the section attribute.
Step 4: Analyze the import table of the PE file, load the required DLL into the process
space, and modify the address in the IAT table to the real memory address of the import
function.
Step 5: The loader processes information such as the relocation table of the PE file and
the TLS callback function.
Step 6: Generate the initialized heap and stack according to the data in the PE header.
Step 7: The loader jumps to the OEP (original entry point) of the PE file and starts
execution.

4 Multi-carrier Steganography Algorithm Base on PE File

4.1 Multi-carrier Steganography Algorithm

Ker A. D. proposed the concept of multi-carrier image steganography for the first time
in 2006. The research object has changed from single carrier to multi-carrier set. There
is a certain correlation between carriers (Fig. 2).
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Key 
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.....
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Fig. 2. Multi-carrier steganography model.

The embedding process of secret information is independent of each other in multi-
carrier steganography. When extracting secret information, the extraction algorithm
extracts the secret information from the steganography carrier and combines the extracted
secret information. There are a large number of PE files in personal computers using
Windows operating system. These PE files can be used for multi-carrier information
hiding.
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4.2 Threshold Secret Sharing Algorithm

Secret sharing is an effective mechanism to prevent the loss, destruction, tampering or
illegal acquisition of secret information. It is an important means of information security
and covert communication. In 1979, Shamir [10] and Blakley [11] independently pro-
posed (k, n) threshold secret sharing algorithm. (k, n) threshold secret sharing algorithm
is to divide a secret information into several sub secrets and distribute it to n participants.
k or more participants can cooperate to reconstruct and recover the shared secret through
Lagrange interpolation method. Any less than k participants cannot recover the shared
secret, where k is called the threshold of the scheme.

Shamir’s threshold secret sharing algorithm is based on Lagrange interpolation.
Firstly, a polynomial of degree k−1 is constructed, and the secret information to be
shared is taken as the constant term of the polynomial. Then, the secret information is
divided into n sub secrets and distributed to n participants. Each sub secret is regarded as a
coordinate point satisfying the polynomial, K ormore participants cooperate and recover
the shared secret through Lagrange interpolation algorithm, but less than k participants
cannot obtain useful information. Blakley [11] proposed another threshold secret sharing
algorithm using points in multidimensional space. In this algorithm, the shared secret
is regarded as a point in k-dimensional space, and each sub secret is regarded as a
k−1-dimensional hyper-plane equation containing this point. The shared secret can be
determined by the intersection of any k k−1-dimensional hyper-planes. Similarly, Less
than k, no useful information can be obtained.

The (k, n) threshold secret sharing scheme is simple and practical. The specific
implementation is as follows:

(1) System Parameter

Suppose the number of participants is n, n is the threshold, and p is a large prime
number, and it is required that p > n and greater than the maximum value of secret s.

The secret distributor is D, P = {P1, P2, P3, …,Pn}is a set of n participants; Both
sub secret space and secret space are finite fields GF(p).

(2) Distribute Secrets

The secret distributor D allocates the sub secret to n participants Pi(0 ≤ i ≤ n) as
follows:

Step 1: Randomly select a polynomial of degree k−1 on GF(p): f (x) = a0 + a1x + …
+ ak−1xk−1 ∈ Zp[x], make f (0) = a0 = s a secret to be shared among n participants and
D is a secret to f (x).
Step 2: D select y non-zero elements different from each other x1, x2, …, xn in Zp,
calculate yi = f (xi)(1 ≤ i ≤ n).
Step 3: (xi, yi) is assigned to participant Pi(1 ≤ i ≤ n), the value xi is public, and yi is
the sub secret of Pi.
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(3) Restore Secrets

Given any k point, you might as well set it as the previous k points are (x1, y1), (x2,
y2), … ,(xk , yk), Known from Lagrange interpolation formula:

f (x) =
k∑

i=1

yi

k∏

j=1,j �=1

(x − xj)

(xi − xj)
(mod p) (4)

Namely : s = f (0) = a0

4.3 Multi-carrier Steganography Algorithm

In order to further improve the concealment and solve the problem of too centralized
hiding capacity, an information decentralized hiding technology is proposed by using
the working principle of threshold secret sharing algorithm, that is, the encrypted secret
information is divided into several blocks according to the agreed algorithm, and then
hidden into multiple PE files under the windows system folder. When users need secret
information, the systemwill automatically extract and assemble this scattered and hidden
information to form a complete secret information. In this way, even if a malicious
attacker can get one or more PE files containing secret information, it cannot effectively
extract the hidden information.

Randomly select n PE format files in the windows system folder, encrypt the infor-
mation to be hidden and divide it into n sub blocks, then hide the information in sequence,
and record the file name of the carrier PE file and the path information on the disk. The
detailed implementation steps are as follows:

Step 1: Arbitrarily select n PE files from the system.
Step 2: Encrypt the information to be hidden and then divide it into n sub blocks.
Step 3: Use the function migration method to hide the N sub block information into n
different PE files respectively.
Step 4: Record the file name of the carrier PE file and the path information on the disk.

4.4 Multi-carrier Extract Algorithm

According to the file name and path information of the carrier PE file, the above algo-
rithm is used to extract secret information from n PE files respectively. According to the
principle of threshold key, once the system is attacked, as long as the information embed-
ded in more than k PE files is not damaged, the polynomial f(x) can be reconstructed by
Lagrange interpolation formula to accurately extract all the hidden information. Even if
the attacker obtains part of the sub secrets, as long as it is less than k, the original secrets
cannot be obtained.
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4.5 Multi-carrier Steganography Algorithm Automatic Destruction Technology

In order to improve security, when users correctly extract information, they can choose to
automatically destroy the information hidden in multiple PE files and restore the PE files
automatically. The specific implementation can restore the last section of the migrated
function to the original function code location according to the hiding algorithm. The
specific algorithm is as follows:

Step 1: Read the path and file name information where the recorded n carrier PE files
are located.
Step 2: Reverse scan from the end of the last section. After finding a migrated function,
copy the function code to the original function location.
Step 3: Repeat step 2 until all n PE files are processed.

5 Turn off Windows File Protection

The windows file protection function is used to protect specific types of files under
Windows system folders, such as SYS, EXE, DLL, OCX, FON and TTF [12–16].
When an application attempts to replace a protected file, the protected file will only
be temporarily replaced by a new file, but the protected file is backed up in the
C:\windows\system32\dllcache folder. Soon, windows will copy the correct version of
the file and replace it. In the process of decentralized hiding, because the information is
scattered and hidden into multiple protected PE files under the windows system folder,
in order to prevent the PE files with hidden information from being restored by the
windows file protection function, by studying the implementation mechanism of the
windows file protection function, turn off the windows file protection function before
hiding to realize the effective hiding of information. An unpublished API function of
windows SfcFileException() is used to turn off the windows file protection function.
The SfcFileException() function is declared as follows:

DWORDWINAPI SfcFileException(DWORDdwUnknown0, PWCHARpwszFile,
DWORD dwUnknown1)

Parameter description: dwUnknown0 is unknown, set to 0. pwszFile is filename.
dwUnknown1 is unknown, set to −1. Sfcfileexception can only prohibit windows file
protection for a single file. The pwszFile parameter is UNICODE character, return value
of 0 indicates success, return value of 1 indicates failure. InWindows XP, SfcFileExcep-
tion is located in SFC_OS.dll. There is no exported function name, but only the serial
number 5. To hide information in PEfiles, it is often necessary tomodify PEfiles. In order
to prevent PE files with hidden information from being restored by windows file pro-
tection function, turn off windows file protection function by calling SfcFileException()
function.

6 Conclusion

Based on the threshold secret sharing algorithm, this paper realizes the steganography of
multi-carrier executable program, expands the steganography capacity and improves the
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security of secret information. Software steganography uses the redundancy of carrier
program to hide secret information. It not only hides the content of secret information,
but also hides the existence of information, which effectively improves the security
of information. In order to further improve the concealment and solve the problem of
too centralized hiding capacity, a technology of information decentralized hiding and
automatic destruction is introduced by using the working principle of threshold secret
sharing. The encrypted secret information is divided into several blocks according to
the agreed algorithm, and then hidden into multiple PE files under the windows system
folder. When users need secret information, the system will automatically extract and
assemble these scattered and hidden information to form a complete secret information.
In this way, even if the malicious attacker can get one or more PE files containing secret
information, it cannot effectively extract the hidden information.
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Abstract. Audio has become increasingly important in modern social
communication and mobile Internet. In cloud computing, practical cloud-
based applications should achieve high computation efficiency and secure
data protection simultaneously. In this paper, we study the application
of an efficient encrypted audio fragile watermarking using homomorphic
encryption and the batching technique SIMD in cloud computing. We
firstly implement the algorithm of Haar wavelet transform in the encrypted
domain (BS-HWT) using the batching technique SIMD with the fully
homomorphic encryption scheme CKKS. By performing BS-HWT on
the encrypted audio, we transform the encrypted audio signal into the
encrypted frequency-domain coefficients. The encrypted fragile water-
mark is then embedded into the encrypted discrete wavelet transform
domain. Our experimental results show that the proposed watermarking
scheme is highly efficient and sensitive to common audio attacks. We also
present the proposed scheme has a good ability of tamper localization.

Keywords: Audio watermarking · Secure watermarking · Discrete
wavelet transform · Fully homomorphic encryption · Signal processing
in the encrypted domain · Cloud computing

1 Introduction

With the advent of the mobile Internet era, users can easily generate pictures,
audio, and videos through mobile phones, resulting in multimedia data bursting
every day. As a significant part of multimedia data, audio plays an increasingly
important role in people’s daily lives and modern social communication. Most of
the operating systems of smartphones and computers support voice interaction
modules, such as Siri on iPhones, Bixby on Samsung phones, and Cortana on
Windows. Meanwhile, voice messaging has become a mainstream communica-
tion method and an essential service in mobile social Apps, such as WhatsApp,
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Facebook Messenger, Line, WeChat, etc. Motivated by the advances of cloud
computing, people are willing to outsource their private multimedia data to
the cloud to perform complex computing tasks for cost-saving and flexibility.
Considering the privacy protection of personal audio, studying encrypted audio
processing is meaningful and necessary.

Signal processing in the encrypted domain (SPED) has received consider-
able attention in recent years [2,9]. A general solution of SPED is homomorphic
encryption (HE). HE allows us to operate the plaintexts via manipulating the
ciphertexts without performing decryption. We can roughly classify existing HEs
into partial homomorphic encryption (PHE) and fully homomorphic encryption
(FHE). For example, Paillier encryption [16] is a famous PHE, which provides
additive homomorphism. The first fully homomorphic encryption (FHE) was
proposed by Gentry [11] which allows arbitrary homomorphic evaluation of cir-
cuits. Various FHE schemes [4,5,14] have been proposed since Gentry’s con-
struction. For example, Cheon et al. [7] proposed an approximate FHE scheme
called CKKS, which supports the approximate arithmetic of encrypted real-
number/complex-number messages.

With SPED techniques, the cloud server can perform processing and analy-
sis directly on encrypted data without learning the private information. There
are already many secure realizations of signal transformations in SPED, such
as discrete Fourier transform (DFT) [3], discrete cosine transform (DCT) [1],
and discrete wavelet transform (DWT) [22]. There are also many works on
the development of privacy-preserving applications, such as privacy-preserving
content-aware search [10], encrypted image reversible data hiding [20], privacy-
preserving image feature extraction [19], secure verifiable diversity ranking
search [13], privacy-preserving matrix QR factorization [21], privacy-preserving
video anomaly detection and localization [12].

Considering that watermarking is a fundamental tool for achieving audio copy-
right protection and content authentication, it is necessary to seek efficient audio
watermarking schemes in the encrypted domain. In this paper, we adopt CKKS
as the cryptographic tool and design our privacy-preserving scheme. We focus on
efficient fragile privacy-preserving audio watermarking in an audio authentication
system in the cloud using CKKS and the batching technique single-instruction
multi-data (SIMD). First, we propose an efficient batched implementation of
secure Haar wavelet transform (BS-HWT) with the batching technique. By using
BS-HWT, we first transform the audio signal into the encrypted frequency-domain
coefficients. The fragile watermarks are then homomorphically embedded into all
sub-bands. We can extract watermarks in the plaintext domain for audio content
authentication and then detect whether the audio has been tampered with. We list
the main contributions of this paper as follows.

1. We have proposed an efficient and secure fragile audio watermarking scheme
in the encrypted domain based on the proposed batched discrete wavelet
transform relying on the SIMD technique.

2. We have conducted several experiments on the proposed scheme to compare
the running and performances under various attacks. The compassion results
show our scheme has high computation efficiency and a good ability of tamper
localization.
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1. Encrypted audio and
encrypted watermark

2. Fragile audio watermarking in the encrypted domain

3. Encrypted watermarked audio

Fig. 1. System model

The rest of the paper is organized as follows. In Sect. 2, we introduce our
security model, cryptographic tool, batching technique, and discrete wavelet
transform. Section 3 presents the proposed efficient fragile privacy-preserving
audio watermarking in the encrypted domain with batched secure (inverse) Haar
wavelet transform. We give our experimental results in Sect. 4. Section 5 con-
cludes the paper.

2 Problem Statement

2.1 System Model

We consider a cloud-based audio watermarking outsourcing system for content
authentication involving two parties: the data owner O and the cloud server S. In
our application scenario, we assume that the data owner O has a huge quantity
of sensitive data while is resource-constrained. O would like to outsource the task
of watermarking to the clouds for authentication. To protect privacy, O will first
encrypt audio data and watermark message and then distribute the ciphertexts
to S. After running the fragile audio watermarking algorithm in the encrypted
domain, S will return the encrypted watermarked audio to the data owner O,
who can eventually recover the real watermarked audio from their encrypted
versions. We sketch the system model in Fig. 1.

2.2 Threat Model

Throughout the paper, we adopt the semi-honest security setting. Specifically,
the cloud server S is considered as an honest-but-curious party, which is honest
to carry out the pre-defined protocols, but curious with the private data related
to the data owner. More detailed discussions on semi-honest setting in privacy-
preserving applications can be referred to [12,19].
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2.3 Cryptographic Tool: CKKS

In our scheme, we use the FHE scheme CKKS proposed by Cheon et al. [7], which
supports approximate arithmetic of encrypted real-number/complex-number
messages. Let us use �·� to denote the encryption operator. Then �ξ� means an
encryption value of a complex-number message ξ. For ciphertexts �ξ�, �η� and
complex number z, we can use CKKS to homomorphically compute the sum,
the difference, and the product of their plaintexts as

�ξ + η� = �ξ� ⊕ �η� (1)
�ξ − η� = �ξ� � �η� (2)

�ξη� = �ξ� ⊗ �η� (3)
�zξ� = �ξ� ⊗ z (4)

where ⊕, �, and ⊗ denote the homomorphic addition, subtraction, and multi-
plication, respectively. For convenience, we will use �ξ� + �η�, �ξ� − �η�, �ξ��η�
and z�η� to denote �ξ� ⊕ �η�, �ξ� � �η�, �ξ� ⊗ �η� and �ξ� ⊗ z, respectively.

2.4 Batching Technique: Single-Instruction Multiple-Data (SIMD)

For a power-of-two integer k ≤ N/2 where N is the dimension of the cyclo-
tomic polynomial ring, CKKS provides a technique to pack k complex numbers
in a single polynomial using a variant of the complex canonical embedding map.
The encoding/decoding techniques support the parallel computation over cipher-
texts, yielding a better-amortized timing. Assuming that v = (v0, v1, · · · , vn−1)
is an n-dimensional vector. We use �v� to denote a ciphertext of the polynomial
into which the vector v is packed. Given two vectors x = (x0, x1, · · · , xk−1),
y = (y0, y1, · · · , yk−1) and a complex number z, the SIMD-type homomorphic
operations of CKKS can be expressed as

�x� + �y� = �(x0 + y0, x1 + y1, · · · , xk−1 + yk−1)� (5)
�x� − �y� = �(x0 − y0, x1 − y1, · · · , xk−1 − yk−1)� (6)

�x��y� = �(x0 × y0, x1 × y1, · · · , xk−1 × yk−1)� (7)
z�x� = �(x0 × z, x1 × z, · · · , xk−1 × z)� (8)

It shows that a single operation on the ciphertexts applies the homo-
morphic operation to every vector element. Here we {�xk�}N

k=0 to denote
{�x0�, �x1�, · · · , �xN−1�}.

2.5 Discrete Wavelet Transform (DWT)

The discrete wavelet transform (DWT) is a tool used widely in the field of signal
processing. With the different wavelet bases and decomposition levels, DWT
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Algorithm 1. Batched secure Haar wavelet transform
1: Input: Encrypted signals {�xk�}Nk=0 and the decomposition level L.
2: Output: Encrypted HWT coefficients {�ck�}Nk=0.
3: Set d = N/2
4: for j = 0 to L − 1 do
5: for k = 0 to d − 1 do
6: �ck� = 1

2
(�x2k� + �x2k+1�)

7: �ck+d� = 1
2
(�x2k� − �x2k+1�)

8: end for
9: for k = 0 to N − 1 do

10: �xk� = �ck�
11: end for
12: d = d/2
13: end for
14: return {�ck�}Nk=0

can extract different kinds of information from the media. According to Mallat’s
algorithm [15], DWT can be defined recursively as

aj(k) =
1√
2

∑

l∈Z

hd(2k − l)aj−1(l) (9)

dj(k) =
1√
2

∑

l∈Z

gd(2k − l)aj−1(l) (10)

where hd(k) and gd(k) are the low-pass decomposition filter coefficients and
high-pass decomposition filter coefficients, respectively, and j = 1, 2, 3, · · · is the
decomposition level of the input signal. aj(k) and dj(k), termed the approxi-
mation coefficients and detail coefficients respectively, can be computed from
aj−1(k). a0(l) is defined as the input signal which is denoted by x(l). In our
paper, we will use the Haar wavelet transform (HWT) and the inverse Haar
wavelet transform (IHWT) for watermarking.

3 Efficient Fragile Privacy-Preserving Audio
Watermarking

3.1 Batched Secure Haar Wavelet Transform

We propose a batched implementation of secure Haar wavelet transform (BS-
HWT) in Algorithm 1 to perform multi-level HWT in the encrypted domain.
In BS-HWT, we perform L-level HWT-ED on encrypted signals {�xk�}N

k=0 to
obtain encrypted HWT coefficients {�ck�}N

k=0 using SIMD in a batching manner.
Assume the batch size is S, i.e., �xk� = �(xk,0, xk,1, · · · , xk,S−1)�, then {xk,i}N

k=0

is one signal block, {ck,i}N
k=0 are HWT coefficients of signal block {xk,i}N

k=0 and
{ck,i}S

i=0 are HWT coefficients in position k of S signal blocks.
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Algorithm 2. Batched secure inverse Haar wavelet transform
1: Input: Encrypted HWT coefficients {�ck�}Nk=0 and the decomposition level L.
2: Output: Encrypted signals {�xk�}Nk=0.
3: Set d = N/2L

4: for j = 0 to L − 1 do
5: for k = 0 to d − 1 do
6: �x2k� = �ck� + �ck+d�
7: �x2k+1� = �ck� − �ck+d�
8: end for
9: for k = 0 to N − 1 do

10: �ck� = �xk�
11: end for
12: d = 2d
13: end for
14: return {�xk�}Nk=0

3.2 Batched Secure Inverse Haar Wavelet Transform

We propose batched secure inverse Haar wavelet transform (BS-IHWT) in Algo-
rithm 2 to perform multi-level IHWT in the encrypted domain to transform
encrypted HWT coefficients to encrypted signals.

3.3 Efficient Fragile Privacy-Preserving Audio Watermarking

3.3.1 Encrypting Audio in a Batching Manner. We embed the fragile
watermark on each audio frame. We frame the audio signals x(k) into frames
xi(k) with N points per frame. The fragile watermarks corresponding to the
i-th frame are wi(k)(0 ≤ k < M) where M is the length of the watermarks.
Given batch size S, we encrypt S frames xi(k)(0 ≤ i < S, 0 ≤ k < N)
to N ciphertexts {�xk�}N

k=0 to compute one group of encrypted HWT coeffi-
cients where xk = (x0(k), x1(k), · · · , xS−1(k)). The corresponding fragile water-
marks of S frames are encrypted to {�wk�}M

k=0 the same as above where
wk = (w0(k), w1(k), · · · , wS−1(k)).

3.3.2 Watermark Embedding in the Encrypted Domain

Step 1 Encryption: O encrypts the audio frames and watermarks as in Sect. 3.3.1
and sends {�xk�}N

k=0, {�wk�}M
k=0 to S for watermarking.

Step 2 Pre-process: We pre-process the watermarks at the beginning. The data
to be embedded can be expressed as w′

i(j) = γwi(j), where γ is the embedding
factor. Generally, γ is a very small value less than 1, e.g., 0.001. This pre-
processing can be performed in the encrypted domain as �w′

k� = γ�wk� =
�γwk�, 0 ≤ k < M .

Step 3 Transformation to Encrypted Frequency Domain: We perform multi-
level BS-HWT (see Algorithm 1) on the encrypted audio frames {�xk�}N

k=0

and obtain encrypted HWT coefficients {�ck�}N
k=0.



Efficient Fragile Privacy-Preserving Audio Watermarking 379

Step 4 Encrypted HWT Coefficient Modification: With the watermarking key
Kw, we determine the positions for watermark embedding and embed the
fragile watermarks in all sub-bands of encrypted HWT coefficients as

�ck′� = �ck′� + �w′
k�

= �ck′ + γwk�

k = 0, 1, · · · ,M − 1
(11)

or
�ck′� = �ck′�(�1� + �w′

k�)
= �ck′(1 + γwk)�

k = 0, 1, · · · ,M − 1
(12)

where k′ is the position for k-th watermark embedding given by Kw, 1 =
(1, 1, · · · , 1) and �c′

k′� is the encrypted modified HWT coefficient.
Step 5 Reconstruction of the Watermarked Audio: We combine the modified

and the un-modified encrypted HWT coefficients together as {�c′
k�}N

k=0, and
perform the BS-IHWT (see Algorithm 2) to obtain the encrypted water-
marked audio frames {�xw

k �}N
k=0.

3.3.3 Watermark Extraction and Detection in the Plaintext Domain

Step 1 Decryption: After receiving the encrypted watermarked audio frames
{�xw

k �}N
k=0, O decrypt and obtain the watermarked audio frames xw

i (k) (0 ≤
i < S, 0 ≤ k < N).

Step 2 Watermark Extraction: We first perform HWT on the watermarked
audio to convert the signal into the transform domain. With the watermarking
key Kw, we can obtain the embedded watermark coefficients c′

i(k
′). Suppose

ci(k′) is the corresponding coefficient of the original audio, the watermark
extraction can then be given as

ŵi(k) = (c′
i(k

′) − ci(k′))/γ

k = 0, 1, · · · ,M − 1
(13)

or
ŵi(k) = (c′

i(k
′) − ci(k′))/(γci(k′))

k = 0, 1, · · · ,M − 1
(14)

where ŵi(k) denotes the extracted watermark.
Step 3 Watermark Detection: We compare the similarity of the extracted water-

mark sequence {ŵi(k)} and the original watermark sequence {wi(k)} to per-
form watermark detection and tamper localization. If the similarity is high
enough, we can say that the audio has not been tampered.

4 Experimental Results

In the experiment, all the test audios are 16-bit mono audios with a sample
rate 16000 Hz. Due to the limitation of the paper, we only show the result of
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Fig. 2. Running time between Chen et al.’s scheme and our scheme.

two kinds of audio, each of which consists of 50 frames with 400 sample points
per frame. The watermarks are the 12 MFCC coefficients [8] of each frame.
Several metrics are employed in the experiments, including the sample Pearson
correlation coefficient denoted as ρ, error rate (ER), and signal-to-noise ratio
(SNR).

All the experiments were conducted on a 64-bit Ubuntu 18.04.5LTS PC with
Intel Xeon Gold 6145 CPU @2.00 GHZ and 128 GB of RAM. We implemented
our solution in PALISADE [18], an open-source lattice cryptography library. The
parameter settings in our experiment are given as follows to ensure 128 bits of
security. The bit-length of the scaling factor = 50, the level of BS-HWT L = 3,
the dimension of the cyclotomic polynomial ring = 215, and the max batch size
is 214.

4.1 Running Time

We compare the running time with Chen et al.’s scheme [6], which utilizes the
Paillier cryptosystem [17] to do watermarking in the encrypted domain. The
audio size increases from 3 min to 60 min. We show the average running time
in Fig. 2. The running time of the two schemes grows linearly with the size of
audio. Also, we can see Chen et al.’s scheme takes much more time than our
scheme. When the audio size grows to 60 min, Chen et al.’s scheme will take
138767.8644 s while our scheme takes 211.5855 s.

4.2 Influence of Different Embedding Factors

We conduct an experiment to investigate the influence of the embedding factor γ
on the watermarked audio. We choose different values of γ, perform watermark
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Fig. 3. Influence of different embedding factors.

embedding and extraction, and compute the values of ρ, ER, and SNR. Here, we
assume the length of {wi,j} is Lw and define ER as 1

Lw

∑
(|wi,j − ŵi,j | > 0.001).

The value of γ is chosen as 0.0001, 0.005, 0.001, 0.005, 0.01, 0.05, 0.1, and 0.5.
The experimental result is shown in Fig. 3, from which we can see that when
the value of γ changes, the curves of SNR change obviously, while the curve of
ER and ρ changes slowly. In the following experiments, we adopt 0.0005 as the
value of γ.

4.3 Various Attacks Applied to the Watermarked Audio
and Temper Localization

The fragility of the watermarking scheme can be reflected by the degree that the
watermark is destroyed after the audio is attacked. The severer the extracted
watermark is destroyed, the higher fragility the watermarking scheme has. We
consider three common attacks on the watermarked audio to test the fragility of
the watermarking scheme.

(1) Low-pass filtering: Perform an nth-order low-pass Butterworth filtering with
a cut-off frequency of 7 kHz.

(2) Gaussian noising: Addictive adding a Gaussian white noise to the water-
marked audio with the intensity σ2.

(3) Compression: Compress the watermarked audio using the MP3 Encod-
ing/Decoding at 64 kb/s, 32 kb/s.

We apply three kinds of attacks with several different parameters to the
watermarked audio and then perform watermark extraction and detection. We
show the values of SNR, ER, and ρ in Table 1 for different audios. We can
observe that the extracted watermark {ŵi.j} is exactly the same with the original
watermark {wi,j} without any errors when there is no attack applied to the



382 R. Lai et al.

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
Sample Point

-1

0

1

A
m

pl
itu

de

Watermarked Audio Signals - Classical Music

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
Sample Point

-1

0

1

A
m

pl
itu

de

Attacked Audio Signals - Classical Music

0 5 10 15 20 25 30 35 40 45 50
Frame

-20

0

20

D
el

ta
 V

al
ue

Temper Localization - Low-pass Filter Attack (2th-order)

(a)

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
Sample Point

-1

0

1

A
m

pl
itu

de

Watermarked Audio Signals - Pop Music

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
Sample Point

-1

0

1

A
m

pl
itu

de

Attacked Audio Signals - Pop Music

0 5 10 15 20 25 30 35 40 45 50
Frame

-50

0

50

D
el

ta
 V

al
ue

Temper Localization - Gaussian White Noise Attack  (Intensity: 0.0001)

(b)

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
Sample Point

-1

0

1

A
m

pl
itu

de

Watermarked Audio Signals - Classical Music

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
Sample Point

-1

0

1

A
m

pl
itu

de

Attacked Audio Signals - Classical Music

0 5 10 15 20 25 30 35 40 45 50
Frame

-500
0

500
1000

D
el

ta
 V

al
ue

Temper Localization - Compression Attack (32 kbit/s)

(c)

Fig. 4. Tamper localization in the watermarking scheme. Different kinds of water-
marked audio before and after attacks and result of tamper localization.

watermarked audio. A lower SNR value means a stronger attack on the audio.
When there is an attack performed on the watermarked audio, even it is a
lightweight attack, it will cause apparent errors during the watermark extraction.
For example, a Gaussian noise is added to produce an attacked audio with σ2 =
0.00005, ρ is only 0.0408 and the ER is nearly 1.0, which means we can consider
that the audio signal has already been tempered with.

We also conducted experiments to investigate the ability of tamper localiza-
tion of the proposed watermarking scheme. The experimental results are shown
in Fig. 4. With our detection mechanism, we are able to locate the juggled frames.
We compute the difference between {ŵi,j} and {wi,j}. We consider ŵi,j ≈ wi,j

if |ŵi,j − wi,j | ≤ 0.001. The difference value of a normal frame is 0, while a
juggled frame will have a non-zero difference. In Fig. 4, we can find that the pro-
posed watermarking scheme can well locate the juggled frames against common
attacks.
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Table 1. Fragile watermark under various attacks. σ2 denotes the intensity of Gaussian
noise.

Classical music Pop music

Attack SNR ρ ER SNR ρ ER

No attack 70.8079 1 0 66.5453 1 0

2nd Low-pass filtering 32.0425 0.0471 0.9850 24.9998 0.0497 0.9917

4th Low-pass filtering 26.7139 0.0200 0.9850 20.4203 0.0521 0.9917

Gaussian noising (σ2 = 0.00005) 27.0774 0.0408 1.0000 22.6801 0.0379 1.0000

Gaussian noising (σ2 = 0.0001) 24.1875 −0.0252 1.0000 19.6476 −0.0283 1.0000

Compression (64 kb/s) −3.2859 −0.0320 0.9883 −3.0394 −0.0177 1.0000

Compression (32 kb/s) −3.2858 −0.0296 0.9933 −3.0312 −0.0161 1.0000

5 Conclusions

In this paper, we proposed an efficient fragile privacy-preserving audio water-
marking scheme in the cloud. We firstly propose the efficient algorithms BS-
HWT and BS-IHWT using the batching SIMD technique. We then present an
efficient fragile watermarking scheme in the encrypted domain using BS-HWT
and BS-IHWT. The watermark extraction and detection are performed in the
plaintext domain. We have also conducted experiments to investigate the sys-
tem performances, including running time, the influence of different embedding
factors, and temper localization under various attacks. The experimental results
show that our scheme has a good ability of tamper localization and is more effi-
cient than the previous scheme. In our future work, we will focus on developing
more efficient watermarking schemes in the encrypted domain and bringing new
privacy-preserving applications.
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Abstract. The fast development of digital information technology hasmade great
improvement on medical imaging digital information technology. The medical
images can not avoid the defect of suffering being attacked or tampered mali-
ciously when they are transmitted, and medical image watermarking algorithms
can solve the impact of these attacks or malicious tampering, watermarking algo-
rithms techniques are required in the field of image processing. However, the
effectiveness of most proposed watermarking algorithms under geometric attacks
for medical images are not promise, such that have poor ability to ensure the safety
of themedical images. This paper proposes a robust encryptedmultiplewatermark-
ing algorithm for medical images based on Patchwork-DCT. First, the Patchwork
shearing transform and Discrete Cosine Transform (DCT) are combined to extract
robust feature vectors against geometric attacks on medical images. Second, con-
sidering with the relatively small capacity of medical images and comparatively
high requirements for privacy, zero watermark technology is used to embed and
extract the watermark. Finally, the Logistic Map encryption algorithm is implied
to enhance the security of the watermark information. The experimental results
show that the proposed algorithm can effectively embed and extract watermark
information, producing relatively good effect on traditional attacks and geometric
attacks. The proposed algorithm can be applied in many fields.

Keywords: Patchwork transform · Multiple watermarks · Zero watermarks ·
DCT · Logistic map

1 Introduction

Today, the widely used digitization plays a very important role inmany fields such as sci-
ence, engineering, medicine, et al. Especially, due to the increasing popularity of Internet
technology, it is the era of big data nowadays, making the data transmitting requirements
large [1–3]. However, these data can be attacked or tampered by others commonly during
the transmission process. Consequently, the security of data transmission has received
extensive attention [4]. As we known, a large number of digital medical products are
required to be processed in the field of biomedicine, including but not limited to medical
images such as ultrasound, X-ray photos, CT and MRI. In considering with the huge
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included patient private information, it affects seriously once these medical images are
tampered [5, 6]. However, the information can not avoid being stolen and tampered in the
process of Internet based storage and transmission. Information protecting algorithms
is urgently required for more safe medical image processing [7]. The current medical
image protecting technologies include digital watermarking, image steganography and
cryptography methods where the watermarking technology is used widely, which has
very important applications in many aspects such as ensuring communication security
and copyright protection [8, 9].

Themost important measurements for verifying the performance of the digital water-
marking are robustness, imperceptibility, and watermark capacity. Even for the most of
the state of art algorithm, these performance cannot achieve best. Consequently, it is nec-
essary to study digital watermarking algorithm that can achieve a balanced performance
under these three characteristics [10, 11]. Especially, digital images in the biomedical
field are quite different from traditional digital images, such that its quality specifica-
tions are required extremely stableness and the relative visual quality on these images
can not be changed. Take these into consideration, the watermarking algorithm must
ensure the stableness of medical images and will not cause visual changes in the images.
Under this premise, improving the robustness of watermarking algorithm for medical
images against various attacks are significant [12, 13]. Accordingly, the embedding and
extracting of watermarks using the watermarking algorithm should be fast. Inspired by
this, a robust watermarking algorithm for medical images is proposed.

This paper presents the proposed robust watermarking algorithm to improve the
security of medical images for Internet based storage and transmission. The algorithm
is firstly based on Patchwork-DCT, combining the Logistic Map encryption algorithm
and the perceptual hash algorithm (p-Hash). The Patchwork-DCT algorithm and the
perceptual hash algorithm are then used to extract the feature vector of the medical
image for the watermark is encrypted by the XOR operation to be embedded in the
originalmedical image. Finally, cryptography and Logisticmapping are utilized together
to solve the medical image anti-geometric attack problem, the watermark embedding
and extraction problem, and the medical image visualization problem [14].

2 Basic Theories

2.1 Patchwork Transform

The proposed algorithm uses Patchwork transform to preprocess the medical images.
“Patchwork” originally refers to the fabric that is made up of various shapes and colors
rags. In the algorithm, a large amount of pattern redundancies are used to superimpose
the signal into the spatial domain of the image, then the robustness of the watermarking
algorithmwill be improved.The algorithm is oneof themostwidelyused algorithms [15].
When the Patchwork algorithm is used, selecting the point pairs in the carrier medical
image, and dividing these point pairs into two types these are set as A = {ai} and B =
{bi}. Not only the point pairs can refer to pixels, but also some other characteristic value.
Taking a set of point pairs (a, b) in the two sets, a is an element in A, b is an element in
B. Calculating the difference between a and b as sub, a and b must be independent of



388 Y. Li et al.

each other and meet the principle of the uniform distribution. Calculating the sum of all
subs as SUB, the variance of the SUB is as follows:

σ 2
SUB = σ 2

a + σ 2
b (1)

2.2 Discrete Cosine Transform

DCT can convert the original image information into a set of coefficients which represent
different frequency components. It has two advantages: First, most of the signal’s energy
concentrates on a small range in the frequency domain. Second, the frequency domain
decomposition maps the human visual system and allows the subsequent quantization
process to meet its sensitivity requirements [16].

The two-dimensional discrete cosine transform (DCT) formula is as follows:

F(u, v) = c(u)c(v)
M−1∑

x=0

N−1∑

y=0

f(x, y) cos
π(2x + 1)u

2M
cos

π(2y + 1)v

2N

u = 0, 1, . . . ,M − 1; v = 0, 1, . . . ,N − 1 (2)

The parameters in the formula are:

c(u) =
{√

1/M u = 0√
2/M u = 1, 2, · · · ,M − 1

c(v) =
{√

1/N v = 0√
2/N v = 1, 2, · · ·,N − 1

The two-dimensional inverse discrete cosine transform (IDCT) formula is as follows:

f (x, y) =
M−1∑

u=0

N−1∑

v=0

c(u)c(v)F(u, v) cos
π(2x + 1)u

2M
cos

π(2y + 1)v

2N

x = 0, 1, · · · ,M − 1; y = 0, 1, · · · ,N − 1 (3)

Among them, x, y are sampling values in the spatial domain; u, v are sampling
values in the frequency domain. In digital image processing, digital images are usually
represented by a square pixel matrix, that is, M = N.

3 The Proposed Algorithm

In order to improve the algorithm’s performance against geometric attacks, this paper
proposes a medical image watermarking algorithm based on Patchwork transform, DCT,
Logistic Map, et al. The algorithm consists five parts: Extracting the medical image
feature vector, encrypting the digital watermark image, embedding the digital watermark
into the medical image, extracting the digital watermark from the medical image, and
decrypting and reconstructing the digital watermark.
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3.1 Extracting Features

In the stage of extracting the medical image features, according to the human visual
system and perceptual hash, the Patchwork-DCT algorithm is used to extract the feature
sequences, they are the main basis when the watermark is embedded or extracted. Com-
bining traditional watermarking technology with cryptography, Logistic Map, et al., the
robustness and concealment of the algorithm will be improved and the security during
remote transmission can also be enhanced.

To meet the requirements of the human visual system, selecting a human brain
image (512 × 512 pixels) without any attack, and applying Patchwork transform in the
original medical image. Then performing DCT on the new image to get the coefficient
matrix. Finally, selecting the 4 × 8 features in the low frequency form a new matrix and
generating the feature binary sequence of the 32-bit medical image. The flow chart of
feature extraction is shown in Fig. 1.

DCT

Patchwork transform

Original medical 

image I(i,j)

32-bit feature binary 

sequence V(i,j)

Fig. 1. Feature extraction.

3.2 Encrypting Watermark Image

First, setting the initial value and the growth parameter (this time the initial value is set
to 0.2, the growth parameter is set to 4), generating a chaotic sequence, and performing
a total of 1023 iterations. Then, according to the Logistic chaotic sequence and the hash
function, generating a binary sequence and setting greater than 0.5 to 1, and less than or
equal to 0.5 to 0. Finally, the watermark is XORed with the sequences of the generated
binary sequences, the chaotic scrambled watermark can be obtained, and the watermark
can be encrypted. The flow chart of encrypting watermark image is shown in Fig. 2.

3.3 Embedding Watermark

When the watermark is embedded, the extracted feature vectors XORwith the encrypted
watermark bit by bit, the watermark can be successfully embedded into the medical
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Binary sequence

Generate chaotic sequence

X1(j) X2(j) X3(j)

Encrypted watermark

BW1(i,j) BW2(i,j) BW3(i,j)

Set initial value

Watermark

W1(j) W2(j) W3(j)

XOR

Fig. 2. Encrypting watermark image.

image. At the same time, the logical key will be obtained and stored in the third party.
When the watermark is extracted, applying to obtain the logical key from the third party.
By this way, the medical image can be protected better. The flow chart of embedding
watermark is shown in Fig. 3.

Key

Medical image with watermark 

embedded

Feature vector

Encrypted watermark

BW1(i,j) BW2(i,j)

BW3(i,j)

XOR

Fig. 3. Embedding watermark.

3.4 Extracting Watermark

When the watermark is extracted. First, performing Patchwork-DCT algorithm on the
medical image to obtain the coefficient matrix, and then selecting the 4× 8 matrix in the
low-frequency coefficient. Through the hash function, the feature vectors of the medical
image is obtained, and the feature vectors of the encrypted image XOR with the logical
key to extract the encrypted watermark. The flow chart of extracting watermark is shown
in Fig. 4.
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DCT

Patchwork 

transform

Key

Encrypted watermark

BW1 (i,j) BW1 (i,j)

BW1 (i,j)

Medical image to be 

tested I (i,j)

Feature vector

XOR

Fig. 4. Extracting watermark.

3.5 Decrypting and Reconstructing Watermark

When decrypting and reconstructing watermark, the same method is used to obtain the
binary chaotic encryption sequence, and the values are sorted in the obtained binary
chaotic encryption sequence. Then according to the position changes of the sorting of
each value, the position space of the pixels is restored and the restored watermarks are
obtained. Finally, calculating the normalized correlation coefficient (NC) between the
original watermark and the restored watermark, and confirming the ownership of the

Restore watermark

W 1(j) W 2(j) W 3(j)

Calculate the NC 

value

Binary chaotic sequence

X1(j) X2(j) X3(j)
Scrambled watermark

BW1 (i,j) BW1 (i,j)

BW1 (i,j)

Set initial value

XOR

Fig. 5. Decrypting and reconstructing watermark.
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medical image and the embedded watermark information. The flow chart of decrypting
and reconstructing watermark is shown in Fig. 5.

4 The Proposed Algorithm

This article performs p-Hash on the 32-bit low-frequency data after Patchwork-DCT
transform and lists the first 8 data in Table 1. According to the data in the table, after the
medical image undergoes Patchwork-DCT transform, the symbols of the characteristic
sequence remain unchanged, andobtaining a set of characteristic binary symbol sequence
“11000010”. Figure 6 shows the medical image after being attacked.

Table 1. Changes of Patchwork-DCT coefficients under different attacks for medical image.

Image Processing
PSNR

dB
C(1,1) C(1,2) C(1,3) C(1,4) C(1,5) C(1,6) C(1,7) C(1,8)

Sequence 

of 

coefficient 

symbols

NC

The original image

Gaussian noise (5%)

JPEG compression (4%)

Median filter[5×5](10 times)

Rotation clockwise (15°)

Scaling (×0.5)

Translation(5%, up)

Cropping(15%, Y direction)

-

14.8697

27.5819

28.5551

14.8697

-

18.2118

-

3.6

3.9

3.5

3.7

3.5

1.8

3.6

3.4

548.8

431.9

626.1

542.1

1.8

273.9

547.6

551.0

-1.6

-1.4

-1.7

-1.6

-1.7

-8.0

-1.6

-1.5

-485.3

-484.3

-517.5

-523.0

-970.4

-242.9

-485.8

-439.8

-163.5

-116.2

-275.6

-94.1

-1.7

-81.5

-163.7

-933.4

-280.5

-201.2

-338.6

-232.3

-1.3

-140.0

-282.9

-325.5

2.4

2.2

2.5

2.4

957.6

1.2

2.4

2.3

-152.0

-107.1

-111.0

-81.0

-401.6

-75.9

-153.3

-170.1

11000010

11000010

11000010

11000010

11000010

11000010

11000010

11000010

1.00

1.00

1.00

1.00

0.86

1.00

0.96

1.00

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6. Different attacks on the medical image. (a) Original image; (b) Gaussian noise (5%); (c)
JPEG compression (4%); (d) Median filter [5 × 5] (10 times); (e) Rotation clockwise (15°); (f)
Scaling (×0.5); (g) Translation (5%, up); (h) Cropping (15%, Y direction).
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The recognition effect between different images also needs to be tested. Selecting
multiple different medical images to do the same test, and extracting the 32-bit symbol
feature sequence. Verifying the NC values between different medical images, and the
results are shown in Table 2. The image used to detect the NC values between different
medical images are shown in Fig. 7. According to Table 2, the NC values between
different medical images are lower than 0.5, and the NC values of the same images are
1.00. It meets the requirements of the algorithm.

Table 2. Correlation coefficient value between different medical images.

Image 0 1 2 4 5 6

0 1.00 0.1825 -0.0556 0.0159 -0.0556 0.2857

1 0.1825 1.00 0.2549 0.3216 -0.1216 0.0784

2 -0.0556 0.2549 1.00 -0.1961 -0.0039 -0.3294

4 0.0159 0.3216 -0.1961 1.00 -0.0714 0.3492

5 -0.0556 -0.1216 -0.0039 -0.0714 1.00 -0.0833

6 0.2857 0.0784 -0.3294 0.3492 -0.0833 1.00

(a) (b) (c)

(d) (e) (f)

Fig. 7. Some tested medical images. (a) Brain; (b) Lung; (c) Spine; (d) Neck; (e) Knee; (f) Nose.
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In the experiment, a gray-scale 512 × 512 pixels human brain image is selected as
the original image, and three 32 × 32 pixels represents the original watermark image. In
order to test the robustness of the proposed algorithm, the image are tested under different
attack methods and intensity detection. In the process of embedding and extracting
the watermark, the watermark’s feature sequences in the medical image are extracted
without modifying the original image. By this way, the medical image’s visual quality is
guaranteed well, where the watermark images are encrypted to improve the security of
thewatermark.When themedical image is not attacked, Fig. 8 shows the originalmedical
image, watermark image, watermarked medical image and encrypted watermark, Fig. 9
shows the extracted watermark image. The two figures show, the medical image quality
has hardly changed after the watermark is embedded, and the NC values of the extracted
watermark are all 1, the requirements of the algorithm has been satisfied.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 8. Medical image and watermark: (a) Original medical image; (b) Original binary watermark
‘HN’; (c) Original binary watermark ‘CN’; (d) Original binary watermark ‘BJ’; (e) Watermarked
image; (f) Encrypted watermark ‘HN’; (g) Encrypted watermark ‘CN’; (h) Encrypted watermark
‘BJ’.
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(a) (b) (c)

Fig. 9. Watermark extracted without attacks: (a) Extracted watermark ‘HN’; (b) Extracted
watermark ‘CN’; (c) Extracted watermark ‘BJ’.

4.1 Data Under Attack

Table 3 shows the PSNR and NC under different attacks, it shows that the proposed
algorithm is effective in resisting attacks, and the algorithm embed multiple watermarks
at the same time. When the image suffers a rotation attack, until the rotation is 20°, the
NC of the extracted watermark is still 0.59, and the effect of extracting the watermark is
great. When the image suffers a anti-scaling attack, until the scaling factor is 5.0, the NC
of the extracted watermark is still 1.00, the watermarks are kept well. When the image
suffers a translation attack, until it is moved up 20%, the NC of the extracted watermark
is still 0.54, and when it is moved to the left by 40%, the NC of the extracted watermark
is still 0.57, the effect of extracting the watermark is great. When the image suffers a
cropping attack, until the y-axis is cut by 35%, the NC of the extracted watermark is still
0.60, and the effect of extracting the watermark is great.

4.2 Comparison

In this paper, in order to verify the effectiveness and robustness of the algorithm, and
reduce the different test samples cause difference, choosing a 512 × 512 pixel “Lena”
grayscale image as the original image, then comparing the algorithm with other water-
marking algorithms. From an overall point of view, the algorithm has good robustness
and provides a safe robust method for both medical images and ordinary images. Table
4 shows the comparison results, from the table, it is obvious that the ability of this algo-
rithm is better when the image suffers traditional and geometric attacks. Only when it
suffers rotation attacks, the NC is not as high as the NC value of the algorithm of Amit
Kumar Singh.
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Table 3. Data under attack.

Attacks Intensity PSNR(dB)

The 

watermark 

of ‘HN’

NC1

The 

watermark 

of ‘CN’

NC2

The 

watermark 

of ‘BJ’

NC3

Gaussian 

Noise

1

5

10

20

30

20.47

14.31

11.86

9.80

8.77

1.00

1.00

1.00

0.94

0.79

1.00

1.00

1.00

0.94

0.76

1.00

1.00

1.00

0.90

0.80

JPEG 

Compression

4

10

20

30

40

50

27.58

31.29

33.81

34.83

35.46

35.97

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

Rotation

Clockwise

2°

5°

10°

15°

18°

20°

22.36

18.01

15.60

14.87

14.68

14.60

0.78

0.78

0.78

0.78

0.68

0.59

0.86

0.86

0.86

0.86

0.77

0.73

0.72

0.72

0.72

0.72

0.69

0.59

Scaling

0.5

0.8

2.0

3.0

5.0

-

-

-

-

-

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

Up

Translation

2%

5%

8%

10%

15%

20%

23.17

18.21

16.42

15.94

15.04

14.64

1.00

0.96

0.91

0.91

0.82

0.58

1.00

0.96

0.90

0.90

0.86

0.67

1.00

0.96

0.87

0.87

0.77

0.54

Left

Translation

5%

10%

15%

20%

30%

40%

17.32

15.57

14.74

14.48

14.26

13.82

0.95

0.95

0.95

0.95

0.77

0.68

0.92

0.92

0.92

0.92

0.74

0.70

0.90

0.90

0.90

0.90

0.67

0.57

Cropping (%) 

Y Direction

5%

10%

15%

20%

25%

30%

35%

-

-

-

-

-

-

-

0.96

1.00

1.00

0.90

0.74

0.65

0.60

0.96

1.00

1.00

0.88

0.76

0.70

0.64

0.96

1.00

1.00

0.84

0.74

0.65

0.60
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Table 4. Comparison values of different algorithms.

Image 

Processing

Intensity of

Attacks

A. Zear

et al. [17]

NC1

A. Kumar 

Singh et al.[18]

NC2

The 

watermark 

of ‘HN’

NC3

The 

watermark 

of ‘CN’

NC4

The 

watermark 

of ‘BJ’

NC5

Gaussian 

Noise

1

10

25

0.88

0.79

0.63

0.74

0.64

0.52

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

JPEG 

Compression

4

8

25

0.11

0.31

0.91

0.32

0.51

0.72

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

Median Filter

(10 times)

[3,3]

[5,5]

[9,9]

0.15

0.04

0.01

0.22

0.17

0.11

1.00

1.00

0.95

1.00

1.00

0.94

1.00

1.00

0.90

Rotation 

Clockwise

10°

20°

0.21

0.17

0.85

0.81

0.76

0.58

0.84

0.71

0.72

0.66

Scaling
0.8

2.0

0.54

0.92

0.99

0.99

0.95

1.00

0.94

1.00

0.90

1.00

Down

Translation

8%

15%

20%

0.73

0.66

0.54

0.90

0.79

0.71

1.00

0.94

0.90

1.00

0.94

0.88

1.00

0.90

0.81

Left

Translation

3%

5%

8%

0.77

0.74

0.70

0.91

0.81

0.77

0.95

0.95

0.82

0.94

0.94

0.76

0.90

0.90

0.83

Cropping 12% 0.76 0.88 0.90 0.88 0.84

5 Conclusion

This paper proposes a medical image multi-watermarking algorithm based on
Patchwork-DCT and Logistic Map. Considering its ability on anti-shearing, Patchwork
transform is combined with DCT to improve the algorithm’s anti-geometric attack per-
formance. In the process of watermark embedding and extracting, traditional watermark-
ing technology is combined with cryptography technology, LogisticMap and third-party
concepts to improve the robustness, concealment and security. Experimental results show
that the algorithm has strong robustness and extract watermark information effectively
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even when suffering geometric attacks and conventional attacks. Take these into consid-
eration, the proposed algorithm can be applied in many fields such as telemedicine and
communication security, et al.
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Abstract. Nowadays, the content-adaptive strategy is widely utilized
in the image steganographic algorithms, among which the model-based
methods, e.g., MiPOD, can be recognized as ones of the state-of-the-
arts. However, the existing model-based designs merely adopt indepen-
dent probability distribution, which could not make full use of the spatial
information. In this paper, we propose a novel spatial image steganog-
raphy based on a correlational model, i.e., Gaussian Markov random
field, and utilize its conditional independence to decompose the graph
into simple cliques and nodes, and then derive a practical form of KL
divergence to minimize the statistical undetectability. Experiment results
demonstrate that the proposed method can outperform or approximate
the state-of-the-art algorithms when resisting detection of various ste-
ganalysis features.

Keywords: Steganography · Markov random field · Correlational
model

1 Introduction

Information hiding has undergone a markable progress during this decade
[3,14,18]. The current trend in image steganography is to embed the secret
message while minimizing an embedding distortion between the cover and the
stego. Such content-adaptive schemes are typically adopted by a covert commu-
nication system which includes the distortion designs and the steganographic
codes. Since STCs (Syndrome Trellis Codes) approximates the rate-distortion
bound for additive distortion [6], and therefore, designs of distortion attract
more attention from researchers.

Currently, most of the steganographic distortion functions are heuristically
designed. The state-of-the-art steganographic scheme, HILL (High-pass, Low-
pass, and Low-pass) [13] utilized one High-pass filter and two Low-pass filters to
the cover image and took the result as the map of embedding costs of all pixels.
Similarly, S-UNIWARD (Spatial UNIversal WAvelet Relative Distortion) [10]
and WOW (Wavelet Obtained Weights) [9] also introduce distortion functions
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using the residuals of various wavelet filters. However, all the above stegano-
graphic distortions are merely designed in a heuristic manner due to the lack of
formal connection between distortion and security as suggested in [2].

MG (Multivariate Gaussian) [8] measures statistical detectability rather than
the empirically designed distortion function. By investigating the probability
distribution of the cover image, it tries to minimize the KL divergence between
cover and stego, and consequently achieves satisfactory security performance.
It is worth noting that MG assumes that pixel variables are independent to
each other, and therefore, the KL divergence for the whole image can be easily
derived by summing up those of all pixels. Later, MG was generailized to MVGG
(Multivariate Generalized Gaussian) [16] and MiPOD (Minimizing the Power of
Optimal Detector) [15], and the more accurate parameters have improved the
security performance.

To better investigate the statistical characteristics of image model, this paper
proposes an image steganographic scheme which take into account the correlation
between pixel variables: First, we model the image as a Gaussian Markov random
field (MRF), in which each pixel is correlated with its neighbors; then we utilize
the conditional independence of MRF to simplify the KL divergence of between
the joint probability distributions of cover and stego. At last, we can derive
an optimal embedding through minimizing the proposed KL divergence with a
certain payload constraint.

This paper is organized as follows. First, we introduce the correlational image
model based on MRF in Sect. 2. Then, details of the proposed method are dis-
cussed in Sect. 3, including factorization of the MRF model and the proposed
KL divergence. Section 4 shows the experimental results of our method in com-
parison to two state-of-the-arts, i.e., HILL and MiPOD, in terms of security
performance. Finally, the paper is concluded in Sect. 5.

2 Correlational Model for Spatial Image Steganography

As mentioned above, model-based steganograhpic schemes, i.e., MiPOD, utilize
an independent image model, which ignores the mutual influence of adjacent
embedding modifications. In order to model the steganography more precisely,
we take advantages of the correlational information among different pixels to
approximate the non-additional steganography.

2.1 Cover Image Model

First, we must generalize the independent Gaussian model in MiPOD to the
Gaussian Markov random field (Gaussian MRF), which is widely utilized in
many areas of image processing and computer vision. Let G = (V,E) denote
the undirected graph of a Gaussian MRF (V is the set of nodes, and E includes
all the edges), then the noise of each pixel is represented by a Gaussian node
xi, i ∈ V , and the joint probability density function of the Gaussian MRF is
xG ∼ N(0,Σ), where Σ is the covariance matrix of the MRF. Note that, due to
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the sparsity of the MRF, its precision matrix Q, i.e., the inversion of covariance
Σ, must be a sparse matrix, where Qi,j is non-zero only when i = j or {i, j} ∈ E.

An important property of MRF is the conditional independence: Any two
subsets of variables are conditionally independent given a separating subset,
xA⊥xB |xS , where every path from a node in a subgraph A to a node in B must
pass through S. Conditional independence enables us to factorize the probability
of the whole graph into the ones of clique units, and consequently reduces the
computational complexity to a great extent.

2.2 Stego Image Model

Prevalent existing steganography methods adopt the Mutually Independent (MI)
embedding strategy in which the modification of each pixel is independent of each
other. Since the image noises are supposed to be correlational in the proposed
cover model, the correlation of embedding modifications must be taken into con-
sideration. Essentially, embedding can be recognized as adding some embedding
noises e onto the cover image noises x. In the case of ternary embedding, the
distribution of ei can be represented by:

P(ei = +1) = βi,

P(ei = −1) = βi,

P(ei = 0) = 1 − 2βi,

(1)

which conform to the payload constraint:

R =
∑

i
−2βilog2(βi) − (1 − 2βi)log2(1 − 2βi), (2)

where R is the length of payload embedded on the cover.
As mentioned in Sect. 2, MiPOD incorporates the modification probability

into KL divergence of the image model to measure the statistical undetectability
of embedding, and the unit of the probability model is pixel. However, when
adopting MRF instead of the independent model, the unit becomes the clique
of the graph, i.e., x{i,j} which denotes a pair of adjacent nodes {xi, xj} in the
graph, where i, j are the indice of pixel nodes. Therefore, we have to generalize
the KL divergence from the uni-variable form to the bi-variable one. For the
clique {i, j} ∈ E, the KL divergence between the marginal distributions of cover
and stego variables can be calculated by:

DKL(x{i,j}||y{i,j}) = βT · Ii,j(0) · β/2, (3)

where β = [βi, βj ]T is the change probability vector and Ii,j(0) =
[

Iii Iij

Iji Ijj

]

denotes the 2 × 2 Fisher information matrix for the clique {i, j}, and its mathe-
matical derivation can be seen in Appendix.

To incorporate the change probabilities βi into practical steganographic cod-
ing tools, it is necessary to transform βi to the embedding cost: ci = ln(1/βi −2)
[5].
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3 Spatial Steganography Based on Markov Random Field

Following the spirit of MiPOD, the proposed steganographic scheme designs
embedding costs via minimizing the KL divergence between the cover and stego
distribution, and notably, the proposed image model is supposed to be mutually
correlational rather than independent, and therefore more spatial information
has been brought in. However, it is difficult to deduce the closed form of KL
divergence for a MRF, since the graph contains a large number of cycles, which
would hinder the inference of marginal probability of each pixel node. Therefore,
we must simplify the graph before optimizing the change probabilities β.

3.1 Factorization of a MRF for Steganography

As suggested in [17], a cyclic graph can be approximated by an acyclic graph
through removing part of its edges. As for the proposed graph G = (V,E) of
the MRF, there are two categories of edges: horizontal and vertical, and acyclic
subgraphs (Gv and Gh maintain the vertical and horizontal edges, respectively)
can be obtained through removing one category of edges, seen as below:

Fig. 1. Two acyclic graphs are derived from the orignal graph G.

Without loss of generalization, we take Gh as the example to calculate its
probability distribution and deduce the KL divergence. As shown in Fig. 1, sub-
graph Gh is consisting of a series of Markov chains, which are supposed to be
mutually independent since the vertical edges are removed. Therefore, the prob-
ability distribution of the subgraph Gh can be represented as:

P (xG) =
∏

m

P (xm), (4)

where xm denotes the variable vector corresponding to the mth horizontal chain
in the graph.

Next, the probability of the chain needs to be further factorized into cliques
and nodes. Let xm = {xm,1, xm,2, ..., xm,N} be a chain containing N sequential
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pixel nodes, then its probability can be factorized according to the property of
conditional independence (Given the value of node at coordinate (m, 2), the con-
ditional independence holds between node (m, 1) and nodes {(m, 3)...(m,N)},
the row index m will be omitted here without confusion for ease of reading):

P (x) = P (x1x3...xN |x2)P (x2)
= P (x1|x2)P (x3...xN |x2)P (x2)

=
P (x1x2)
P (x2)

P (x2, x3...xN )
P (x2)

P (x2)

=
P (x1x2)P (x2...xN )

P (x2)
,

(5)

where x2 is acting as the separating node between x1 and all other nodes in the
chain.

The factorization can be iteratively proceeded on the remaining chain, and
finally we have the completely factorized probability distribution of the mth

chain:

P (xm) =

N−1∏
n=1

P (xm,nxm,n+1)

N−1∏
n=2

P (xm,n)
, (6)

which can be combined with (4) to derive the factorization of subgrah Gh:

P (xGh
) =

M∏

m=1

N−1∏
n=1

P (xm,nxm,n+1)

N−1∏
n=2

P (xm,n)
. (7)

Therefore, the KL divergence between cover and stego under the assumption
of subgraph Gh can be decomposed into KL divergence of cliques and nodes:

DKL(xGh
||yGh

) =
M∑

m=1

DKL(xm||ym)

=
M∑

m=1

N−1∑

n=1

DKL(xm,nxm,n+1||ym,nym,n+1)

−
M∑

m=1

N−1∑

n=2

DKL(xm,n||ym,n),

(8)

where DKL(xm,nxm,n+1||ym,nym,n+1) corresponds to (3) while (m,n) denotes
the coordinate of ith 2-D node, and DKL(xm,n||ym,n) = β2

m,n/σ4
m,n as mentioned

in [15].
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To simplify the optimization of (8), we replace the cross term in KL diver-
gence of clique {i, j} in an approximated manner (change probabilities β are
spatially smooth [12]):

DKL(x{i,j}||y{i,j}) = βT · I(0) · β/2

= [β2
i I11 + βiβjI

12 + βiβjI
21 + β2

j I22]/2

≈ [β2
i I11 + β2

i I12 + β2
j I21 + β2

j I22]/2

= (
β2

i

σ4
i

+
β2

j

σ4
j

)
1 + ρ2i,j

(1 − ρ2i,j)2
,

(9)

where σi, σj are the standard deviation of random variables xi, xj , and ρi,j

denotes the correlation coefficient between them. The closed form of Fisher
information matrix I(0) is deduced in Appendix, and estimation of ρi,j will
be introduced in next subsection. Then, the KL divergence of chain term in (8)
corresponding to chain xm can be represented by the sum of individual terms:

DKL(xm||ym) =
1 + ρ21,2

(1 − ρ21,2)2
β2
1

σ4
1

+
1 + ρ2N−1,N

(1 − ρ2N−1,N )2
β2

N

σ4
N

+
N−1∑

n=2

(2
1 + ρ2n,n+1

(1 − ρ2n,n+1)2
− 1)

β2
n

σ4
n

,

(10)

where the index m is omitted on the right side of equation, and it can be observed
that the KL divergence would degrade into the independent model used in [8]
when ρi,j = 0.

Then, after substituting (10) into (8), the optimal change probabilitites βh

can be solved for the subgraph Gh through a numerical method proposed in
[8] while satisfying the payload constraint (2), and embedding costs ch can be
determined using equation ci = ln(1/βi − 2).

Similarly, embedding costs cv can be also calculated for subgraph Gv which
incorporates the correlation between pixels along the vertical direction. For
content-adaptive steganography, the embedding cost actually indicates the pri-
ority of embedding, and the original MRF graph G should take into account
simultaneously the horizontal and vertical information. Hereby, we use the aver-
age of ch and cv to approximate the c desired for G in an empirical manner:
c = (ch + cv)/2, which can be finally utilized in the steganographic coding tool
or simulator.

3.2 Estimation of Parameters in MRF

Variance σ2
i can be estimated using the same method in [16], while it needs to

revise for the estimation of the correlation coefficient ρi,j . Following the spirit
of [16], variables xi can be sampled by the residual of a high-pass filter, e.g.
Wiener filter of size (2, 2), and are also assumed to be stationary signals as in
[16], i.e., variance and correlation coefficients are approximately uniform within
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a small neighborhood. Consequently, the horizontal correlation coefficients can
be estimated for Gh within a (2k + 1) × (2k + 1) neighborhood:

ρ̂m0,n0 =
(2k + 1)

k∑
m=−k

k−1∑
n=−k

xm0+m,n0+n · xm0+m,n0+n+1

2k
k∑

m=−k

k∑
n=−k

x2
m0+m,n0+n

, (11)

where k = 3 is chosen at default, (m0, n0) is the centering coordinate of the
sliding window, and ρ̂m0,n0 is the estimator of correlation coefficient between
xm0,n0 and xm0,n0+1. Afterwards, we can apply smoothing filter, e.g., a 7 × 7
averaging filter, on ρ̂ to stablize the estimation.

4 Experimental Results and Analysis

In this section, we will introduce the steps and parameters of our experiments.
And we will also compare the the proposed method to the state-of-the-art dis-
tortion designs, i.e., HILL and MiPOD. The proposed method is called as Corre-
lational Multivariate Gaussian (CMG), since it utilizes a correlation probability
model.

4.1 Experiment Setup

Our experiments are carried on 10,000 8-bit grayscale images of size 512 × 512
compressed from BOSSbase 1.01 [1]. All the embedding schemes will be tested
in 6 different embedding payload rates ({0.05, 0.1, 0.2, 0.3, 0.4, 0.5} bits/pixel)
using a embedding simulator.

To evaluate the security performance of steganography, we utilized a Fisher
Linear Discriminant (FLD) ensemble [11] along with two popular steganalysis
features: Spatial Rich Model (SRM) [7] and maxSRMd2 [4]. Nowadays, SRM is
the standard feature and is consisting of 39 symmetrized sub-models with a total
dimensions of 34,671. Whereas the maxSRMd2 is capable of taking advantage
of extra information, the approximate embedding change probabilities extracted
from stego images. The testing error PE of classifier can be used to quantify
the embedding security: the higher testing error PE indicates the higher security
performance of embedding. Training and testing of the ensemble is carried on the
two disjoint sets of cover-stego pairs, which are randomly selected and derived
from BOSSBase 1.01, and the whole process will be repeated ten times, and
we use the average of testing error PE , denoted by PE to judge the security of
the involved steganographic algorithms. Finally, we get curves of PE w.r.t. the
payload rate to demonstrate the security performance.

4.2 Comparison to Prior Arts

As shown in Table 1, the proposed CMG outperforms MiPOD in terms of security
(PE) against steganalysis feature SRM about by 0.5−1.2%, and also comparable
to HILL when the payload rate is above 0.2 bpp.
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Table 1. Average testing error PE (%) against steganalysis feature SRM.

Embedding scheme Payload rate (bpp)

0.05 0.1 0.2 0.3 0.4 0.5

HILL 47.04 43.33 36.11 29.96 24.82 20.55

MiPOD 45.43 41.37 34.25 28.82 23.82 20.03

CMG 45.78 42.25 35.62 30.10 25.03 20.58

The maxSRMd2, a more powerful feature than SRM, should be given more
attention and be included in a comprehensive measure of steganographic sys-
tem’s security. Table 2 demonstrates that the proposed CMG achieves the high-
est security among all three candidate embedding schemes when the security
performance is practical (when PE < 30%, the steganographic system might be
assumed to be impractical.)

Table 2. Average testing error PE (%) against steganalysis feature maxSRMd2.

Embedding scheme Payload rate (bpp)

0.05 0.1 0.2 0.3 0.4 0.5

HILL 42.32 37.71 30.91 25.73 21.84 18.14

MiPOD 43.80 39.39 32.37 27.17 22.43 18.45

CMG 44.41 39.60 33.11 26.61 21.65 17.69

Figures 2 and 3 clearly demonstrate that each of HILL and MiPOD has its
own advantage of security performance against either SRM or maxSRM, and the
gap of PE between them is more 1% on average. However, the proposed CMG
can achieve or approximate the upper bound against both steganalysis features.
Therefore, we can conclude that CMG can resist more comprehensive detections
than HILL and MiPOD.

Fig. 2. Curves of PE (%) against steganalysis feature SRM.
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Fig. 3. Curves of PE (%) against steganalysis feature maxSRMd2.

5 Conclusion

This paper proposes a spatial image steganography based on a Gaussian Markov
random field, which incorporates the correlation between adjacent pixels. To
make the optimization of MRF practical, the proposed method decomposes the
cyclic MRF into two acyclic subgraphs respectively corresponding to horizontal
and vertical edges. The optimum of each subgraph can be merged into an approx-
imate optimum of the original MRF, and finally, optimal change probabilities
will be converted to embedding costs utilized by steganographic codes.

Experimental results show that the proposed CMG outperforms or is com-
parable to the state-of-the-arts, i.e., HILL and MiPOD, against the prevalent
steganalysis features. In the future, we might extend the CMD to more general-
ized graph models to achieve higher security.
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A Appendix

We proposed an approximation to 2×2 steganographic Fisher Information matrix
for clique {i, j} as below:

Ii,j(0) =
[

Iii Iij

Iji Ijj

]
, (12)

where Iij = Iji =
∑

k,l
1

pk,l
(∂qk,l(βi,βj)

∂βi
|βi,βj=0) · (∂qk,l(βi,βj)

∂βj
|βi,βj=0),

Iii =
∑

k,l

1
pk,l

(
∂qk,l(βi, βj)

∂βi
|βi,βj=0)2, Ijj =

∑

k,l

1
pk,l

(
∂qk,l(βi, βj)

∂βj
|βi,βj=0)2.
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qk,l(βi, βj) denotes the joint probability of pixel i valued k with change proba-
bilty βi and pixel j valued l with change probabilty βj in stego image. qk,l(βi, βj)
holds (13) and its partial derivative become (14) and (15).

qk,l(βi, βj) = (1 − 2βi)βj(pk,l−1 + pk,l+1) + βi(1 − 2βj)(pk−1,l + pk+1,l)
+βiβj(pk−1,l−1 + pk−1,l+1 + pk+1,l−1 + pk+1,l+1) + (1 − 2βi)(1 − 2βj)pk,l (13)

∂qk,l

∂βi
|βi=0,βj=0 = −2pk,l + pk−1,l + pk+1,l, (14)

∂qk,l

∂βj
|βi=0,βj=0 = −2pk,l + pk,l−1 + pk,l+1. (15)

Substitute (14) and (15) into (12), we can get:

Iij = Iji =
∑

k,l

1
pk,l

(−2pk,l + pk−1,l + pk+1,l) · (−2pk,l + pk,l−1 + pk,l+1),

Iii =
∑

k,l

1
pk,l

(−2pk,l + pk−1,l + pk+1,l)2,

Ijj =
∑

k,l

1
pk,l

(−2pk,l + pk,l−1 + pk,l+1)2. (16)

pk,l is the joint probability of pixel i valued k and pixel j valued l in cover
image. In our work, pixels i and j obey two-dimensional Gaussian distribution
f(i, j) shown in (17). Though i, j are both discrete integer variables, we take
them as continuous for differentiable:

f(i, j) =
1

2πσ2
i σ2

j

√
1 − ρ2

exp(− 1
2(1 − ρ2)

(
i2

σ4
i

− 2ρij

σ2
i σ2

j

+
j2

σ4
j

)). (17)

Considering the Taylor approximation at points (k ± 1, l), (k, l ± 1), we have:

f(k ± 1, 1) ≈ f(k, 1) ± ∂f(xi, xj)
∂xi

|xi=k,xj=1 +
1
2

· ∂2f(xi, xj)
∂xi

2
|xi=k,xj=1, (18)

f(k, 1 ± 1) ≈ f(k, 1) ± ∂f(xi, xj)
∂xj

|xi=k,xj=1 +
1
2

· ∂2f(xi, xj)
∂xj

2
|xi=k,xj=1. (19)

Given pk,l = f(k, l), pk±1,l = f(k ± 1, l), pk,l±1 = f(k, l ± 1), taking advantage of
(18) and (19), multiplication term in (16) can be approximated as:

− 2pk,l + pk−1,l + pk+1,l ≈ ∂2f(xi, xj)
∂xi

2
|xi=k,xj=1, (20)

− 2pk,l + pk,l−1 + pk,l+1 ≈ ∂2f(xi, xj)
∂xj

2
|xi=k,xj=1. (21)
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By substituting (17)(20) and (21) into (16),and taking variables k, l contin-
uous, (12) can be derived:

Iii =
∑

k,l

1
pk,l

(−2pk,l + pk−1,l + pk+1,l)
2

≈
∫

k

∫

l

1
f(xi, xj)

(
∂2f(xi, xj)

∂xi
2

|xi=k,xj=1)
2

dkdl

=
2

σ4
i (1 − ρ2)2

,

(22)

Ijj =
∑

k,l

1
pk,l

(−2pk,l + pk,l−1 + pk,l+1)
2

≈
∫

k

∫

l

1
f(xi, xj)

(
∂2f(xi, xj)

∂xj
2

|xi=k,xj=1)
2

dkdl

=
2

σ4
j (1 − ρ2)2

,

(23)

Iij = Iji =
∑

k,l

1
pk,l

(−2pk,l + pk−1,l + pk+1,l) · (−2pk,l + pk,l−1 + pk,l+1)

≈
∫

k

∫

l

1
f(xi, xj)

(
∂2f(xi, xj)

∂xi
2

|xi=k,xj=1) · (
∂2f(xi, xj)

∂xj
2

|xi=k,xj=1)dkdl

=
2ρ2

σ2
i σ2

j · (1 − ρ2)2
.

(24)
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Abstract. Most of the existing model-based image steganographic
schemes in spatial domain assume the independence among adjacent
pixels, thus ignores the embedding interactions among neighbouring pix-
els. In this paper, we propose a new image steganographic scheme by
taking advantages of the correlations between each pixel and its eight-
neighbourhood and determine the embedding cost of the pixel through
the minimization of the KL-divergence between the cover and stego
objects. Experimental results demonstrate that our scheme show supe-
rior or comparable performance to two state-of-the-art algorithms: HILL
and MiPOD in resisting steganalysis detectors.

Keywords: Adaptive steganography · Model-driven · Neighbourhood
correlation · KL divergence

1 Introduction

Spatial image steganography aims to hide messages into images by slightly
modifying pixel values while minimizing detectability as much as possible. Cur-
rently, some scientists are trying to implement steganography using deep learning
model [4,14,19], but some such as this paper will still further explore the tradi-
tional methods. In traditional methods, the steganography problem is often for-
mulated as source coding with fidelity constraint since practical algorithms that
embed near the theoretical payload-distortion bound are available for various
distortion functions [9]. Under this scenery, the most crucial task in steganogra-
phy becomes the design of distortion function.

Recently, refer to the design of distortion function, the vast majority have
heavily relied on the heuristic principles, e.g. HILL, WOW, and UNIWARD [10].
For those heuristic attempts, designers should empirically quantify the impact
of making an embedding change on the cover image using several kinds of filters.
Intuitively, texture regions deserve lower cost while smooth regions have a higher
cost.

HILL (High-pass, Low-pass and Low-pass) [13] sequentially adopts one high-
pass filter and two low-pass filters on the cover image to obtain the cost map.
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WOW (wavelet obtained weights) [9], which could be applied to both spatial and
JPEG domain, also designs cost function with the help of a group of directional
filters. These heuristics require sophisticated design and lack of strong theoretical
support.

In order to design steganography mathematically, the model-based methods
come into being. HUGO [16] is the first effort to consider the cover model when
defining distortion function, which is finally to be a weighted sum of the dif-
ference between cover and stego images in SPAM (subtractive pixel adjacency
matrix) [15] feature space. MG (Multivariate Gaussian) [8], the first attempt
to measure statistical detectability, models the cover pixels as a sequence of
independent but not necessarily identically distributed quantized Gaussians and
employs KL divergence as the cost function. MVGG (Multivariate Generalized
Gaussian) [18] is an extension to MG with an adequately adjusted variance
estimator. Besides, MiPOD (Minimizing the Power of Optimal Detector) [17]
minimizes the power of the most potent detector instead of the KL divergence.

In this paper, we propose a new steganographic scheme for spatial images
by incorporating correlations between each pixel and its eight-neighbourhood.
It integrates embedding impacts among neighbour pixels in the design of the
overall distortion function, which we adopt the KL divergence between the cover
and stego image. With the interactions between embedding changes adequately
modelled, the proposed method performs superior or comparable to some of the
state-of-the-art methods in resisting steganalysis detectors.

We first introduce notations in the next section and then describe the pro-
posed model in Sect. 3. We test the proposed method and report the detec-
tion results under SRM [7] and maxSRMd2 [5] feature sets in Sect. 4, where we
compare it with some existing state-of-the-art embedding schemes as well. The
conclusion lies in Sect. 5.

2 Notations

In this paper, we use the symbol i ∈ {1, 2, ..., n} to denote the i-th pixel in
the image. σi and ρij represent the variance of i and the correlation coefficient
between i and j, respectively. The p.m.f. of pixel i with value m is denoted by
pi

m, and qi
m is its stego version. Similarly, pi,j,...

m,n,... represents the p.m.f. of multi-
pixel clique with pixels (i, j, ...) valued (m,n, ...), and qi,j,...

m,n,... denotes its stego
version (The superscript i, j and subscript m,n may be omitted for simplicity).
βi denotes the change probability of the i-th pixel. In this paper, we set the
change probability of modifying each pixel by +1 and -1 be the same.

3 The Method

The cover model built in this paper is shown as the left of Fig. 1, where each
pixel interacts with its 8 neighbor pixels. The 9 pixels {0, 1, 2, 3, 4, 5, 6, 7, 8},
centered in pixel 0, are assumed to obey a 9-variate Gaussian distribution with
zero means.
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First, we decompose these 9 pixels as illustrated in Fig. 1 based on conditional
independence. Then we propose a form of approximations to the KL divergence
of 2-pixel clique and 4-pixel clique, with which the KL divergence of total 9
pixels can be easily obtained. The overall KL divergence is obtained by sum-
ming up the KL divergence of all such 9 pixels in the cover image (overlapped
in practice). Finally, the optimal embedding change probabilities are derived
through minimizing the overall KL divergence under a given payload constraint
utilizing Lagrange multipliers and then converted to distortion cost for practical
embedding.

Fig. 1. Decomposition of a 9-pixel clique

3.1 Decomposition of a 9-Pixel Clique

Taking advantage of conditional independence, we first decompose the p.m.f. of
9-pixel clique p(0 ∼ 8) in terms of 1-variate Gaussian, 2-variate Gaussian and
4-variate Gaussian as Eq. (1) (for proof see Appendix A). Thus the correspond-
ing KL divergence of pixels {0 ∼ 8} can be expressed as Eq. (2). Equation (1)
indicates the interactions within 9-pixel clique, as shown in Fig. 1, it can be
decomposed into one 1-pixel clique, four 2-pixel cliques and four 4-pixel cliques.
Given the fact that the KL divergence of 1-pixel clique is already in MG, as
long as we propose approximations to the KL divergences of 2-pixel clique and
4-pixel clique, the KL divergence of 9-pixel clique can be easily derived. The next
subsection describes the details of the calculation for 2D and 4D divergence.

p(0 ∼ 8) =
p(1, 0, 2, 5) · p(3, 0, 2, 6) · p(3, 0, 4, 7) · p(1, 0, 4, 8) · p(0)

p(0, 1) · p(0, 2) · p(0, 3) · p(0, 4)
. (1)
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DKL(p0∼8||q0∼8(β0 ∼ β8)) =
∑

(0,j,k,l)∈A

DKL(p0,j,k,l||q0,j,k,l(β0, βj , βk, βl))

−
4∑

j=1

DKL(p0,j ||q0,j(βi, βj)) + DKL(p0||q0(β0))

≈ (
∑

(i,j,k,l)∈A

1
2
βT

ijklIijkl(0)βijkl −
∑

(i,j)∈B

1
2
βT

ijIij(0)βij +
1
2
β2

i Ii(0))|i=0,

(2)

where A = {(0, 1, 5, 2), (0, 3, 2, 6), (0, 3, 7, 4), (0, 1, 8, 4)}, B = {(0, 1), (0, 2), (0, 3),
(0, 4)}, βijkl = [βi, βj , βk, βl]T ,βij = [βi, βj ]T , and Ii(0), Iij(0), Iijkl(0) are
respectively 1 × 1, 2× 2 and 4× 4 steganographic Fisher Information Matrix.

MG proposed an approxiamtion to Ii(0) as (3), learned from which we con-
struct 2D and 4D KL Divergence in Sect. 3.2.

Ii(0) =
∑

m

1
pi

m

(
∂qi

m(βi)
∂βi

|βi=0)2 ≈ 1
σ2

i

. (3)

3.2 2D and 4D KL Divergence

For the 2-pixel clique (i, j) with values (m,n) , we assume its p.m.f. is pm,n, and
under the case of ternary embedding, then its stego pixel p.m.f. as well as the
partial derivative of this p.m.f. are shown as:

qm,n(βi, βj) = (1 − 2βi)βj(pm,n−1 + pm,n+1) + βi(1 − 2βj)(pm−1,n + pm+1,n)

+ βiβj(pm−1,n−1 + pm−1,n+1 + pm+1,n−1 + pm+1,n+1) + (1 − 2βi)(1 − 2βj)pm,n.
(4)

∂qm,n

∂βi
|βi=0,βj=0 = −2pm,n + pm−1,n + pm+1,n,

∂qm,n

∂βj
|βi=0,βj=0 = −2pm,n + pm,n−1 + pm,n+1.

(5)

We propose an approximation to two-dimensional KL divergence between
the cover and stego as (6) in mimic of MG. The 2× 2 steganographic Fisher
Information matrix, which is the key component in (6), is approximated using (5)
as below (for proof, see Appendix B). Note that (βi, βj , βk, βl) = (β1, β2, β3, β4)
in this subsection and Appendix B.

DKL(pi,j ||qi,j(βi, βj)) ≈ 1
2
βT

ijIij(0)βij =
2∑

r,c=1

1
2
βrI

rc
ij (0)βc (6)

where I
(11)
ij (0) ≈ 2

σ2
i (1−ρ2

ij)
2 , I

(22)
ij (0) ≈ 2

σ2
j (1−ρ2

ij)
2 , I

(12)
ij (0) = I

(21)
ij (0) ≈

2ρ2
ij

σiσj(1−ρ2
ij)

2 ,

Results in (6) are calculated employing Eq. (7), which is also a proposed
approximation in mimic of (3).

Irc
ij (0) =

∑

m,n

1
pm,n

· (
∂qm,n

∂βr
|βi,βj=0) · (

∂qm,n

∂βc
|βi,βj=0) (7)
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Similarly, for 4-pixel clique (i, j, k, l) with values (m,n, s, t), the partial derivative
of its p.m.f is given in (8), while the p.m.f. itself will not be given in this paper
since it is too long and useless except for partial differential.

∂qm,n,s,t

∂βi
|βi=0,βj=0,βk=0,βl=0 = −2pm,n,s,t + pm−1,n,s,t + pm+1,n,s,t,

∂qm,n,s,t

∂βj
|βi=0,βj=0,βk=0,βl=0 = −2pm,n,s,t + pm,n−1,s,t + pm,n+1,s,t,

∂qm,n,s,t

∂βk
|βi=0,βj=0,βk=0,βl=0 = −2pm,n,s,t + pm,n,s−1,t + pm,n,s+1,t,

∂qm,n,s,t

∂βl
|βi=0,βj=0,βk=0,βl=0 = −2pm,n,s,t + pm,n,s,t−1 + pm,n,s,t+1.

(8)

Then, the KL divergence of 4-pixel clique is:

DKL(pi,j,k,l||qi,j,k,l(βi, βj , βk, βl)) ≈ 1
2
βT

ijklIijkl(0)βijkl =
4∑

r,c=1

1
2
βrI

rc
ijkl(0)βc

(9)
where the element Irc

ijkl(0) located in the r-th row and c-th column of Iijkl(0)
can be calculated using (8) and (10):

Irc
ijkl(0) =

∑

m,n,s,t

1
pm,n,s,t

· (
∂qm,n,s,t

∂βr
|βi,βj ,βk,βl=0) · (

∂qm,n,s,t

∂βc
|βi,βj ,βk,βl=0)

(10)
For the sake of computationally efficient, we adapt the approximation equation
below in the 4D KL divergence.

p(i, j, k, l) ≈ (p(i, j)p(i, k)p(i, l)p(j, k)p(j, l)p(k, l))z

(p(i)p(j)p(k)p(l))3z−1 , (11)

where z is a positive integer, and we set this hyper-parameter to be 1 in this
work.

3.3 Optimization

Our steganographic task can be formulated as an optimization problem that
minimizes the distortion under a given payload constraint. We take its optimal
solution as the optimal change probabilities. The objective function is a weighted
sum of the overall KL divergence and the total payload to be embedded, with
Lagrange multiplier λ controls these two terms. The overall KL divergence equals
the sum of the KL divergence of the 9-pixel cliques centered in pixel i, i ∈
{1, 2, ..., n}. The total payload embedded in the image is the sum of entropies:

αn =
n∑

i=1

h(βi), (12)
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where h(x) = −2xlnx− (1−2x)ln(1−2x). Differentiating the objective function
w.r.t.βi gives (13):

∂

∂βi
(

n∑

i=1

Di
KL − λ(

n∑

i=1

h(βi) − αn)) = 0, (13)

We solve (13) through several times of iterations, and thus obtain the optimal
embedding change probabilities. The corresponding embedding distortion cost
can be obtained using (14) [6], which will be used in STC for the practical
embedding.

ci = ln(
1
βi

− 2). (14)

4 Experimental Results and Analysis

(a) (b)

Fig. 2. The security performance in terms of average testing error PE for MiPOD
without filtered FI, MG and our method without filtered cost when detecting with the
feature sets of SRM (a) and maxSRMd2 (b).

We conduct experiments on BOSSBase ver.1.01 [2], which contains 10,000 grey-
scale images with a size of 512 × 512. The security performance is evaluated
with two steganalysis feature sets: the 34,671-dimensional feature set SRM and
its selection-channel-aware version called maxSRMd2 with ensemble classifiers
[11]. The training set and test set, both of which contains 5000 images, are
randomly selected by ten times. The average of the false-positive rate and false-
negative rate across ten times are adopted as test error, denoted by symbol PE .
The variance and covariance of pixels used in our method are estimated by a
function named sklearn.empirical covariance [1] in python. We also adjust the
results for numerical stability by: ρ = min{0.99, ρ}, σ = max{0.01, σ}
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(a) (b)

Fig. 3. The security performance in terms of average testing error PE for Hill, MiPOD
with filtered FI and our method with filtered cost when detecting with the feature sets
of SRM (a) and maxSRMd2 (b).

Figures 2 and 3 show the average total probability of error PE for payloads
R ∈ {0.05, 0.1, 0.2, 0.3, 0.4, 0.5} bpp(bits per pixel) for our method, MG and
other prevailing embedding methods. Suggested by the spreading rule [12], we
add a 9× 9 average filter operation to our cost map before embedding and report
the results in Fig. 3, while Fig. 2 remains cost map not be low-pass filtered. An
average filter spreads the low costs of textural pixels to their neighbourhood,
making the embedding more conservative. Comparison between Fig. 2 and Fig. 3
reflects that it indeed brings promotion on both two feature sets.

Figure 2 suggests that our method outperforms MiPOD and MG for both
SRM and maxSRMd2 consistently without the low-pass filtering operation. If
low-pass filter applied, Fig. 3 suggests that our method is superior to HILL and
comparable to MiPOD in against the detection of maxSRMd2. As for the per-
formance in resisting the detection of SRM, it is inferior to HILL while slightly
superior to MiPOD. It may be due to our model can help the selection chan-
nel aware feature set maxSRMd2 to obtain more statistical information, which
results in more accurate steganalysis on our method.

Table 1. Average testing error PE versus payload in bits per pixel (bpp) for MiPOD
with low-pass filtered Fisher Information and our method with low-pass filtered costs
on 3000 relatively smooth images from BOSSbase ver1.01 using ensemble 1.0 classifier
with two feature sets: SRM and maxSRMd2.

Feature Algorithm Payload (bpp)

0.05 0.1 0.2 0.3 0.4 0.5 0.6

SRM MiPOD 0.4837 0.4600 0.4012 0.3343 0.2693 0.2090 0.1968

Our method 0.4873 0.4688 0.4128 0.3506 0.2799 0.2206 0.2021

maxSRMd2 MiPOD 0.4742 0.4416 0.3755 0.3030 0.2434 0.1928 0.1766

Our method 0.4599 0.4280 0.3662 0.3116 0.2573 0.2081 0.1734
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In order to clearly show the efficiency of incorporating interactions within
neighbourhood pixels in distortion design. We select 3000 relatively smooth
images and conduct a series of experiments on it for payloads R ∈ {

0.05, 0.1, 0.2,

0.3, 0.4, 0.5, 0.6
}

bpp. These 3000 images are taken from the 5000th to the 8000th
image in BOSSBase ver.1.01 after sorting them by noise level using algorithm
provided in [3]. It is observed that our method outperforms MiPOD by 0.8–1.6%
for R ≥ 0.3 bpp against maxSRMd2, and is superior to MiPOD against SRM
more obviously than experiments on 10000 images of BOSSBase ver.1.01. The
reason is that embedding smoother regions with larger payload forces neighbour-
hood pixels simultaneously changed more, such that the assumption of indepen-
dent pixels is no longer suitable in this case. Hence, our GMRF model performs
better on relatively smooth images.

5 Conclusion

In this paper, we propose a new steganographic scheme for spatial images by
incorporating correlations between pixels and their local eight-neighbourhood.
The method obtains change probabilities by solving an optimization problem
that aims to minimize the KL divergence under a payload constraint. To get
the overall KL divergence, we decompose the 9-pixel clique into 1-pixel clique,
2-pixel clique and 4-pixel clique and propose an approximation of 2D and 4D
KL divergence. With the interactions among embedding modifications taken into
consideration, the proposed statistical model demonstrates superior or compara-
ble security performance to some of the state-of-the-art methods, e.g. HILL and
MiPOD. Moreover, it is more suitable for embedding relatively smooth images
with a relatively large payload. Our future work plans to delineate the correlation
between pixels more accurately.
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Appendix

A Decomposition of p(0 ∼ 8)

Figure 1, illustrates 9 pixels of one block with index {0 ∼ 8}, where every two
pixels are adjacent if connected or independent if disconnected. Based on condi-
tional independence, for two independent pixels, i, j, we can easily obtain:

p(i, j) = p(i|j) · p(j) = p(i) · p(j), (15)
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Let i ↔ j represents adjacent pixels i, j, we proceed with a group of pixels
according to conditional independence:

p(i, j1, . . . jm) = p(i|j1, . . . jm) · p(j1, . . . jm)
= p(i|jk, i ↔ jk) · p(j1, . . . jm).

(16)

Then, it’s obvious to get (17) and subsequently we take the second term of former
formula repeatedly and use (16) to simply them:

p(0 ∼ 8) = p(5|0 ∼ 4, 6 ∼ 8) ·p(0 ∼ 4, 6 ∼ 8) = p(5|0, 1, 2) ·p(0 ∼ 4, 6 ∼ 8), (17)

p(0 ∼ 4, 6 ∼ 8) = p(6|0 ∼ 4, 7, 8)·p(0 ∼ 4, 7, 8) = p(6|0, 2, 3)·p(0 ∼ 4, 7, 8), (18)

p(0 ∼ 4, 7, 8) = p(8|0 ∼ 4, 7) · p(0 ∼ 4, 7) = p(8|0, 1, 4) · p(0 ∼ 4, 7), (19)

p(0 ∼ 4, 7) = p(7|0 ∼ 4) · p(0 ∼ 4) = p(7|0, 3, 4) · p(0 ∼ 4), (20)

p(0 ∼ 4) = p(4|0, 1, 2, 3) · p(0, 1, 2, 3) = p(4|0, 1, 3) · p(0, 1, 2, 3)

=
p(0, 1, 3, 4)
p(0, 1, 3)

· p(0, 1, 2, 3),
(21)

p(0, 1, 2, 3) = p(1|0, 2, 3) · p(0, 2, 3) = p(1|0, 2) · p(0, 2, 3) =
p(0, 1, 2)
p(0, 2)

· p(0, 2, 3),

(22)
For the numerator and denominator in first term in (21):

p(0, 1, 3, 4) = p(3|0, 1, 4) · p(0, 1, 4) = p(3|0, 4) · p(0, 1, 4) =
p(0, 3, 4)
p(0, 4)

· p(0, 1, 4),

(23)

p(0, 1, 3) = p(1|0, 3) · p(0, 3) = p(1|0) · p(0, 3) =
p(0, 1)
p(0)

· p(0, 3), (24)

Substitute (22), (23) and (24) into (21), (21) into (20), (20) into (19), (19) into
(18) and (18) into (17) in turn, (17) can be expressed as:

p(0 ∼ 8) =
p(1, 0, 2, 5) · p(3, 0, 2, 6) · p(3, 0, 4, 7) · p(1, 0, 4, 8) · p(0)

p(0, 1) · p(0, 2) · p(0, 3) · p(0, 4)
. (25)

B 2D and 4D Steganographic Fisher Information matrix

We mimic Eq. (3), where one-dimensional steganographic Fisher Information
proposed, to construct 2D and 4D steganographic Fisher Information matrix in
this proof. First, elements in 2D steganographic Fisher Information matrix are
approximated as:

I
(12)
ij (0) = I

(21)
ij (0) =

∑

m,n

1

pm,n
(
∂qm,n(βi, βj)

∂βi
|βi,βj=0) · (∂qk,l(βi, βj)

∂βj
|βi,βj=0),

I
(11)
ij (0) =

∑

m,n

1

pm,n
(
∂qm,n(βi, βj)

∂βi
|βi,βj=0)

2,

I
(22)
ij (0) =

∑

m,n

1

pm,n
(
∂qm,n(βi, βj)

∂βj
|βi,βj=0)

2.

(26)
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pm,n, the abbreviation of pi,j
m,n, is the probability P{i = m, j = n}, which

can viewed as a point f(xi = m,xj = n) in the two-dimensional Gaussian distri-
bution. Although xi, xj are both discrete integer variables, we suppose f(xi, xj)
is continuous for differentiate:

f(xi, xj) =
1

2πσiσj

√
1 − ρ2ij

exp(− 1
2(1 − ρ2ij)

(
x2

i

σ2
i

− 2ρijxixj

σiσj
+

x2
j

σ2
j

)). (27)

Given pm,n = f(m,n), pm±1,n = f(m ± 1, n), pm,n±1 = f(m,n ± 1), considering
the Taylor approximation at points (m ± 1, n), (m,n ± 1), we have:

f(m±1, n) ≈ f(m,n)± ∂f(xi, xj)
∂xi

|xi=m,xj=n +
1
2

· ∂2f(xi, xj)
∂xi

2
|xi=m,xj=n, (28)

f(m,n±1) ≈ f(m,n)± ∂f(xi, xj)
∂xj

|xi=m,xj=n +
1
2

· ∂2f(xi, xj)
∂xj

2
|xi=m,xj=n. (29)

− 2pm,n + pm−1,n + pm+1,n ≈ ∂2f(xi, xj)
∂xi

2
|xi=m,xj=n, (30)

− 2pm,n + pm,n−1 + pm,n+1 ≈ ∂2f(xi, xj)
∂xj

2
|xi=m,xj=n. (31)

After substituting (5), (27), (30) and (31) into (26), and taking variables m,n, s, t
continuous, we can finally derive (32)–(34). We give an example formula for ele-
ment ij in 4× 4 Fisher Information matrix as (35), which can be easily general-
ized to other elements, their calculation results do not list because of the length
limit.

I
(11)
ij (0) =

∑

m,n

1
pm,n

(−2pm,n + pm−1,n + pm+1,n)2

≈
∫

m

∫

n

1
f(xi, xj)

(
∂2f(xi, xj)

∂xi
2

|xi=m,xj=n)
2

dmdn =
2

σ2
i (1 − ρ2ij)

2 .

(32)

I
(22)
ij (0) =

∑

m,n

1
pm,n

(−2pm,n + pm,n−1 + pm,n+1)
2

≈
∫

m

∫

n

1
f(xi, xj)

(
∂2f(xi, xj)

∂xj
2

|xi=m,xj=n)
2

dmdn =
2

σ2
j (1 − ρ2ij)

2 .

(33)
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I
(12)
ij (0) = I

(21)
ij (0)

=
∑

m,n

1

pm,n
(−2pm,n + pm−1,n + pm+1,n) · (−2pm,n + pm,n−1 + pm,n+1)

≈
∫

m

∫

n

1

f(xi, xj)
(
∂2f(xi, xj)

∂xi
2

|xi=m,xj=n) · (∂2f(xi, xj)

∂xj
2

|xi=m,xj=n)dmdn

=
2ρ2ij

σiσj · (1 − ρ2ij)
2

.

(34)

Iij
ijkl(0) =

∑

m,n,s,t

1

pm,n,s,t
· (∂qm,n,s,t

∂βi
|βi,βj ,βk,βl=0) · (∂qm,n,s,t

∂βj
|βi,βj ,βk,βl=0)

=
∑

m,n,s,t

1

pm,n,s,t
· (−2pm,n,s,t + pm−1,n,s,t + pm+1,n,s,t)

· (−2pm,n,s,t + pm,n−1,s,t + pm,n+1,s,t)

≈
∫

m

∫

n

∫

s

∫

t

1

f(xi, xj , xk, xl)
(
∂2f(xi, xj , xk, xl)

∂xi
2

|xi=m,xj=n,xk=s,xl=t)

·(∂2f(xi, xj , xk, xl)

∂xj
2

|xi=m,xj=n,xk=s,xl=t)dsdtdmdn.

(35)
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Abstract. Underwater acoustic sensor networks (UASNs) have been widely
applied in the fields of maritime and underwater industries and national defense.
However, due to the unattended deployment environment of UASNs, the sensor
nodes are vulnerable to malicious attacks and are easily compromised to be mali-
cious nodes. In recent years, trust models are proved as an effective and efficient
tools for identifying malicious nodes possessing valid identity information. We
propose a trust-based malicious identification scheme (TMIS) for UASNs. First of
all, the impact of underwater environment on communication trust is quantified,
which makes communication trust effectively reflect the behavior of the attacks
that cause communication failure such as selective forwarding attacks. Second,
communication traffic is exploited to effectively reflect the behavior of the attacks
that transmit or receive an abnormal number of packets, such asDOS attack. Third,
we train the prediction model with SVM and K-means++ algorithms. Finally, two
trust update mechanisms are proposed to cope with the dynamic environment of
UASNs and On-Off attacks. The simulation results show that TMIS can effec-
tively identify malicious nodes in complex underwater environment compared to
the other three kinds of identification schemes. In particular, the larger the rate of
malicious nodes is, the better TMIS performs relatively.

Keywords: UASNs · Malicious node detection · Trust mode

1 Introduction

In recent years, underwater acoustic sensor networks (UASNs) have attracted a lot of
attention from some research communities, because UASNs can be used in a wide
range of maritime and underwater industries and national defense, such as ocean sam-
pling, environmental monitoring, oceanographic data collection, disaster prevention,
distributed tactical surveillance, mine reconnaissance, and assisted navigation by pro-
viding exploration and monitoring services below water surface [1–3]. However, due to
the inaccessible and even hostile underwater deployment environment of UASNs, sensor
nodes likely encounter diverse malicious attacks and have no enough capability to cope
with them due to limited software and hardware resources.
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To solve the above problem, some traditional security technologies such as cryptogra-
phy technology, key management, and authentication mechanism have been extensively
studied and applied in UASNs [4]. However, these technologies cannot effectively cope
with the internal attackers that generally have a copy of valid identity information. Trust
management is an effective technology in coping with the internal attacks and increas-
ing the tolerance of the networks to the internal attacks. However, due to the complex,
dynamic, and harsh deployment environment of UASNs, the application of trust man-
agement is facing many challenges. First, due to the high bit error rate and packet
collision of underwater channel, the probability of communication failure is high. So,
non-cooperative behavior of malicious nodes can be concealed, which largely lessen the
performance of trust management [17]. Second, the selection of a kind of trust evidence
generally should consider three factors. The first one is the effectiveness of the evidence
on reflecting the performance of attacks. The second one is the cost for obtaining the
trust evidence. The lower the cost is, the longer the lifetime of UASNs is. The last one
is the reliability of the evidence, but there are few works taking this factor into account.
Moreover, the evidence should be obtained by observing the behavior of a trustee but
offered by the trustee. This is because the authenticity of the evidence offered by the
trustee cannot be ensured. That is, the evidence can be forged by the trustee. In exist-
ing some of state of the art trust models [5, 17], energy evidence is adopted to reflect
the performance of DoS attack, Selective forwarding, Sybil attack, Wormhole attack,
Hello flood attack, and Fake routing attack. Indeed, the rate of energy consumption is an
important evidence for reflect the effect of many attacks. However, these studies didn’t
take the third factor into account. Third, how to cope with the attacks that aim at trust
management is also challenge. For example, in an on-off attack, the malicious node is
able to perform bad or good behavior alternately. After launching malicious attacks for
a period of time, the adversary can choose to behave normally to increase its trust level.
Repeating this process, it is difficult to identify the adversary based on the level of trust
value [5].

To solve the above-mentioned problems, we propose TMIS to cope with them. First,
in order to quantify the impact of underwater channel on communication trust, wemodel
the success probability that two neighbor nodes interact once. Then, in the phase of gen-
eration of trust evidences, we combine communication evidence with the success prob-
ability of two neighbor nodes’ interactions in normal situations, which can extremely
reduce the impact of high packet-bit-error rate and packet collision on the authentic-
ity of communication trust. Secondly, we select communication traffic as a kind of trust
attribute, which is collected by observation and able to effectively and reliably reflect the
performance of the attacks that cause an abnormal number of packets between neighbor
nodes. Considering on-off attacks that aim at undermining the functions of trust manage-
ment, we adopt two kinds of trust update methods, namely, event-based and time-based
trust update, which can achieve the effect of rising slowly and falling quickly.

2 Related Work

Up to now, there have existed many trust models researched for detecting malicious
nodes [6, 22], intrusion detection [7, 21], secure data collection [8], and access control
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[9]. In order to understand the research status, a review of existing trust management
schemes, as follows, is presented and classified by mathematical methods.

S. Ganeriwal et al. [10] proposed a reputation system named RFSN (Reputation-
based Framework for High Integrity Sensor Networks) based on beta distribution. In
this scheme, many concepts such as reputation and trust were defined, and this sys-
tem employed the Bayesian formulation. In particular, the beta distribution was used
in reputation representation, updating, and integration. Moreover, the reputation updat-
ing adopted the idea of aging of observations with time. However, only taking into
account successful and unsuccessful interactions between any two neighbor nodes as
trust attributes is not enough for accurate malicious node identification. To the best of our
knowledge, Josang et al. [11] first proposed a trust model based on subjective logic. In
addition, the subjective logic and beta distribution in this scheme can be used in solving
the uncertainty and fuzziness of observations. However, it didn’t refer to trust updat-
ing for fusing history observations. Ren et al. [12] proposed a subjective logic-based
trust management for unattended wireless sensor networks to deal with subjectivity and
uncertainty of trust evaluation. The main research interest is to guarantee the security of
the storage of observations. In [13], Feng et al. proposed a trust calculation algorithm
for wireless sensor nodes based on node behavior and D-S evidence theory. This scheme
can solve the imprecision and uncertainty of observations. However, it didn’t fuse his-
tory trust evidences, which reduce the robustness of this scheme. In [20], a trust model
named ARTMM was proposed, which is known as the first trust model for UASNs. In
ARTMM, the trustworthiness of sensor nodes is described by link trust, data trust, and
node trust. The ARTMM takes the unreliability of the acoustic channel and the fluidity
of seawater into account while evaluating the integrated trust value. However, the effect
on network layers caused by attacking is ignored in ARTMM, and only using fuzzy
logic is hard to acquire an accurate description of the trust relationship. To the best of
our knowledge, Bin et al. [14] first employed cloud model into trust models for node
selection in wireless sensor networks. In theory, cloud model can better demonstrate
the randomness, fuzziness, and uncertainty of subjective trust. In [15], Jiang et al. pro-
posed a cloud model-based trust management for detecting malicious nodes in UASNs.
Taking into account characteristics of underwater channel, packet loss, used as a kind
of trust evidence, in the model was analyzed layer by layer from the physical layer to
the transport layer. However, the trust evidence of energy consumption is difficult to
verify its authenticity, because only a sensor node itself knows its real residual energy.
Both of the two schemes didn’t refer to how to fuse history observations. In [16], U.
Jayasinghe et al. proposed a SVM-based trust computational model for IoT services.
This model includes three kinds of metrics, namely, knowledge, experience, and reputa-
tion. However, it didn’t give an algorithm for trust updating. In [5], Guangjie Han et al.
proposed a SVM-based trust model for identifying malicious attacks in UASNs. This
model adopted three kinds of trust evidences, namely, communication trust, packet trust,
and energy trust. However, this scheme didn’t take into account the impact of under-
water environment on communication trust, which makes the communication trust not
accurate. In [17], Jinfang Jiang et al. proposed a dynamic trust evaluation and update
mechanism based on C4.5 decision tree in UASNs. In addition, they designed two kinds
of trust update, which make this model more flexible to cope with dynamic behavior of
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UASNs. However, this model didn’t take into account the impact of underwater envi-
ronment on trust evaluation. In [18], Yu He et al. proposed a trust update mechanism
based on reinforcement learning in UASNs. The authors took into account the impact
of underwater environment on trust update.

3 Network and Attack Model

As illustrated in Fig. 1, we assume that, in this networkmodel, all sensor nodes are homo-
geneous, that is, these nodes are armed with uniform software and hardware resources,
and randomly and 3D-dimensionally deployed under a piece of specific ocean surface,
and the cluster heads are selected from the sensor nodes by clustering protocols, and
autonomous underwater vehicles(AUVs) can dynamically change their position in order
to execute special tasks, which possess more software and hardware resources compared
to the sensor nodes.

AUV

Cluster 
Head

Ordinary 
Node

Fig. 1. Network model of underwater acoustic sensor networks.

Moreover, some assumptions are given as follows. Firstly, every node previously
holds a unique ID so that each node stores the information about its neighbor nodes.
Secondly, the communication between sensor nodes and AUVs is secure by default in
order to ensure the integrity and confidentiality of trust evidences sent to AUVs. Thirdly,
each node maintains a historical time window and a current time window for storing
observations collected from behavior of neighbor nodes.

We assume that an attacker aiming at this network can capture or compromise some
sensor nodes by acoustic signal detectors. Then, the attacker can obtain secret identity
information of the sensor nodes so that it can inject malicious nodes, possessing valid
identities, into this network. Furthermore, the attacker can launchmoremalicious attacks
including DoS, Selective forwarding, Packet tampering, Sybil attack, Wormhole attack
and On-Off attack.
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4 Overview of TMIS

In this section, we will introduce the TMIS scheme. we firstly make an overview of it.
This scheme mainly includes channel model, trust evidence generation, trust evaluation,
and trust update.

4.1 Channel Model

In this paper, we adopt the underwater acoustic channel model investigated in [19] that
can reflect the effects of path-loss, multiple propagation paths and ambient noise of
underwater acoustic channel. In this study, it is assumed that Slotted-Aloha is adopted
as the MAC protocol of UASNs, each sensor j is modeled as an M/G/1 queue with a
generally distributed service time with μj and generates data frames of fixed size while
following a Poisson process at rate λj. The probability of a successful communication
(both packet transmission error andpacket collisionwill not occur) between twoneighbor
nodes can be modeled as follows:

Pw,p(βn) = (1 − Pe(βn))ρ
∏U−1

j=1

(
1 − λj

μj
ρ

)
(1)

where βn represents the density of cluster headers,
λj
μj

is the utilization factor of neighbor
sensor j, which indicates the probability that queue j is empty, ρ is the probability that a
queued packet is indeed transmitted, U is the average number of associated sensors per
cluster header. Besides, Pe(βn) is the packet error probability and obtained by Eq. 2.

Pe = 1 − (1 − Pb)
Lp

Pb = Q
(√

γ
)

γ = |H (f )|2Ptx

I + N (f )
(2)

where Pb is the bit error probability, Lp is the number of a packet in bits, γ is the signal-
to-interference-and-noise ratio (SINR), I is the interference from the other clusters, and
Q(·) is the Q-Function.

In order to make Eq. 1. able to be used for each node, we adjust it as follows:

Pl = (1 − Pe(l))ρ
∏n−1

j=1

(
1 − λj

μj
ρ

)
(3)

where l represents the length of packets, n represents the number of target node’s neighbor
nodes.

Using the above channel model, we can calculate the probability that one interaction
succeeds between neighbor nodeswithout packet error and packet collision. It is assumed
that, after transmitting a data packet to its target node, a sensor node waits ACK packet
in order to know if the data packet is received successfully, and the longest waiting time
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is N time slots. That is, the data packet is not received successfully by the target node if
its waiting time is longer than the longest waiting time. The successful one-interaction
probability Pinter between two neighbor nodes can be formulated as follows.

Pinter = Pld ∗Pack

Pld = (1 − Pe(ld ))
∏n−1

j=1

(
1 − λj

μj
ρ

)

Pack = Pla + (
1 − Pla

)
Pla + . . . + (

1 − Pla

)N−1
Pla (4)

where Pld represents the probability of a data packet successfully received by target
node, ld represents the length of the data packet, Pack represents the probability that
the transmitting node successfully receives an ACK from the target node within N time
slots, and la represents the length of the ACK packet.

4.2 Generation of Trust Evidences

Due to the unattended underwater environment, sensor nodes are very likely to suffer
a variety of malicious attacks, and the behavior characteristics of these attacks are not
exactly the same, as exhibited in Table 1.

Table 1. The performance of different attacks.

Attack type Performance of
corresponding attack

DoS More traffic

Selective forwarding Less traffic and
communication failure

Packet tampering Data abnormality

Sybil More traffic

Wormhole More traffic

Each sensor records the behaviors of its neighbor nodes as it interacts with them.
These records are raw and therefore cannot be directly used in trust evaluation. In order
to solve it, we will normalize the records and generate trust evidences. Moreover, we
employ three kinds of trust attributes to reflect the performance of these attacks, namely,
communication trust, packet trust, and traffic trust.

Communication Trust. Communication trust depends on the number of successful and
unsuccessful interactions between two neighbor nodes during a given time interval. Due
to the packet bit error and packet collision in UASNs, it is possible that normal sensor
nodes have low trust value, so it is hard to identify malicious nodes from normal nodes.



A Trust-Based Malicious Detection Scheme for Underwater Acoustic Sensor 433

In order to solve it, we need to make channel estimation. By Eq. 4, we can quantify
the probability of one-interaction success between two neighbor nodes. Moreover, we
propose an advanced generationmethod based on Subjective Logic theory. Assume that s
represents the number of successful interactions, u represents the number of unsuccessful
interactions, we can obtain communication trust by Eq. 5:

T t
c =

{
T t−1
c , ceil

(
1

1−Pinter

)
< s + u

2(s+(s+u)(1−Pinter))+1
2(normalization+1) , else

(5)

where T t−1
c represents the communication trust of the previous time slot. ceil(·)

represents a function of rounding up.

Packet Trust. Some attacks, such as packet tampering, aim at data corruption, so packet
evidence play an important role in trust evaluation. Due to the spatial and time correlation
of underwater environment information, environment data follows normal distribution
[5] and varies slowly. If the data value in a packet is in a given range, it is not accepted
and considered as a normal packet. Assuming that, in a period of time, the number of
normal data is n, and the number of abnormal data is a, the packet trust can be expressed
as follows:

Td = 2n + 1

2(n + a + 1)
(6)

Packet Trust. In general, most of malicious attacks would consumemore or less energy
than normal node. For example, DoS attacks can cause network congestion by trans-
mitting a mass of request packets or sync packets to target nodes, so the target nodes
cannot provide normal network service. Therefore, the attackers will consume a lot of
energy for transmitting the packets. So the rate of energy consumption or the amount of
remaining energy is a kind of effective evidence for reflecting the performance of the
attacks that consume more or less energy than normal sensor nodes. However, it is not
practical that energy evidence is collected by observing the energy consumption rate
or remaining energy of a neighbor node, and energy evidence can be forged in order to
obtain more high trust level. Therefore, we adopt the traffic evidence to reflect the energy
consumption rate, which is easy to be collected by observing and almost impossible to
be forged. So traffic evidence is reliable. And it can effectively reflect the performance
of DoS attacks, Selective attacks, Wormhole attacks by observing the traffic changes
of neighbor nodes. Assuming that every sensor records the amount of generated traffic
from or transmitted traffic to their neighbor nodes, we can obtain the traffic trust by
calculating the following equation.

Tf = 1 −
∣∣∣∣
rt − ra
ra

∣∣∣∣ (7)

where rr and ra are the rate of traffic and average traffic from a neighbor node in a period
of time slot, respectively.
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4.3 Prediction Model Training

Each sensor is responsible for generating the three kindof trust evidences and saving them
in its storage devices. After generating the three kinds of trust evidences, many existing
trust models calculate the final trust value of the trustee by combining each weighted
trust attribute. However, there are many drawbacks in this kind of approach [16]. First of
all, due to lack of prior knowledge and the infinite number of possibilities, it is difficult to
estimate weighting factors for every trust attribute. Second, it is unreasonable to evaluate
if the trustee is malicious or not by employing a threshold-based classification system.

Machine learning can overcome theweaknesses. it is a powerful artificial intelligence
method to find laws from a large number of data and can improve own classification
performance by continuously training. Due to the characteristic that the number of sam-
ples is small in UASNs, support vector machine (SVM) algorithm is a good choice.
In addition, this algorithm can save storage space, because only on support vector the
samples are useful and worthy of being stored. And the computation complexity of this
algorithm is low relatively. In our scheme, when the current time window of a sensor
node is filled, it sends the trust evidences in history window to the AUV nearest to itself
and replaces the history time window with the current time window. It is assumed that
the data of each AUV is synchronous, and the AUVs have enough capability to provide
the training and storage services for all the sensors. Then, the AUV trains a prediction
model on the history trust evidences collected from the same cluster, which can cope
with the situation where there are short of trust evidences for training a prediction model
in UASNs. Finally, the prediction model is sent back to every sensor.

In order to achieve this, we use K-means++ to identify two different labels, namely
1 or −1, because it is simple and quick compared to other unsupervised learning algo-
rithm. Then, the labeled training set is provided for SVM algorithm to train a classifica-
tion model. Currently, many toolboxes of SVM have been developed, such as BSVM,
HeroSVM, LIBSVM, etc. Here, we employ the LIBSVM toolbox to train a predict
model. LIBSVM is a simple, easy-to-use, fast and effective SVM pattern recognition
and regression software package developed and designed by Professor Lin Chih-Jen of
National Taiwan University. The software has relatively few adjustments to the param-
eters involved in the SVM, and provides a lot of default parameters, which can solve
many problems by using these default parameters. Moreover, we set the Kernel function
of the training algorithm as Radial Basis Function Kernel (RBFK) due to the smaller
number of the sample attributes compared to the number of the training samples.

4.4 Trust Update

To the best of our knowledge, most of existing trust models only employ a kind of update
mode, which is not flexible enough to cope with the dynamic behavior of UASNs. In
addition, On-Off attackers can perform good or bad behavior periodically, which looks
like normal phenomenon due to the dynamic underwater environment. Moreover, after
launching malicious attacks a period of time, the adversary can increase own trust value
by behaving normally. Therefore, trustors cannot correctly evaluate if the trustees are
malicious or not. In this paper, we will adopt two kinds of update methods, namely,
event-based trust update and time-based trust update.
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First, we focus on the events-based trust update. The main idea is to observe the
significant change of the trust evidences. In other words, at the time slot i, if the value
of a trust attribute in next n time slots is always less than that of time slot i, and the
differences are all more than a preset threshold, the events-based trust update is triggered.
This behavior will be penalized by the following equation.

Tnew
x =

∏i+n

j=i+1
T j
x,

∀j ∈ [
i + 1, j + n

]
,T i

x − T j
x > α, n > β (8)

where α, β are thresholds.
Second, we focus on the time-based trust update. The history trust evidences can

be used as reference for node evaluation at present. In this paper, we adopt the time
forgetting method to fuse the history trust evidences. The main idea is that the fresher
a trust evidence is, the larger the weight for it is. At the end of a time window, the
time-based trust update is triggered. It is updated by the following equation.

Tnew
x =

∑i+m

j=i
T j
x

(
1 − m + i − j

m + 1

)
(9)

where m is the number of time slots in a time window.

5 Simulation Analysis

In this section, to verify the performance of TMIS in the identification accuracy of
malicious nodes, we will do comparative experiments. The selected reference objects
are STMS [5], TMC [15], ARTMM [20]. The three trust models are all the state of the
art schemes and representative for UASNs. In this simulation, experiment parameters
are set as Table 2.

As demonstrated in Fig. 2, the four trust models are compared in detection accuracy
with simulation time on condition that the rate of malicious nodes is 25%. It is obvious
that our scheme, called TMIS, performs better compared to the other three trust models
from 600 s. the detection accuracy is calculated once an interval of 200 s. It is observed
in Fig. 2 that, before 600 s, the performance of TMIS and STMS is more poor than
TMC, but it gradually increases over time. This is because the classification accuracy of
machine learning extremely depends on the amount of training set. Due to the lack of
trust evidences at the beginning of simulation, the detection accuracy of TMIS is not high
enough. However, as time goes on, the number of trust evidences collected by sensor
nodes increases, and the advantage ofTMIS andSTMSboth based onSVMin identifying
malicious nodes is emerged gradually. It is also shown that the detection accuracy of
TMIS is higher than STMS. This is because TMIS takes into account the impact of packet
collision and underwater environment, including ambient noise, multipath effect, and
path attenuation, on the generation of trust evidences, which makes the trust evidences
more effectively reflect the performance of malicious nodes. In addition, the detection
accuracy of TMC and ARTMM is relatively lower than them. This is because these
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Table 2. Experiment parameters.

Parameters Value

The size of the UASN 1000 m * 1000 m * 1000 m

The number of sensor
nodes

30–70

Node placement Randomly deployed

Frequency 20 kHz

Shipping activity 0–1

Wind speed 0–3 m/s

Spreading factor 1.5

Acoustic speed 1500 m/s

The length of time
slots

200 s

Fig. 2. Detection accuracy comparison with simulation time.

two schemes both refer to assign weight to every trust attribute. Due to lack of prior
knowledge and the infinite number of possibilities, it is difficult to estimate weighting
factors for every trust attribute.

As illustrated in Fig. 3, we compare the detection accuracy with the proportion
of malicious nodes ranging from 10% to 30% and calculate once an interval of 5%.
From the whole simulation, TMIS performs best among the four detection schemes.
Especially, the larger the proportion of malicious nodes is, the better TMIS performs
compared to the other three detection schemes. In addition, the detection accuracy of the
four identification schemes gradually decreases as the rate of malicious nodes increases.
However, our scheme is relatively stable. It is also seen in Fig. 3 that TMIS and STMS
both based on SVM outperform TMC and ARTMM from 10%. This is becauseMachine
Learning is easier to learn laws from more malicious nodes whose attack features are
different. However, TMC and ARTMM are difficult to learn the laws from the malicious
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nodes. Moreover, the performance of TMIS outperforms STMS, because TMIS can
quantify the impact of underwater environment and packet collision on communication
trust, which extremely improves the identification accuracy of TMIS.

Fig. 3. Detection accuracy with the rate of malicious nodes.

As illustrated in Fig. 4, we compared the identification accuracy of the four schemes
under different interaction frequencies. The proportion of malicious nodes and the size
of time slots are set as 25% and 200 s, respectively. It is observed that the performance
of the four schemes has no big difference as the frequency of node interaction is less
than 0.03. This is because the performance ofMachine Learning extremely the quality of
training set.When the frequency of interactions between nodes is low, the trust evidences
have no enough capacity to reflect the features of malicious nodes. With the frequency
of node interactions increasing, TMIS and STMS show a clearer advantage compared to
the other two schemes. That is, the more frequently two nodes interact, the better TMIS
performs. However, the size of time slots affects the timeliness of TMIS. Therefore, the
length of time slots is set according to actual needs of applications.

Fig. 4. Detection accuracy with the frequency of interaction between nodes.
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As illustrated inFig. 5, the detection accuracy of SMIS are compared under three rates
of malicious nodes, 0.1, 0.2, and 0.3, as the frequency of node interaction increases from
0.01 to 0.3. This figure has the insight that the smaller the proportion of malicious nodes
is, the more TMIS depends on the frequency of node interaction in order to improve own
identification accuracy of malicious nodes. This is because the smaller the proportion of
malicious nodes is, the less the samples about malicious nodes are. In addition, with the
frequency of node interaction decreasing, the effectiveness of trust evidences weakens.
Therefore, TMIS is harder to extract the features of malicious nodes.

Fig. 5. Detection accuracy with the frequency of node interaction under the rate of malicious
nodes.

6 Conclusion

Due to the dynamic and complex underwater environment, most of existing trust models
cannot perform well enough in identification accuracy. In order to solve it, we propose a
trust-based malicious identification scheme for UASNs. Firstly, we quantify the impact
of underwater environment and packet collusion on communication trust. Then, we
choose a kind of objective trust attribute called traffic trust, which can be collected by
observation. In addition, we employ SVM and K-means algorithms to extract features
from the trust evidences,which aremore suitable to the dynamic underwater environment
and complex attack patterns. Finally,we adopt two kinds of trust update in order to further
improve the identification accuracy of TMIS. By the two kinds of trust update the trust
value of trust attributes can achieve the effect of rising slowly and falling quickly, which
can effectively cope with ON-OFF attacks. Moreover, the simulation results show that
TMIS performs better than the other three identification schemes in terms of the detection
accuracy of malicious nodes.
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Abstract. While taking account into data privacy protection, federated learning
can mine local data knowledge and gather data value, which has been widely
concerned by the Smart city and Internet of Things. At present, a large amount of
data is generated by the massive edge network in the smart city, but the resources
of the edge side are limited. How to reduce the communication overhead between
the edge and the centralized cloud server, improve the convergence speed of data
model, and avoid resource waste caused by synchronized blocking of federated
learning has become the core issue for the integration of federated learning and
the Internet of Things in the smart city. For this reason, this paper designs a
multi-level federated learningmechanism in the smart city, and uses reinforcement
learning agents to select nodes to offset the influence of the non-IID data that is
not independent and identically distributed. At the same time, asynchronous non-
blocking updating method is used to perform model aggregation and updating of
federated learning to release the resources of faster devices and improving the
efficiency and stability of federated learning. Finally, simulation results show that
the proposed method can improve the efficiency of federated learning tasks in
edge network scenarios with a lot of devices in the smart city.

Keywords: Smart city · Federated learning · Reinforcement learning · Edge
network

1 Introduction

Under the edge network in the smart city, devices with excellent performance can well
collect user information and deploy some crowd-aware tasks [1]. Therefore, it is of great
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value to study and explore the distributed data in the mobile edge network. At present,
the application of federated learning technology in the field of data distributed learning
solves the problem of data privacy protection, and gradually becomes a trend. However,
there are still some problems if applying federated learning in the edge network with a
lot of devices, so we designed a multi-level federated learning mechanism to be suitable
for this scenario in the smart city.

The previous data collection usage pattern was that each device collected user data
and then uploaded it centrally to the background central server. The cloud central server
aggregated user data and processed it, then trained the data, got an optimized model,
and then provided better services to each user. However, there are great privacy security
problems in this way. Each device uploads its local data to the central server, which is
equivalent to exposing its own privacy. Once a malicious attacker attacks the system,
there will be a great risk of user privacy data leakage. Especially at present, data owners
pay more and more attention to data privacy protection, and various countries have also
implemented relevant legislation on data privacy protection, such as the European Com-
mission’s General Data Protection Regulation (GDPR) [2] and the U.S.’s Bill of Rights
on Consumer Privacy [3]. Therefore, this traditional data usage pattern is unsustainable,
and a new data sharing joint training technology to protect data privacy and security is
needed to replace it.

In order to solve the privacy security problems brought by the traditional data usage
mode, Google proposed the concept of federated learning and applied it to the virtual
keyboard function of smart phones [4]. Federated study refers to each device retain
their data is not shared, initial global model released by the central server, the devices
download global model and use their local data training local model, then upload the
local model. Finally, a central server aggregates the local models into a global model.
Federated learning task refers to repeating this process, until the global model fulfills
the requirements of the iterative convergence [5].

In the edge network of the smart city, there are still many problems. Due to the
different usage habits of users, the data on each device does not meet the assumption of
independent identical distribution ofmodel training, whichwill lead to slow convergence
of themodel and reduce the finalmodel effect. On the other hand, due to the large number
of mobile devices in the edge network, even if the original data is not transferred, it will
cause a huge burden on the central server. Finally, because federated learning uses
synchronous blocking model aggregation updates, high performance devices will waste
resources while waiting for model updates.

Based on the above problems, we propose a multi-level federated learning mech-
anism under the edge networks in the smart city to realize efficient federated learning
under the premise of protecting data privacy. Our main contributions are as follows:

(1) On the background of the edge network in the smart city, design a multi-level
federated learning mechanism, in order to solve the huge amount of Iot device
burden to the central server.

(2) Bymeans of reinforcement learning, the nodes used formodel updating are selected
to eliminate the problem of slow convergence and reduced effect caused by non-
independent iden-distributed data on each device.
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(3) Asynchronous non-blocking update with parameter weight correction is used to
update the global model, which frees up resources of the devices with high perfor-
mance, speeds up federated learning tasks and improves the stability of federated
learning.

2 Related Work

Federated learning has been proposed to solve the user privacy leakage problem in
machine learning tasks, which has received much attention in academia and industry. In
[6], the author proposed an architecture based on blockchain network in the computa-
tional scenario, called “FLchain”, to enhance the security of joint learning. In [7], the
author proposed an incentive mechanism combining contract theory to encourage work
nodes to work actively to ensure reliable federated learning. In [8], the author mainly
analyzes and optimizes the uncertainties of federated learning tasks in wireless channels
and the heterogeneous power constraints and local data size differences of local mobile
devices. In [9, 10], the author focuses on privacy protection in the federated learning
process.

In [11], in order to solve the problemof non-IIDdata in federated learning, the authors
propose a method of deep network joint learning based on iterative model averaging.
In [12], the author, aiming at the analysis and improvement of [11]. In [13], the author
proposes a Favor, an empirically driven control framework that can intelligently select
client devices to participate in each round of federated learning through reinforcement
learning to balance biases introduced by non-IID data and accelerate convergence.

In other aspects, in order to solve the trust problem of multi-party participation and
ensure data sharing collaboration, the author in [14] combines blockchain technology
with federated learning, and specifically analyzes its role in the industrial Internet of
Things. In [15], the author uses multi-objective evolutionary algorithm to optimize the
structure of neural networkmodel in federated learning tominimize communication cost
and globalmodel testing errors at the same time. In [16], the author proposed a blockchain
federated learning architecture, analyzed and solved its end-to-end delay, optimized the
training speed of each iteration model, and analyzed and optimized the block generation
rate from three aspects of information exchange, calculation and consensus. In [17], the
author proposes a hierarchical incentive mechanism design for federated learning, which
takes into account the formation of multiple model owners and multiple alliances.

3 Architecture of System Model

Under the edge networks in the smart city, there are a lot of Iot devices. The rapid devel-
opment of technology enables these devices to collect user behavior data easily and
accurately. In recent years, with the rapid development of mobile communication tech-
nology, edge computing theory and technology have attracted more and more attention
from researchers and engineers around the world. They can significantly combine cloud
capacity and devices demand through network edge, thus accelerating content delivery
and improving user service quality [18]. Traditionally, the data on the edge device is
aggregated by the edge server and then modeled as a whole to explore its hidden great
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value. However, this method does not take into account the privacy security of users,
and the transmission of the original user behavior data has a considerable risk of privacy
leakage. With more and more attention paid to privacy security, the traditional way of
data migration under the edge network is obviously not sustainable. Therefore, we pro-
pose amulti-level federated learningmechanism undermobile edge network in the smart
city combined with reinforcement learning technology to optimize edge computing and
make safe and effective use of privacy data on massive mobile devices with the premise
of protecting data privacy and security, see Fig. 1 below.

Fig. 1. Multi-level federated learning mechanism under mobile edge network.

The bottom layer is the edge device layer in the smart city with the raw user data.
There are industrial park, smart transportation, federated hospital and automated fac-
tory. They generate a large amount of data every day, which is closely related to city
information and user behavior, and is crucial to the construction of smart city.

The middle layer is the edge servers for each region, and the top layer is the cloud
center server. Each edge server is connected to mobile smart device in a region, and
the cloud center server is connected to edge servers in all regions. The edge server is
the client of the first level federated learning, and the central server of the second level
federated learning. The intelligent devices in each area are the clients of the second level
federated learning. Therefore, in the edge network of the smart city, the principle of
multi-level federated learning mechanism design is the first-level federated learning led
by a cloud center server and the second-level federated learning led by multiple edge
servers, in order to build a better smart city. The advantage of this design is to free the
cloud center server from the massive mobile smart devices in the edge network, reduce
its computing and communication burden, and at the same time can sense all the device
data in the network.
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In the edge network of the smart city, the specific workflow of the multi-level
federated learning mechanism we designed is as follows:

(1) When a new federated learning task arrives, the cloud center first detects whether
the task has been processed before, and if so, it finds a matching model from the
stored records of the cloud service center and returns the model results. Otherwise,
an initial global model is initiated through the cloud service center or the initial
model is uploaded by the requestor.

(2) Each edge server downloads the global model from the cloud service center and
broadcasts it to each edge device connected to it.

(3) Each edge device receives the global model from the edge server, and then performs
iterative training with its own local data based on this model to obtain the updated
local model.

(4) The edge server selects some edge devices to upload their local models through
relevant policies, and aggregates the local models to obtain a second-level global
model.

(5) Cloud central server through the edge of the reinforcement learning node selection
algorithm to choose the optimal server subset, the selected edge servers upload
their aggregation good secondary global model, a central server then aggregates
their secondary global model into a global model, and test the accuracy of the
model in the test data.

(6) Repeat the above steps until the global model meets the target requirements.

4 Nodes Selection Strategy

4.1 First-Level Edge Severs Selection

Reinforcement learning is an agent’s learning in away of “trial and error”, and the agent’s
behavior is guided by the return obtained through interaction with the environment. The
goal is to make the agent get the maximum return. In this way, reinforcement learning
can acquire knowledge in the action-evaluation environment and improve the action plan
to adapt to the environment [19, 20].

Reinforcement learning is a time-related sequential decisionmaking problem, which
follows theMarkov Decision Process and consists of<S, A, R, P> quaternions, where S
stands for state, A stands for action, R stands for reward, and P stands for state transition
probability matrix [21, 22]. The state transition diagram is as Fig. 2 below:

Fig. 2. State transition diagram.
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The goal of reinforcement learning is to obtain the maximum cumulative reward
value R = ∑T

t=1 γ t−1rt through the state action sequence, where γ ∈ (0, 1] is a factor
discounting of future rewards. To achieve this goal, reinforcement learning algorithm
uses a value function Q(St, a) to estimate the future cumulative reward value after
performing action a in state St .

Qπ (st, a) = Eπ

[ ∞∑

k=1

γ k−1rt+k−1|st, a
]

= Est+1,a
[
rt + γQπ (st+1, a)|st, at

]
(1)

where π is the probability or strategy from the state to the choice of possible measures.
The optimal value function is Q∗(st, a), which represents the maximum cumulative
future reward after performing an action a in the state st .

Q∗(st, a) = Est+1

[
rt + γ max

a
Q∗(st+1, a)|st, a

]
(2)

The goal of reinforcement learning agent learning is to make its value function approx-
imate to Q∗(st, a). Deep reinforcement learning uses deep neural network to represent
Q and updates Q through the gap between them. The loss function can be expressed as
the following formula [13]:

lt(θt) =
(
rt + γ max

a
Q∗(st+1, a|θt ) − Q(st, a|θt )

)2
(3)

We adopt DDQNmodel, replacing rt +γ maxa Q(st+1, a|θt ) withQt arg et(st, a|θt ), and
periodically update Qt arg et with Q.

In the first-level federated learning, we treat the selection of edge servers as a deep
reinforcement learning problem and use theDouble DeepQ-LearningNetwork (DDQN)
to train this problem [3].

The selection of edge servers is described as a problem of deep reinforcement learn-
ing,which requires the clarification of state S, actionA, and rewardR.Meanwhile,we use
DQN network as reinforcement learning agent to interact with the environment. Instead
of collecting or examining any data samples from a device, the agent simply passes in
the convolutional layer weights of the global model, thus preserving the higher level
of privacy than traditional federated learning. It only depends on the weights of model
to determine which information on the edge server aggregation model can improve the
global model to the greatest extent, Because, there is an implicit relationship between the
data distribution on the device and the local model weights acquired through training on
these data, this effect is captured by the secondary aggregation model of the edge server
and is perceived by the central server. Therefore, through this choice of reinforcement
learning, the problems of slow convergence and declining effect of models caused by
non-independent identically distributed data on each device can be eliminated.

In the optimizationmodule of reinforcement learning node selection, we can dynam-
ically adjust the environment state according to different tasks, and then train the
reinforcement learning agent to adapt to different task types.
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During the selectionprocess of edge servers in our example, it is assumed that the state
of federated learning in round t is St , which means the convolutional layer parameter
of the global model. The purpose of using convolutional layer parameters is that the
convolutional layer can better extract data features, and the training of reinforcement
learning can be accelerated with a small data dimension. In other categories of tasks, the
definition of state can be considered in context. The action of federated learning in round
t is At . In the training process, it means to select the server with the highest Q value from
N edge servers, and then compare the maximum Q value of this step action with the
optimal Q value function. However, when the federated learning nodes are selected for
use, the K choices with the highest Q value are selected to participate in the next round
of federated learning. The reward of round t is Rt , which is expressed as follows:

Rt = β�t−� − 1 (4)

where �t is the accuracy of the global model in round t on the validation set. � is target
accuracy. β�t−� adopts the form of index in order to magnify the reward brought by the
improvement of training accuracy, and -1 is in order to use fewer rounds [13].

Therefore, the cumulative future rewards for DDQN reinforcement learning agent
learning can be expressed as follows:

Rtotal =
∑T

t=1
γ t−1Rt =

∑T

t=1
γ t−1(β�t−� − 1) (5)

4.2 Second-Level Mobile Equipment Selection

In the second-level federated learning, the edge server selects a subset of the devices
that is connected to itself for the second aggregation of the local model, so as to obtain
a second-level global model of the edge server. FedAvg method is adopted for this part
of choosing devices, as shown in Fig. 3 below.

Fig. 3. Devices selection

FedAvg means that each device first iteratively trains the local model, then the
edge server randomly selects part of the mobile devices, collects their local model, and
performs weighted aggregation according to the proportion of its data [11], as shown
below:

Wt
g =

∑k

i=1

Di

D
W t

i (6)
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where Wt
g is the global model parameter of round t, k is the number of the devices

selected to participate in second-level federated learning, Di is the data size on device i,
D is the data sum of k devices, and g is the local model of round t training on device i.

The adoption of FedAvg in the second federated learning phase is a good way to
reduce the huge communication overhead burden caused by the massive devices. The
update aggregation mode of FedAvg is still affected by the non-IID data of each device
to a certain extent, but the edge server selection through DQN reinforcement learning
method in the first-level federated learning we designed can make up for this loss.

5 Asynchronous Non-blocking Update with Parameter Weight
Correction

The federated learning tasks’ training speed conforms to the traditional barrel principle
and is determined by the weakest and slowest learning speed of the device participating
in the task. The traditional federated learning mechanism uses synchronous blocking
model updating, that is, the global model will be updated and the next round of federated
learning will be carried out only after all the devices has been trained and the local model
uploaded. However, in smart cities, a lot of devices participating in federated learning
are highly free and flexible. Asynchronous update training is more suitable for federated
learning tasks in smart cities due to different time of equipment joining, differences
in node resources and computing power, learning interruptions and network blocking
caused by various external factors.

If we continue to use the synchronous approach, computing and storage resources
of some devices with high performance will be idle for waiting to be blocked after their
fast training, resulting in wasting of resources and inefficiency. Meanwhile, the whole
federated learning task will be weighed down by a few devices with poor performance.
This disadvantage is magnified when individual devices fail.

In [19], it is recommended to improve the energy efficiency of federated learning by
reducing the CPU cycle frequency of faster mobile devices in the training group. Since
all devices are iterative synchronous, as long as they complete the training before the
slowest device in each iteration, they can maintain the federated learning’s speed. But
instead of speeding up federated learning, having faster devices slow down their CPU
frequency to wait for slower ones, we think this is another way to waste faster resources.

Therefore, we design a parameter weight correction method based on time and
accuracy to realize asynchronous federated learning, which frees up resources of faster
devices and speeds up training of federated learning tasks. As shown in Fig. 4 below.
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Fig. 4. Asynchronous federated learning with parameter weight correction.

In the learning process, each device communicates with the global model parameter
server independently and asynchronously. Each device downloads the global model
according to its own time line, carries out local training and uploads local training
results, as well as the accuracy βaccuracy and delay βtimeDelay of the local model. These
two parameters are used to correct the update of global model parameters. βtimeDelay is
defined as follows:

βtimeDelay = tupload − tdownload (7)

We hope that when the local model updates the global model, its parameter weight will
be positively correlated with the accuracy of the local model and negatively correlated
with the time delay of the model, and the weight coefficient will decline gently when the
time delay is large. So we define the weight correction coefficient $\alpha$ as follows:

α = βaccuracy ∗ zβtimeDelay (8)

where z ∈ (0, 1).
In the process of asynchronous federation learning, the local model parameters

trained by each node need to be multiplied by the weight coefficient α before participat-
ing in the update of the global model. During this process, optimization algorithms of
other strategies may be added. After the global model is updated, it will be sent to each
node for a new round of learning tasks.

6 Simulation Results

We implemented the simulation experiment of multi-level federated learning mecha-
nism under the edge network proposed in this paper. We coded with Python3.7 and
tensorflow2.0. For simulating the the edge network, we simulated 100 mobile devices,
10 edge servers and a central server. And assign the open data set MNIST to 100 mobile
devices according to different policies. The task model is a three-layer convolutional
neural network. The first layer consists of 32 convolutional layers with THE size of 3 ×
3, the second layer consists of a full connection layer with 128 neurons, and the last
layer is the output layer.
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There are four data allocation strategies:

(1) Data is completely distributed according to independent identical distribution (IID).
(2) Data randomly distribution(random).
(3) Non-independent identically distributed data (non_IID).
(4) Part of devices is not independently and identically distributed, and part of devices

is randomly distributed (real_random_non_IID).

We think that the fourth scenario is more close to real life.Among them, the non-
independent identically distributed data of data can be divided into 1.0, 0.8, 0.6, 0.2
according to the proportion. This parameter is the ratio of the same label data in a
device.

Fig. 5. Different data distribution in mobile edge networks.

Fig. 6. Non-IID data and different proportions.

Figure 5 shows the relationship between the communication rounds of multi-level
federated learning with different data distributions and model accuracy under mobile
edge networks. Figure 6 shows the relationship between the communication rounds
of multilevel federated learning and model accuracy under not independent identically
distributionwith different proportions. It can be seen fromFig. 5 that randomdistribution
and independent identical distribution are better than real_random_non_IID, with faster
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convergence and higher model accuracy. In Fig. 5, extreme_non_IID_1.0 is in the same
condition as extreme_non_IID_1.0 in Fig. 6, that is, extreme non-independent identically
distributed data, and the data on each mobile device are of the same label. In this case,
the federated learning method cannot be used to train the model. Figure 6 shows that
the smaller the proportion of the same label data is, the larger the proportion of random
data is, and the model has faster convergence and higher model accuracy, indicating that
the non-independent identically distributed data will have a bad impact on federated
learning tasks.

Fig. 7. Contrast graph of reinforcement learning agent node selection.

Figure 7 shows the relationship between the communication rounds of the federated
learning mechanism designed by us and the model accuracy when the reinforcement
learning agent is used to select nodes and that is not used. The experimental environment
is a real non_IID scenario. It can be seen that the selection of reinforcement learning
agent speeds up the convergence of federated learning tasks, improves the accuracy of
the model, and effectively improves the efficiency of the multi_level federated learning
mechanism designed by us over mobile edge network.

Fig. 8. The contrast graph of reinforcement learning node selection under extreme Non-
independent identically distributed data.
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Unlike Fig. 7, Fig. 8 shows an extreme non_IID data distribution, in which rein-
forcement learning agent node selection optimization is useless because it does not pick
good data nodes at all, i.e. they are all bad. On the other hand, it can be explained that
after iterative training, the reinforcement learning agent obtains the ability to select the
current optimal nodes according to the training state of the current federated learning
task, so as to accelerate the convergence of the model and improve the performance of
the model.

In Sect. 5, we propose an asynchronous federated learning method based on local
model accuracy and time delay for parameter weight correction. In this way, avoid
the resource waste caused by faster devices waiting for federated learning tasks and
accelerate federated learning tasks.

Fig. 9. The contrast graph of Asynchronous and Synchronize.

Figure 9 shows that compared with synchronous training, asynchronous training has
a slower convergence, but it can still achieve the same model effect as synchronous
training within a limited training time.

7 Conclusion

In the future, we will further improve the proposed solution and try to apply it to the
real edge network environment for building a smart city. At the same time, we will
continue to explore federated learning technology and its application, and actively solve
its problems.

Acknowledgement. This work is supported by National Key R&D Program of China
(2019YFB2102301), the National Natural Science Foundation of China (62072049), Key R&D
Program of Hebei Province (20310103D), and Key Project Plan of Blockchain in Ministry of
Education of the People’s Republic of China (2020KJ010802).



Multi-level Federated Learning Mechanism with Reinforcement Learning 453

References

1. Lim, W.Y.B.: Federated learning in mobile edge networks: a comprehensive survey. IEEE
Commun. Surv. Tutor. 22(3), 2031–2063 (2020)

2. Custers, B., Sears, A., Dechesne, F., Georgieva, I., Tani, T., Hof, S.V.D.: EU Personal Data
Protection in Policy and Practice. TMC Asser Press, Hague (2019)

3. Gaff, B.M., Sussman, H.E., Geetter, J.: Privacy and big data. Computer 47(6), 7–9 (2014)
4. Hard, A., Rao, K.: Federated learning for mobile keyboard prediction. arXiv preprint arXiv:

1811.03604 (2018)
5. Yang, Q., Liu, Y.: Federated machine learning: concept and applications. ACM Trans. Intell.

Syst. Technol. 10(2), 12–112 (2019)
6. Majeed, U., Hong, C.S.: FLchain: federated learning via MEC-enabled blockchain network.

In: Asia-Pacific Network Operations and Management Symposium (APNOMS), pp. 1–4
(2019)

7. Kang, J., Xiong, Z., Niyato, D., Xie, S., Zhang, J.: Incentive mechanism for reliable federated
learning: a joint optimization approach to combining reputation and contract theory. IEEE
Internet Things J. 6(6), 10700–10714 (2019)

8. Tran, N.H., Bao, W., Zomaya, A., Nguyen, M.N.H., Hong, C.S.: Federated learning over
wireless networks: optimization model design and analysis. In: IEEE INFOCOM 2019-IEEE
Conference on Computer Communications, pp. 1387–1395 (2019)

9. Lu, Y., Huang, X., Dai, Y., Maharjan, S., Zhang, Y.: Differentially private asynchronous
federated learning for mobile edge computing in urban informatics. IEEE Trans. Indust. Inf.
16(3), 2134–2143 (2020)

10. Lu, X., Liao, Y., Lio, P., Hui, P.: Privacy-preserving asynchronous federated learning
mechanism for edge network computing. IEEE Access 8, 48970–48981 (2020)

11. Mcmahan, H.B., Moore, E., Ramage, D., Hampson, S., Arcas, B.A.: Federated Learning with
Non-IID Data (2018)

12. Zhao, Y., Li, M., Lai, L.: Communication-efficient learning of deep networks from
decentralized data. In: International Conference onArtificial Intelligence and Statistics (2017)

13. Wang, H., Kaplan, Z., Niu, D., Li, B.: Optimizing federated learning on non-iid data
with reinforcement learning. In: IEEE INFOCOM 2020 - IEEE Conference on Computer
Communications, pp. 1698–1707 (2020)

14. Lu, Y., Huang, X., Dai, Y., Maharjan, S., Zhang, Y.: Blockchain and federated learning for
privacy-preserved data sharing in industrial IoT. IEEE Trans. Indust. Inf. 16(6), 4177–4186
(2020)

15. Zhu, H., Jin, Y.: Multi-objective evolutionary federated learning. IEEE Trans. Neural Netw.
Learn. Syst. 31(4), 1310–1322 (2019)

16. Kim, H., Park, J., Bennis, M., Kim, S.: Blockchained on-device federated learning. IEEE
Commun. Lett. 24(6), 1279–1283 (2019)

17. Lim, W.Y.B.: Hierarchical incentive mechanism design for federated machine learning in
mobile networks. IEEE Internet Things J. 7(10), 9575–9588 (2020)

18. Wang, X., Han, Y., Wang, C., Zhao, Q., Chen, X., Chen, M.: In-edge AI: intelligentizing
mobile edge computing, caching and communication by federated learning. IEEE Network
33(5), 156–165 (2019)

19. Wang, X., Wang, C., Li, X., Leung, V.C.M., Taleb, T.: Federated deep reinforcement learning
for internet of things with decentralized cooperative edge caching. IEEE Internet Things J.
7(10), 9441–9455 (2020)

20. Zhan, Y., Li, P., Guo, S.: Experience-driven computational resource allocation of federated
learning by deep reinforcement learning. In: 2020 IEEE International Parallel and Distributed
Processing Symposium (IPDPS), pp. 234–243 (2020)

http://arxiv.org/abs/1811.03604


454 S. Guo et al.

21. Ali, M., Mujeeb, A., Ullah, H., Zeb, S.: Reactive power optimization using feed forward
neural deep reinforcement learning method: (deep reinforcement learning dqn algorithm). In:
Asia Energy and Electrical Engineering Symposium (AEEES), pp. 497–501 (2020)

22. Zuo,G.,Du,T., Lu, J.:DoubleDQNmethod for object detection. In: 2017ChineseAutomation
Congress (CAC), pp. 6727–6732 (2017)

23. Hasselt, H.V., Guez, A., Silver, D.: Deep reinforcement learning with double q-learning. In:
Proceedings of the Thirtieth AAAI Conference on Artificial Intelligence (AAAI) (2016)



A Scheme to Improve the Security of IoT
Communication

Junjie Fu1,2 , Xiaoliang Wang1,2(B) , Yuzhen Liu1,2, Qing Yang3,
and Frank Jiang4

1 School of Computer Science and Engineering, Hunan University of Science
and Technology, Xiangtan 411201, China

fengwxl@hnust.edu.cn
2 Hunan Key Laboratory for Service Computing and Novel Software Technology,

Xiangtan 411201, China
3 School of Computer Science and Information Engineering, Guangzhou Maritime

University, Guangzhou 510725, China
4 Centre for Cyber Security Research and Innovation (CSRI), Deakin University,

Geelong 3220, Australia

Abstract. In the Internet of Vehicles scenario of the Internet of Things,
the security of transmission has become a big challenge. In order to deal
with such security risks, we add AES encryption mechanism to the classic
Ad hoc On-Demand Distance Vector Routing (AODV) routing protocol
in mobile sensor networks and design an AODV-AES encrypted com-
munication protocol, which can be applied to wireless sensor networks
of Internet of Vehicles. The protocol has the following advantages: low
delay, low energy consumption, and high security. The above advantages
show that the AODV-AES encryption communication protocol meets
the characteristics of low delay, limited memory, and energy storage of
mobile sensor nodes. We also compare several protocols through NS2
simulation software, add blackhole attacked in malicious node attacks,
and analyze the average end-to-end delay when attacked by different
numbers of nodes. In addition, we also analyze the changing trend of
source node energy consumption when attacked in different scenarios.
The experimental results show that the AODV-AES encryption com-
munication protocol can not only meet the function of encrypting and
decrypting privacy information, but also effectively reduce the average
end-to-end delay and reduce the energy consumption of the source node
when attacked. It shows that the AODV-AES encryption communica-
tion protocol can be applied to the wireless mobile sensor network of the
Internet of Vehicles, and improve communication security.

Keywords: Internet of Things · AODV-AES · Encrypted
communication

1 Introduction

On the Internet of Vehicles scenario of the Internet of Things, the mobile wireless
sensor network is a very important module [13], in which the wireless sensor can
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receive the information sent by the source center or other sensor nodes in the sen-
sor network, and can also transmit or actively send messages as a relay node [19].
With the development of science and technology, illegal third-party eavesdrop-
pers and attackers may secretly send false data packets [20], or intercept the
data packet information sent by sensor networks, which greatly threatens the
privacy information and information transmission efficiency in the transmission
process [15]. For such problems, the reason why third-party attackers can easily
steal privacy information is that they intercept communication packets by ampli-
fying the vulnerabilities of communication protocols. If we want to weaken or
prevent third-party attackers from obtaining privacy information in communica-
tion information, we can start with the improvement and optimization of com-
munication protocols of wireless sensor networks, this is also the focus of most
encrypted communication protocols [18]. Secondly, the algorithm of asymmetric
encryption mechanism may spend more time and cost in the process of gener-
ating ciphertext and decryption, such as elliptic curve encryption mechanism
and RSA encryption mechanism. The encryption speed gap between symmetric
and asymmetric encryption mechanisms may reach a thousand times [23]. Con-
sidering that we want to solve the security problem on the Internet of Vehicles
communication, the primary requirement of vehicle communication is real-time.
The lower the delay of the encryption algorithm, the better. Low delay is the first
consideration. The second point is low energy consumption [17]. We consider not
only the sensors configured on the vehicle, which can be powered by the vehi-
cle. Generally, its capacitance is large [16]. We mainly consider the temporary
wireless sensor with limited energy consumption, that is, an external sensor is
randomly placed on the vehicle. The external sensor is characterized by limited
energy content [3]. Broadcast transmission of data packets containing privacy
information by the source vehicle through the random movement of the vehicle.
Vehicles with sensors including relay nodes are selected within the preset range
to form a completely mobile wireless sensor network. The Internet of Vehicles is
used as the carrier for the movement of sensor nodes. This setting also improves
the randomness of point selection and improves the security of the protocol in
terms of the physical structure. At the same time, the main purpose of third-
party attack nodes is to intercept and analyze privacy information, and will not
focus a lot of energy on the search of relay wireless sensor nodes, that is, relay
node vehicles that may change; Secondly, the relay node may go out of the trans-
mission range of the source node, which may change the vehicle for each round of
privacy information transmission. The vehicles attacking nodes will not record
and update these relay node vehicles that will change at any time. In order to
solve the security and performance problems of such protocols, we designed an
AODV-AES encrypted communication protocol based on the wireless sensors
that can send and receive information on the Internet of Vehicles [14], which
is based on the classic AODV routing protocol and added the AES encryption
mechanism. At the same time, it is a communication protocol with symmet-
ric encryption mechanism, which has the advantages of small keyspace and low
encryption and decryption delay. These two advantages meet the characteristics



A Scheme to Improve the Security of IoT Communication 457

of limited storage space and low delay of mobile wireless sensor nodes on the
Internet of Vehicles.

2 Related Work

We found that when solving the problem of communication security, most of the
solutions are to improve and optimize the communication protocol to enhance
security. Geetha et al. [7] discussed the application of the DES algorithm in
wireless networks, which also enhances the protection of privacy information. He
mentioned a variety of security requirements, the self-organization requirements
of sensor nodes, authentication requirements, positioning security requirements,
and time synchronization requirements between sensors. The purpose of this
last point is to enable some sensor nodes that do not need to work temporar-
ily in wireless sensor networks to be idle intermittently, which can reduce the
corresponding energy consumption and meet the main characteristics of limited
mobile sensor resources. Hammi et al. [9] also did research in the sensor net-
work in the Internet of Things, introduced a lightweight communication protocol
with encryption and authentication, and also controlled the energy consumption
lower. They thought that a new Internet of Things device must be authenti-
cated before joining the sensor network, and proposed a two-way authentication
protocol; In the key generation stage, a strong key is designed to form sec-
ondary protection for the original encryption key, which has been improved in
security strength, because the strong key adopts the once generated algorithm,
which makes it nonreversible, increases the difficulty of decoding by third-party
attackers, and indirectly improves the security of encrypted communication pro-
tocol. In the research direction of multiple authentications in the Internet of
Things communication, Lee et al. [12] proposed a multiple authentication pro-
tocol, which is based on biological characteristics and aims to protect intelli-
gent devices from malicious attacks by third-party attackers. The protocol they
designed is characterized by applying the Honey List mechanism to sensor net-
works. Chu et al. [6] considering the limited energy storage of wireless sensors, a
lightweight and low-cost communication protocol for generating keys from key-
gen function containing only XOR operation is designed. The principle is to add
new codes to plaintext many times to improve the security of generating cipher-
text. Boakye-Boateng et al. [4] found that when fog computing is directly applied
to wireless sensor networks, the delay and computational overhead will be much
greater than the design requirements. Therefore, a no packet loss encryption pro-
tocol is designed. This protocol is designed based on One-Time Pads, which has
the advantage of distributed characteristics and greatly improves the security
of ciphertext. Ajaykumar et al. [2] analyzed and compared a variety of com-
munication protocols and encryption mechanisms in wireless sensor networks
in recent years, and understood the advantages and disadvantages of various
algorithms. They believe that the security and efficiency of the communication
protocol should be considered in the communication of wireless sensor networks.
They also summarize that the commonly used encryption mechanisms include
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AES, DES, RSA, and ECC. They believe that when evaluating whether the
encryption mechanism is suitable for an application scenario, the timeliness,
energy consumption, and computing overhead of the confidentiality mechanism
should be considered. In addition to directly applying the encryption mecha-
nism to mobile wireless sensor networks, another method is data aggregation,
and the advantage of data aggregation is that it can effectively reduce energy
consumption. Agarwal et al. [1] designed the OLWS clustering protocol. When
selecting the cluster head, they designed new calculation formulas for weight
and node centrality and set the standard of signal strength during aggregation
analysis, which can assist in the connection of the best route. Jasim et al. [10]
proposed SEEDA aggregation protocol, which is characterized by adding verifi-
cation of aggregated data to judge whether the data is real information. At the
same time, before transmitting encrypted data, the data set will be divided into
blocks to reduce the probability of intercepted privacy information disclosure.
Zhou et al. [24] considering that it is still difficult to aggregate a large number
of wireless sensor data into one, used homomorphic encryption mechanism and
CRT theorem to design PIMA aggregation algorithm, which provides a solution
to the problem of wireless sensor data aggregation and enhances the security of
wireless sensor network communication. Yang et al. [22] designed a security clus-
tering protocol using game theory to optimize the trust mechanism of wireless
sensor networks. Because the trust value of the third-party attacking node will
be low, the dynamic game judgment of the trust value can be made before the
sensor transmits information. If an attacking node is detected, the trust mech-
anism will not continue to transmit information from this node. This protocol
can also increase the transmission efficiency of relay sensor nodes.

3 Network Architecture

The network architecture of encrypted communication protocol on the Internet
of Vehicles contains three main structures: source vehicle, privacy information
receiving node vehicle, and malicious node vehicle that will carry out blackhole
attack.

Figure 1 is a description of the network architecture. In the figure, we assume
that the white vehicle is used as the source node to transmit privacy information
to the target receiving node vehicle; Taking the mobile yellow vehicle as the relay
and forwarding node for transmitting information; There is also a malicious
node that will use three third-party illegal red vehicles as a blackhole attack.
This setting meets the mobility of wireless sensor networks on the Internet of
Vehicles, meanwhile including the mobility of malicious attack nodes.

4 Proposed Scheme

4.1 Basic Model

In this scheme, we used the very classical AODV routing protocol in our mobile
sensor network as the basic routing protocol. The AODV protocol is divided
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Fig. 1. Network architecture (Color figure online)

into several stages: first, when a source node needs to send a packet to the
receiving node, but there is no direct path, the source node will make a broadcast
request (RREQ), and when the surrounding nodes receive the broadcast, they
will find out whether they have the routing information to the receiving node.
If there is routing information, RREQ will be forwarded along the route to
the receiving node. After receiving RREQ, the receiving node needs to send a
response (RREP) and send it back along the original route. When the source
node receives RREP, a complete propagation link is successfully connected [5].

The relay nodes in the AODV protocol broadcast the Hello information peri-
odically [21], to make the surrounding nodes aware of their position, and also for
the subsequent construction and update of their routing tables. This feature is
very consistent with the Internet of Vehicles, facilitating the search for vehicles
that can network.

Figure 2 is a description of the AODV routing protocol, and the dashed circle
is the range broadcast by each mobile wireless sensor. The green lines represent
the process of normal node broadcast within the wireless sensor network. The red
line is the spurious RREP feedback immediately after the attack node received
the RREQ. The two blackhole attack nodes in Fig. 2 are attacking.

4.2 AODV-AES Implementation Details

The following are the four steps of communication encryption by AODV-AES
in mobile wireless sensor networks on the Internet of Vehicles.

Replace Original Bytes. When replacing original bytes, which need to be
treated individually for each, an S-Box 16 * 16 bytes matrix is will be used.
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Fig. 2. AODV broadcast with attack nodes (Color figure online)

The methods of substitution are: the first four bytes were used to map the
row and column value of the index value of a new output element, using this new
element value as the value after replacement. A brief description of the algorithm
that replaces original bytes follows.

Algorithm 1. Replace Original Byte
Input: Original Byte OB[i][4]
Output: Replaced Value ResultROB [m][n]
1: while Ob[i][4] �= 0 do
2: for m = 0;m < 4;m + + do
3: for n = 0;n < 4;n + + do
4: ResultROB [m][n] = SBox[OB[m][n]];//From SBox
5: end for
6: end for
7: return ResultROB [m][n];
8: end while

Row Shift. The operation of this step of a row shift is relatively easy because
of the defined matrix of 4 * 4, shifted row requires only the latter three rows to
be shifted, the line i shift i bytes to the left, and below is a brief description of
the algorithm for the row shift.
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Algorithm 2. Row Shift
Input: Privacy Information OB[i][4]
Output: Row Shift Value ResultRS [m][n]
1: while Ob[i][4] �= 0 do
2: Xk = Rand() mod EndNum;
3: for m = 1;m < 4;m + + do //Line 0 is not processed
4: for n = 0;n < 4;n + + do
5: temp[n] =OB[m][(m + n)mod 4];
6: end for
7: for n = 0;n < 4;n + + do
8: ResultRS [m][n] = temp[n];
9: end for

10: end for
11: return ResultRS [m][n];
12: end while

Confusion Column. The basic principle of a confusion column is a matrix
multiplication operation, whereby each column is confused in turn by matrix
multiplication. The key point is the coefficient setting for the confounder column,
with the criteria set as in (1) (2) (3). M(a), N(a) and C(a) are matrix calculation
formulas for the confusion column.

M (a) = M (a)mod
(
a4 + 1

)
(1)

N (a) = 03 ∗ a3 + 01 ∗ a2 + 01 ∗ a + 02 (2)

C (a) = M (a) ∗ N (a) (3)

Round Key Addition. The final step is the round key addition, and this step
can be understood as adding bytes in turn, with the common approach being
XOR operation, described below by its algorithm.

Algorithm 3. Round Key Addition
Input: Original Byte OB[i][4], Number of rounds R[j][4]
Output: Round Key Addition Value ResultRKA[m][n]
1: while Ob[i][4] �= 0 do
2: for m = 0;m < 4;m + + do
3: for n = 0;n < 4;n + + do
4: ResultRKA[m][n]⊕ = R[m][n];//XOR
5: end for
6: end for
7: return ResultRKA[m][n];
8: end while
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Decrypt Information. The above four steps are the encryption key step of the
AES encryption mechanism, and when the mobile wireless sensor node of the
receiving vehicle receives ciphertext, it only will proceed three steps, which is the
inverse operation of three of the above four encryption key steps, the confusion
column of the third step does not do. After the operation of the inverse operation,
the corresponding plaintext information is will be obtained. Finally, after the
ciphertext is obtained, the hash value of the ciphertext will be calculated for
simple authentication to ensure that the privacy information is not tampered
with by the attacker.

5 Blackhole Attack

To verify the security of the AODV-AES encrypted communication protocol
and the performance of energy consumption and delay after being attacked, we
added some blackhole attack nodes to simulate the attack. When the blackhole
attack node receives the RREQ forwarded to itself, the received information is
not carefully analyzed, but instead immediately sends an RREP back along the
original path, which can cause a misleading effect on the transmission of the
source node, because the attack node would indicate that it has a route to the
receiving node, trying to wipe its own illegal identity by sending a malicious
RREP [11]. This creates a path for the source node to send the packet to the
wrong nodes, increasing the danger that the information is intercepted.

But the AODV-AES protocol designs an encrypted authentication mecha-
nism and if the blackhole attack node deceives the source node, in the next stage
of information transmission authentication, it will be identified as the attacking
node and make its attack invalid. Even if the attack node gets ciphertext, the
attacker also has no key, the encryption mechanism of AODV-AES will make
it difficult to obtain plaintext. The encryption and authentication mechanisms
together protect the transmission of privacy information.

6 Simulation and Performance Analyses

6.1 Simulation Environment and Parameters

We used NS-2.30 simulation software in the system of ubuntu10.04 to conduct
the experiments, and Fig. 3 is the dynamic visualization of the simulation envi-
ronment by Nam tool in NS-2.30. As can be seen, this is a scene with 60 mobile
wireless sensor network nodes. The green node represents an ordinary relay node
with sufficient energy. The red node is an aggressive and destructive malicious
node, which is used to verify the security of AODV-AES protocol. The blue is
the privacy information receiving node and the brown is the source node. The
black circle in the figure is the dynamic visualization form of node broadcasting.
The speed of viewing the visualization process can be adjusted in the upper right
corner. Through this visual simulation, we can more clearly see the movement
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Fig. 3. Simulation environment (Color figure online)

trend, energy consumption status, and transmission information link trajectory
of each wireless sensor node.

Table 1 is a description of the parameter case of our designed simulation
experiment. We first set up the moving speed, the scene range, simulation time,
and energy consumption of mobile sensor nodes for various situations through
the Setdest tool in simulation software, then we can generate the simulation
scenarios.

It should be noted that the Idle Power in Table 1 is the energy consump-
tion of the sensor when it is idle. RX Power is the energy consumption of the
sensor receive packet. TX Power is the energy consumption of the sent packet.
Sleep Power is the energy consumption of the sensor when it is dormant. Tran-
sition Power is the energy required to switch between dormant and idle states.
Transition Time is the time required to switch between dormant and idle states.

6.2 Performance Analysis

In contrast experiments, we contrast two major performance parameters applied
to wireless sensor networks on the Internet of Vehicles: source node energy con-
sumption and average end-to-end delay.

Energy Consumption. In the experiment of contrast energy consumption, we
introduce AODV-P encryption communication protocol for comparison, AODV-
P is also a kind of encryption communication protocol. We apply the Caesar
encryption mechanism [8] to the AODV protocol after a slight improvement, then
generated an AODV-P protocol. The classical Caesar encryption mechanism only
has the shifting encryption stage: by setting the private key K as the number of
bits that the encryption needs to move, the ciphertext is output after shifting
the plaintext bit.
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Table 1. Simulation Parameters.

Parameter Values

Simulator NS-2.30

Routing protocol AODV AODV-P

AODV-AES

Node speed 20 m/s

Simulation area 600 m × 600 m

Simulation time 10 s

Initial energy 200 J

Idle power 1.15 J

Rx power 1.2 J

Tx power 1.6 J

Sleep power 0.001 J

Transition power 0.2 J

Transition time 0.005 s

We incorporated a simple authentication protection mechanism on this basis.
Hashes of plain and ciphertext were calculated as the two identifiers protected by
authentication. After the receiving node receives the ciphertext, it is important
to check that the received and computed identifiers are consistent to determine
whether the plaintext is decrypted correctly and whether it has been tampered
with maliciously by the attacker.

We divided the energy consumption contrast experiments into three groups,
which were performed in scenarios with 40, 50, and 60 sensor points. Contrasting
the AODV, AODV-P, and AODV-AES protocols energy consumption changing
trend of source nodes when attacked by different numbers of blackhole attacking
nodes.

Fig. 4. Source node energy consumption under different number of blackhole attack
nodes. (a) 40 nodes; (b) 50 nodes; (c) 60 nodes.



A Scheme to Improve the Security of IoT Communication 465

Figure 4a describes the first set of experiments aimed at contrasting the trend
of source node energy consumption change when source nodes are attacked by
different numbers of blackhole attack nodes under 40 nodes number scenarios
after simulation using a variety of protocols. From the figure, the source node
energy consumption of the AODV-AES protocol is lower than that of the AODV
and AODV-P protocol in the four attacked scenarios with 0 to 3 attacked nodes,
especially when they are not attacked, and the effect of low energy consumption
is the most obvious.

Figure 4b describes the second set of experiments aimed at contrasting the
trend of source node energy consumption change when source nodes are attacked
by different numbers of blackhole attack nodes under 50 nodes number scenar-
ios after simulation using a variety of protocols. When the AODV-P protocol
is attacked in the 50 nodes scenario, the source node energy consumption all
exceeds that of the AODV and AODV-AES protocol. Meanwhile, the AODV-
AES protocol still maintains the lowest source node energy consumption among
these several protocols after the AODV-AES protocol is attacked in the scenario
of 50 nodes.

Figure 4c describes the third set of experiments aimed at contrasting the
trend of source node energy consumption change when source nodes are attacked
by different numbers of blackhole attack nodes under 60 nodes number scenarios
after simulation using a variety of protocols. AODV-AES still maintains the
lowest energy consumption of the source node in four cases, especially when it
is not attacked.

After comprehensively comparing Fig. 4a, Fig. 4b and Fig. 4c, we find that
the AODV-AES encryption communication protocol can maintain a low energy
consumption with the increase of the total number of nodes and the number
of attacked nodes. It shows that the AODV-AES encryption communication
protocol is suitable for mobile wireless sensor networks characterized by low
energy consumption on the Internet of Vehicles, and increases communication
security.

Delay. We design experiments to compare the average end-to-end delay of
AODV and AODV-AES protocol in different numbers of blackhole attack nodes.

As can be seen from Fig. 5, when attacked by different numbers of blackhole
attack nodes, the average end-to-end delay of AODV-AES is all lower than that
of the AODV. This indicates that AODV-AES will also have a low end-to-end
delay under the premise of ensuring encrypted communication. It also shows
once again that the AODV-AES encryption communication protocol is suitable
for the mobile wireless sensor network of the Internet of Vehicles characterized
by low delay, and can increase communication security.
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Fig. 5. Average end-to-end delay under different number of blackhole attack nodes

7 Conclusion

In order to deal with the transmission of security hidden danger in the mobile
sensor network of the Internet of Vehicles, we add AES encryption mechanism
to the classic AODV routing protocol in the mobile sensor network and design
the AODV-AES encrypted communication protocol, which has three advantages.
Low delay, low energy consumption, and high security. Moreover, the encryption
mechanism of AODV-AES is a symmetric encryption mechanism, and the key
occupies a small space. The above advantages show that AODV-AES encryption
communication protocol meets the requirements of mobile sensor nodes on the
Internet of Vehicles, low delay, limited memory and energy storage. We design
comparative experiments to simulate the energy consumption and delay perfor-
mance of AODV, AODV-P, and AODV-AES under the blackhole attack environ-
ment. The results show that when AODV-AES is attacked by different numbers
of blackhole attack nodes under different scenarios nodes, and on the premise
of ensuring encrypted transmission, it can control the average end-to-end delay
and source node energy consumption well, which are better than AODV proto-
col and AODV-P encrypted communication protocol. It is again indicated that
the AODV-AES encrypted communication protocol can be applied in mobile
wireless sensor networks with the Internet of Vehicles as required by low energy
consumption, low delay, and high-security standards.
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Abstract. The research on the Internet of Things (IoT) and edge computing, espe-
cially Unmanned Aerial Vehicles assistedMobile Edge Computing (UAV assisted
MEC) attracted more and more interests of researchers. Nowadays, Electric Vehi-
cles (EV) was introduced into the UAV assisted MEC system to improve system
suitability and robustness. In this paper, an UAV and EV assisted MEC system
was proposed and a paralled processing was involved with the goal of the edge
side energy efficiency maximization, by jointly optimizing the communication
scheduling, computing frequency and the trajectory of the UAV. The problem was
formulated as aMixed IntegerNon-Liner Programming (MINLP), whichwas hard
to solve. Therefore, the MINLP was divided into three sub-problems by apply-
ing the Block Coordinate Descent (BCD) method and solved by using Exhaustive
Method (EM) and Successive ConvexOptimization (SCO). In addition, a heuristic
algorithm was put forward to get the optimization solution. The simulation results
showed that our strategy has better performance comparedwith other benchmarks.

Keywords: Mobile edge computing · Electric vehicles · UAV trajectory

1 Introduction

The UAV assisted MEC systems attracted more and more attention due to their advan-
tages such as easy deployment, controllable mobility, and superior communication links,
that could solve many problems [1–3]. By adding UAVs with computing capability to
the MEC system, the issue of insufficient computing resources could be relieved [4].
Thanks for the easy deployment of UAV and the air-to-ground communication systems
with Line-of-Sight (LoS) links, the impact of ground noise could be mitigated [5]. Con-
sidering the mobility of UAVs, the shortened communication distance between users
and the edge computing server benefited the establish of strong communications links
and the communication efficiency [6].

However, there were still some issues in the above UAV assisted MEC systems [7],
such as the insufficient energy capacity and weak computing stability. Some researchers
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had proposed a UAV assisted MEC with Base Station (BS) system to deal with these
problems [8]. However, the BS had many limitations, such as immovability and expen-
siveness. Combining with the design idea of the EV in IoV [9–11], we used EV replacing
the BS in our system to solve those shortcomings.

In this paper, we considered an UAV and EV assisted MEC system to enhance
the energy efficiency of the edge side. The UAV was responsible for collecting data
from the terminals and forwarding data to the EV. Meanwhile, the EV handled those
data. An energy efficiency maximization problem was formulated and solved approxi-
mately. Finally, an optimized computing offloading strategy named PABCD (Paramenter
Assisted Block Coordinate Descent) was proposed.

2 System Model and Problem Formulation

As shown in Fig. 1, an offloading process was considered in our UAV and EV assisted
MEC system. To handle this process, we defined that UEs on the ground firstly offloaded
data to the UAV, then the UAV forwarded data to the EV, the EV was responsible for
computing and processing tasks finally.

Fig. 1. Schematic diagram of physical model.

Without loss of generality, a 3-D Cartesian coordinate system was employed. There
were K user equipment (UE) located at [wk , 0]T (the ()T denoted the transpose operator),
wherewk = [xk , yk ]T and k ∈ K = {1, 2, 3, ...,K}. The EV stayed at position [qEV , 0]T,
where qEV = [xEV , yEV ]T. In order to dynamically design the trajectory of the UAV,
we discretized the work cycle T into N + 2 time slot with the equal interval as δ =
(T/(N+2)). Due to the small time slot, theUAVwas considered static and its coordinates
were defined as [q[n],H ]T, where H was the flight height, q[n] = [x[n], y[n]]T and
n ∈ N = {1, 2, 3, ...,N }.

2.1 Communication and Computing Model

Communication Model. As shown in Fig. 2, we considered a three-stage parallel app-
roach to improve the communication efficiency of the system. Firstly, the UE offloaded
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Fig. 2. The process of communication.

data to the UAV at the n-th time slot. Then, the UAV forwarded the data to the EV at the
(n+ 1)-th time slot. Finally, the EV processeed these data at the (n+ 2)-th time slot. We
applied the one-to-one communication in all time slots [12], in which the noise could
be ignored.

The channels between the UEs and the UAV, and between the UAV and the EV were
assumed to be dominated by the LoS, with no small scale fading. Thus, we used the
free-space path loss model [13] to establish the channel power gain from the k-th UE to
the UAV in the uplink at the n-th time slot, show as:

hk [n] = β0

‖q[n] − wk‖2 + H 2
,∀k ∈ K,∀n ∈ N (1)

Analogously, the channel power gain between the UAV and the EV could be
expressed as:

hU [n + 1] = β0

‖q[n + 1] − qEV ‖2 + H 2
,∀n ∈ N (2)

where β0 represented the reference channel gain at d = 1m.
We denoted αk [n] as the communication status of the k-the UE with the UAV at

the n-th time slot. According to Fig. 2, we knew that αk [n] could also express the
communication status of the UAV with the EV at the n-th time slot and it should satisfy:

αk [n] = {0, 1},
∑K

k=1
αk [n] = 1,∀k ∈ K,∀n ∈ N (3)

The bandwidth between the UEs and the UAV was denoted as BU2U , the bandwidth
between the UAV and the EV was treated as BU2E , and the noise power was σ 2. The
UE transmitted power and the UAV forwarded power was regarded as PUE and PUAV ,
respectively. Then the transmission rate between the k-th UEs and the UAV [14] was
formulated as:

rk [n] = BU2U · αk [n] · log2
(
1 + PUEhk [n]

σ 2

)
,∀k ∈ K,∀n ∈ N (4)

Similarly, the transmission rate between the UAV and the EV was formulated as:

rUk [n] = BU2E · αk [n] · log2
(
1 + PUAV hU [n + 1]

σ 2

)
,∀k ∈ K,∀n ∈ N (5)
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We defined lk [n] as the tasks offloaded by k-th UE to the UAV at the n-th time slot
and lUk [n + 1] as the tasks forwarded by the UAV to the EV at the (n + 1)-th time slot.
In this case, the amount of offloaded data and forwarded data should satisfy:

αk [n] · log2
(
1 + PUAV hk [n]

σ 2

)
≥ lk [n]

BU2U δ
,∀k ∈ K,∀n ∈ N (6)

αk [n] · log2
(
1 + PUAV hU [n + 1]

σ 2

)
≥ lUk [n + 1]

BU2Eδ
,∀k ∈ K,∀n ∈ N (7)

Computing Model. To reduce the complexity of the model, we assumed lk [n] as the
amount of data processed by EV at the (n + 2)-th time slot. f [n+2]

C · δ was regarded as
the amount of data processed [15] by the EV at the (n + 2)-th time slot, and it met the
following conditions:

∑K

k=1
lk [n] = f [n + 2]

C
· δ,∀n ∈ N (8)

where C was the required CPU cycles per input-bit at EV like the computation of the
UAV.

The computing energy consumption at the (n + 2)-th time slot was:

Ecomp[n + 2] = λc · f [n + 2]3 · δ,∀n ∈ N (9)

where λc denoted the effective CPU switch capacitance, and we set f [n+ 2] as the CPU
frequency of the EV at the n-th time slot with a unit of cycles per second.

2.2 Energy Consumption Model and Energy Efficiency

There were two parts for the total energy consumption, including the flying and forward-
ing energy of the UAV, along with the computing and standby energy of the EV. For the
first part, the energy consumption of the UAV during one flight period was Efly, and we
defined Ecomm as the forwarding energy consumption of the UAV for data transmission
to EV. For the second part, the energy consumption of computing on the EVwas denoted
as Ecomp. Meanwhile, the standby energy consumption of the EV immovably was EEV.

A complete flight energy consumption model [16] could be represented by:

Efly =
∑N

n=1

(
C1‖v[n]‖3 + C2

‖v[n]‖
(
1 + ‖a[n]‖2

g2

))
· δ (10)

where ‖ · ‖ meant the norm 2 function. v[n], a[n] and g denoted speed, acceleration and
acceleration of gravity respectively. C1 > 0 and C2 > 0 were constants which were
related to the UAV’s wing area, load factor and wing span efficiency etc.

For the forwarding energy consumption, we formulated it as:

Ecomm =
∑N

n=1

∑K

k=1
αk [n] · PUE · δ (11)
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Combining formula (9), we knew that:

Ecomp =
∑N

n=1
λc · f [n + 2]3 · δ (12)

We defined PEV as the standby power of the EV, so the standby energy consumption
of EV was:

EEV =
∑N

n=1

∑K

k=1
αk [n] · PEV · δ (13)

Above all, the total energy consumption of the system was: Etotal = Efly + Ecomm +
Ecomp + EEV . In addition, we defined θ as the energy efficiency and it was formulated
as:

θ =
∑N

n=1
∑K

k=1lk [n]
Etotal

(14)

2.3 Problem Formulation

We optimized the energy efficiencymaximization of the edge side by jointly formulating
a optimization problemwith the communication scheduling, the computing frequency of
the EV and trajectory of theUAV.A collection of trajectory, acceleration and speed of the
UAVwas defined asQ = {q[n], a[n], v[n]}. The communication schedulingwas denoted
as A = {αk [n]}. The computing frequency of the UAV was denoted as F = {f [n + 2]}.
The formulated problem was represented as:

P1 :

max{Q,A,F}θ

s.t.

C1 : αk [n] · log2
(
1 + PUEhk [n]

σ 2

)
≥ lk [n]

BU2U δ
,∀k ∈ K,∀n ∈ N

C2 : αk [n] = {0, 1},
K∑

k=1

αk [n] = 1,∀k ∈ K,∀n ∈ N

C3 : αk [n] · log2
(
1 + PUAV hU [n + 1]

σ 2

)
≥ lUk [n + 1]

BU2Eδ
,∀k ∈ K,∀n ∈ N

C4 :
K∑

k=1

lk [n] = f [n + 2]

C
· δ,∀n ∈ N

C5 : f [n + 2] ≥ 0,∀n ∈ N
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C6 : q[n + 1] = q[n] + v[n] · δ + 1

2
a[n] · δ,∀n ∈ N

C7 : v[n + 1] = v[n] + a[n] · δ,∀n ∈ N

C8 : q[1] = q[N + 1], v[1] = v[N + 1]

C9 : ‖a[n]‖ ≤ Amax,∀n ∈ N

C10 : ‖v[n]‖ ≤ Vmax,∀n ∈ N

Due to the non-convexity of the objective function and the constraints C1, C2 and
C3, the problem P1 was a MINLP problem. Hence, we found it was hard to solve by
standard convex optimization techniques. Taking into account the above factors, we
used BCD technology to divide the problem P1 into three sub-problems. The first one,
named communication scheduling problem, could be addressed by exhaustive method
with given the UAV trajectory and the computing frequency. The second sub-problem
could be solved with given the UAV trajectory and the communication scheduling, and
we called it computing resource allocation problem. Finally, we used SCO techniques
as well as the standard convex optimization solver to optimize this trajectory problem
with the optimal solutions of the other sub-problems.

3 Optimization Method and Process

3.1 Communication Scheduling and Computing Resource Allocation Problems

Communication Scheduling Problem. With the given Q and F, we could get a new P2
problem as follows:

P2 :

max θ =
∑N

n=1
∑K

k=1lk [n]
∂{A}

s.t.C1,C2,C3

Through the analysis of the objective function θ , combining with C2, we decomposed
the P2 problem into N sub-problems, where we defined θ = ∑n=N

n=1 θ1. Then, we solved
the sub-problems using the EM. As described in constraint C1 and C3, we could see
that θ1 would change with the value of lk [n], meanwhile,

∑K
k=1lk [n] would change with

αk [n]. Thus, by comparing different θ1 under the different value of k, we set αk [n] = 1
when the θ1 was the largest. By solving N sub-problems, we could get the solution set
of A.
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∂ =
N∑

n=1

(
C1‖v[n]‖3 + C2

‖v[n]‖

(
1 +

∥∥a[n]2
∥∥

g2

))
· δ +

N∑

n=1

γc · f [n + 2]3 · δ

+
N∑

n=1

K∑

k=1

αk [n] · (PUE + PEV ) · δ

Computing Resource Allocation Problem. Combining θ , C2 and C4, with Given Q
and a, We Could Get P3:

P3 :

max{F} θ2 =
N∑

n=1

f [n + 2](
C1‖v[n]‖3 + C2‖v[n]‖

(
1 + ‖a[n]‖2

g2

))
+ γc · f [n + 2]3 + PUE + PEV

· 1

C

s.t.C5

Similar as problem P2, we decomposed the P3 problem into N sub-problems, where
we defined θ2 = ∑N

n=1θ2,n. By deriving f [n+ 2] in θ2,n, we knew that θ2,n and θ2 could
get the maximum when f [n + 2] satisfied the following conditions:

f [n + 2] = 3

√√√√C ·
(
C1‖v[n]‖3 + C2‖v[n]‖

(
1 + ‖a[n]‖2

g2

))
+ PUE + PEV

2γc
(15)

Above all, we could get the solution set of F.

3.2 Trajectory Problems

In this section, the final sub-problem of P1 for optimizing the UAV trajectory was solved
with the optimal solution of P2 and P3.

∑N
n=1

∑K
k=1lk [n] would be a fixed value with

the given A and F, and Ecomm, Ecomp and EEV were fixed, too. Therefore, we needed to
minimize the Efly. Accordingly, this problem could be reformulated as:

P4 :

min{Q} Efly

s.t.C1,C3,C6 − C9

By analyzing constraints C1 and C3, we saw that the problem P4 was a non-convex
optimization problem. Thus, an approximate solution was obtained by introducing SCO
techniques with a slack variable:

τ [n] ≥ 0 (16)
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And it should follow:

‖v[n]‖2 ≥ τ [n]2 (17)

Therefore, Efly could be relaxed to be:

E∗
fly =

∑N

n=1

(
C1‖v[n]‖3 + C2

τ [n]
(
1 + ‖a[n]‖2

g2

))
· δ (18)

According to (17) and (18), it could be inferred that E∗
fly ≥ Efly. So, replacing Efly by

E∗
fly, the objective function of problem P4 could be released into a convex problem for

v[n] and τ [n] jointly. For the non-convex constraint (17), the first-order Taylor expansion
was applied to deal with it. Thus, for any given feasible point τr[n], it followed:

‖v[n]‖2 ≥ ‖τr[n]‖2 + 2vTr [n](v[n] − vr[n]) � ψlb(v[n]) (19)

where equality held at the point v[n] = vr[n]. Then, constraint (17) could be transformed
to:

ψlb(v[n]) ≥ τ [n]2 (20)

Further, constraints of C1 and C3 were handled by using SCO techniques, which
could obtain an approximate solution of problem P4. Specifically, constraint C1 was

nonconvex with respect to q[n], considering the expression of log2
(
1 + PTλ0

‖q[n]−wk‖2+H2

)

in Left Hand Side (LHS), but it was convex with respect to ‖q[n]−wk‖, where λ0 = β0
σ 2 .

The lower bound function of the LHS in C1 could be transformed to g1[n] by using
the first-order Taylor expansion. Similarly, the LHS of the formula in C3 could also be
lower-bounded. These functions were expressed in (21) and (22)

g1[n] = log2

(
1 + PUEλ0∥∥qj[n] − wk

∥∥2 + H 2

)

−
log2(e)PUEλ0

(
‖q[n] − wk‖2 − ∥∥qj[n] − wk

∥∥2
)

(∥∥qj[n] − wk
∥∥2 + H 2

)(∥∥qj[n] − wk
∥∥2 + H 2 + PTλ0

)
(21)

g2[n + 1] = log2

(
1 + PUAVλ0∥∥qj[n + 1] − qEV

∥∥2 + H 2

)

−
log2(e)PUAVλ0

(
‖q[n + 1] − qEV ‖2 − ∥∥qj[n + 1] − qEV

∥∥2
)

(∥∥qj[n + 1] − qEV
∥∥2 + H 2

)(∥∥qj[n + 1] − qEV
∥∥2 + H 2 + PUλ0

)
(22)

Considering the lower bound functions and the approximately convex expression,
we could get the following new problem P4.1:
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P4.1 :

min{Q} E
∗
fly

s.t.

C1∗ : αk [n] · g1[n] ≥ lk [n]
BU2U δ

,∀k ∈ K,∀n ∈ N

C3∗ : αk [n] · g2[n + 1] ≥ lUk [n + 1]
BU2Eδ

,∀k ∈ K,∀n ∈ N

C6 − C9

C10 : ‖v[n]‖2 ≥ ‖τr[n]‖2 + 2vTr [n](v[n] − vr[n]) � ψlb(v[n]),∀n ∈ N

C11 : ψlb(v[n]) ≥ τ [n]2,∀n ∈ N

Obviously, problem P4.1 was convex, where standard convex optimization tools
were proposed to get the solution, such as CVX [17].

As shown in Table 1, where P = {PUE,PUAV ,PEV }, B = {BU2U ,BU2E}, the steps
3–5 were the process for solving three sub-problems, alternately. After getting the EE
(energy efficiency), we made hk and hU change within the feasible region so that our
optimal solution would not fall into the local optimal.

Table 1. Problem P1 optimization algorithm.
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4 Numerical Results

In this section, numerical simulation results were provided to evaluate the performance
of our proposed algorithm and the detail parameters values were shown in Table 1 [10,
14]. We measured the superiority of our algorithm by analyzing the energy efficiency in
the simulation results and proposed two comparison schemes:

Without PA (WPA): By solving the three sub-problems alternately, an optimized
energy efficiency was obtained and its solution schemes of the three sub-problems were
the same as the PABCD without parameter;

Fixed Trajectory Over UEs (FTOU): In this scheme, the UAV choosed the straight
line between two adjacent UEs as the fixed trajectory. The UAV could establish a better
communication channel with Terminals.

Fig. 3. The trajectory of UAV in all schemes.

The PABCD and WPA shared an initial trajectory, while the FTOU was a fixed tra-
jectory as shown in Fig. 3. It could be found that the UAV trajectory of the PCBCD
was smaller than the WPA schemes. There were many factors responsible for this phe-
nomenon. Firstly, the parameter in the PABCD would cause the trajectory in the next
iteration to have a larger solution space, so its trajectory could be smaller. Then, energy
efficiency would change (it would enlarge first, and then reduce) with reducing of the
flying energy consumption of the UAV.

In Fig. 4, we observed that the optimization of the PACBD was optimal. Compared
with the WPA, we could obviously see that the optimization result of the PABCD was
better, which also proved that our design of the PABCD algorithm was meaningful.
On the other hand, with the performance of the WPA, its trajectory fell into the local
optimal solution. For the FTOU, since the UAV trajectory of the FTOU was unchanged,
the rest of the variables would be fixed during the iterative solution process, resulting in
its energy efficiency stayed at a specific value.
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Fig. 4. Convergence of energy efficiency.

Fig. 5. Performance of the PABCD and WPA under different parameters.

Figure 5 plotted that the optimal value and the number of iterations obtained by the
PABCD would be larger as the parameter decreases. In particular, when the parameter
was close to 1, the optimization result would converge to the optimal value but it would
spend more iterations. This was because that the search for the solution space would be
more ‘detailed’ and the number of iterations would increase when the parameter was
close to 1. Then, we set the parameters as 1.04, 1.06 and 1.08, as shown in Fig. 5, where
these optimal values were closer to 274.5 * 100(bit/J). Combining with Fig. 4, we had
reason to believe that this value was the optimal value approximately in this case. For the
WPA, we could see that its snergy efficiency would unchanged as parameter changes,
because the parameter was not involved in the optimization process of it.

We could see that the result of the PABCDwas the best in these schemes, as shown in
Fig. 6, where the number of UEs change would influence the optimality of this system.
By comparing the FTOU, WPA and PABCD, it was not hard to find that the optimized
trajectory had greater energy efficiency than the fixed trajectory.
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Fig. 6. Performance of all schemes under different terminals.

5 Conclusions

In this paper, an UAV and EV assisted MEC system was proposed, where UEs on the
ground offloaded data to the UAV, and the UAV forwarded data to the EV. Meanwhile,
the EV was responsible for computing and processing tasks. We maximized the energy
efficiency of the edge side in this system by jointly optimizing the communication
scheduling, computing frequency and the trajectory of the UAV. The problem was for-
mulated as a MINLP, and we divided it into three sub-problems by applying the BCD
method, and solved it by using the EM method as well as SCO. Finally, an optimal
strategy PABCD was put forward. In order to illustrate the performance of PABCD,
we proposed two schemes WPA and FTOU, and the simulation results showed that the
PABCD had the best performance.
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Abstract. In the ubiquitous network environment, the security threats facing the
metering automation system are also increasing. The risk assessment of electric
energy measurement automation system is an important goal of power grid secu-
rity, but it faces difficulties such as single hidden danger identification means and
lack of dynamic assessment models. To improve the accuracy and rationality of
the system risk assessment, this paper realizes the dynamic risk assessment of the
electric energy metering automation system. First, a risk assessment index system
is established from the three aspects of technology, management, and regulations.
Secondly, based on analytic hierarchy process, we analyzed the weight of the
risk assessment indicator to obtain the subjective weight of the risk assessment
indicator. Then, the Bayes grid method is improved by the method of probability
distribution, which quantitatively describe the relationship between parent nodes
and child nodes. Through the improvedBayesian gridmethod, the objectiveweight
of the risk assessment indicator is obtained, and the comprehensive weight of the
assessment indicator is calculated through combination weighting, which real-
izes the comprehensive risk assessment of the measurement automation system.
Finally, the simulation experiment analysis and the sensitivity analysis of the pro-
posed model are carried out. The result shows that the safety guarantee goal of
the electric energy metering automation system depends to a large extent on the
technical reliability.

Keywords: Electric energy measurement automation · Risk assessment ·
Bayes · Analytic hierarchy process · Probability distribution

1 Introduction

Due to the increasing demand for electricity in our country, the inspection and main-
tenance of electric energy metering devices will be very difficult. The application of
measurement automation system can reasonably allocate effective resources, and greatly
improves work efficiency and quality efficiency [1].
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X. Sun et al. (Eds.): ICAIS 2022, LNCS 13340, pp. 482–495, 2022.
https://doi.org/10.1007/978-3-031-06791-4_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06791-4_38&domain=pdf
https://doi.org/10.1007/978-3-031-06791-4_38


Risk Assessment of Electric Energy Metering Automation System 483

However, under the ubiquitous network environment, the data of the metering termi-
nal user terminal is increasing, and the security threats facing the metering automation
system are also increasing. One of the important goals of the smart grid is to ensure
the safety of the metering automation system, and to be able to predict the security risk
level of the system in time [2]. How to make a reasonable and accurate risk assessment
of the safety status of the electric energy metering automation system is the focus and
difficulty of safety protection for electric metering automation system.

Identifying and analyzing the risk factors and risk levels of the system, andmining the
causal links and regularities between indicators are the basis for establishing an effective
measurement security risk assessment model [3]. However, due to factors such as the
network structure and the diversity of load characteristics and distribution characteristics
in the system, it is difficult to form a universal evaluation system for the safety assessment
of electric energy measurement. In view of this, this article integrates the literature [4–
7], which proposed risk indicators such as illegal network intrusion and metered user
management, and adds consideration of system operation management and regulatory
indicators to build a complete system risk assessment index system. By calculating
system security risks quickly and accurately, the management personnel could conduct
system control in advance to enhance the initiative of the safe operation of the power
grid.

The main contributions of this article are as follows:

1. The measurement automation system safety risk assessment index system has been
established from the three dimensions of technology, management, and regulations.

2. Construct a safety risk assessment model for the measurement automation sys-
tem. The proposed model can effectively identify the key influencing factors that
lead to system security risks, and conduct a dynamic and intelligent comprehensive
assessment of the security risks of the metering automation system.

3. Based on Netica Bayes and Yaahp, the simulation experiment analysis and the
sensitivity analysis of the model are carried out.

2 Related Works

The demand for global monitoring of power grid operation, prevention and control of the
entire network, and centralized decision-making is increasingly prominent [8]. Research
on power grid risk protection and active dispatch control strategies is an important means
to improve the level of regulation and promote the transformation of empirical regulation
to analysis and intelligence [9]. However, in the face of the uncertainty of the risk
indicators of the electric energymetering automation system, the existing risk protection
measures are still mainly in the passive control stage [10, 11], which demanding to wait
for scenarios or failures that need to be adjusted before formulating and implementing
strategies. However, this kind of risk prevention and control method cannot make full
use of resources with a large risk prevention and control time constant, making the grid
security in a passive position [11]. Due to the lack of initiative in the existing grid risk
safety prevention and control methods, it is impossible to accurately analyze and predict
risks before they arrive.



484 W. Li et al.

At present, research on risk assessment in the power field mainly focuses on concept
establishment and necessity analysis [12, 13], risk indicator improvement [14–18], and
risk-based dispatch decision-making [19]. Among them, the literature [15] earlier pro-
posed the related concepts of risk assessment, and established risk assessment indicators;
literature [16, 17] further added equipment overload, loss of load and other indicators
to enrich Evaluation system. Literature [20] proposed using deep learning algorithm
to evaluate the security elasticity of power system. Literature [21] based on statistical
analysis methods, the annual failure rate distribution of transmission lines is obtained,
and the ice damage faults of transmission lines are comprehensively analyzed.

Although the above studies have modeled the severity, this type of risk assessment
method based on certainty assumptions and model-driven has been difficult to accu-
rately estimate the real risk of system. As a result, data-driven risk assessment methods
have received widespread attention in recent years [22–27], but most of them are still
mainly aimed at indicator improvement under data-drivenmethods [23] and assumptions
based on deterministic failures [24]. There are only a few studies that combine scenario
probability with risk assessment [25, 26].

Although the above-mentioned results have been achieved, it does not measure the
risks in future scenarios, and does not use the results of the security risk assessment to
guide regulation. Therefore, this article proposes risk indicators such as illegal network
intrusion and metered user management, and adds consideration of system operation
management and regulatory indicators to build a complete system risk assessment index
system.

3 Safety Risk Assessment Indicators for Electric Energy Metering
Automation Systems

3.1 Index System

Referring to the relevant research on the risk of metering automation system, a safety
risk assessment system for electric energy metering automation systems is established
from technology, management, laws and regulations, as shown in Fig. 1.

1. Technical risk. The technical guidelines are defined as A, which can be divided
into four categories: illegal network intrusion [10], data storage and processing,
identity authentication and access control, and system operation security [26]. A1 =
{A11,A12,A13,A14}, indicates the impact sub-criteria A1. The impact indicators of
illegal network intrusion include: DDoS attack A11, man-in-the-middle attack A12,
unknown source riskA13, andmalicious access pointA14.A2 = {A21,A22,A23,A24},
indicates the impact sub-criteria level A2, the impact indicators of data storage and
processing include: data sharing risk A21, data theft or loss A22, data isolation risk
A23, and data backup and recovery risk A24. A3 = {A31,A32,A33}, indicates the
impact of sub-criteria level A3. The impact indicators of identity authentication and
access control include: identity information validity A31, cross-domain access risk
A32, and access authority management A33. A4 = {A41,A42,A43}, represents the
impact sub-criteria level A4. The impact indicators of system operation risk include:
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systemmonitoring real-time performanceA41, system interface risk A42, and system
patch management A43.

Fig. 1. Risk assessment index system.

2. Manage risks. Management criteria is defined as B, which can be divided into four
dimensions: metering user management B1, system internal personnel management
B2, physical facility management B3, and business operation management B4 [27].
B1 = {B11,B12}, indicates the impact sub-criteria B1, the impact indicators for mea-
suring user management include: user illegal behavior response B11, user authen-
tication and access authorization B12. B2 = {B21,B22,B23}, indicates the impact
sub-criteria level B2, the impact indicators of the internal personnel management of
the system include: measurement keymanagement B21, access authority distribution
and monitoring B22, and illegal and malicious operations B23. B3 = {B31,B32,B33},
indicates the impact of sub-criteria level B3. The impact indicators of physical facil-
ity management include: natural disaster response B31, man-made accident response
B32, and physical host security B33. B4 = {B41,B42,B43}, represents the impact sub-
criteria level B4. The impact indicators of business operation management include:
system asset management and identification B41, critical business chain review B42,
and resource integration, allocation and supply B43.

3. Regulatory risks. Regulatory standards are defined as C, which can be divided into
three dimensions: data, privacy protection C1, national and industry standards C2,
and differences in standards and regulations C3 [28]. C1 = {C11,C12}, indicates the
impact sub-criteria C1, the impact indicators of data and privacy protection include:
illegal misuse of user information C11, privacy leakage risk C12. C2 = {C21,C22},
indicates the impact of the sub-criteria level C2. The impact indicators of national and
industry standards include: consistency with national and industry regulations C21,
and completeness of industry standards C22. C3 = {C31,C32}, indicates the impact
of sub-standard level C3. The impact indicators of differences in standards and reg-
ulations include: cross-regional regulatory differences C31, and industry regulations
have no unified standard C32.

3.2 Evaluation Level

According to GB/T 22240-2020 and other standards [29], this article divides the security
risk level of the measurement automation system into 5 levels: very safe (I), safe (II),
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relatively safe (III), relatively dangerous (IV), and very dangerous (V), the corresponding
safety risk comprehensive score is 80 points or more, 70–80 points, 60–70 points, 50–60
points, 0–50.

4 Construction of a SafetyRiskAssessmentModel forMeasurement
Automation System

To avoid the subjective experience brought by the traditional methods, this paper uses the
analytic hierarchy process to calculate the subjectiveweight of the assessment indicators.
We improved the Bayesian network method through the probability distribution method,
which clarifies the causal relationship between root node and the child node. Also, prior
knowledge and objective evidence are effectively integrated. In addition, the system risk
impact factors are combined andweighted, and the security risk is evaluated dynamically
and comprehensively.

4.1 Determination of the Subjective Weight

TheAnalytic Hierarchy Process (AHP)method [30] is an analysis method for systematic
qualitative calculation of the weights of evaluation indicators, which basic principle is
dividing the complex evaluation system according to the target level, criterion level, sub-
criteria level, indicator level and other levels, and then analyze the influencing factors
of the interaction between the influencing factors in the system.

1. Construct a judgment matrix. After the evaluation content is divided and processed,
experts in the field of electric energy measurement automation are invited to use the
“1–9” scaling method [31] to analyze the impact factors in the two-level evaluation
index system. Evaluate the scores to determine the value, and compare them in
pairs to obtain the ranking results of the evaluation indicator weights layer by layer,
thereby constructing the n-th order judgment matrix P.

P =

⎡
⎢⎢⎢⎣

P11 P12 · · · P1n

P21 P22 · · · P2n

· · · · · · ... · · ·
Pn1 Pn2 · · · Pmn

⎤
⎥⎥⎥⎦ (1)

See Eq. (1), where pi(i = 1, 2, . . . , n) represents the impact factor; pij represents
the relative importance indicator of pi to pj; n is the order of the judgment matrix.

2. Calculation of the relative weight of evaluation indicators. For the judgment matrix
P constructed above, the product Ri of each row element is calculated first, then nor-
malize ri, and use the square root method to solve the eigenvector αi

′
(i = 1, 2, . . . n),

and then the eigenvector set of the judgment matrix P can be obtained α
′ =(

α
′
1, α

′
2, · · · , α

′
n

)
, which can been seen in Eq. (2), (3), (4).

Ri =
∏n

j=1
Pij (2)
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ri = n
√
Ri (3)

α
′
i = ri∑n

i ri
(4)

3. Consistency test. In order to ensure the accuracy of the judgment matrix P, the value
of the random consensus ratio (CR) needs to be determined. The smaller the CR
value, the higher the consistency, the higher the accuracy, and the more consistent
with reality. When CR < 0.1, it means that it meets the consistency inspection
requirements and falls into the acceptable range; otherwise, it does not meet the
consistency inspection requirements and no results can be obtained. The specific
calculation formula is as follows.

CI = λmax − n

n − 1
(5)

CR = CI

RI
(6)

where n represents the order of the judgment matrix; λmax is the maximum eigenvec-
tor of the judgment matrix; CI is the general consistency indicator of the judgment
matrix; RI is the average random consistency indicator of the judgment matrix, and
CR is the judgment consensus ratio of the matrix.

4.2 Determination of Objective Weights

This paper evaluates the probability of one-off events based on theBayesian gridmethod,
thereby describing the interrelationship between the first probability and the later prob-
ability. It has the advantages of dynamic calculation, meets the needs of establishing the
risk assessment model of the dynamic intelligent measurement automation system.

Bayes grid method [32] is a belief network. The grid structure is a directed acyclic
graph describing the relationship between nodes. The conditions in the network parame-
ters Probability expresses the intensity of influence between nodes, from the parent node
(cause) to the child node (outcome), that is, the cause points to the result, that is, BN
equals (network structure, network parameter), network structure equals (child node set,
directed edge set). Among them, the directed edge set reflects the causal dependence
between node variables.

1. Determine the network structure.According to the risk assessment system, the impact
factors are divided from static and dynamic aspects to construct a Bayes network
diagram of dynamic risk assessment. There are a total of 31 influencing factors
for assessing the vulnerability of parent nodes. These factors mainly include static
factors and dynamic factors. The static factors are input by investigators on-site
inspection and mainly include B and C indicators. The factors are monitored by the
measurement automation system, and mainly include A-type indicators.
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2. Determine the network parameters. The network parameters represent the basic char-
acteristics of the evaluation object and the degree of dependency between the parent
and child nodes, including two parts: node variable parameters and conditional prob-
ability tables. The node variable parameters are the determination of constitutional
probability and subsequent probability; the conditional probability table is used to
quantify the parent the degree of influence of the node on the sub-nodes, that is, the
level of security risk occurrence of the metering automation system.

The Bayes grid method is used to calculate the objective weight of the evaluation
indicator, and to evaluate the security status of the measurement automation system.
When calculating the score of each layer of the Bayes network (BN) node [32], first set
the full score of each evaluation indicator to 100 points, and multiply the first probability
when all the nodes are in a state that is beneficial to the safety of the measurement
automation system by 100. The calculation formula for the probability P, the weight of
each evaluation indicator in the Bayes network is as follows:

P(Y | X ) = P(Y ∩ X )

P(Y )
= P(X )P(Y | X )

P(Y )
(7)

α
′ ′
(A1n) = P(A1n | A1)

P(A11 | A1) + P(A12 | A1) + · · · + P(A1n | A1)
(8)

where n is the number of nodes; X and Y are random variables, Y = y is a set of event
hypotheses, X= x is a set of conditions, the probability of impact on event Y= y before
the condition X = x occurs P(Y) is called the first probability. After the condition X =
x occurs, the impact P(Y|X) on the event Y = y is called the later probability.

4.3 Improvement of Bayes Grid Method

In order to make the measurement security risk assessment results more accurate, the
weights of nodes listen to the opinions of multiple experts and appropriately integrate
them. In order to reduce the impact of individual experts’ subjectivity, this paper adopts
probability allocation [33] and triangular fuzzy method [34] to determine the node
conditional probability table and the root node prior probability table.

Determine the influence weight of each parent node on the child node and perform
normalization processing, where is the influence weight of the parent node on the child
node.

∑m

i=1
wi = 1,wi ∈ [0, 1] (9)

Calculate the weighted average state distance from the child node to the parent node
according to the following formula:

Es =
∑

i
|Us − Cs|i × wi (10)

where Us represents the state of the parent node; Cs represents the state of the child
node; s represents the state of the node.
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Formula (7) is a conventional formula for calculating conditional probability. The
improved conditional probability by the method of probability distribution is shown in
formula (3–11), where R is the result distribution indicator given by the expert.

Us = e−REs
∑sm

s1 e−REs
(11)

4.4 Determining the Weight of Indicator Combination

The subjective and objective weights calculated by the AHP method and the Bayes net-
work method are combined to assign weights [35] to obtain the comprehensive weights
of the evaluation indicators. The calculation formula is:

Wi = α
′
iα

′ ′
i∑n

i=1 α
′
iα

′ ′
i

(i = 1, 2 . . . , n) (12)

5 Experiment and Analysis

Based on the corresponding energymetering index system inFig. 1, this paper establishes
an electrical energymetering automation dynamic risk assessmentmodel. The evaluation
process of the model is as follows.

5.1 Calculate Subjective Weight

Comprehensive analysis is carried out from levels to the system risk influence factors,
that is, the evaluation index system is divided into target level, criterion level and sub-
criteria level. Among them, the target layer is analyzed from both static and dynamic
perspectives; the first-level indicator criterion layer mainly includes three aspects: tech-
nical risk A, management risk B, and regulatory risk C. The second-level indicator has
11 sub-criteria layers. Among them, the decision goal is the security assurance of the
measurement automation system. The three criterion-level elements are technical risk
A, management risk B, and regulatory risk C.

Fig. 2. Hierarchical structure model based on Yaahp.
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1. Build a hierarchical structure model. According to the evaluation index system
and layering method listed in Fig. 1, this paper generates an analytic hierarchy
process model based on Yaahp decision analysis software. This model includes 1
decision objective, 3 criterion-level intermediate elements, and 11 sub-criteria-level
intermediate elements, as shown in Fig. 2.

2. Calculate the sorting weight. In this paper, the subjective weight of each evaluation
indicator is calculated by formulas (1)–(6). According to the judgment matrix scal-
ing method listed in Session 4, the judgment matrix is established as Table 1. The
calculation results of the ranking weight of each criterion-level element to the deci-
sion objective are shown in Fig. 3. As shown in Fig. 3, technical risks accounted for
41.47%,management risks accounted for 33.33%, and regulatory risks accounted for
25.55%. Taking the criterion-level evaluation indicator as an example, it is calculated
that the maximum eigenvector of the judgment matrix is 3.0324, and the consistency
test result CR is 0.0311, which is less than 0.1, which meets the consistency test
requirements.

Table 1. Judgment matrix at criterion level.

Criterion layer A B C

A 1.0000 1.5000 1.4000

B 0.6667 1.0000 1.6000

C 0.7143 0.6250 1.0000

Fig. 3. The ranking weights of decision-making targets by each criterion layer.

5.2 Calculating Objective Weights

In order to test the feasibility of the safety risk assessment model of the electric energy
metering automation system proposed in this article, this article adopts the assessment
index system proposed in Part 3, using the 31 kinds of assessment indicators listed in
Session 3, and using the improved Bayesian grid method to obtain the objective weight
of the system risk assessment indicator.
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1. Constructing theBayes network structure. This paper usesNeticaBayes [16] network
software and the evaluation index system proposed in Part 3 to generate a system
security evaluation risk structure, as shown in Fig. 4.

2. Determine network parameters. As shown in Fig. 4, the quantity to be decided by
the model is defined as “Evaluation”, which represents whether the measurement
system is prone to security risks; the criterion layers of the model are A, B, C and
its sub-layers A = {Ai, i = 1, 2, 3, 4}, B = {Bi, i = 1, 2, 3, 4}, C = {Ci, i = 1, 2}.

3. Calculate the score of each level node. Using the node score as the input, calculate
the final score of each BN node of level one according to formulas (7)–(11) and
the Bayes grid method, and then quantify the weight of each evaluation indicator of
level one, and so on, The weight of each evaluation indicator of the measurement
automation system and the comprehensive score of safety risk can be obtained.
Through calculation, BN node scores and security risk scores at each level of the
measurement automation system can be obtained, as shown in Table 2.

Fig. 4. Bayes network structure.

5.3 Determining the Overall Weight

Taking technical risks A, management risk B, and regulatory risk C in the standard level
as the final evaluation indicators, the AHP method and the improved Bayes method
are used to calculate the subjective and objective weights of each evaluation indicator,
and the evaluation indicators are The subjective and objective weights are combined for
weighting, and the comprehensive weight of each evaluation indicator is calculated by
formula (12). The calculation results are shown in Table 3.

It can be seen from Table 3 that, among the first-level assessment indicators, the
comprehensive weight of the technical risk assessment indicator A is 0.4729, followed
by the management indicator B, which has a weight of 0.3242. The weight of class
indicator C is 0.2029. Then it is inferred that the safety guarantee goal of the electric
energy metering automation system depends to a large extent on the technical reliability,
which is consistent with the actual situation.



492 W. Li et al.

Table 2. Comprehensive assessment results of safety risks of measurement automation systems.

Criterion
layer

Sub-criteria
layer

Score of
Sub-criteria
layer BN
node

Indicator
weight of
sub-criteria
layer

Evaluation
score of
criterion layer

Evaluation
indicator weight
of criterion
layer

A A1 68.00 0.2306 70.00 0.3888

A2 70.33 0.2385

A3 80.00 0.2713

A4 76.50 0.2596

B B1 83.00 0.2331 60.00 0.3333

B2 87.00 0.2444

B3 96.00 0.2697

B4 90.00 0.2528

C C1 62.50 0.5000 50.00 0.2779

C2 62.50 0.5000

Table 3. Comprehensive weighting table of evaluation indicators.

Criterion
layer

Subjective
weight

Objective
weight

Comprehensive
weight

A 0.4167 0.3888 0.4729

B 0.3333 0.3333 0.3242

C 0.2500 0.2779 0.2029

5.4 Sensitivity Analysis

This paper uses sensitivity analysis to determine the degree of influence of the indicator
weight change of the criterion level on the decision evaluation value, so as to guide the
management personnel of the electric energy measurement automation system to make
decisions at a higher level.

First, as shown in Fig. 5, 6 and 7, the sensitivity analysis curves of A, B, and C
indicators respectively. Taking Fig. 5 as an example, the abscissa is the weight change
of technical indicators, and the ordinate is the weight change of static evaluation and
dynamic evaluation. For indicator A, the more attention is paid to dynamic evaluation
methods, the more obvious the advantages of category A indicators are, On the contrary,
as shown in Fig. 6 and Fig. 7, for theB andC indicators, compared to dynamic evaluation,
the more important the static evaluation method is.

Secondly, by observing Fig. 5, 6 and 7, we can find that there is a change point in
all three sensitivity analysis curves. The values of the three change points are (0.4700,
0.5200), (0.2500, 0.5022), (0.1700, 0.5022), and these points marked where the weight
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Fig. 5. Sensitivity analysis of A. Fig. 6. Sensitivity analysis of B.

Fig. 7. Sensitivity analysis of C.

ranking changes. Taking the change points (0.4700, 0.5200) in the sensitivity curve of
A-type indicators as an example, it shows that when the weight of technical indicators
is less than 0.4700, compared with dynamic evaluation, the weight of static evaluation
is higher; and when the weight of technical indicators is When it is greater than 0.4700,
the dynamic evaluation method accounts for a higher proportion.

6 Conclusion

This paper constructs a safety risk assessmentmodel of electric energymetering automa-
tion system based on fuzzy analytic hierarchy process and improved Bayesian network,
which includes the construction of a Bayesian network-based metering automation sys-
tem risk assessment reasoning network structure and a metering automation system
security risk assessment system. Corresponding risk assessment calculation model.

The model combines the traditional AHP method with the improved Bayes network
method to combine the weights of the evaluation indicators and calculates the com-
prehensive weights of the evaluation indicators, which improves the rationality of the
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evaluation indicator, and realizes the comprehensive assessment of subjective and objec-
tive risks measurement for automation system. Determine the safety risk level of each
evaluation indicator according to the principle of maximumweight, and consider that the
system risk level is relatively safe and below requires relevant personnel to conduct an
in-depth review of the metering automation system. Finally, through sensitivity analysis,
determine the degree of influence of the indicator weight change of the criterion level on
the decision evaluation value, so as to guide the management personnel of the electric
energy measurement automation system to make decisions at a higher level. Through
this model, the key influencing factors leading to system security risks can be effectively
identified, the dynamic analysis of the security risks of the measurement automation
system is realized, and the basis for reducing the security risks of the measurement
automation system can be provided.
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Abstract. The power Internet of Things is the evolution direction of the power
industry.While improving the convenience of power grid operations, it also brings
emerging network security risks to traditional industries. The national secret algo-
rithm can integrate the characteristics of the power Internet of things for deploy-
ment and application, and improve the industry security of the power Internet of
things. Based on the characteristics of the power Internet of Things architecture,
the security analysis of the interconnection of power grids is carried out, com-
bined with the calculation points of the national secret algorithm, the business
application scenarios of the national secret algorithm in the power industry are
discussed, and a kind of electricity information encryption is proposed for the
communication requirements of the power terminal and the grid platform. In the
transmission scheme, SM2 is applied to the encrypted communication between
the power terminal and the power grid platform server to solve the security issues
such as identity authentication and encrypted transmission, and to improve the
security efficiency of the power Internet of Things.

Keywords: Power internet of things · National secret algorithm · Network
security · Encrypted transmission

1 Introduction

Electric energy is an important support for social life and production, and the elec-
tric power system is a basic industry that guarantees people’s livelihood and promotes
social and economic development. The power system has a complex structure. From the
perspective of equipment composition, the power system mainly includes power gen-
eration equipment, power conversion equipment, power transmission equipment, and
distribution and consumption equipment; from the perspective of network composition,
the power grid is mainly divided into power transmission grids and power distribution
networks [1, 2]. In view of the particularity of the power industry, a complete secu-
rity monitoring system needs to be established, and massive connections need to be
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built based on new technologies such as 5G industrial network, narrowband Internet
of Things, low-power wide area network LPWAN [3], so as to realize the deployment
of data collection and monitoring and control systems. And communications, but also
provide support for intelligent power services. The power Internet of Things connects
the originally isolated power equipment in series and opens up the information channel
of the closed network. While improving the convenience of power system operation,
it also brings emerging network security risks to the traditional industry of power. As
the encryption algorithm of my country’s independent intellectual property rights, the
national secret algorithm can be deployed and applied by integrating the characteristics
of the power Internet of things to improve the industry security of the power Internet of
things [4, 5].

This paper combines the development characteristics of the power Internet of Things,
carries out the security analysis of the power Internet of Things [6], combines the cal-
culation points of the national secret algorithm, discusses its application in the power
Internet of Things industry, designs a typical application scenario, and proposes a kind of
electricity based on SM3 and SM9. The information collection and transmission scheme
can effectively support the safe development of power information transmission business
and provide reference ideas for industry research and industrial production.

2 Power Internet of Things Architecture and Security Analysis

2.1 Network Architecture

According to the current operating status of power grid transmission, transformation,
distribution and power consumption business, the overall framework design of the power
Internet of Things is shown in Fig. 1 which according to [7], including 4 layers, of which
the perception layer realizes the perception of power terminal equipment information,
relying on RFID and other technologies realize the aggregation of terminal status infor-
mation, realize linemonitoring and videomonitoring in the transmission link, equipment
inspection and video monitoring in the substation link, distribution automation in the
power distribution link, equipment monitoring and remote copying in the power utiliza-
tion link Information collection in various links such as tables and customer relationships;
at the network layer, a comprehensive use of wired communications, wireless commu-
nications, satellite communications, operator dedicated lines, 5G and other technologies
to build a dedicated power communication system has formed a wide-area connection of
the power Internet of Things; At the platform layer, the information and data of all links
are transmitted to the management platform through the power communication system
to realize the integration, analysis and processing of information; at the application layer,
through differentiated decision-making on power services in different industries, pro-
viding intelligent professional use for different industries Electricity service realizes the
high efficiency and intelligence of electric power distribution and power dispatching.
Through the power Internet of Things, the existing power system infrastructure resources
can be reasonably and effectively integrated, and the efficiency of power utilization can
be improved. At the same time, it can promote the rapid access to the grid of new energy
industries such as green power, and improve the automation and intelligence of the power
system [8].
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Fig. 1. Power IoT system architecture.

2.2 Safety Analysis

An important feature of the power Internet of Things is the ubiquity of the power com-
munication network. A large number of public network protocols are deployed in the
power communication network to improve the level of power grid supervision and at the
same time provide a suitable platform for most Internet attack methods. Combined with
the power Internet of Things architecture, this article believes that its security risks are
mainly reflected in the following aspects.

One is identity authentication. With the evolution of the open interconnection of the
power Internet of Things, there are massive network connections in the power Internet of
Things [9], especially in the mobile, ubiquitous, hybrid, and wide-area interconnection
environment. The power Internet of Things has deployed sensor devices, mobile termi-
nals, how to identify a large number of internal and external network data collection,
control and management equipment such as video surveillance, smart meters, charging
piles, office computers, etc., to realize the accurate positioning of the business system
on the massive power equipment, is to prevent the identification of wrong identification
and malicious counterfeiting A problem that must be faced when entering.

The second is the network boundary. In the past, the power grid was an isolated
network, which used a proprietary protocol to achieve industrial control, and had a
clearer boundary with other networks. The Internet of Power Things is an important
content of the Industrial Internet, especially the use of cloud platforms, which further
dilutes the boundary between the power grid and the public network. At the same time,
with the development of the Internet of Power Things, it is bound to use public network
resources such as telecom operators 5G slicing or The MPLS VPN network realizes
communication networking, which leads to an increase in the scale of the interface
between the power grid and the Internet, weakens the network boundary of the industrial
network, and increases the source of risk.

The third aspect is encrypted transmission. There is a large amount of communication
data in the power Internet of Things. Whether it is the communication between the
perception layer RFID terminal perception network, or the communication between the



Dynamic Encryption of Power Internet of Things Data 499

network layer power terminal and the platform layer system, it must face the encryption
problem of transmission data to prevent man-in-the-middle hijacking attacks. To realize
the tampering of information such as power data, so the demand for data transmission
encryption is huge [10].

3 National Secret Algorithm Application Analysis

The cryptographic algorithm has the function of data encryption and identity authen-
tication, and the deployment of cryptographic equipment at the network boundary can
also play a role in network isolation. The deployment of cryptographic algorithms in the
power Internet of Things can achieve network and information security protection.

3.1 Overview of National Secret Algorithm

The national secret algorithm is a series of algorithms formulated by the National Cryp-
tography Bureau. The national secret algorithm includes a series of technologies such
as cryptographic algorithm programming, algorithm chip, and encryption card imple-
mentation. Specific classifications include SM1 symmetric encryption, SM2 cipher hash
algorithm, SM3 symmetric encryption algorithm [11], SM4 symmetric encryption algo-
rithm, SM7 block cipher algorithm, SM9 [12] identification cipher algorithm, and ZUC
algorithm. The national secret algorithm has a wide range of applications, and is used
to encrypt and protect sensitive internal information, administrative information, eco-
nomic information, etc.: SM1 can be used for enterprise access control management,
transmission encryption and storage encryption of various sensitive information within
the enterprise to prevent Illegal third parties obtain information content; it can also be
used for various security certifications, online banking, digital signatures.

3.2 Power Industry Applications

At present, the communication protocol of some business data of the electric power
adopts certain security authentication and encryption methods, but the application sce-
narios are not common. In most business scenarios, there are still security risks such as
theft or forgery of protocol data packets, data tampering, and identity forgery by third
parties. The use of domestic cryptographic algorithms is conducive to improving secu-
rity strength and ensuring the safe operation of the power system. Among them, SM1
and SM7 algorithms are widely used in smart meter card communication; SM3 can be
used to verify the integrity of sensitive data, for example, SM3 is used to sign during the
transmission of meter data to verify that the power data has not been modified; SM2,
SM4, SM9, and ZUC algorithms have good application prospects in the secure transmis-
sion of power messages. The following describes the SM2 digital signature generation
and verification process, SM2 encryption and decryption process [13, 14].

Generally, users use digital signatures to ensure the non-repudiation of messages.
The reliability of messages digitally signed by the signee is determined by the verifier by
verifying the signature attached to themessage.When themessageMneeds to bedigitally
signed, the signer user A first needs to have the public key PA and the corresponding
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private key dA, and the signer user B who receives the signed message needs to have the
public key PA of the user A. User A uses dA to generate a signature, and user B uses PA
for verification. According to the SM2 standard published by theNational Cryptographic
Administration [15], the hash value ZA must be calculated for signature verification in
the SM2 digital signature algorithm, ZA = H256(ENTLA || IDA || a || b || xG || yG || xA
|| yA). Among them, H256 () is the password hash function, which calculates a series of
parameters of user A, ENTLA is two bytes converted from the length of user IDA, the
parameters of a and b elliptic curve equation, the elliptic curve base point H256, xA and
yA are the coordinates of PA. Then user A performs the following operations to realize
the digital signature [16]:

(1) Let M = Z || M;
(2) Calculate e = Hv(M) and convert e to an integer;
(3) Generate a random number k in the interval [1, n − 1], where n is the order of the

base point G;
(4) Calculate (x1, y1) = [k]G, and convert x1 to an integer;
(5) Calculate r = (e + x1) mod n, if r = 0 or r + k = n, then return to step 3;
(6) Calculate s = ((1 + dA)−1 * (k – r*d) mod n, if s = 0, return to step 3;
(7) Convert r and s to byte string, then the signature of message M is (r, s).

In order to verify the received message M′ and (r′, s′), the sign verifier user B also
needs system parameters, ZA and PA, then implement the following operations:

(1) Does r′ belong to [1, n − 1]. If yes, proceed to the next step; otherwise, the
verification fails;

(2) Does s′ belong to [1, n − 1]. If yes, proceed to the next step; otherwise, the
verification fails;

(3) Set M′ = Z || M′;
(4) Calculate e′ = Hv(M), and convert e′ to an integer;
(5) Convert r′ and s′ to integers, calculate t = (r′ + s′) mod n, if t = 0, the verification

fails;
(6) Calculate (x′

1, y
′
1) = [s′] G + [t] PA, and convert x′

1 to an integer;
(7) Calculate R = (e + x′

1) mod n, check whether R and r′ are the same, if they are the
same, the digital signature verification passes; otherwise, the verification fails.

The public key encryption algorithmmeans that the key used by the sender to encrypt
data is the public key of the receiver, and the receiver needs to use its own private key
to decrypt and restore the plaintext. When the message M needs to be encrypted, the
encrypting user A first needs to obtain the elliptic curve system parameters and the public
key PB of the recipient user B, and perform the following operations [17]:

(1) Generate a random number k in the interval [1, N − 1], where N is the order of the
elliptic curve point group;

(2) Calculate C1 = [k]G = (x1, y1), and convert the elliptic curve point C1 into a bit
string;
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(3) Calculate S = [h]PB, where h is the cofactor of the order, judge whether S is the
infinity point, and if so, exit with an error;

(4) Calculate the elliptic curve point [k]PB = (x2, y2), and convert the data types of x2
and x2 into bit strings;

(5) Calculate t = KDF (x2 || y2, klen), judge whether t is a string of all 0 bits, if so,
return Step 1;

(6) Calculate C2 = M ⊕ t;
(7) Calculate C3 = Hash (x2 ||M|| y2), and finally get the ciphertext C = C1 || C2 || C3.

After user B as the decryptor receives the ciphertext C, in order to decrypt the
plaintext, the parameters of the elliptic curve system and B’s own private key dB are
required, and perform the following calculations [18]:

(1) Take out the C1 part of the ciphertext, convert it to a point on the elliptic curve, and
verify whether it satisfies Elliptic curve equation, if satisfied, proceed to the next
step, otherwise exit with an error;

(2) Calculate the elliptic curve point S = [h]C1, where h is the cofactor of the order,
and judge whether S is infinite

Stay far away, if yes, exit with an error;
(3) Calculate the elliptic curve point [dB]C1 = (x2, y2), and convert the data types of

x2 and y2 into bit strings;
(4) Calculate t = KDF d(x2 || y2, klen), if t is a string of all 0 bits, exit with an error;
(5) Take out the bit string C2 from C and calculate M′ = C2 ⊕ t;
(6) Calculate u = Hash (x2 || M′ || y2), judge whether u is equal to C3, if it is equal to

C3, get the plaintext M′, otherwise exit with an error.

4 Typical Applications

Combining with the main scenarios described in the “5G Network Slicing Enable Smart
Grid” [19] issued by China Telecom, Huawei and State Grid, this article discusses the
encryption problem of power Internet of Things under the scenario of low-voltage power
consumption information collection, and gives a solution based on SM2Plan and analyze
its benefits.

4.1 Electricity Acquisition System

As shown in Fig. 2, It’s a schematic diagramof the power acquisition system architecture.
The access architecture. The power collection system is composed of three parts: power
grid platform, data channel, and power terminal. It realizes real-time data collection
of power grid and power meter, and completes time-of-use power billing statistics and
energy balance. There are many communication methods to realize the transmission
of power information, and narrowband communication technology is more commonly
used. Through periodic collection, the continuous tracking of the power of important
users is realized, and the power service capability is improved.

In the system architecture shown in Fig. 2, there are two practical requirements for
security:
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One is the problem of encrypted transmission, which requires encrypted transmis-
sion protection for the communication between the power grid platform and the power
terminal to prevent information from being hijacked and maliciously modified during
transmission.

The second is the identity authentication problem of a large number of terminals.
Each terminal has a unique code to realize identity identification. However, the power
terminal involves a large number of households, and the power grid platform needs to
realize the identity authentication of the power terminal.

Power terminal transporting network

Key
management

Grid platform

Power grid
application
management

Financial
Management

Fig. 2. Schematic diagram of power collection and transmission system architecture.

4.2 SM2-Based Encrypted Communication

Aiming at the identity authentication problemand encrypted transmission problem raised
in the previous section, a SM2-based encrypted transmission scheme is proposed, which
can simplify the exchange of digital certificates in the encryption process and make the
encryption algorithm easier to deploy and apply.

Electricity data collection is mainly the communication between the electric meter
terminal and the grid platform, which has the characteristics of many-to-one commu-
nication, that is, a large number of electric meter terminals communicate with the grid
platform server. It is divided into two business modes. The first is initiated by the meter
terminal and reports power data to the grid platform, which is mainly used for periodic
power data reporting; the second is initiated by the power grid platform server and is
mainly based on power data query Demand. The collection and transmission of power
information is a two-way business, which can be encrypted using symmetric or asymmet-
ric cryptographic algorithmmethods. Nomatter which method is used, key management
is a considerable problem. The two methods are analyzed separately as follows.

If the symmetric cipher algorithm uses a pre-shared key, the security of the meter
terminal will have an excessive impact on the entire power grid because the keys of
the two communicating parties are stored on the side of the meter. At the same time,
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each time the grid platform server needs to query the corresponding key according to
the user’s identity, it will bring an additional burden of identity authentication, and it is
easy to form a denial of service attack of the grid platform server when a large number
of power terminals communicate at the same time.

If an asymmetric cryptographic algorithm is used, the meter terminal needs to store
the public key of the power supply station and its own private key, and the power grid
platform stores its own private key and the public key of the user’s meter. The meter
terminal uses the public key of the power grid platform when reporting power data.
With key encryption, the power grid platform uses its own private key to decrypt data;
when the power grid platform sends data to the meter terminal, it uses the public keys of
different meter terminals for encryption, and then the meter terminal uses its own private
key to decrypt. Due to the asymmetry of the two-way channel between the electricity
meter terminal and the grid platform server in the power communication, the amount
of information transmitted by the electricity meter terminal to the server is significantly
higher than the amount of data transmitted by the server to the power terminal. Therefore,
the server does not decrypt the data. The need for key query can reduce the possibility
of service being attacked by denial of service.

The above method solves the problem of information encrypted transmission, but
there is still the problem of identity authentication. A large number of electric meter
terminal meters use the public key of the power grid platform for transmission, and how
to perform information identification is a problem that must be considered. To this end,
a digital signature mechanism based on SM2 is further proposed. The main idea is that
the meter terminal uses a hash algorithm to generate a message digest from the message
during message transmission, and then uses its own private key to encrypt the digest.
The summary sends the digital signature of the message and the message to the power
grid platform server. The server uses the same hash algorithm to calculate the message
summary from the received original message, and then uses the public key of the power
terminal to match the message. The attached digital signature is decrypted. If the two
digests are the same, the receiver can confirm that the message is from the sender [20].

The SM2-based information transmissionmechanism is specifically as follows. Take
power information reporting as an example, where the meter terminal is referred to as
ET and the grid platform server is referred to as ES:

A1. KGC publishes system parameters, and generates ET public key private key and ES
public key private key according to the user’s power code;
A2. ET stores the personal private key and the public key of the power platform; ES
stores the public key of the meter terminal and its own private key.
A3. ET establishes communication with ES. If it is the first data packet initialized, sign it,
see the next step for details; otherwise, use ES public key encryption to obtain encrypted
data packet EP, and send EP.
A4. ET uses SM3 to compress the message date. The message data only takes the user
information code, and the message digest H = hash(date) is obtained after compression.
A5. ET uses its own private key to use SM2 signature algorithm to sign digest H to
obtain signature information SP.
A5. ET attaches the signature information SP to the original information to form a
combined data packet, encrypts it to obtain EP, and sends it.



504 J. Zhou et al.

A6. After ES receives the data EP, it uses its own private key to decrypt it, obtains the
decrypted data packet DP, and starts the data packet counter to label the received data
packet.
A7. If the DP is the first data packet, the combined data packet is obtained, the SP is
extracted, the public key corresponding to the ET is calculated, the information to be
signed and the signature are input, and SM2 is used to verify whether the signatures are
consistent. If they are consistent, the identity is verified the identity of the card.
A8. After the communication ends, the counter of ES is cleared.

5 Experiment Analysis

In the hardware environment, as shown in Fig. 3, this article uses two hosts in the LAN
to simulate ET and ES. The communication process between ET and ES is implemented
using python socket. The transmission layer protocol uses TCP, and Socket is used to
simulate the power information transmission between ET and ES. The transmission
content is mainly user power code, power information, current time and other infor-
mation. The encryption code of SM2 uses the GMSSL open-source package [21–26].
GMSSL is a python implementation of an open-source encryption package that supports
SM2/SM3/SM4/SM9 and other national encryption algorithms.

TCP
Scoket

ET

ES

Switch

Fig. 3. Hardware environment diagram.

Through analysis, unencrypted information can easily cause information leakage and
man-in-the-middle attacks in an open network environment. In the local area network
environment, the man-in-the-middle attack test frameworksMITMF and Ettercap can be
deployed on the third terminal to implement address spoofing technology to achieve ses-
sion hijacking, which can easily achieve information tampering. However, after encrypt-
ing the transmitted information, the ET sends the encrypted data to the ES, which can
realize the protection of the data information. In terms of fighting against middleman
hijacking, the data is encrypted using the public key of ES, but it can only be decrypted
at the ES platform server, and the middleman cannot perform correct decryption. This
transmission can effectively ensure the security of information transmission.

In addition, the first data packet of each power user is the signature data, which plays
the role of identity authentication. In this process, ET uses its own private key to encrypt
the digest information to realize the signature. The ES end receives the signature and
needs to use its own private key to decrypt the information. Encoding of ET, and then
calculating the public key of ET, there is a problem of ES end response when a large
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number of users access, but because ES end only verifies the first data packet of each ET,
subsequent communication is no longer verified, so ES is also reduced. The response
pressure forms the protection of ES.

6 Conclusion

The power Internet of Things is the focus of the construction of the power industry. It
opens up the originally isolated power equipment network, realizes the communication
series of a large number of equipment, builds the information channel of the traditional
industry, and improves the operation efficiency of the power system. This article com-
bines the development characteristics of the power Internet of Things, carries out a
security analysis of the interconnection and intercommunication of power, combines the
calculation points of the national secret algorithm, discusses its application in the power
Internet of things industry, and presents the encryption between the SM2-based power
terminal and the grid platform server. The communication mode solves security issues
such as identity authentication and encrypted transmission, and provides reference ideas
for industry research and industrial production. The future work has two aspects. One
is to expand the application of encrypted communication in other power business sce-
narios to further improve the security of the power grid; on the other hand, the current
mechanism is only based on the business characteristics of power transmission, and the
first data packet is used for identity authentication. In other businesses, the optimization
of the number of identity authentication can be studied, and the next step is to seek
effective methods to enhance identity authentication under the premise of controlling
ES pressure.
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Abstract. With the rapid development of modern mobile Internet services, the
business architecture and network environment of power mobile Internet are also
undergoing significant changes. In view of the current network security protec-
tion method of tradition is very difficult to adapt to the safety of power for mobile
business diversification demand, unable to effectively defense complex network
attacks and threats, internal network security accidents frequent this present sit-
uation, proposed a based on the difference of privacy and UEBA (User Entity
behaviors Analytics) of the power of mobile Internet network security situational
awareness model. UEBA is used to realize network situation awareness of power
mobile interconnection business terminals, and the privacy of user data is effec-
tively protected by introducing differential privacymechanisms. At the same time,
aiming at the shortcoming of a high false-positive rate of first access warning in
UEBA, the optimization of the first access evaluation mechanism is introduced,
and the recommendation score between users and visiting entities is predicted by
the method based on the recommendation system. Experimental analysis shows
that the proposed method can effectively reduce the false alarm rate of first access
warnings. And compare our method with the general situation awareness scheme,
it has obvious advantages.

Keywords: Zero trust · Differential privacy · UEBA · Situational awareness

1 Introduction

With the rapid development of mobile offices and other services, the business architec-
ture and network environment of power mobile interconnection have undergone signifi-
cant changes. However, the traditional network security architecture based on boundary
protection is difficult to adapt to the safety of power for mobile business diversification
demand, for some advanced persistent threat attacks cannot be an effective defense, such
as new DDoS attacks [1], network safety accidents happen frequently, for enterprises
have been aware of the urgency of the problem, using the traditional security defense
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technology can only separate one or a few indicators reflect the status of the network,
already cannot satisfy the administrator timely grasp the demand, the security situation
in the network as a whole is not able to help them solve from internal security problems.

In the era of big data, internal threats often bring hazards such as data leakage [2]
and are difficult to detect due to their concealment and transparency. The main reason
is that internal attackers have relevant knowledge of the organization and can access
the core assets and sensitive data of the organization to attack the assets, business, and
reputation of the organization. Therefore, the weakest link of security is human, and the
essence of zero-trust security is to change from the traditional network boundary as the
center to the user identity as the center, identity and access control as the cornerstone
of trust reconstruction. Only by establishing a user-centered network security situation
analysis system can we discover and terminate internal threats in a more timely manner
and prevent information leakage in the bud.

Network security situational awareness technology also gradually become a hot
research topic in the field of network security in recent years. The connection of sit-
uational awareness that focuses on global early warning of external attacks and User
and Entity Behavior Analytics (UEBA) that focuses on internal threat detection can effi-
ciently solve account security and data security issues in the dimensions of people, assets,
and applications. UEBA is a new method to detect user activities and internal attacks
within an organization. It emphasizes the depiction of normal behaviors of users and
entities through machine learning and the use of data models and rules, to detect abnor-
mal behaviors. Compared with traditional misuse detection, UEBA performs anomaly
detection by characterizing normal behavior and establishing a baseline, so it can detect
abnormal behavior and unknown threats.

In recent years, the issue of user data privacy has also received great attention.
During data transmission in organizations, there is little or no privacy protection for
users, which leads to many problems such as user data theft and sensitive information
disclosure. Therefore, because of insider threats, before using advancedmachine learning
and artificial intelligence technology to analyze data, privacy protection is still required
before data delivery.

This paper proposes a power mobile interconnection network security situation
awareness model based on differential privacy and UEBA. UEBA is used to conduct
network situation awareness on power mobile interconnection service terminals. At the
same time, the privacy of user data is effectively protected by introducing a differential
privacy mechanism. At the same time, because of the shortcomings of the widespread
deployment of the first access warning in the UEBA service, the optimization of the first
access evaluation mechanism is introduced, and the recommendation score between the
user and the visiting entity is predicted through the method based on the recommenda-
tion system, thereby reducing the false alarm rate of the first access warning. The paper
is organized as follows. Section 2 is the research introduction and existing problems in
related fields. Section 3 puts forward the concrete model of this paper and elaborates its
details. In Sect. 4, experiments are carried out to prove the proposed scheme. Section 5
is the summary of the thesis and the prospect of future work.
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2 Related Work

Bass first introduced the concept of cyberspace situational awareness in 1999 [3, 4]. He
believes that network situational awareness based on convergence is the development
direction of network management. Since Bass, relevant researches have been focused on
the network security situation, and gradually studied the concept of network security sit-
uation awareness. Although current researches mostly divide network security situation
awareness into three functional modules of situation extraction, situation assessment,
and situation prediction, there are still different researchers who divide network security
situation awareness into different stages. Therefore, scientific and comprehensive def-
initions of network security situational awareness and reasonable division of different
stages are still problems to be discussed and solved.

At present, the domestic mainstream situational awareness solutions can be roughly
divided into three types from the technical implementation: situational awareness based
on traffic, situational awareness based on SIEM (Security Information Event Manage-
ment), and situational awareness based on product integration. Literature [5] on the
analysis of the three traditional solutions, the thought and the traditional compared to
situational awareness based onflow, SIEMUEBA(UserEntity behaviorsAnalytics,User
Entity Behavior analysis) don’t care about all kinds of mass alarm, don’t focus on one of
the top events, but the “abnormal users” and “User exception” Behavior has the high hit
rate, make the abnormal events of the alarm is more in line with the business scenario.
UEBA emphasizes the use of machine learning and data models and rules to describe
the normal behaviors of users and entities and detect abnormal behaviors. Compared
with traditional misuse detection, UEBA performs anomaly detection by characterizing
normal behavior and establishing a baseline, so it can detect abnormal behavior and
unknown threats. At the same time, with the development of deep learning, due to its
many advantages, it is more and more introduced into the field of network security.

The combination of security information Event Management (SIEM) and UEBA
is used in most enterprise management. Many enterprises at home and abroad have
independently developed products based onUEBA.Exabeampredicts the event schedule
through a series of expert rules and service logs [6]. GURUKUL focuses on detecting
threats that exceed signature, rule, and pattern capabilities, predicting risk scores, and
finding and stopping threats immediately; LogRhythm quickly displays events and their
priorities through multidimensional behavior analysis [7]. What all of these products
have in common is that they are designed to detect insider threats, data breaches, identity
theft, and other aberrant behavior by normal users. In China, Qiming Stars is used
to detect abnormal behaviors such as data leakage and account number leakage by
employees. Guan’an [8] is also used for data breach analysis. In the application Security
Report released by Gartner in 2018, there are fewer and fewer single UEBA products,
and their development trend is to be merged into other products as a core engine to play
a role [9].

Situational awareness requires the acquisition of large amounts of data for storage and
analysis, but in the process, there is little privacyprotection for users,which can lead to the
disclosure of private data. The need to protect stored data increases. S. Nithyanatham and
g. singaravel [10] proposed a hybrid deep learning framework for privacy protection in
geographically distributed data centers.Differential privacy, first formally introduced in a



510 Z. Dai et al.

seminal work by Dwork [11], is considered a powerful tool for providing this protection.
Differential Privacy is a Privacy protection method based on data distortion. Based on a
solid mathematical foundation, differential Privacy is defined strictly and a quantitative
evaluation method is provided, which makes the Privacy protection level provided by
data sets with different parameter processing comparable. Differential privacy makes
the difference in the output result due to the presence or absence of a single piece of
information trivial, thus providing privacy for a given piece of information so that an
attacker cannot determine its existence or absence. In this paper, we combine differential
privacy and UEBA for anomaly detection [12].

3 Network Security Situational Awareness Model

This paper proposes a power mobile Internet security situation awareness model based
on differential privacy and User Entity Behavior Analytics (UEBA). We assume that
data collection and privacy protection are set in the client, and situation awareness is
deployed in the organization’s mobile security monitoring platform. The application
scenario of this model is shown in Fig. 1.

Data
Acquisition
Module

Privacy
Protection
Module

Situational
Awareness
Module

Fig. 1. Model application scenario.

In this model, we set up a privacy protection agent, using a differential privacy
basis to protect data. At the same time, to prevent internal threats, real-time analysis of
user behavior based on UEBA, an abnormal warning is issued. The network security
situational awareness model based on differential privacy and UEBA is shown in Fig. 2.

The model is divided into five levels: situation data acquisition, situation data
preprocessing, privacy protection processing, situation analysis, and situation prediction.

Data collection is to collect the perceived user terminal environment data based on
predefined network security situation indicators. It mainly receives the situation infor-
mation from massive multi-source heterogeneous data and converts it into an under-
standable format to provide original data for data preprocessing. Data preprocessing is
to standardize and classify the original data through a data processing algorithm, gener-
ate standardized data, extract characteristic data or situation factors from it, ensure the
comprehensiveness and accuracy of data, and lay a foundation for situation analysis.

Considering internal threats, a privacy protection processing module is added to the
model, which protects user data at the client end and then sends it to the situational
awareness module for analysis to prevent sensitive data leakage and internal attacks.
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Fig. 2. Network security situational awareness model.

Situation analysis is the core of the network security situation awareness model. It is
a dynamic process of understanding the current security situation. It identifies whether
the user behavior deviates from the normal range to obtain the security status of the
network.

Based on security situation information, current network security situation, and net-
work situation history, situation prediction predicts the changing trend of future network
situations, gives feedback results, and determines whether to issue an alarm.

3.1 Situation Data Collection

This link is mainly used to collect network status-related data, including logs and log
agents, security products, external intelligence, internal scanning, and manual informa-
tion entry. These data can be roughly divided into three categories of mobile terminal
user data, including user identity data, device entity identity data, and user behavior data
[13].

User identity data includes registration information, user asset information, VPN
logs, OA logs, access control face brush logs, work order logs, security logs, etc. Device
entity identity data includes IP address, MAC address, network traffic, threat intelli-
gence, application system logs, etc. User behavior data is divided into network behavior
information and terminal behavior information. Through Deep Packet Inspection (Deep
Packet Inspection, DPI) system including log the source address, the destination address,
source port, destination port, and protocol type, audit information, application session
identification information, application session flow statistics, network transport layer
flow statistics, application-layer traffic statistical information such as network behavior.
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The Endpoint Detection and Response (EDR) system collect terminal behavior infor-
mation such as memory operations, disk operations, file operations, system calls, port
calls, network operations, and registry operations.

3.2 Situation Data Preprocessing

The data collected in the network environment is complex and diverse. To comprehen-
sively extract characteristic data or situation factors, it is necessary to process the data
to obtain standardized data and save the perceived network data in real-time, to improve
the speed and efficiency of perception.

Data cleaning according to preset the rules to remove abnormal data values, to fill the
gap value, the normalization processing various user identity information (registration
information, user information assets, VPN, journal, OA), entity status data (IP address,
MAC address, threat information, application system logs), safety data sources (such as
packets, flow, log files, alarm, threat source), etc., according to the needs of the database
storage and indexing, and complete the standardization of data.

Data fusion refers to the comprehensive processing of multi-sensor or multi-source
information to obtain more accurate and reliable conclusions. In data fusion, raw data
is related to making it more meaningful (for example, the IP address associated with
the user), and provide a rich context for refining the historical record (for example,
authentication and equipment use, port protocol), to be prepared for the next trend of
feature extraction is the typical algorithm of data fusion with bayesian networks and D
- S evidence reasoning.

The situation feature extraction is carried out by amachine learning algorithm,which
provides input for the subsequent modeling analysis of user behavior anomaly and entity
behavior anomaly. Currently, commonly used algorithms include convolutional neural
networks and particle swarm optimization algorithm [14].

After obtaining the situation characteristics, the clustering algorithm is used for
classification. Due to the richness of clustering methods, it is very important to compare
various methods and determine which method is suitable for a given data set [15].

3.3 Privacy Protection

The privacy protectionmodule carries out differential privacy protection for the collected
data and sends the processed data set to the mobile monitoring platform.

If the difference between adjacent data sets D1 and D2 is at most one data record,
given that the random algorithm K provides differential privacy, Range (K) represents
the value Range of the random algorithm K, Pr[∗] represents the probability that the
query result is S after the data set is added with the same random noise. For the two data
sets D1 and D2 with only one record difference, The probability of obtaining the same
value should be so close that even if an attacker has sufficient background knowledge, it
is impossible to find individual user privacy data in the final result. Algorithm K satisfies
the output result S ∈ Range(K) on D1 and D2 by Eq. (1):

Pr[K(D1) = S] ≤ eε × Pr[K(D2) = S] (1)
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where, ε is the privacy protection budget factor, which is used to measure the intensity
of privacy protection. The value of ε is directly proportional to the protection effect and
inversely proportional to the degree of data distortion.

We use the Laplacemechanism to add noise to realize differential privacy. Firstly, we
select an appropriate privacy protection budget factor ε, ranging from 0 to 1, according
to the requirements of privacy protection. Then we define sensitivity �f , which stands
for a mapping function f : D → Rd , which represents a mapping of data set D to a D-
dimensional space, and its maximum range of variation, such as the number of queries,
sensitivity is 1.

�f = max
D1,D2

||f (D1) − f (D2)|| (2)

Add random variable x satisfying Laplace distribution to f (D), where, the probability
density function of random variable x is

p(x|μ, λ) = 1

2λ
e− |x−μ|

λ (3)

μ is the location parameter, which defaults to 0. λ > 0 is a scale parameter, which
satisfies:

Lap(λ) = �f

ε
(4)

The final return result A(D) satisfies:

A(D) = f (D) + (Lap1

(
�f

ε

)
· · · Lapd

(
�f

ε

)
)T (5)

Finally, the privacy protection module sends the data set D ‘obtained after processing
by the differential privacy mechanism to the mobile security monitoring platform.

3.4 Situation Analysis

Situation analysis is the core of network security situation awareness. By analyzing
characteristic data, we can get the relevant factors that affect network security situations.
Based on these factors, we can identify network attacks and detect network threats.
UEBA through the analysis of the behavior of internal users and assets, these objects
are portrait building, continuous learning, and behavior to form a picture of the baseline
testing different from baseline behavior as the entry point, combined with dimension
reduction, clustering, and decision tree-based computing model of abnormal behavior,
the comprehensive score of users and assets, to identify behavior, the ghost has the latent
threat of invasion and external invasion behavior, thus warning ahead of time.

Based on the idea ofUEBA, the situational awarenessmodule analyzes the behavioral
characteristic data in advance, characterizes the user behavior, makes the association
analysis, establishes the continuous user behavior baseline, and forms the user behavior
model.
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Behavior characterization refers to the continuous tracking and portrait of the behav-
iors of all users and entities based on time series [16]. For example, attributes of the user
include the accounts, applications, files, devices, online time, and location. The mapping
process is the process of establishing a baseline through which all network activities of
users and entities are completely visualized.

Association analysis can be divided into three types: situational association, rule
association, and behavior association. We mainly use behavior association, which ana-
lyzesUser andEntityBehaviorAnalytics (UEBA) security events inmultiple dimensions
based on typical security scenarios. Specifically, real-time correlation analysis is con-
ducted from four dimensions of user, device, application, and data to form an automatic
and continuous analysis process.

In the stage of behavior modeling, individual behavior is analyzed from multi-
dimensional time series, location, and region. Not only individual behavior is analyzed,
but also group behavior is analyzed. Based on the data of behavior characterization and
association analysis, group baseline and individual baseline are established.

First, define the individual baseline for us to evaluate the user’s behavior in the past
time; The group baseline allows us to assess the behavior of users based on the behavior
of the group towhich they belong. Second, themeaning of user behaviormust be defined.
This involves determining the temporal granularity of the analysis (hourly, daily, weekly,
and so on) and identifying a set of characteristics that describe the access patterns of
each user over each period. Finally, the user behavior model is constructed by learning
user behavior characteristics, association analysis, and baseline establishment.

Through the user behavior model trained by previous data, real-time situation analy-
sis of user behavior is carried out. This is to identify deviations from the normal baseline
by comparing real-time user behavior data with individual and group behavior. There are
various algorithms for calculating the deviation from the baseline of behavior, using den-
sity, mean, variance, similarity, and so on. If it is determined that the behavior deviates
from the normal baseline, machine learning algorithms such as isolated forest, SVM,
k-means clustering are used for abnormal behavior classification detection. Because dif-
ferent algorithms have their limitations, it is difficult to have one algorithm suitable for
all scenarios, and the results of abnormal detection need to be verified and fed back.
Otherwise, the data is added to the dataset to update and train the user behavior model.

3.5 Situation Prediction

Situation prediction is the purpose of network security situation awareness. For example,
A.A. Almazroi and R. Sher use the tree based ensemble model to predict the case of
COVID-19 -19 in Saudi Arabia [17]. Given the high false positive rate of the first visit
alarm [18], we can introduce the first visit evaluation mechanism when the result of a
situation analysis is the first visit alarm. L. Palaniappan andK. Selvaraj [19] overview and
rating similarity analysis of recommendation system using deep learning. The specific
flow of this process is shown in Fig. 3.
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Fig. 3. Flow of situation analysis.

The specific steps of the first visit assessment are:

(1) Suppose an access recommendation system contains M users and N entities, first
establish the user entity access matrix:

R = {rij}m×n (6)

rij indicates the number of times the user accesses the network entity. If the user
has not accessed the network entity, rij is 0.

(2) The access recommendation score is calculated based on the user’s entity access
preference and the user group portrait of the entity. Entities from the user access
preference Angle calculation recommended scores method includes: use of col-
laborative filtering recommendation algorithm based on project ideas, by studying
the user access to the entity’s history data, calculate the history access entities and
the similarity to access the target entity, and using the similarity as the weight,
weighted for each user’s access to the entity’s visits, to get access to target entity
recommendation scores S(ui).

S(ui) =
∑n

j=1
Q1 × rij (7)

where, ui represents the user, Q1 represents the similarity between entities. And we can
use the cosine similarity algorithm and Pearso similarity algorithm to calculate.
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From the view of the access user group portrait of entity recommendation scores
method includes: by studying the past visited the users of the entity data, calculate
the user and the current user’s similarity, and using the similarity as the weight, the
weighted number of visits to the target entities, each user to get access to target entity
recommendation scores S(ej).

S(ej) =
∑m

i=1
Q2 × rij (8)

where, ei represents the entity and Q2 represents the similarity between users. The final
access recommendation score is S(ui, ej).

S(ui, ej) = S(ui) + S(ej) (9)

(3) Compare the access recommendation score S(ui, ej)with the predetermined thresh-
old, if it is greater than the predetermined threshold, the first access alert is sup-
pressed, and the data is added to the dataset to update and train the user behavior
model. If it falls below a predetermined threshold, an alarm is still emitted. The
ideal predetermined threshold is trained by selecting several different recommen-
dation scores in the early stage in this mechanism, and the results are verified and
fed back. Finally, the recommendation score with the highest accuracy is selected
as the predetermined threshold.

4 Experimental Proof

The experiment in this paper was conducted in the Python environment. We collected
the visits (days) of 100 users to some network entities in a month as the experimental
data set, 70% as the training set, and 30% as the test to verify the effectiveness of the
first access evaluation algorithm.

Firstly, the user entity access matrix is established, including 70 users (u1–u70)
and 10 network entities (e1–e10). We take 30 users in the test set as first-time users
accessing the network entity e10, and use the algorithm designed in this paper to test the
recommended score of first-time users accessing the network entity. When calculating
the recommended score S(ej) of the target entity e10, the result score is multiplied by
the reduction coefficient 0.1.

The calculated access score compares the access times of these 30 users in the source
data, as shown in Fig. 4 (Table 1):
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Fig. 4. Access score-times comparison diagram

Table 1. Comparison with the general scheme

General situational awareness
schemes

Network security situational
awareness model based on zero
trust

Access control Take the network boundary as the
center and use traditional security
protection policies

Based on the concept of zero trust,
user identity as the center,
continuous monitoring

Privacy protection There is no Differential privacy is used to
protect sensitive user data from
being leaked

The first visit Issue first access alert Starting the first access evaluation
mechanism greatly reduces the
false alarm rate of the first access
alarm

Safety protection It is difficult to effectively protect
against external advanced persistent
threats and endogenous threats

UEBA technology can not only
guard against external attacks but
also detect abnormal behaviors of
normal internal users, ensuring
endogenous security

As can be seen from the diagram, in the source data access times more users on the
network entities also have higher recommendation scores, we will be the ideal threshold
is set to 70 points, in the heart of the test users to have 66.7% of the first visit to the alarm
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can be suppressed, compared with other schemes in general on the first visit to alert
Settings, first visit to alert our scheme can effectively reduce the rate of false positives.

Compared with the general situation awareness scheme, our scheme has more
advantages. The following is a comprehensive analysis and comparison.

5 Future Research Directions

This paper introduces a security situation awareness model of power mobile Internet
based on zero trust. This model can be used on the client and mobile security monitoring
platform. Compared with other schemes, this scheme can effectively prevent external
attacks and internal threats, and protect users’ private data to prevent sensitive data
leakage. We propose an access recommendation method based on collaborative filtering
to reduce the false positives from these alerts. The work to be done in the future is
to further study the user behavior analysis of this scheme to improve the accuracy of
abnormal behavior classification. It is also possible to implement our proposed solution
in a federated learning environment, where the data comes from different nodes, and
then execute our proposed model on the provider side to protect the user’s private data.
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Abstract. With the rapid development and wide using smart phones, the pro-
tection of privacy data in mobile phones is becoming more and more important.
For the data security problem of Android platform, a new transparent encryp-
tion method based on SM4 with file filter driver is designed and implemented,
according to the technology of file transparent encryption and decryption system
based on hook transparent encryption technology and file filtering driven transpar-
ent encryption technology used on windows platform. The transparent encryption
system is different from the traditional APP development method of Android sys-
tem. By intercepting the system call function and using the secret-key converted
from the host MAC address, the encryption and decryption SM4 algorithm is
written into the kernel, which fundamentally guarantees the security of user infor-
mation. At the same time, the user’s security experience is improved by putting
authentication on the screen unlocking. The system design and implementation
are described in this paper from system requirement analysis to overall design and
detailed design of each module. Android application development technology and
cross-compiling principle are used in the coding process. The system test results
show that the system can effectively transparently encrypt files and protect the
privacy of mobile files.

Keywords: Transparent encryption · Privacy protection · Android · SM4

1 Introduction

With the rapid development of the mobile communication technology and mobile Inter-
net, the smart phone has been widely used. However, the security of the smart phone
and the protection of the user’s privacy have arisen extensive attention [1, 2], especially
the smart phone’s data security.

At present, file transparent encryption technology has become increasingly mature
[1–3]. However, it is mostly used in Windows platform, and the application market for
Android mobile phone file encryption software is uneven, and users are required to enter
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passwords to verify every time they encrypt and decrypt files, which greatly reduce the
encryption efficiency and user experience [3]. The transparent file encryption technol-
ogy is divided into two kinds, the hook transparent encryption technology and the file
filter driven transparent encryption technology [1–4]. The file filter driven transparent
encryption technology and SM4 algorithm have been adopted in this system, the algo-
rithm is written to the kernel by intercepting and modifying the system calls. The key
of the algorithm converted from the terminal mac address, the function of transparent
file encryption is achieved by the file filter driven and the terminal mac address, so that
user’s data can be protected very well.

A transparent encryption system based on Android file filter driver is designed in
this paper. In the kernel layer, the encryption and decryption algorithm is written into
the kernel by intercepting system calls, so as to improve user experience and encryption
efficiency. The system’s authentication is placed in the screen lock.

2 Android System Architecture and SM4 Algorithm

2.1 Android Architecture

Android system architecture is based on the Linux kernel and is bottom-up structure.
It is mainly divided into four layers, as shown in Fig. 1, the Linux Kernel layer, the
Library layer, the Application Framework layer and the Application layer. The Linux
kernel layer provides the underlying drivers for various hardware of Android devices,
such as display driver, audio driver, etc.

Fig. 1. Android system architecture.

The system runtime layer mainly provides the main features support for Android
system through some C/C++ libraries, such as SQLite library, etc. The application
framework layer mainly provides various APIs that may be used to build applications.
Application Programming Interface (API); the application layer includes all applications
installed on mobile phones [5].

2.2 SM4 and AES Algorithm

SM4 Algorithm. SM4 algorithm [6] is a block cipher algorithm. SM4 is similar to the
DES andAES algorithms, but SM4 algorithmadopts four branch generalized unbalanced
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Feisal structure. The packet length and key length are 128 bits. The encryption and
decryption algorithm and key expansion algorithm adopt 32 rounds of nonlinear iterative
structure, and each round of iteration completes 32-bit Encryption/Decryption operation.
In SM4, the structure of the encryption algorithm and the decryption algorithm are the
same, except that the round key used is opposite, where the decryption round key is the
reverse order of the encryption round key. The algorithm structure is shown in Fig. 2,
the round operation of each round of SM4 algorithm includes round key addition, S-box
replacement and linear operation. The input of each round is four 32-bit words. After
XOR with the key, one round of encryption is completed through four s boxes and a
linear layer.

Fig. 2. Encryption and decryption structure of SM4.

AES Algorithm. AES is known as the advanced encryption standard. The AES algo-
rithm requires a 128-bit or 16-byte length of plaintext, and the length of the secret key
can be divided into 128-bit, 192-bit, or 256-bit (16, 24, or 32 bytes) [6, 7]. The AES
encryption process involves four operations: AddRoundKey, SubBytes, ShiftRows, and
MixColumns. The decryption process is the corresponding inverse operation of the
encryption [8].

3 Principle of Transparent Encryption Technology

Transparent encryption refers to the process of encrypting and decrypting files without
changing the user’s operating habits. It is a passive compulsory encryption technology
[1–8], which is insensitive to users. When the user opens or edits the specified file,
the system will automatically encrypt the unencrypted file and decrypt the encrypted
file. Encrypted files leave the current usage environment, which can not automatically
decrypt and protect the contents of files.

Transparent encryption technology can be divided into user-mode implementation
and kernel-mode implementation according to the location of implementation. They
correspond to the two main transparent encryption technologies, namely hook trans-
parent encryption and file filter-driven transparent encryption. According to encryption
efficiency, hook encryption technology encrypts the whole file in the application layer,
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and encrypts and decrypts the file relatively slowly. Driving transparency technology
encrypts and decrypts the file dynamically in the driver layer, which has high efficiency.
So file filter-driven transparent encryption is used in this paper.

File Driver Encryption (IFS) technology is based on Windows File System Filter
Driver (IFS) technology [1–3, 9, 10], which works in the kernel layer of Windows.
Without affecting the upper and lower interfaces, it can intercept all file system requests,
so that new functions can be added without modifying the upper software or the lower
driver [1–3, 8–12], as shown in Fig. 3.

Fig. 3. Drives transparent encryption.

It is characterized by high encryption efficiency and security, but the technical thresh-
old is high. It is necessary to understand theWindows system kernel in depth and difficult
to develop. All tables and figures with text only should be boxed in; i.e., a box should be
drawn around the table or figure either by hand with a ruler or with a draw facility on.

4 Design and Implementation of Transparent File Encryption
System

4.1 Overall Designs

This system is a transparent file encryption system based on Android platform. It mainly
completes the encryption and decryption of specified files, and takes into account the
user’s good experience, so as to ensure the personal information security of Android
users. The frame design of the whole system is shown in Fig. 4.

The system usesMVP (Model, View, Presenter) framework.Model (model) receives
the control information from the controller, completes the operation of reading and
writing files and encryption and decryption. View (user interface) mainly realizes the
interaction with users and updates the user’s encryption policy customization to relevant
database items. Presenter is responsible for logical processing, customizing and updating
the monitoring list according to the user’s encryption strategy, monitoring and accepting
the data read and write operations applied in the list, and passing the information to
Model. MVP is evolved from MVC framework [14]. It cuts off the connection between
View and Model, makes View interact only with Presenter, increases readability and
reusability, and reduces the cost of later testing and maintenance [15].
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Fig. 4. System overall design framework.

In the choice of encryption algorithm, we chose the SM4 encryption algorithm that
independently developed by China and currently popular encryption algorithm AES.
The reason for making these two choices is mainly considering the following reasons:

(1) The reason why chose SM4 as the encryption algorithm for this design, we mainly
consider that SM4 is an encryption algorithm independently developed by China.
The emergence of encryption algorithms such as SM4 independently developed by
China is an essential measure to ensure the security of encryption algorithms and
an inevitable measure to get rid of foreign technical control. We can only do our
own encryption standards and continue to promote the standardization process of
encryption algorithms in China. Only then can China’s algorithm standard become
an international standard.

(2) The reasonwhyAES is selected as the encryption algorithm is becauseAES encryp-
tion algorithm is one of the most popular algorithms in symmetric encryption, and
it replaced the original DES encryption algorithm. For now, AES is still a primary
consideration in some encryption scenarios. At least for now, the AES encryption
algorithm does not show a decline, nor does it show obvious problems in security;

The system authenticates the user through screen lock when the mobile phone starts.
When the system intercepts the user to read the file, it calls the function module of
the kernel to decrypt the cipher-text, and then transmits the decrypted plaintext to the
application layer for the user to read.When the system intercepts the user towrite the file,
it stores the plaintext encryption on the storage device to improve the user experience
and security performance.

4.2 Design and Implementation of Encryption and Decryption Module

The performance of the encryption module affects the security of the transparent
encrypted file system [10–19]. For the encryption algorithm, we have made the fol-
lowing two choices: SM4 algorithm is a block cipher algorithm. The packet length is
128 bits, and the key length is also 128 bits. AES algorithm requires a 128-bit or 16-byte
length of plaintext, and the length of the secret key use 128-bit. Figure 5 shows the
working flow chart of the encryption module.
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Regardless of whether SM4 encryption algorithm or AES encryption algorithm is
used, the functions we want to achieve are consistent. Figure 5 shows the workflow
diagram of the encryption module.

Enable
encryption
protection

Read the mac
address of
machine

Generate the
key

Use algorithms
for encryption
and decryption

Fig. 5. Workflow of encryption module.

By reading the MAC address of the Android terminal, after a series of replace-
ment transformations and other operations, it is transmitted to the encryption algo-
rithm of the kernel module as the encryption key of the current device. Among them,
accessing the MAC address of the Android terminal requires reading the address
under/sys/class/net/wlan0. Therefore, each terminal has its own unique key. If the ter-
minal is changed, the files of the local terminal will not be able to view. The function
plays a vital role in protecting the privacy of mobile files.

The decryption process is the same as the encryption process, only using the cor-
responding decryption algorithm. Workflow diagram decryption module is similar to
Fig. 5.

4.3 Design and Implementation of the Whole System

The whole design module of the system is divided into application layer module and ker-
nel module. The application layer module mainly completes the function of customizing
encryption strategy and interacting with users; the kernel module completes the func-
tions of monitoring, encryption and decryption, data reading and writing according to
the setting of application module.

The overall design flow chart of the system is shown in Fig. 6. After the system
starts to run, the user carries out the “policy customization” operation at the user level,
enters the kernel layer after the policy formulation, and monitors the reading and writing
operations of the files. In order to read a file, the first step is to determine whether the
file is an open encrypted protected file. If it is, it decrypts and passes the data to the
user; if it is to write a file, it is still necessary to determine whether the file is an open
encrypted file, and if it is, it is encrypted and writes the data to the database or SD card.
If the read-write operation file is not the file protected by the policy, then the normal
read-write operation can be carried out.

In the architecture of Android system, most core services need the support of
Linux kernel layer. Because the filter driver file transparent encryption technology is
adopted, the most fundamental implementation of the read-write monitoring module is
the implementation of file read-write monitoring by Linux kernel.

The index node in Linux file system is including files, directories and hardware
devices. The index node corresponds to each file one by one, so the Linux kernel can
control all files, directories, hardware devices, etc. of the entire file system by managing
the index node. As shown in Fig. 7, it is the read-write hierarchy of Linux kernel files.
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Fig. 6. The overall design flow of the system.
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Fig. 7. File read/write flow of Linux.

4.4 Design and Implementation of Kernel Module

System calls under Linux are implemented with soft interrupts. The interrupt program
handles different systemcalls according to the systemcall number. Through the soft inter-
rupt program, the programwill be trapped in the kernel space for system call processing.
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In addition, Linux provides a program that can load kernelmodules, namely LKM(Load-
able Kernel Module), which is mainly used to dynamically extend the functions of the
Linux kernel [9]. Figure 8 shows the workflow diagram of the kernel module.
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Fig. 8. Design flow of kernel module.

When run the process of writing files, the encryption process, is executed, the inter-
ception system calls write. At this run point, the kernel module gets the file name and
structure. Comparing with the file name and file structure in the encryption strategy
formulated by the application layer, if the file name and file structure match, the data
will be copied to the kernel space, and SM4 or AES symmetric encryption operation is
performed on the data through the pre-written encryption function. The key is obtained
from the application layer and encrypted. Then the file is copied to the user space, and
the data is written into the storage medium by calling the original system function write.
If the current operation of the file is not specified in the encryption policy, the normal
file write operation is run.

When the read file operation is performed, the interception system calls read. Get the
file name and structure of the file currently operating in the kernel module. Comparing
with the file name and file structure in the encryption strategy formulated by the appli-
cation layer, if the file name and file structure match, the file will be copied to the kernel
space and decrypted. After the plaintext data is transferred to the kernel space, if the
current operation file is not specified in the encryption policy, the file reading operation
will be performed normally.
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5 System Testing

The system is installed on API18 simulator and successfully implements the transparent
encryption function of txt and doc file format on SD card. After the encryption is suc-
cessful, the files can be viewed normally at the local terminal. Replacing the terminal
and viewing it on the PC and another mobile phone is random code, thus completing
the privacy protection of Android mobile phone files, as shown in Fig. 9, 10 and Fig. 11
that are DOC file protected test result.

Fig. 9. Views encrypted DOC File on local Phone.

Fig. 10. Views encrypted DOC File on PC.

Figure 12, 13 and Fig. 14 that is TXT file protected test result are given.
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Fig. 11. Views encrypted DOC File on another Phone.

Fig. 12. Views encrypted TXT File on local Phone.

Fig. 13. Views encrypted TXT File on the PC.
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Fig. 14. Views encrypted TXT File on another Phone.

6 Conclusion

According to the test results, when the encryption is completed, the files can be viewed
normally on the local mobile phone after the authentication of screen lock, but not in
other environments. The transparent encryption function of files under Android platform
has been successfully implemented. The system uses file filtering to drive transparent
encryption technology. By intercepting system calls and using keys converted fromMAC
address of host computer, the encryption and decryption algorithm is written into the
kernel. In the process of encryption, the plaintext of files only appears in the kernel
layer, which has the characteristics of security, stability and efficiency. However, the
software user interface for this system can also be beautified, and the type of file data
for encryption protection can also be increased, which will become the next research
content.
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Abstract. The calibration of the air pressure sensor is of great significance for
improving the measurement accuracy of the sensor and the accuracy of atmo-
spheric prediction. In view of the problem that there are few deep learningmethods
that can be applied to sensor calibration, and the accuracy cannot meet the require-
ments of practical applications, this paper considers the temporal characteristics of
the measurement data of the air pressure sensor, and proposes a multi-dimensional
air pressure sensor calibration based on LSTM. The test results on the pressure
sensor data set in the interval of [0 kPa, 1100 kPa] and [−30 °C, 30 °C] show that
the error of the pressure sensor is reduced from 1.4 kPa to about 0.55 kPa com-
pared with other sensor calibration methods proposed in this paper. In addition to
better calibration results, it has good generalization ability, which can be applied
to similar sensor calibration.

Keywords: LSTM · Sensor calibration · Sequentially · Error correction

1 Introduction

High altitude weather detection is of great significance for natural disaster warning,
weather forecast and daily production guidance, so various meteorological weather
detection technologies have emerged. Among them, radiosonde has been favored by
its excellent cost performance, convenient delivery and good measurement accuracy, so
it has become themainmethod of high-altitude weather detection at present. The various
sensors carried in the radiosonde are the main method of measuring data. Taking the
air pressure sensor as an example, it is affected by the complex and changeable high-
altitude environment and its own production process. The measurement results of the
pressure sensor will have some errors with the actual results, which will directly affect
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the accuracy of weather prediction. There is still a certain gap between the measurement
accuracy of the domestic air pressure sensor and that of the Finland Visala, so how to
reduce the measurement error of the air pressure sensor through calibration has become
an urgent problem to be solved [1].

At present, there are few calibration methods for air pressure sensors at home and
abroad, and the effect is not ideal and the generalization ability is not strong. With the
development of computer technology, the appearance of neural network provides a new
direction to solve the above problems [2]. BP neural network has been widely used due
to its good approximation ability and mature training methods, but the calibration results
depend on a large amount of data for training. The network itself has many shortcomings
such as slow convergence speed, long training time, unsatisfactory accuracy and weak
generalization ability, so LM algorithm is proposed to enhance BP neural network, but
the final effect is only to improve some calibration accuracy [3]. Another commonly
used calibration method is the RBF neural network. Compared with the BP neural
network, the RBF neural network has the only best approximation characteristic, there
is no local minimum problem, and the learning convergence process is much better than
the BP neural network. Compared with BP neural network, the calibration speed and
generalization ability of pressure sensor are greatly improved by this method, but there
is still a certain gap in the requirement of high precision and strong generalization ability
of air pressure sensor [4].

In view of the characteristics of high frequency acquisition, large amount of data
acquisition and wide distribution range of pressure sensor in high altitude environment,
there should be a close connection between time sequence characteristics in the whole
acquisition process, which can more generally show the change of pressure sensor. In
this paper, a calibration model of multi-dimensional pressure sensor is proposed based
on LSTM network [5]. The calibration accuracy and generalization ability of the model
are improved by using time sequence characteristics and multi-dimensional input. In the
measurement range of the air pressure sensor [0 kPa, 1100 kPa] and [−30 °C, 30 °C]
used in this paper, it not only effectively reduces the calibration error, but also has better
generalization ability in the whole range than the above two networks.

2 Materials and Methods

2.1 Analysis of Data Characteristics of Air Pressure Sensor

Timing Characteristics. The frequency of the sensor is an important indicator of the
working state of the pressure sensor. Its distribution directly reflects whether the sensor
is in normal working state. The pressure distribution interval of the experimental data
used in this paper is [0 kPa, 1100 kPa]. In order to analyze the timing characteristics of
the pressure sensor distribution, we take rough sampling of the working frequency in
the pressure interval and draw the scatter diagram of the working frequency distribution
of the pressure sensor, as shown in Fig. 1:
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Fig. 1. Scatterplot of pressure sensor frequency distribution.

Fig. 2. Pressure sensor frequency temperature contrast diagram.
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In thefigure,we canfind that theworking frequencyof the air pressure sensor presents
a corresponding non-linear continuous relationship with the increase of air pressure. If
the sampling frequency is large enough, the overall curve should be a continuous trend
[6]. Therefore, it can be shown that with the change of time, the working state of the air
pressure sensor has a certain time sequence correlation. The temperature rangemeasured
by the air pressure sensor is [−30 °C, 30 °C]. In order to analyze the working frequency
variation trend of the air pressure sensor at different temperature points, a comparative
analysis diagram of the air pressure sensor frequency and temperature is made as shown
in Fig. 2. From the figure, we can find that the overall trend of the working frequency of
the air pressure sensor at different temperature points is continuous, so it can be inferred
that the data collected by the air pressure sensor at different temperature points still has
time-series correlation.

Multi-dimensional Input of Pressure Sensor. Based on the comparison diagram of
frequency and temperature of the air pressure sensor shown in Fig. 2, we find that as
the working indicator of the air pressure sensor, the frequency of the sensor is closely
related to the state andmeasurement data of the sensor, so the frequency of the sensor has
become one of the input dimensions considered in this paper. In addition to the sensor
frequency, the returned data of the air pressure sensor includes sensor number, air pres-
sure measurement value, temperature value, air pressure original value and temperature
original value, etc. [7]. Temperature is one of the important measurement data of the air
pressure sensor, and the change trend in the high-altitude complex and changeable envi-
ronment is directly related to the stable state of the sensor. In order to further confirm the
influence of temperature change and pressure error, we constructed a three-dimensional
scatter diagram between the original pressure value, the original temperature value and
the pressure measurement point according to the data returned by the sensor, as shown
in Fig. 3.

The original values of air pressure and temperature are the initial data of air pres-
sure and temperature returned by the air pressure sensor. We select some characteristic
significant air pressure points in the range of 0–1100 kPa to reflect the overall change
trend of air pressure sensor data in the range [8]. It can be seen from the figure that with
the increase of the pressure measurement point, the original value of pressure and the
original value of temperature on the whole show a linear change and the transformation
trend is consistent. Ideally, the three should form a smooth plane. However, the local
area in the figure is not smooth enough, which indicates that the air pressure and temper-
ature are fluctuating during the collection process. Therefore, we judge that temperature
fluctuation is an important influencing factor in the process of pressure sensor data col-
lection. When designing the input content of the model, we take temperature factor as
one of the input dimensions to reduce the error caused by temperature change.

Based on the pressure data needed to be measured by the pressure sensor itself,
combined with temperature fluctuation factors and frequency distribution, the input
of this paper is finally confirmed including pressure measurement value, temperature
measurement value, original pressure value, original temperature value, real pressure
value and frequency.
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Fig. 3. Scatter plot of the relationship between pressure and temperature.

2.2 Calibration Model of Air Pressure Sensor Based on LSTM

Principle of LSTMModel. Long-short-term memory network (LSTM) was originally
developed from recurrent neural network (RNN). RNN is generally used to deal with
short-term dependence. When the time series is too long, its processing effect on long-
term dependence is unsatisfactory.

Fig. 4. Long and short-term memory module.

The LSTM network can maintain the learning information during the long-term
sequence learning process, so it can solve the problems of gradient disappearance and
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gradient explosion [9]. The difference from RNN is that its memory block is mainly
composed of a cell structure and three different gate structures. The storage unit of
LSTM can store the unit state of the latest data processing [10]. When the information
arrives at the storage unit, the result is controlled through the combination of unit states,
and then the unit states are refreshed to realize long time sequence feature memory. Its
three gate structures are forget gate, input gate and output gate. Its overall structure is
roughly shown in Fig. 4.

The forget gate determines which information the cell state should retain and which
information should be discarded. According to Formula (1), the two vectorsHt−1 and Xt

are spliced and passed through the sigmoid function, and the value range of the output
result is [0, 1]. By multiplying with the previous cell stateCt−1, when the output result is
0, the corresponding characteristic information will be forgotten, and the corresponding
characteristic information will be completely retained only when the result is 1. In
this way, long-term memory of sequence features can be realized, so that effective
information can be retained for a longer period of time [11].

ft = σ(Wf [Ht−1,Xt + bf ]) (1)

it = σ(Wi[Ht−1,Xt] + bi) (2)

C ′
t = tanh(Wc[Ht−1,Xt] + bc) (3)

Ct = ft ∗ Ct−1 + it ∗ C ′
t (4)

Ot = σ(Wo[Ht−1,Xt] + bo) (5)

Ht = Ot ∗ tanh(Ct) (6)

The input gate determines which new information is stored in the cell state. As shown
in Formula (2) and Formula (3), it is obtained through sigmoid function after splicting
vector Ht−1 and Xt to determine which information in the new input should be retained
or discarded. Then, the splicting results are obtained through tanh function to obtain the
candidate cell state C

′
t . Finally, the candidate cell state C

′
t and the pre-cell state Ct−1 are

multiplied by the corresponding sigmoid function results as the updated cell state [12].
The realization principle is shown in Formula (4). The output gate determines which
information of this unit should be used as the output. According to Formula (5) and
Formula (6), we can find that the output information of this unit can be obtained by
multiplying vector Ht−1 and Xt through sigmoid function and then Ct scaled by tanh
function [13].

The LSTM structure proposed in this paper is shown in Fig. 5, and its input layer
includes six dimensions of data including pressure measurement value, temperature
measurement value, original pressure value, original temperature value, real pressure
value and frequency. The input data was passed through two LSTM layers and two
Dropout layers, and finally the dimensions of the output were adjusted through the
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Fig. 5. The structure of our framework.

Dense layer to obtain the final predicted barometric calibration [14]. Adam was used
as the optimizer, and mean absolute error and root mean square error were used as
evaluation indicators [15].

Data Set. The data used in this paper is based on the data information of the new M-
pressure sensor. According to the measurement range of [0 hPa, 1100 hPa] and [−30 °C,
30 °C], a batch of data is collected every 10hPa in the pressure range, and a temperature
collection point is set every 5 °C in the temperature range, thus forming the data set
required by the experiment in this paper. First, the experimental data is scaled and
preprocessed, and the data set was divided into training set and test set after feature
selection. Among them, 70%were used as training set for model training, and 30%were
used as test set to verify model performance.

3 Experimental Results and Comparative Analysis

3.1 Experimental Results

In view of the fact that the air pressure sensor is a precision measuring instrument, by
comparing the error between the predicted air pressure value and the actual air pressure
value, it is found that the numerical gap between the two is relatively small. In order to
display the error distribution more intuitively, the sensor calibration as shown in Fig. 6
is drawn. The error scatter point line chart of, the abscissa is the air pressure calibration
point, and the ordinate is the error of the air pressure measurement value. From Fig. 6 we
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find that the error fluctuation range of the air pressure sensor after the model calibration
proposed in this paper is reduced to 0.45 kPa–0.65 kPa. The overall deviation of the
error along with the change of air pressure is not large, which can meet the theoretical
error range requirements. Prove the effectiveness of the model.

Fig. 6. Calibration error distribution of pressure sensor.

3.2 Comparative Experiment

In order to prove the advantages of the method proposed in this paper, BP neural network
and RBF network which have been used in sensor data calibration are selected as com-
parisons, and the specific point comparison method, average absolute error (MAE) and
root mean square error (RMSE) are used as evaluation methods [16]. In the interval of [0
kPa, 1100 kPa], 12 pressure points were selected as specific points. BP neural network
and RBF network were used as comparison to obtain binomial parameters through the
training of a large number of data collected at specific points. The input was the mea-
sured pressure value, the original pressure value and the original temperature value, and
the output was the calibrated air pressure value. The comparative effect of this method
is shown in Table 1.

It can be seen from Table 1 that the error range of BP neural network is 0.9–1.1
kPa, while that of RBF neural network is 0.7–0.8 kPa. By contrast, the error range of
the model proposed in this paper is 0.5–0.7 kPa. Compared with the better RBF model,
the performance is improved by about 21% and the calibration results of all selected
collection points are improved to some extent. At the same time, the fluctuation range
of error is more average, so it has higher stability The overall error curve distribution is
shown in Fig. 7.
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Table 1. Error comparison table for specific collection points.

Standard pressure
/hPa

Error of BP
neural network/hPa

Error of RBF neural
network/hPa

Error of LSTM neural
network/hPa

1100 0.967 0.783 0.586

1000 1.206 0.826 0.654

900 0.905 0.794 0.621

800 0.833 0.711 0.542

700 0.861 0.795 0.589

600 0.914 0.801 0.613

500 0.969 0.733 0.566

400 0.981 0.758 0.627

300 1.042 0.661 0.645

200 0.884 0.738 0.611

100 0.909 0.752 0.517

5 0.917 0.763 0.524

Fig. 7. Comparison of specific points of calibration error.
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The mean absolute error is the average value measuring the difference between the
actual value and the predicted value. The smaller the value is, the higher the prediction
accuracy is. The calculation method is shown in Formula (7). The root mean square error
is the average root of the mean square of all errors. The smaller the value is, the better
the prediction accuracy is. The calculation method is shown in Formula (8):

MAE = 1

N

N∑

t=1

∣∣yt − ŷ
∣∣ (7)

RMSE = 1

N

N∑

t=1

(yt − ŷ)2 (8)

Table 2 shows the performance results of the three models after MAE and RMSE
are used as evaluation indexes. The calibration effect of the proposed method in this
paper is also better than that of BP neural network and RBF network. It can be seen
that the calibration performance is significantly improved after considering the timing
characteristics and the input dimensions that affect the pressure sensor data,which proves
the superiority of this method.

Table 2. Network performance evaluation comparison table.

Neural network MAE RMSE

BP 0.954 0.9537

RBF 0.738 0.7608

LSTM 0.539 0.5928

4 Conclusions

According to the working frequency of the air pressure sensor, the time series correlation
of the air pressure sensor data is analyzed, and the multiple factors affecting the calibra-
tion error are analyzed to confirm the dimension of the model input. Based on LSTM
network, a multidimensional barometric calibration model is proposed. By comparing
the results, it is found that LSTM can better learn sensor data characteristics by adjust-
ing parameters than calibration models that use polynomial fitting such as BP neural
network and RBF network, and the overall pressure measurement error is reduced from
1.4 hPa to 0.55 hPa after considering timing characteristics. The calibration accuracy
and generalization ability of the model are both better, which proves the feasibility of
the proposed method in the calibration of pressure sensors. The method proposed in
this paper is not high enough to improve the calibration speed. Optimization of model
structure will be considered in the subsequent study to improve the overall speed and
effect.
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Abstract. With the wide use of smart home devices and the privacy of their
activities, more and more research have focused on the traffic classification for
smart home, and traffic classification technology can infer the activity of devices
from the encrypted traffic, which is important for the research on smart home
privacy leakage, device transparency management, and so on. This paper first
introduced the research content and evaluation indicator of smart home traffic
classification, and then compared the advantages and disadvantages of different
smart home traffic classification approaches in terms of accuracy and real-time
performance. Finally, the future research direction is prospected from two aspects:
classification algorithm and classification model.

Keywords: Traffic classification · Device identification · Smart home ·Machine
learning · Privacy

1 Introduction

The field of smart home is booming, and new smart devices bring both convenience
and security problem to users, The network traffic generated by smart home devices is
usually encrypted [1, 2]. However, even if data encryption technology is adopted, smart
homes still have risks. Although encryption protects the semantic information of the
data, it is not enough to prevent the user’s privacy from leaking. Some or all of the user’s
activity trajectory can still be obtained through encrypted traffic analysis. The research
of smart home traffic classification technology is of great significance for protecting
user privacy and security. Different from the extensive research on Internet traffic clas-
sification, due to the characteristics of data encryption, smart home traffic classification
focuses on the classification of encrypted traffic. The difficulties in the classification of
encrypted traffic can be divided into two aspects: one is that the classification algorithm
cannot obtain the exact category information from the load, and it is necessary to study
which traffic characteristics can characterize different types of traffic; the other is that
the traffic classification in the real environment is important for classification. Levels
and classification costs have different requirements. The classification algorithm also
needs to consider the processing of unknown traffic, the processing of network traf-
fic noise, and so on. According to the different classification methods, the research on
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smart home traffic classification based on machine learning can be subdivided into four
methods based on supervised learning, based on unsupervised learning, based on deep
learning, and multi-stage model, which is composed of multiple machine learning meth-
ods. In machine learning methods, classification features can affect the accuracy and
real-time performance of the algorithm. Many papers studies how to select appropriate
traffic features. The selection of features needs to be considered from the four aspects
of expressivity, acquisition cost, number of features, and feature classification contribu-
tion. There are two main evaluation indicators for the smart home traffic classification
methods: classification accuracy (Accuracy, Precision, recall, F1 value) and real-time
performance.

In terms of classification accuracy, the definition of each indicator is given according
to the confusion matrix, including the following four parts:

Accuracy is defined as the percentage of correct results in the total sample, but when
the data set samples are unbalanced, the model performance cannot be measured well.
2) Precision represents the accuracy of the model’s prediction of positive samples. 3)
The recall rate (recall) represents whether the model’s prediction of the positive sample
is comprehensive. 4) There is a restrictive relationship between the precision rate and
the recall rate. The F1 value (F1-Score) can be combined with the precision rate and the
recall rate to give the overall performance of the model.

In terms of real-time performance, Bai Jun et al. [3] gave the real-time performance
definition of the classification method of flow-level features in network traffic classifi-
cation. The (n, m) value of the classification method can be used as an index to judge
the real-time performance, n is The number of sub-stream data packets, m is the number
of stream characteristics. The source of (n, m) is as follows:

nt0 + mt1 = t (1)

t is the time for real-time traffic identification, t0 is the arrival time interval of data
packets, t1 is the time for the classification algorithm to process a feature, n is the number
of data packets of the sub-flow that needs to be extracted, andm is the number of features
to be extracted by the classification algorithm. In summary, the real-time performance of
classification is determined by the time of feature acquisition and algorithm processing
of features. For network flow features, the time of collecting features from traffic is much
longer than the time of algorithm processing features.

2 Structure

The organization structure of this paper is as follows. Section 1 to 4 respectively introduce
the four types of smart home traffic classification algorithms; Sect. 5 compares the
advantages and disadvantages of classification algorithms; Sect. 6 is the summarizes
and prospects.
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3 Methods Based on Supervised Learning

At present, many researches have compared a variety of supervised learning machine
learning methods, including: decision trees, random forests, support vector machines
(SVM), K nearest neighbor algorithm (KNN), Naive Bayesian, Gradient Boosting Deci-
son Tree, etc. According to the classification method with the highest classification
accuracy in the literature, it can be divided into three categories: K nearest neighbor,
gradient boosting tree, and random forest.

3.1 Introduction to Methods Based on Supervised Learning

K Nearest Neighbor Algorithm
The KNN algorithm calculates the distance between the instance to be tested and each
instance in the training sample set, and selects the class of most instances with the
closest distance. The advantages of the KNN algorithm are not easily affected by the
outliers in the data set. Since multiple distances need to be calculated for each prediction
process, the disadvantage is that the computational complexity and space complexity
are relatively high.

In 2017, Noah Apthorpe et al. [4] verified that the use of traffic classification technol-
ogy can steal user privacy. They uses a third-order K-NN classification model combined
with the statistical characteristics of data packets. The disadvantage is that only four
devices are used to verify the feasibility, and the classification accuracy under mixed
traffic is not discussed. In 2019, Marchal, Samuel, etc. [5] designed an automated net-
work management architecture. The architecture is divided into two parts, IOT Gateway
and IOT Cloud Service. The gateway is responsible for extracting device fingerprints,
and the server runs KNN algorithm for fingerprint classification. The fingerprint of the
device is composed of 33 features related to the flow period. The author uses the discrete
Fourier transform to determine the candidate period for a given flow. The advantage is
that there is no need for a labeled data set, and the cloud can automatically determine
whether a new abstract device category needs to be generated based on the distance
between the new device feature and the existing cluster.

Random Forest Algorithm
Random forest is an algorithm that has a better effect in traffic classification. Unlike
the gradient boosting tree algorithm, the random forest algorithm is an algorithm based
on the Bagging model. In 2017, Sivanathan, Arunan et al. [6] used random forests to
classify the traffic of IoT devices in campuses and smart cities, using 13 features such
as device sleep time, active volume, and average packet size, and used more features.
The advantage is that it can improve the accuracy of classification, but the disadvantage
is that it reduces the real-time performance of the algorithm, and some features are
more complicated to obtain in reality. In the same year, Markus Miettinen et al. [7] used
23 characteristics of the data packet in the configuration phase of the device (protocol
of each layer of the network, packet size, payload data, IP address and port number)
to construct the device fingerprint, using the data in the configuration phase packets
limit the usage scenarios and cannot perform traffic classification when the device is
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working normally. Meidan et al. [8] used another set of features to implement device
fingerprinting. The author found that the most important features are related to the TTL
value in the data packet. The three most important features are ttl_min, ttl_firstQ, and
ttl_avg. The author also evaluated The amount of session data required to achieve the
best classification effect is 110.

In 2018, Santos et al. [9] calculated the characteristics of data packet size and data
volume on two-way streams. They compared the machine learningmethod with the deep
packet inspection technology, and found that the accuracy of those two method has little
difference in equipment classification. Shahid et al. [10] narrowed the range of feature
extraction, considering the packet size and packet arrival time of the first N packets of
bidirectional flow. The disadvantage is that the number of classification devices used in
the experiment is too small.

In 2020, Ahmed Alshehri et al. [11] designed a device classification algorithm for
smart home device traffic under VPN, using the size of data packets and the sequence of
data packets to construct device traffic fingerprints. The selection is based on these two
The characteristics will not be concealed by the VPN, and the periodic traffic and active
traffic of the device are also considered. The above studies have adopted the classification
features of their respective definitions, and the classification accuracy rate is very high,
but the basis of the feature definition is not obvious. In response to this problem, TJ
OConnor et al. [12] divided the various characteristic values on the traffic into four
categories according to the reality: throughput, burstiness, synchronicity, and duration.
At the same time, the contribution of these features to the classification accuracy is
calculated. The author realized a more detailed device action classification, and realized
a smart home data flow control system based on the traffic classification. Batyr Charyyev
et al. [13] conducted experiments on device action classification, using the data set
published by literature [1] and others. The author focuses on the impact of the following
three aspects on the classification accuracy: interaction mode, communication medium,
and regional differences. The author finds that the opposite instructions of the same
device are easily confused by the classifier.

Unlike most of the smart home devices mentioned above, the traffic information in
home cameras is more abundant. In 2016, Hong Li et al. [14] analyzed the character-
istics of differential video coding used for camera traffic transmission, and extracted
the average and Variance of the data packet size of the traffic segment. They use KNN
algorithm identify the daily activities of a limited number of users. In 2019, Jibao Wang
et al. [15] improved the handling of I frames in traffic by Hong Li et al., proposed a new
user operation flow cutting algorithm, and added more features to achieve fine-grained
user activity classification. The influence of light and distance on the classification result
is also considered.

3.2 Comparison of Methods Based on Supervised Learning

Table 1 compares the smart home traffic classification methods based on supervised
learning. Noah Apthorpe’s work [4] and Marchal, Samuel’s work [5] both use the KNN
classification algorithm. In terms of accuracy, [4] has relatively few experimental equip-
ment, and it is impossible to judge the effectiveness of the large-scale classification of
the method used. The accuracy of [5] It is very high. In terms of real-time performance,
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[4] does not mention the time to collect data stream data, and [5] takes 30 min to collect
data stream data. Among the articles summarized in Table 1, the random forest algorithm
has the best effect, and the main difference is the different features used. In the literature
that uses the random forest algorithm, the accuracy of Ahmed Alshehri’work [11] is the
lowest, because the author can only use two features when the VPN is turned on. Markus
Miettinen’s work [7] does not have a high recognition accuracy rate for some devices,
indicating that only using data packets in the configuration stage can not perform traffic
classification well on some devices. In terms of feature selection, Santos’s work [9] and
Shahid’s work [10] is similar, and accuracy is similar. In terms of real-time performance,
[9] (N1, 4), [10]is (n, 4) and [10] is a comparison The method in [9] is better in real time
performance because it only considers the characteristics of the first N packets on the
bidirectional stream. Markus Miettinen’s work [7] and TJ Oconnor’s work [12] consid-
ered extracting features on TCP streams at the same time, [7] considered TTL-related
features in data packets, and [12] extracted the rate and data on TCP data streams. For the
statistical characteristics of packet size, the process of extracting the characteristics in
[7] takes longer, because the corresponding value needs to be extracted from the packet
header. Hong Li’s work [14] and Jibao Wang’s work [15] considers the recognition of
encrypted traffic of home cameras, which can recognize limited actions. [15] improves
the method of [14], and the accuracy is improved. In summary, the random forest algo-
rithm achieves the best results in most classification scenarios, while the KNN algorithm
can handle unlabeled traffic data.

4 Methods Based on Unsupervised Learning

Unsupervised learning is a concept corresponding to supervised learning. Unsupervised
learning algorithms do not require labeled data sets. The role of unsupervised learning
algorithms is to identify the laws between data, so it has great advantages in dealing with
unlabeled data. Clustering algorithm is one of the most commonly used unsupervised
ML methods.

In 2019, Thangavelu, Vijayanand et al. [16] proposed a distributed identification
fingerprint system. The system is divided into two parts, the controller and the gateway.
The gateway uploads the extracted network data packet characteristics to the controller.
The supervised learning model which is trained by the controller is sent to the gateway,
and the gateway use model classifies IoT data packets. In dealing with unlabel traffic
data, the author use an unsupervised algorithm to cluster the traffic characteristics of the
new device uploaded by the gateway. When the cluster size of the new category reaches
the threshold, the supervised classifier model will be retrained.

In 2020, Trimananda, Rahmadi et al. [17] established a precise signature for each
device activity. The signature of each action is a sequence of the size of a set of data
packet payloads, and the interaction between the device, cloud, and APP is considered
in the direction. The author uses DBSCAN (algorithm based on density clustering)
to assist in extracting the stable signature of each function. The advantage is that the
signature is very interpretable, but the disadvantage is that the signature library needs to
be maintained to eliminate the impact of device software updates.
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Table 1. Comparison of methods based on supervised learning.

Method Goal feature Method Accuracy

Noah Apthorpe
[4]

Device Average and
standard deviation
of packet size

KNN 94%

Marchal, Samuel
[5]

Device Periodic flows,
period accuracy,
period duration,
period stability

KNN 95%

Sivanathan, A
[6]

Device Device sleep time,
active volume, avg
packet size, avg
rate, peak-to-avg
ratio

Random forest 95%

Markus M [7] Device Protocols, data
packet sizes,
payload data, IP
addresses and port
numbers

Random forest 27devices: 81.5%
17devices: 95%

Meidan [8] Device ttl_min, ttl_firstQ,
ttl_avg

Random forest 99.49%

Santos [9] Device Two direction: total
bytes and
Maximum packet
size

Random forest 98.9%

Shahid [10] Device Packets size, arrival
time

Random forest 99.9%

Ahmed A [11] Device Sequence of N data
packets, data
packet size

Random forest 83%

TJ Oconnor [12] Device action TCP flow,
throughput,
burstiness,
synchronization,
and duration

Random forest 99.69%

Batyr Charyyev
[13]

Device action ip.len, tcp.len,
ip.ttl, inter arrival
time of the frames,
common protocols

Random forest avg Acc:75%

Hong Li [14] Content Flow rate Knn, Dbscan 84%–97%

(continued)
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Table 1. (continued)

Method Goal feature Method Accuracy

Jibao Wang [15] Content Characteristics
related to rate and
packet arrival time

Random forest,
Alexnet

97.23%

Ortiz, Jorge et al. [18] also focused on the identification of unknown devices, using
the LSTM-Autoencoder network to automatically extract features, and output as a fixed-
size vector. In the second step, Bayesian modeling was used for the vector to compare
with known devices. The TCP flow distribution is used to classify devices. Table 2
compares the smart home traffic classification methods based on unsupervised learning.
Unsupervised algorithms are usually used as a pretreatment step in the classification
process, which can aggregate device datawith similar features or extract features implicit
in the traffic data.

Table 2. Comparison of methods based on unsupervised learning.

Method Goal Feature Method Accuracy

Thangavelu, V [16] Device Flow duration
and packet size

K-means
Random forest

70.55%

Trimananda, R [17] Device Action Packet size and
direction

DBSCAN 97%

Ortiz, Jorge [18] Device TCP packet
payload

LSTMAutoencoder,
Bayesian Algorith,
DBSCAN

F1: 82%, acc
70%

5 Methods Based on Deep Learning Algorithm

In terms of the characteristics, the algorithm in the deep learning framework can be
divided into two ways: supervised and unsupervised. In terms of features, deep learning
traffic classification models can be divided into two categories [19]. One type needs to
extract features from the stream and input them into the network, and the other type uses
deep learning methods to automatically learn the hidden features in the data, which will
obtain The received data stream is transformed into a suitable form and then input into
the network. Recurrent Neural Network (RNN) is a type of recurrent neural network
that takes sequence data as input, recursively in the evolution direction of the sequence,
and all nodes (recurrent units) are connected in a chain [20], RNN network structure can
memorize the historical information of the sequence, which is widely used in the field of
natural language processing. The LSTM model is a variant of the RNN network, which
improves the gradient disappearance problem of the RNN network when processing
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long sequences. Some studies apply it in the field of smart home traffic classification.
The traffic generated by IoT devices is a series of data packet sequences, which are
incremented by timestamp and can be expressed as a time sequence.

5.1 Introduction to Methods Based on Deep Learning Algorithm

In 2018, Bai, Lei et al. [21] used the LSTM-CNN algorithm to capture global and local
temporal correlations in a supervised manner. With a time interval of 5 min, 3 features
(average packet length, peak packet length, and number of packets) are extracted from
user data packets and control data packets. In the experiment, the author observed that
the performance decreases as the number of device types increases. Compared with a
number of supervised machine learning algorithms, better results have been achieved.
In 2020, Shuaike Dong et al. [22] use LSTM network to classifiy smart home device
traffic when NAPT and VPN were turned on. For each data packet, extract the binary
feature set:<dport, protocol, dir, packetsize, time interval> and enter it into the network.
The results show that the two-way LSTMmodel can achieve high classification accuracy
under noisy experimental conditions, which is better than the random forestmodel. Ortiz,
Jorge, etc. [18] used the automatic feature extraction capability of the LSTM network.
The author trained a deep LSTM-Autoencoder network, and inputted the payload bytes
of 25 tcp packets generated by the device into the network, and output a fixed The size
of the vector is different for different devices.

5.2 Comparison of Methods Based on Deep Learning Algorithm

Table 3 summarizes the scheme of using deep learning for traffic classification. In terms
of classification features, the Ortiz, Jorge’s work [18] uses the LSTM-Autoencoder
network to automatically extract the features in the packet payload. For the problem of
automatic feature extraction, the Ahmet Aksoy’s work [24] uses genetic algorithm to
solve the problem, but the they does not compare the advantages of manually defined
features, this requires further experimentation. In terms of feature definition, Shuaike
Dong’s work [22] uses the features in a single data packet, and the feature extraction
speed is faster thanBai, Lei’s work [21] extracting features from the data stream. In terms
of accuracy, [22] performs better than the decision tree model, and the paper [18, 21]
does not compare with the traditional model. The advantage of deep learning is that the
classification accuracy is relatively high, but the disadvantage is that training the model
requires a lot of computational performance. The commonly used LSTM model cannot
be parallelized due to the structural characteristics, and the training is relatively slow.
At present, there are not many research literatures on the application of deep learning
algorithms for smart home traffic classification.
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Table 3. Comparison of methods based on supervised learning.

Method Goal Feature Method Accuracy

Ortiz, Jorge [18] Device TCP package
length

LSTM Autoencoer,
Bayesian, DBSCAN

F1: 82%, acc: 70%

Bai, Lei [21] Device Num of packages,
Avg package len,
Max package len

LSTM-CNN 74.8%–96.7%

Shuaike D [22] Device <dport, protocol,
dir, packet, size,
time interval>

LSTM-RNN 81%–99.2%

6 Methods Based on Multi-stage Prediction Model

The single-stage predictive model mentioned above can realize device activity recog-
nition or device action recognition, but the actual traffic classification requirements are
diverse. According to the design goals of the multi-stage predictive model, it can be
divided into two categories: classification cost optimization, multiple target recognition.

6.1 Introduction to Methods Based on Multi-stage Prediction Model

The classification method that considers classification cost optimization mainly uses
features and algorithms of different classification costs in multiple stages to optimize
the time and space overhead in the classification process. In 2019, Sivanathan et al. [23]
designed a two-stage prediction model. The first stage uses a bag-of-words model to
combine three features (remote port number collection, domain name collection, and
encryption suite collection) for classification. The result of input into the second stage.
The second stage uses the random forest algorithm to combine features such as the
capacity and duration of the data stream. The author also separately considered the
time cost of different classification features. The more features used, the higher the
classification accuracy.

Ahmet Aksoy et al. [24] considered extracting classification features from a single
data packet, and used genetic Algorithm to automatically determine the feature that
contributed the most to classification in the packet header field. In order to solve the
problem of low classification accuracy between devices of the same brand, the author
designed a two-stage classification model. The accuracy is similar to the paper [7], but
only uses the features on a single data packet, and the speed is faster.

In 2020, Sivanathan, Arunan, et al. [26] proposed a three-level classification archi-
tecture to determine whether the device is an IoT device, the type of the device, and the
state of the device according to a progressive relationship. Using the commonly used
network protocols (DNS, NTP, SSDP) and remote access addresses for data packets and
flow rate characteristics on bidirectional traffic, the author uniquely considers the cost
of feature extraction in SDN switches and features for classification Contribution.
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In the same year, Abbas Acar et al. [27] proposed amulti-level user activity detection
framework. The first three steps implement device identification, device status detection,
and device status classification. The last stage combines the status of multiple devices
to achieve smart home users. Activity inference. Different from the above research, the
author’s classification object is the traffic captured in the wireless network.

In 2020, YinxinWan et al. [28] designed a two-stage smart home security monitoring
model. The first stage uses a supervised algorithm to learn known attack types, and the
second stage uses a clustering algorithm to discover other types of traffic. Attack mode.
This supervised and unsupervised approach can inspire the design of traffic classification
models.

6.2 Comparison of Methods Based on Multi-stage Prediction Model

Table 4 compares the research of multi-stage classification models. Among the classi-
fication cost optimization schemes, the classification accuracy of Shuaike Dong’s work
[22] is the best, but the cost of acquiring features is also the highest, because the infor-
mation used in stage 1 needs to check the data package The contents of the header. The
classification accuracy of Ahmet Aksoy’s work [24] and Arman Pashamokhtari’s work
[25] is similar, but the classification feature cost of [24] is lower.

In the multi-target recognition scheme, attention needs to be paid to the design of the
classification target. The Abbas Acar’s work [27] extends the classification target to a
higher level, and combines the classification results of the previous stages to realize the
recognition of user activities. Sivanathan, Arunan’s work [26] extends the classification
goal to a lower level. Yinxin Wan’s work [28] is a research on abnormal traffic detec-
tion, using unsupervised algorithms combined with supervised algorithms to deal with

Table 4. Comparison of methods based on multi-stage models.

Method Goal feature Method Accuracy

Sivanathan [23] Device 1: Process port
number, domain name,
encryption suite
2: Duration, data rate;
sleep time

1: Bag-of-words
2: Random forest

99%

Ahmet Aksoy [24] Device Determined by Genetic
Algorithm

Decision tree 90%

Arman P [25] Device 1: TCP
SYN/SYN-ACK
2: DNS name string
3: IP Related features
in the data packet

Random forest 1:87%
2:98%
3:99.8%

Sivanathan, A [26] 1: Device
2: Device
3: Device action

avg packet size and avg
rate

Random forest 1:96.8%
2:97.4%
3: 90%
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unknown traffic. In terms of classification cost, the multi-target recognition scheme is
serial, and the overall real-time performance is low.

The advantage of the multi-stage prediction model is to achieve different classifica-
tion goals or use different performance classification methods at different stages. It is
very flexible and is an important research direction in the future.

7 Comparison of Smart Home Traffic Classification Methods

The Table 5 summarizes different traffic classification algorithms and compares them in
terms of sample requirements, accuracy, and real-time performance.

In terms of algorithm characteristics, the advantage of supervised algorithms is that
they have high classification accuracy and can achieve accurate classification. However,
a labeled data set is required. The quality of the training data set can greatly affect the
effect of the classificationmodel. The disadvantage is that supervised learning algorithms
usually cannot handle unknown traffic.

In terms of real-time performance, the time consumption of deep learning algorithms
in the training phase is longer than that of traditional supervised learning algorithms. On
the other hand, the time consumption in the test phase mainly depends on the extraction
of flow characteristics.

In terms of the characteristics of the algorithm, the unsupervised algorithm mainly
solves the problem of unlabeled traffic classification. It can discover the rules in the
unknown traffic, can cluster the traffic into abstract categories, and can further integrate
the semi-supervised idea to label the clusters. Deep learning algorithms can be applied
to automatic feature extraction, and the comparison of their effects with traditional
manually defined features requires further experiments. The multi-stage classification
model mainly solves the problem of flexibility of the classification model from the
aspects of cost and multi-objective.

Table 5. Comparison of smart home traffic classification methods.

Method Labeled sample Accuracy goal

Supervised Need High Accurate traffic

Unsupervised Not needed Medium 1. Flow rule extraction
2. Feature validity
evaluation

Deep learning Depends on the
algorithm model

High 1. Accurate traffic
2. Auto feature extraction

Multi-stage forecasting
model

Depends on the
multi-stage algorithm

High 1. Cost flexibility
2. Target flexibility
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8 Conclusions and Outlook

At present, there aremore andmore researches on smart home traffic classification. Com-
bining the advantages and disadvantages mentioned above, the main research directions
in the future will be the following two aspects:

8.1 New Classification Algorithm

In terms ofmachine learning algorithms, deep learning has developed rapidly in the fields
of image and natural language processing. Many new designs have been proposed, such
as the attention mechanism [29], which has gradually replaced the application of LSTM
networks in natural language processing. These new designs need to be explored. The
effect of the algorithm design in the field of smart home traffic classification.

8.2 New Classification Model

Both supervised learning algorithms and unsupervised learning algorithms have their
limitations. Under realistic conditions, the classification model needs to be accurate,
real-time identification, and compatible. It can realize the traffic classification in the
following scenarios: 1) It can quickly identify the traffic category that has been learned;
2) It can handle unlabeled traffic data. Designing a multi-stage classification algorithm
can achieve the above classification goals, which is a future research direction.
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Abstract. Flyback switching power supply is widely used in small to medium
power scenarios, such as household appliances. The conversion efficiency is one
of the key parameters for evaluating the power characteristics. The switch loss is
an important factor affecting the conversion efficiency. Based on quasi resonant
technology, ZVS (Zero Voltage Switching) or ZCS (Zero Current Switching) is
realized inflyback switching power supply,which can effectively reduce the switch
loss and improve the conversion efficiency. The sample test shows that the design
in the paper can achieve ZVS through quasi resonance in all kinds of scenarios,
effectively improve the conversion efficiency to more than 85%, and the no-load
stand-by power consumption is less than 30mW.The output voltage regulation rate
is less than 2%.Moreover, multiple protection functions are included in the design.
It is demonstrated that the design indexes are better than the similar products, and
meet level VI energy efficiency standard, which has a wide application prospects.

Keywords: Flyback · Quasi-resonance · ZVS · Conversion efficiency

1 Introduction

Among all kinds of common topologies of switching power supply, flyback topology has
many advantages, such as simple structure, low cost, high reliability, high conversion
efficiency, voltage isolation, wide output voltage range, easy multi-channel output and
so on. It is widely used in mobile phone charger, power adapter and other small and
medium power supply scenarios [1]. Flyback structure is characterized by the periodic
turn-on and cut-off of MOSFET (Metal-Oxide-Semiconductor Field-Effect Transistor).
When the switch is on, the input electric energy is converted into magnetic energy
and stored in the transformer. When the switch is off, the magnetic energy stored in the
transformer is converted into electric energy and released to the load through the rectifier
diode. Under the control of the power control unit,MOSFET switches repeatedly, and the
transformer stores and releases energy repeatedly, so as to convert the input high-voltage
AC (Alternating Current) into the output low-voltage DC (Direct Current).
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The core technical index of switching power supply is conversion efficiency η, which
refers to the ratio of output power to input power. The difference between input power
and output power is transformed into heat emission. Obviously, the conversion efficiency
η is the higher, the better. The most convenient way to improve the conversion efficiency
η is to improve the working frequency. With the development of power electronics
technology, the working frequency of switching power supply has reached 10 MHz,
so that the conversion efficiency can reach more than 95% [2]. With the increase of
switching power supply frequency, the loss caused by switching process becomes the
main factor to restrain the increase of conversion efficiency. The increase of working
frequency also leads to the increase of switch failure rate. In this context, the topology
design of flyback switching power supply is optimized, and the soft switching power
supply control technology based on quasi-resonance is adopted, which can not only
suppress the loss of MOSFET, improve the conversion efficiency of switching power
supply, but also reduce the failure rate of switching power supply [3, 4].

2 Working Mode of Flyback

Flyback power supply consists of transformer, control unit and MOSFET, which has
double loop feedback control mechanism. One is the output feedback loop, which sam-
ples the output current and voltage and feeds back to the control unit, so as to adjust the
PWM (PulseWidthModulation) duty cycle output of the switch, so as to realize constant
voltage and constant current output. The other is the input feedback loop, which samples
the excitation current of the primary coil and feeds back to the control unit to control
the on-off of the switch tube, so as to limit the peak value of the input power. There are
three working modes of flyback power supply: CCM (Continuous Conduction Mode),
DCM (Discontinuous Conduction Mode) and BCM (Boundary Conduction Mode). The
control unit automatically switches these three modes according to the change of power
load [5]. Under the control of the power control unit, flyback power supply switches
repeatedly, and the transformer stores and releases energy repeatedly, so as to convert
the input high-voltage AC into the output low-voltage DC. The process is divided into
two stages: energy storage and energy release [6].

2.1 Energy Storage Stage

In the energy storage stage, as shown in Fig. 1, the primary bus voltage Vbus is obtained
by rectifying the input AC220V voltage and filtering the electrolytic capacitorC1. When
the MOSFET Q1 is on, the primary current IP flows through the primary winding NP,
the MOSFETQ1, the sampling resistance RCS and the primary ground. In this stage, the
primary winding NP of the transformer is equal to the inductance, and the homonymous
end of NP (star in the figure) is negative, so the homonymous ends of the secondary
winding N s and the auxiliary winding Na of the transformer are also negative, and the
secondary rectifier diodeD2 and the auxiliary rectifier diodeD1 are cut off. In this stage,
the input electric energy is converted into magnetic energy and stored in the core of the
transformer T1.
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Fig. 1. Energy storage stage.

2.2 Energy Release Stage

As shown in Fig. 2, the MOSFET Q1 is off. Due to the inductance characteristics of
T1, the current IP in the primary winding NP of the transformer needs to maintain the
current. At this time, NP is equivalent to the power supply and releases the current IP to
the outside of the transformer. In this stage, the homonymous end of NP is positive, the
homonymous ends of secondary winding N s and auxiliary winding Na are also positive,
and the secondary rectifier diodeD2 and auxiliary rectifier diodeD1 are on. In this stage,
the magnetic energy stored in the transformer T1 core is converted into electrical energy,
which is released to the output through the T1 secondary coil.

Fig. 2. Energy release stage.
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3 Loss Analysis of MOSFET

Driven by the control unit, the high-frequency on-off ofMOSFETmakes the transformer
T1 high-frequency energy storage and release, so as to realize the energy conversion
from high-voltage AC input to low-voltage DC output. The parasitic parameters of
MOSFETQ1 lead to certain delay and lag of current IP and voltage Vds in the switching
process, which is the fundamental reason for the loss of switch and the decrease of power
conversion efficiency [7, 8].

Fig. 3. Waveform of MOSFET switching.

As shown in Fig. 3, when MOSFET is on, it takes a certain time for Vds to drop to 0.
During this period, the primary current IP gradually increases to the peak IPK, and the
overlapping area of IP and Vds is the conduction loss PQon.

PQon = 2

3
× fSW × CQ1 × V 2

bus (1)

When MOSFET is off, the primary current IP needs a certain time to drop to 0.
During this time, the voltage Vds gradually increases, and the overlapping area of IP and
Vds is the cut-off loss PQoff.

PQoff = 1

2
× fSW × Vbus × IPK × tr (2)

The loss PQon and PQoff together constitute the switch loss PQ, which is proportional
to the working frequency f sw of the power supply, the high voltage Vbus, the parasitic
capacitance CQ1 of MOSFET, the peak value IPK of the primary current, and the rise
time tr of Vds. Obviously, with the development trend of switching power supply, f sw is
higher and higher, Vbus is determined by the input voltage and can’t be changed, CQ1
and tr are related to the characteristics of MOSFET, IPK is determined by the power of
the power supply. When the above parameters are limited, the quasi resonant mode can
only be used to improve the switching power supply [9, 10].
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4 Quasi Resonant Technology

4.1 Design of Quasi Resonant Converter

In order to eliminate the loss of MOSFET, including PQon and PQoff, reduce the loss,
improve the conversion efficiency η and the electromagnetic compatibility, it is necessary
to avoid the overlap of voltage Vds and current IP. ZVS or ZCS can be used [11–13].

Fig. 4. Waveform of ZVS.

Figure 4 shows ZVS, Vgs drives MOSFET to turn on after the voltage Vds drops to
zero, so the conduction loss PQon is 0.

Fig. 5. Waveform of ZCS.

Figure 5 shows the ZCS, Vgs drives MOSFET to cut off after the current IP drops to
zero, so the cut-off loss PQoff is 0.
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In order to obtain ZVS or ZCS, the parasitic inductance Lr (mainly determined by
the primary excitation inductance Lm) and the resonant capacitance Cr (mainly deter-
mined by the parasitic capacitance CQ1) are used to control the switching of MOSFET
under ZVS or ZCS. Resonant converters include LRC (Load Resonant Converter), MRC
(Multiple Resonant Converter) and QRC (Quasi Resonant Converter), which generally
adopt pulse frequency modulation method. LRC has high circulating current energy and
is sensitive to load and input voltage. MRC has small switching frequency range and
voltage stress of switching devices, but its parameter optimization design is complex
and high cost. QRC has stable performance, simple structure and good comprehensive
performance, but it needs frequency conversion control, so this design uses QRC [14,
15].

Fig. 6. Circuit diagram of QR-Flyback converter.

QRC is substituted into the flyback power supply circuit to get the QR-Flyback
converter shown in Fig. 6. Lm is the primary excitation inductance, CQ1 is the parasitic
capacitance of MOSFET, Ds is the freewheeling diode, Cf,, Lf and Rf are the equivalent
parameters of the secondary output winding refracted to the primary input winding.

4.2 Working Process of Quasi Resonant Converter

A working cycle of quasi resonant converter can be divided into four stages: induc-
tor charging stage TM1, LC resonance stage TM2, capacitor charging stage TM3 and
freewheeling stage TM4 [16].

Inductor Charging Stage TM1 [t0, t1]. In the initial state, Q1 is off and IL is zero. At
t0,Q1 is on with zero current, and the current IL flowing through the excitation inductor
Lm increases gradually. At t1, Io is equal to IL, and the output reaches the maximum. In
this stage, the equation of state is as follows:
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Solving the equation of state, we get the results:

TM1 = Lm × IL
VO

(4)
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LC Resonance Stage TM2 [t1, t2]. At t1, the excitation inductanceLm and the parasitic
capacitorCQ1 start to resonate. At t2, the resonant current returns to zero,MOSFET turns
off. In this stage, the equation of state is as follows:
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Solving the equation of state, we get the results:

TM2 =
[
sin−1

(
−

√
Lm/CQ1 × IL

VO

)]
×

√
Lm × CQ1 (6)

Capacitor Charging Stage TM3 [t2, t3]. At t2, the resonant current returns to 0,MOS-
FETswitches off, the resonance ends.Then, the capacitorCQ1 starts to charge, the voltage
rises, and at t3, the VCQ1 rises to Vo. In this stage, the equation of state is as follows:
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Solving the equation of state, we get the results:

TM3 = CQ1 × VO × (1− cos θ)

IL
(8)

Freewheeling Stage TM4 [t3, t4]. At t3, VCQ1 rises to Vo, and the secondary output
diode remains on until the next switch on time t0. In this stage, the equation of state is
as follows:
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Solving the equation of state, we get the results:

TM4 = IL
Cf × VO

(10)

To sum up, the switching period in quasi resonant mode consists of TM1–TM4
stages. The parasitic parameters and output parameters of the circuit have an impact on
the oscillation period, and the output parameters have the greatest impact.
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5 Circuit Design

According to the design requirements of commonchargers and adapters, the input voltage
isAC90 ~ 265V, the output voltage isDC5Vand the output current is 2A.Combining the
output feedback loopwith the input feedback loop, the primary side feedback technology
is obtained. Then, it is fused with the QR-Flyback converter circuit to obtain the quasi
resonant primary side feedback flyback converter circuit shown in Fig. 7. The circuit
consists control unit, transformer and MOSFET [17–19].

Fig. 7. Circuit diagram of quasi resonant primary side feedback flyback converter.

5.1 Control Unit

The control unit has the following functions:

• Cancel the optocoupler and secondary voltage reference, use the auxiliary winding
Na as the output feedback.

• Through zero voltage detection and zero current detection, control to achieve ZVS or
ZCS, so as to reduce the switch loss.

• With the change of output load, it can operate independently in DCM or CCM
Switching.

• It can realize constant current output, constant voltage output, over temperature pro-
tection, under voltage or over voltage protection, over current protection, open-loop
protection and other protection functions.
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5.2 Transformer and MOSFET

The design power of transformer T1 is 12 W, excitation inductance Lm is 2 mH, leakage
inductance Lk is 16 uH. Taking the magnetic core and skeleton as the core,NP1,N s,NP2,
and Na windings are tightly wound in turn by sandwich winding method. The primary
winding NP1 is 48 turns, the secondary winding N s is 5 turns, the primary winding NP2
is 48 turns, and the auxiliary winding Na is 11 turns. MOSFET is built in the power chip
with parameters of 650 V-1 A. It can save space, improve electromagnetic compatibility
and improve reliability.

6 Test Verification

Build the test platform shown in Fig. 8 to test the working condition of quasi reso-
nance and the main performance parameters of power supply. Test instruments include:
PF9811 digital intelligent electrical parameter tester, 200 MHz bandwidth and 2 GHz
sampling frequency digital storage oscilloscope, 0–200 W power electronic load, 4-bit
high precision digital multi-meter [20, 21].

Input

AC220V
Vin

Electrical 

parameter 

tester

PF9811

QRC-PSR 

converter

Output

DC5V/2A
V

A

Vo

Io
+

-

Fig. 8. Diagram of test scheme.

6.1 Working State of Quasi Resonant Converter

The oscilloscope monitors the Vds waveform and observes whether the quasi resonant
working state meets the expectation under different output loads.

Figure 9 shows the Vds waveform of output 5 V-1 A (50% load). At the beginning of
a cycle, MOSFET is turned on and the transformer stores energy with Vds is zero. When
MOSFET is turned off, the transformer releases the stored energy to the secondary for
about 15 us, and the leakage inductance Lk oscillates with the parasitic capacitance CQ1.
When the primary energy storage is released, the excitation inductance Lm oscillates
with the parasitic capacitance CQ1, and the quasi resonant frequency f s is 350 kHz, and
the oscillation period T s is 45 us. That means one quasi resonant period needs to be
completed 16 oscillations. At the beginning of the next cycle, MOSFET turns on at the
bottom of the quasi harmonic oscillation. At this time, Vds is the minimum, and the
switch loss is the minimum, realizing the quasi resonant ZVS.

Figure 10 shows the Vds waveform of output 5 V-2 A (100% load). The process is
similar to that in Fig. 9. The quasi resonant frequency is determined by the excitation
inductance Lm and the parasitic capacitance CQ1, and the quasi resonant frequency f s is
maintained at 350 kHz. The oscillation period T s is determined by the PWM duty cycle
of MOSFET, and the increase of the load leads to the increase of the duty cycle, so that
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Fig. 9. Vds waveform after MOSFET switch-off under half-load.

Fig. 10. Vds waveform after MOSFET switch-off under full-load.

the oscillation period T s is shortened to 18 us. That means one quasi resonant period
needs to experience six oscillations. At the beginning of the next cycle, MOSFET is still
conducting at the bottom of the quasi harmonic oscillation to realize the quasi resonant
ZVS under any output load.

6.2 Power Performance Parameters

In this design, five typical input voltages are selected from the input voltage AC90 ~
265 V, the output voltage is set to constant voltage 5 V, and the output current is variable
in 0–2 A. The conversion efficiency of no-load (5 V/0 A), half-load (5 V/1 A) and full-
load (5 V/2 A) is tested. The test data in Table 1 are sorted out and analyzed, which
focuses on standby power consumption, output voltage regulation rate and conversion
efficiency.
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Table 1. Test result.

Input voltage
Vin (V)

Output current
Io (A)

Output voltage
Vo (V)

Input power
Pin (W)

Output power
Po (W)

Conversion
efficiency η(%)

90 0 4.96 0.021 0 –

1.00 4.87 5.85 4.87 83.3

2.00 4.85 11.52 9.62 83.5

120 0 4.96 0.024 0 –

1.00 4.91 5.85 4.91 84.0

2.00 4.85 11.47 9.66 84.2

170 0 4.96 0.026 0 –

1.00 4.95 5.85 4.95 84.6

2.00 4.87 11.57 9.74 84.2

220 0 4.96 0.030 0 –

1.00 4.95 5.82 4.95 85.1

2.00 4.90 11.49 9.80 85.3

265 0 4.96 0.031 0 –

1.00 4.95 5.84 4.95 84.8

2.00 4.90 11.49 9.80 85.3

6.2.1 Standby Power Consumption

Standby Power Consumption. Figure 11 shows the no-load standby power consump-
tion with Io is 0, which will gradually increase from 21 mw to 31 mWwith the increase
of input voltage. The standby power consumption is caused by the leakage current of
circuit components. The increase of circuit voltage will lead to the increase of leakage
current of circuit components, resulting in the increase of standby power consumption.
By increasing the impedance of the device and reducing the capacitive reactance, the
standby power consumption can be reduced, but the response speed of the circuit will be
reduced, resulting in the output voltage may fluctuate with the change of the load. The
standby power consumption required by level 6 energy efficiency standard is not more
than 75 mW, this design meets the requirement.

Output Voltage Regulation Rate. Figure 12 shows the variation of output voltage Vo
with input voltage V in under three conditions of no-load (5 V-0 A), half load (5 V-1 A)
and full load (5 V-2 A). It can be seen that the output voltage Vo decreases with the
increase of load and the input voltage V in. This phenomenon is caused by two reasons:

• The heavier the output load, the greater the output current Io, and the greater the loss
of the output circuit including the secondary transformer, secondary rectifier diode,
PCB (Printed Circuit Board) wiring, output harness, etc., resulting in the reduction of
terminal voltage.
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Fig. 11. Curve of no-load standby power consumption.

• The lower the V in, the higher the primary current IP under the same power, and the
easier it is to trigger the primary current limiting peak IPK, resulting in lower output.
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Fig. 12. Curve of output voltage adjustment

Conversion Efficiency. Figure 13 shows the change of conversion efficiency under the
condition of half load (5 V-1 A) and full load (5 V-2 A). Compared with level 6 energy
efficiency standard (78%) and a well-known charger, this design has certain advantages.

With the increase of input voltage V in, the conversion efficiency η increases slightly
and reaches the peak at about 220 V. When V in continues to increase, the conversion
efficiency decreases. The reasons are analyzed in several aspects: On the one hand, when
V in decreases, the primary current IP increases, and the loss caused by the current in the
input circuit increases, which leads to the decrease of the conversion efficiency. On the
other hand, if V in is too high, the leakage current loss will increase and the conversion
efficiency will decrease. The two factors lead to the highest conversion efficiency of V in
at about 220 V.
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7 Conclusions

In order to improve the conversion efficiency of flyback switching power supply and
reduce the switch loss, this paper uses quasi resonant technology to realize ZVS or ZCS
on flyback switching power supply, and designs a power adapter with inputAC90 ~ 265V
and output DC5V-2A for verification. After testing, the power supply can achieve ZVS
through quasi resonance under different output loads. Its performance meets the most
stringent level 6 energy efficiency standard, and is superior to a existing well-known
charger in the market. The main indicators include:

• The conversion efficiency η is 83.3%–85.3%, which meets the requirements of level
6 energy efficiency standard higher than 78%.

• The no-load standby power consumption is 21–31mW, which meets the requirements
of level 6 energy efficiency standard lower than 75 mW.

• The output voltage Vo is 4.85–4.96 V, the adjustment rate is less than 2%, and the
output is stable.

• With over temperature protection, under voltage or over voltage protection, over
current protection and other multiple protection functions.

• The utility model has the advantages of small size, compact structure and low cost.
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Abstract. This paper proposes a distributed robust filter designmethod for sensor
networkswith sensor saturationnonlinearity and randomswitchingof communica-
tion topology. In the sensor network, a large number of sensor nodes are deployed
to realize the sensing and measurement of the target system, and transmit it to
the remote filter through the network. In filter networks, local estimators not only
receive themeasurement information of sensor nodes, but also receive and fuse the
estimation information of neighboring nodes through random time-varying com-
munication topology to achieve state estimation and trajectory tracking of target
objects. The saturation nonlinearity of sensor network is described by Bernoulli
binary distribution, the random switching of topology is described by inhomoge-
neous Markov chain, and the sufficient conditions for the existence of distributed
filter are given in the form of linear matrix inequality. Finally, a numerical example
is given to illustrate the effectiveness of the proposed design method.

Keywords: Distributed filtering · H∞ performance · Switching topology ·
Inhomogeneous Markov chain · Saturation nonlinearity

1 Lead It

Wireless Sensor Network (WSN) is usually composed of a large number of Sensor nodes
distributed in space. Wireless sensor networks (WSNS) are widely used in environmen-
tal monitoring, industrial automation and military applications, which have attracted
more and more scholars’ attention [1–5]. In these numerous application fields, the basic
problem based on WSN is to design a distributed estimation algorithm for monitoring
targets or systems, in order to realize the estimation and tracking of target signals, states
or trajectorys. In the past few years, the distributed filtering algorithm based on WSN
has made many research achievements [6–9].

Distributed Kalman filter is a common filtering algorithm [10–14]. For example, lit-
erature [10] studies the Kalman filter algorithm on peer-to-peer sensor networks, focus-
ing on the network communication transmission mechanism to reduce communication
bandwidth, thus improving energy efficiency and extending network life. Literature [12]
studies the distributed Kalman filter problem of multi-target tracking system with cou-
pled measurement, and the designed consistent Kalman filter depends on the augmented

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
X. Sun et al. (Eds.): ICAIS 2022, LNCS 13340, pp. 572–585, 2022.
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systemof the target.Unfortunately, distributedKalmanfilter is no longer applicablewhen
the systemmodel and noise statistics are uncertain. Accordingly, distributed filtering has
obtained many research achievements because it does not need accurate system model
and noise statistical characteristics H∞ [15–18]. For example, literature [15] solves
the problem of distributed event-triggered filtering in sensor networks affected by mea-
surement saturation network attacksH∞. In reference [16] and [18], a distributed robust
consistency state estimator was designed respectively for channel decay and quantitative
measurement in sensor networks H∞.

Most existingfiltering results require strict assumptions about the linearity of sensors.
However, wireless sensor networks are usually deployed in harsh environments, such as
military battlefields and complex oceans, which includemany uncontrollable factors that
may lead to sensor random measurement saturation nonlinearity [19–24]. For example,
literature [20] studies the finite-time state estimation problem of semi-Markov jump
neural networks with sensor nonlinearity. In reference [21], an estimator was designed
for A Markov jump system by using partial information of Markov state, transition
probability and detection probability, combined with random sensor nonlinearity H∞.
Therefore, it is of practical engineering significance to design a distributed robust filtering
method for WSN with random measurement saturation.

It should be pointed out that in many complex network environments, random faults,
recovery of communication links, obstructions and uncertain network induced phenom-
ena often lead to changes in sensor network communication topology. Designing dis-
tributed filtering algorithm based on fixed network communication topology will be
limited in practical application [25–27]. To solve this problem, literature [25] solves the
output adjustment problem of linear heterogeneous multi-agent system under switching
topology. Literature [26] designed a distributed robust filter based on adaptive event trig-
gering mechanism. However, these research results are based on homogeneous Markov
chain to realize themodeling of randomchanges in communication topology.However, it
often takes a lot of time and energy to obtain a complete and accurate transfer probability
data of topology change for a complexWSN. At the same time, the law of network topol-
ogy change may appear nonlinear. Therefore, using non-homogeneous Markov chain to
describe the random switching of wireless sensor network communication topology is
more in line with the actual demand.

Research, therefore, a kind of sensor under the restriction of saturation with stochas-
tic switching topology design method of distributed state estimation is of great signif-
icance, this paper’s main contributions are as follows: based on the theory of bounded
sector, using Bernoulli random variables to describe random measuring saturated non-
linear wireless sensor network (WSN), the design of the distributed filter has stronger
robustness; Based on the inhomogeneousMarkov theory, the sufficient conditions for the
existence of distributed filter for the random switching of communication topology are
obtained, and the desired performance of filtering error dynamic system is guaranteed
H∞.

2 Problem Description

The information exchange between sensor nodes can be represented by a directed
graph, where is the node set, is the boundary set and is the adjacency matrix Gr(k) =



574 P. Yan and Y. Xiang

(V, E, ∂r(k)
)V = {1, 2, · · · ,N }E ⊆ V×V ∂r(k) =

[
ar(k)ij

]

N×N
. If a directed graph has a

boundary fromnode to node, then the ordered pair, and the node is called an adjacent node
of the node Gr(k)ji (i, j) ∈ E ar(k)ij > 0ji. The definition matrix is the Laplacian matrix,

where Lr(k) =
(
lr(k)ij

)

N×N
lr(k)ii = ∑

j∈N r(k)
i

ar(k)ij , lr(k)ij = −ar(k)ij ,∀i �= j. Furthermore,

we assume that, for all, i ∈ Var(k)ii = 0. The set formed by all adjacent nodes of a node

is called the adjacent node set of a node, denoted as i iN r(k)
i = {j ∈ V : (i, j) ∈ E}.

Markov chain is used to describe the current communication topology mode and is
valued in a finite set, where the time-varying state transition probability matrix is, which
represents the probability of sub-topology S jumping to sub-topology T, and satisfies
r(k)S = {1, 2, · · · , n0}Π(k)= (πst(k))n0×n0πst(k)

πst(k) = Prob(r(k + 1) = t|r(k) = s). (1)

Π(k) Is a time-varying matrix representing an inhomogeneous Markov chain.
Assuming that there is cellular uncertainty, satisfy Π(k)

Π(k) =
∑m0

m=1
αm(k)Π(m), (2)

Among them

αm(k) > 0,
∑m0

m=1
αm(k) = 1. (3)

Here, and for all of them πst ≥ 0s, t ∈ S∑n0
t=1 πst = 1.

Consider the following discrete time linear time invariant system

{
x(k + 1) = Ax(k) + Bw(k),
z(k) = Mx(k),

(4)

Where is the state vector of the system, is the estimated output vector, is the external
interference, and belongs to x(k) ∈ R

nx z(k) ∈ R
nzw(k) ∈ R

nw l2 0,∞).

Fig. 1. Distributed filtering system.
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The distributed filtering system based on sensor network is shown in Fig. 1. The
measurement model of each node in the sensor network is described as

⎧
⎨

⎩

yi(k) = Cix(k),
yφ,i(k) = (1 − θi(k))φi(yi(k))
+θi(k)yi(k) + Divi(k),

(5)

where is the measurement vector of node I, is the measurement noise, and belongs to
yi(k) ∈ R

nyvi(k)l2 0,∞)φ(·)Phi is the saturation function.
(
φi(yi(k)) − K1,iyi(k)

)T (
φi(yi(k)) − K2,iyi(k)

) ≤ 0. (6)

Referring to the processing method in literature [24], nonlinear function can be
divided into linear part and nonlinear part φi(yi(k)

φi(yi(k)) = φsat,i(yi(k)) + K1,iyi(k), (7)

Which meet the φsat,i(yi(k))

φT
sat,i(yi(k))

(
φsat,i(yi(k)) − Kiyi(k)

) ≤ 0, (8)

One of them Ki � K2,i − K1,i. In addition, the coefficient matrices all have
corresponding dimensions A,B,M ,Ci,Di.

The Bernoulli distribution random white sequence is assumed to be evaluated
on, used to describe the saturation nonlinearity of random occurrence, and satisfies
{θi(k)}{0, 1}

E{θi(k)} = Prob{θi(k) = 1} = βi,E{θi(k) = 0} = 1 − βi,

E{(θi(k) − βi)
2} = βi(1 − βi) = αi,

(9)

And assume that any random variables are independent of each other 1 ≤ i ≤ N
0 ≤ k < ∞θi(k).

The following filter constrained by random sensor saturation and communication
topology switching is constructed

⎧
⎪⎨

⎪⎩

x̂i(k + 1) = Ax̂i(k) + Lsi
(
yφ,i(k) − Cix̂i(k)

)

+ Ws
i

∑
j∈N s

i
asij

(
x̂j(k) − x̂i(k)

)
,

ẑi(k) = M x̂i(k),

(10)

where is the filter state and is an estimate of the filter pair x̂i ∈ R
nx ẑi(k) ∈

R
nz iz(k). The matrix is the filter parameter that needs to be determined Lsi ,W

s
i −

(I − βi)Lsiφsat,i(yi(k))ei(k + 1) = (
A + LsiCi

)
ei(k)+Bw(k). The state estimation error

is defined as, then the state error of each node is described as ei(k) = x(k) − x̂i(k)

−LsiDivi(k) − Ws
i

∑

j∈N s
i

asij
(
ei(k) − ej(k)

)

−Lsi (θi(k) − βi)
(
Ci − K1,iCi

)
x(k)

−Lsi
(
K1,iCi − βiK1,iCi + βiCi − Ci

)
x(k)

+Lsi (θi(k) − βi)φsat,i(yi(k))

(11)
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If the output estimation error is defined as, the output estimation error is described
as z̃i(k) = z(k) − ẑi(k)

z̃i(k) = Mei(k). (12)

For the convenience of expression, N nodes are considered at the same time, the
estimated error vector system state vector filter state vector output estimated error vector
sensor network measurement vector measurement noise vector and system parameter
vector.

e(k) =
[
eT1 (k), eT2 (k), · · · , eTN (k)

]T
,

x(k) =
[
xT (k), xT (k), · · · , xT (k)

]T
,

x̂(k) =
[
x̂T1 (k), x̂T2 (k), · · · , x̂TN (k)

]T
,

z̃(k) =
[
z̃T1 (k), z̃T2 (k), · · · , z̃TN (k)

]T
,

y(k) =
[
yT1 (k), yT2 (k), · · · , yTN (k)

]T
,

v(k) =
[
vT1 (k), vT2 (k), · · · , vTN (k)

]T
,

A = diag{A,A, · · · ,A},B =
[
BT ,BT , · · · ,BT

]T
,

C = diag{C1,C2, · · · ,CN },D = diag{D1,D2, · · · ,DN },

M = diag{M ,M , · · · ,M }, β = diag{β1, β2, · · · , βN },

α = diag{α1, α2, · · · , αN },K1 = diag
{
K1,1,K1,2, · · · ,K1,N

}
,

K2 = diag
{
K2,1,K2,2, · · · ,K2,N

}
,

θ(k) = diag{θ1(k), θ2(k), · · · , θN (k)},
φsat(k) = diag

{
φsat,1(y1(k)), φsat,2(y2(k)), · · · , φsat,N (yN (k))

}
. (13)

The following filter error system can be obtained
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

e(k + 1) =
(
A − L

s
C − W

sLs
)
e(k) + Bw(k) − L

s
Dv(k)

−(I − β)L
s
φsat (k) + (θ(k) − β)L

s
φsat (k)

−L
s(
K1C − βK1C + βC − C

)
x(k)

−(θ(k) − β)L
s(
C − K1C

)
x(k)

z̃(k) = M η(k)

(14)

Among them

W
s = diag

{
Ws

1 ,W
s
2 , · · ·Ws

N

}
, L

s = diag
{
Ls1,L

s
2, · · · LsN

}
. (15)
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According to Eqs. (4), (5) and (14) the following augmented filtering error system

can be obtained η(k) = [ xT (k) eT (k) ]T φ̃sat(k) =
[
0 φ

T
sat(k)

]T

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

η(k + 1) = As
1η(k) + (θ̄(k) − β̄)As

2η(k)

+Cs1φ̃sat(k) + (θ̄(k) − β̄)Cs2φ̃sat(k)

+Bsw̄(k)

z̃(k) = Mη(k)

(16)

Among them

As
1 =

[
A 0

Φs
21 Φs

22

]
,As

2 =
[

0 0
Γ s
21 0

]
,

Cs1 =
[
0 0
0 −(

I − β
)
L
s

]
Cs2 =

[
0 0
0 L

s

]
,

Bs =
[
B 0
B −L

s
D

]
,M = [

0 M
]
.

(17)

here

Φs
21 = −L

s(
K1C − βK1C + βC − C

)
,

Φs
22 = A − L

s
C − W

sLs, Γ s
21 = −L

s(
C − K1C

)
.

(18)

Definition1.Givenadisturbanceattenuation level. γ > 0 If there is a positive definite
symmetric matrix and the following conditions are satisfied Rs > 0, s = 1, 2, · · · n0

−γ 2ηT (0)Rsη(0) < 0.J := ‖z̃(k)‖2[0,N−1] − γ 2‖w(k)‖2[0,N−1] (19)

Then, the augmented filtering error system (16) has robust performance, H∞.

Lemma 1. If the matrix sum satisfies the following inequality constraints A,Q =
QTP > 0

ATPA − Q < 0. (20)

Then, for any matrix G with appropriate dimensions, the following inequality
constraints are satisfied

[ −Q ∗
GTA P − G − GT

]
< 0. (21)

Note 1. Is a randomvariable subject toBernoulli distribution and is used to describe
a randomly occurring measurement saturation nonlinearity. θi(k) ∈ Rθi(k) = 1,
indicating that the sensor works normally at the time, that is, linear measurement; i
kθi(k) = 0, indicating that saturation nonlinearity occurs at the time of sensor, that is,
nonlinear measurement ik.
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3 Distributed Filtering Analysis H∞

Theorem 1. Given a desired level of disturbance attenuation, if there is a pos-
itive definite matrix, satisfy, and inequality γ (γ > 0)Ps > 0ηT (0)Psη(0) ≤
γ 2ηT (0)Rsη(0), s = 1, 2, · · · n0

⎡

⎢⎢⎢⎢⎢
⎢⎢
⎣

−Ps ∗ ∗ ∗ ∗ ∗
0 −γ 2I ∗ ∗ ∗ ∗
C̃K 0 −2I ∗ ∗ ∗
P
sAs

1 P
sBs P

sCs1 −P
s ∗ ∗√

αP
sAs

2 0
√

αP
sCs2 0 −P

s ∗
M 0 0 0 0 −I

⎤

⎥⎥⎥⎥⎥
⎥⎥
⎦

< 0, (22)

Where, the augmented filter error system (16) has given performance.

P
s =

∑n0

t=1
π stP

t, π st = max
1≤m≤m0

{
πm
st

}
, C̃K =

[
0 0(

K2 − K1
)
C 0

]
H∞

Prove, define, and performance analysis functions K = K2 − K1

J = ηT (k + 1)Ptη(k + 1) − ηT (k)Psη(k). (23)

According to saturation constraint condition (5), can be obtained

−2φ
T
sat(k)φsat(k) + 2φ

T
sat(k)Ky(k) > 0. (24)

And then you get

ς(k) = −2φ̃T
sat(k)φ̃sat(k) + 2φ̃T

sat(k)C̃Kη(k) > 0. (25)

Introduce the constant zero equation

z̃T (k)z̃(k) − γ 2wT (k)w(k) − z̃T (k)z̃(k) + γ 2wT (k)w(k) = 0. (26)

Define the combination of (23) and (25), then ξ(k) =
[
ηT (k) wT (k) φ

T
sat(k)

]T
,

E{J (k)} ≤ E

{
ξT (k)Λsξ(k) − z̃T (k)z̃(k) + γ 2wT (k)w(k)

}
, (27)

Among them

Λs =
⎡

⎣
Λs

11 ∗ ∗
Λs

21 Λs
22 ∗

Λs
31 Λs

32 Λs
33

⎤

⎦,

Λs
11 = AsT

1 P
sAs

1 + αAsT
2 P

sAs
2 − Ps + MTM,

Λs
21 = BsT P̄sAs

1,Λ
s
22 = BsT P̄sBs − γ 2I ,
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Λs
31 = CsT1 P

sAs
1 + αCsT2 P

sAs
2 + CK ,

Λs
32 = CsT1 P

sBs,Λs
33 = CsT1 P

sCs1 + αCsT2 P
sCs2 − 2I . (28)

≤ E

{∑N−1
k=0 ξT (k)Λsξ(k)

}
And then, if I add both sides of this inequality from 0 to

PI, I get PI N − 1

∑N−1

k=0
E{J (k)} ≤ E

{
ηT (N )P

s
η(N )

}
− ηT (0)Psη(0)

−E

{∑N−1

k=0

(
z̃T (k)z̃(k) − γ 2wT (k)w(k)

)}
.

(29)

Then the performance constraints defined in (19) can be further described as H∞

+ ηT (0)
(
Ps − γ 2Rs

)
η(0). J ≤ E

{∑N−1

k=0
ξT (k)Λsξ(k)

}

−E

{
ηT (N )P

s
η(N )

} (30)

According to Schur’s complement lemma, the inequality (22) contains, and notice,
the initial conditions Λs < 0P

s
> 0Ps ≤ γ 2RsJ < 0.

4 Distributed Filter Design H∞

Theorem 2. Given, if there are matrices, and diagonal matrices, satisfy γ > 0Ps
1 >

0,Ps
2 > 0,V s

1V
s
2 ,X

s,Y s, s = 1, 2, · · · n0
⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢⎢
⎣

�s
11 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 �s

22 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 �s

33 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 �s

44 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 �s

55 ∗ ∗ ∗ ∗ ∗ ∗
�s

61 0 0 0 0 �s
66 ∗ ∗ ∗ ∗ ∗

�s
71 0 �s

73 �s
74 0 0 �s

77 ∗ ∗ ∗ ∗
�s

81 �s
82 �s

83 �s
84 0 �s

86 0 �s
88 ∗ ∗ ∗

0 0 0 0 0 0 0 0 �s
99 ∗ ∗

�s
101 0 0 0 0 �s

106 0 0 0 �s
1010 ∗

0 �s
112 0 0 0 0 0 0 0 0 �s

1111

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥
⎦

< 0, (31)

Among them
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�s
106 = √

αY s, �s
112 = M , �s

1111 = −I . (32)

Then the gain of the filter is

L
s = (

V s
2

)−1
Y s,W

s = (
V s
2

)−1
X s. (33)

Proof selection matrix

Gs = diag
{
V s
1 ,V2

}
,Ps = diag

{
Ps
1,P

s
2

}
,

P
s = diag

{
P
s
1,P

s
2

}
, s = 1, 2, · · · n0.

(34)

According to Lemma 1, inequality (22) is equivalent to
⎡

⎢⎢
⎢⎢⎢⎢⎢
⎣

−Ps ∗ ∗ ∗ ∗ ∗
0 −γ 2I ∗ ∗ ∗ ∗
C̃K 0 −2I ∗ ∗ ∗

GsAs
1 GsBs GsCs1 P

s − Gs − GsT ∗ ∗√
αGsAs

2 0
√

αGsCs2 0 P
s − Gs − GsT ∗

M 0 0 0 0 −I

⎤

⎥⎥
⎥⎥⎥⎥⎥
⎦

< 0. (35)

Considering (13) and (34), it can be calculated

P
s − Gs − GsT =

[
P
s
1 − V s

1 − V sT
1 0

0 P
s
2 − V s

2 − V sT
2

]
,

GsAs
1 =

[
V s
1A 0

Ψ s
21 Ψ s

22

]
, GsBs =

[
V s
1B −V s

2L
s
D

V s
2B −V s

2L
s
D

]
,

GsAs
2 =

[
0 0

−V s
2L

s
C + V s

2L
s
K1C 0

]
,

GsCs1 =
[
0 0
0 −V s

2L
s + βV s

2L
s

]
, GsCs2 =

[
0 0
0 V s

2L
s

]
,

(36)



Distributed State Estimation for Topology Random Switching 581

Among them

Ψ s
21 = −(

I − β
)
V s
2L

s
K1C + (

I − β
)
V s
2L

s
C,

Ψ s
22 = V s

2A − V s
2L

s
C − V s

2W
sLs.

(37)

By substituting Eq. (36) into Eq. (35) and introducing new variables, Theorem 2 can
be obtained. X s = V s

2W
s
,Y s = V s

2L
s
, Never put off till tomorrow what you can.

Note 2. Theorem 2 gives the design method of distributed filter, and the desired
distributed filter parameters can be obtained by solving the following convex
optimization problem constrained by inequality (31) H∞H∞.

min
R,Q(s),X s,Y s

γ 2 (38)

5 Simulation Examples

In this section, a numerical simulation example is used to verify the effectiveness of the
proposed method.

Consider a sensor network composed of four nodes, and its communication topology
is shown in Fig. 2.

( ) 1r k ( ) 2r k ( ) 3r k

Fig. 2. Sensor network topology.

The corresponding adjacency matrix is

A1 =

⎡

⎢⎢
⎣

0 1 0 1
1 0 0 0
1 0 0 0
0 1 0 0

⎤

⎥⎥
⎦,A2 =

⎡

⎢⎢
⎣

0 1 0 1
1 0 1 0
0 1 0 0
1 0 0 0

⎤

⎥⎥
⎦,

A3 =

⎡

⎢⎢
⎣

0 1 0 0
1 0 0 1
1 0 0 0
1 1 0 0

⎤

⎥⎥
⎦.
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Assuming that topological structure switch has non-homogeneous Markov ran-
domness, its transition probability matrix is composed of the following three matrices
Π(k)

Π(1) =
⎡

⎣
0.5 0.3 0.2
0.3 0.4 0.3
0.2 0.3 0.5

⎤

⎦,Π(2) =
⎡

⎣
0.3 0.3 0.4
0.5 0.3 0.2
0.3 0.3 0.4

⎤

⎦,

Π(3) =
⎡

⎣
0.5 0.2 0.3
0.3 0.3 0.4
0.3 0.4 0.3

⎤

⎦.

The system parameter is

A =
[
0.3 0.1
−1 0.2

]
,B =

[
0.3
0.1

]
,M = [

2 2
]
.

The sensor network measurement parameter is

C1 = [
5 4

]
,C2 = [

3 3
]
,C3 = [

4 5
]
,C4 = [

3 4
]
,

D1 = 0.3,D2 = 0.1,D3 = 0.2,D4 = 0.1.

The saturation nonlinear is described as

φsat,i(yi(k)) = 0.5
(
K1,i + K2,i

)
yi(k)

+ 0.5
(
K2,i − K1,i

)
sin(yi(k))

Among them

K1,1 = K1,3 = 0.6,K1,2 = K1,4 = 0.7,

K2,1 = K2,2 = 0.8,K2,3 = K2,4 = 0.9.

In addition, it is assumed that the probability of random nonlinearity occurs in the
sensor network, system interference input is, and measurement noise is βi = 0.8, i =
1, 2, 3, 4 w(k) = e−0.2k sin(k) vi(k) = 1

k3
, i = 1, 2, 3, 4. It is assumed that the initial

state of the system and the initial state of the filter are zero, and the topology of the initial
filter network is r(0) = 1.

Matlab Yalmip Toolbox was used to optimize the optimization problem (38), and
the optimal γ = 5.0485. The simulation results are shown in Figs. 3, 4, 5 and 6.

Figure 3 shows the evolution process of a Markov chain r(k). Figure 4 shows the
random saturation nonlinear moment of each node in the sensor network. Figure 5
shows the actual output of the system and the estimation of the distributed filter z(k)
ẑi(k), i = 1, 2, 3, 4. Figure 6 depicts the comparison curves of filtering network errors
when 0, 0.4, 0.8 and 1 are set respectively βi.
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Fig. 3. Markov chain {r(k)} Fig. 4. Random saturation nonlinearity
occurrence time.

Fig. 5. Estimate of actual output and filter
z(k) ẑi(k), i = 1, 2, 3, 4.

Fig. 6. Filter network estimation error
ei(k), i = 1, 2, 3, 4.

Table 1. Different relationship with system robust performance, βii = 1, 2, 3, 4.

βi 0 0.2 0.4 0.6 0.8 1

γ 5.98 5.84 5.65 5.41 5.04 4.51

In addition, Table 1 shows the influence of different selection on system robustness
βiH∞. It can be seen from Fig. 5 that the filteringmethod is effective for distributed filter
networks whose switching topology meets non-homogeneous Markov characteristics,
and the consistency state estimation is finally realized. According to Fig. 6 and Table
1, can be analyzed, the sensor network saturation nonlinearity influence system robust
performance, when the sensor network is not measuring saturation nonlinear system
robust performance of the best, and when the sensor network fully saturated nonlinear
measurement, the robust performance of the system is the worst, compared with the two
extreme cases, When the saturation nonlinearity occurs in the sensor network with a
certain probability, the system achieves good filtering accuracy while ensuring strong
robust performance H∞.
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6 Conclusion

This paper deals with the distributed robust filtering problem in WSN with random
measurement saturation nonlinearity and switching topology. Because it is difficult to
describe the random change of network communication topology by using a single topo-
logical switching probability matrix, this paper uses inhomogeneous Markov to model
the topology change of wireless sensor network, and takes the saturation nonlinearity of
wireless sensor network into full consideration in the design of distributed filter. Simula-
tion results show that the designed distributed filter method is effective, and the designed
distributedfilter algorithmhas strong robustness against interference,measurement noise
and communication topology switching in the network environment.
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Abstract. With the continuous development of the Internet of Things, more and
more social sectors and smart devices are connected to the Internet of Things. This
has led to a spurt of data growth and posed challenges to data security. To solve this
problem, the Internet of Things needs a more secure and efficient storage method.
Nowadays, one of the most important creative technological advancements that
plays a significant role in the professional world is blockchain technology. And
Both academia and industry attach great importance to the research of blockchain
application technology. Some scholars believe that the blockchain itself is a secure
distributed database. So, Blockchain is also considered a safe way to store data.
In this paper, we introduce blockchain into the Internet of Things to ensure the
security of Internet of Things data.At the same time,we have solved the problemof
quantifying the degree of blockchain decentralization, which provides conditions
for system optimization. After that, we proposed a system optimization model
based on deep reinforcement learning to dynamically adjust system parameters.
The simulation results show that the decentralization of the blockchain and the
security of the system are guaranteed, and the throughput of the system has been
improved.

Keywords: Blockchain · Internet of Things (IoT) · Deep reinforcement
learning · Performance optimization

1 Introduction

As a world-connected technology, the Internet of Things plays an important role in
industry and commerce, manufacturing and daily life [1]. The Internet of Things tech-
nology integrates sensing, storage, computing, application and other technologies and
their design ideas. It integrates technologies in the three major fields of electronics, com-
munications, and computers. On the basis of the Internet platform, it uses information
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technology to establish between objects. A wide range of connections are realized, and
an interactive three-dimensional network formed by the communication of things is real-
ized. With the widespread application of IoT technology, more and more smart devices
are added to it, and the amount of data generated by these devices in their daily work is
extremely large. The traditional way of processing data is to submit the data collected by
the sensors of the perception layer to the application layer program through the network
layer of IoT. In this process, the data will be temporarily stored on the intermediate node
of the Internet of Things, which put forward higher requirements for safety.

In recent years, Blockchain has attracted widespread attention. It is a distributed
database and is considered to be one of the important technologies affecting the future.
Blockchain uses cryptographic asymmetric encryption and hash functions, which can
build a secure data storage and sharing environment. At present, many industries are
studying how to introduce blockchain to solve some of their own problems. Shynu
et al. researches efficient and safe healthcare services based on blockchain for disease
prediction in fog computing [2]. The authors of [3] propose a blockchain-based food
supply chain system for audit traceability and quality assurance. It has been proved that
blockchain technology can eliminate the potential trust crisis of consumers, especially
after the introduction of a new consensus mechanism, it will improve performance while
reducing system costs [4]. Zhang [5] describes the construction of a blockchain-based
financing system to eliminate investment barriers so that private capital can better support
China’s infrastructure construction. It can be seen from the above research cases that the
blockchain can be integrated with all walks of life, because all industries require data
security. The most critical point of blockchain technology is decentralization [6]. Each
node is equal and there is no relationship between superiors and subordinates. Therefore,
nodes do not need to obey the commands of other nodes, which in a sense also ensures the
security of data. In order to ensure the decentralization of the system, the first problem
we have to solve is how to evaluate the decentralization level of a system. In addition,
a robust blockchain system should also weigh scalability, security and system latency.
When the amount of data is large, high latency is intolerable, and when the amount of
data is small, the system has more resources to deal with security issues. This article
discusses the combination of the blockchain and the Internet of Things, and introduces
deep reinforcement learning to dynamically balance the four aspects of the blockchain
mentioned above: decentralization, scalability, security, and system delay.

Deep reinforcement learning is a combination of deep learning and reinforcement
learning. It not only has the ability of deep learning to analyze high-dimensional data
and abstract representation capabilities, but also has the excellent decision-making and
control capabilities of reinforcement learning [7]. DRL has broad application poten-
tial in robotics, MAV/UAV confrontation, path planning, stock trading and stock price
forecasting, and has been applied in some scenarios [8–11]. Sivakumar et al. discussed
the combination of deep learning and the IoT [12]. This article applies DRL to the
node selection of the blockchain and comprehensively considers the four aspects of the
blockchain during the selection process. The simulation results show that theDRLmodel
used in this article has good data analysis and decision-making capabilities. It provides
an excellent solution to solve the blockchain application problem.
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The main contributions of this paper are listed as follows.

1) Previously, the degree of decentralization of the blockchain was often qualitatively
described, and we realized it quantified

2) A system performance optimization model based on deep reinforcement learning is
proposed. This model can comprehensively consider the four important aspects of
the blockchain: scalability, decentralization, security, latency.

3) The results show that our model can fully guarantee the essential characteristics of
the blockchain and effectively improve the throughput.

2 Related Work

Reinforcement learning has shown excellent ability in solving some complex problems.
It uses rewards to enable the algorithm to continuously optimize decision-making in
the learning process, thereby learning an optimal mapping from state to action [13].
The rewards for performing actions are delayed, that is to say, the pros and cons of the
current action cannot be judged immediately. Only after the action has an impact on
the state, the cumulative reward obtained from the execution of the action to a certain
moment afterwards is calculated. Then the model accomplishes the optimization of
the action by reward [14]. Tu et al. propose a reinforcement learning-based attackers
identification method, and this method has good performance in terms of false alarm
rate, missed detection rate and average error rate [15]. Wan et al. applied reinforcement
learning to fog computing and achieved good experimental results [16]. Zhang et al.
proposed a novel power allocation strategy inwireless communications [17]. Q-Learning
algorithm is a classic algorithm of reinforcement learning, which is the most widely
used in reinforcement learning control problems [18]. The basic idea of the Q-Learning
algorithm is to store the state and different actions in a table, and then continuously update
this table in the iterative process, so a Q value table needs to be maintained during the
execution of the Q-Learning algorithm. This brings about a problem. If the state space
and action space are very complicated, the system resource overhead of maintaining this
table will be huge.

In order to solve the above problem, deep learning and reinforcement learning are
combined, and a deep neural network is used to replace this table. The input of the
network is the state of the environment, and the output is the action of the agent. This is
deep reinforcement learning. DRL has a significant effect in balancingmultiple variables
to achieve optimization.

Giannopoulos et al. found that DQN-assisted operations can provide enhanced
network-wide Energy efficiency (EE), because they balance trade-off between the power
consumption and achieved throughput (inMbps/Watt) weigh [19]. Chen et al. proposed
a supply chain management (DR-SCM) method based on deep reinforcement learning
to make effective decisions on the production and storage of agricultural products to
achieve profit optimization [20]. Paeng et al. proposed a scheduling framework based
on deep reinforcement learning, which solves the extremely challenging scheduling
problem and significantly reduces the total scheduling delay. Meanwhile, they found
a trained neural network (NN) can solve the unseen scheduling problems without re-
training [21]. Wang et al. proposed a selection algorithm based on deep reinforcement
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learning (DRL) optimization. From the simulation results of the experiment, it can be
seen that the performance of the algorithm is very superior [22]. However, the problems
are more complex when DRL is used in the blockchain, because we must weigh in 4
aspects: scalability, decentralization, security and latency.

With the development of science and technology, people are paying more and more
attention to the problem of privacy protection, and the blockchain is considered to be
an important means to solve the problem of privacy leakage due to its decentralized
technical characteristics [23]. Barenji et al. designed a blockchain-based decentralized
network structure for cloud manufacturing to solve the security and flexibility problems
of centralized industrial networks [6]. Therefore, we believe that decentralization is
the key to blockchain technology. Therefore, when deploying the blockchain into a
production environment, it has to be ensured that it is decentralized.

Scalability is also an important performance indicator of blockchain. In this regard,
researchers have proposed a variety of consensus algorithms to ensure that the blockchain
reaches consensus among nodes [24, 25]. Sukhwani et al. studied the impact of PBFT
on the performance of the blockchain network and proved that PBFT is a good choice
by calculating the average time for the entire network to reach a consensus [26]. Hou
et al. applied a private blockchain based on the RAFT consensus algorithm in their
research, and the results showed that this method can reduce the system delay while
reaching a consensus [27]. The maximum fault-tolerant node supported by the RAFT
algorithm is (N − 1)/2, where N is the total number of nodes in the cluster. Quorum
is considered to be the fastest BFT consensus algorithm [28], thanks to its extremely
simple process of reaching a consensus, but it also exposes it to more security risks. The
deep reinforcement learning model used in this article will dynamically select one of the
three consensus algorithms as the basis to reach consensus based on the current state.

3 System Model

As shown in Fig. 1, The blockchain-enabled IoT system consists of two parts. The IoT
part generates data that needs to be stored, and the blockchain system is responsible for
processing these data in a safe and reliable manner. The two parts are as follows.

3.1 IoT

There are a large number of devices used to collect and transmit data in the Internet of
Things network, such as mobile phones, cameras, sensors, and so on. These data may
come frommany aspects of modern society, such as green agriculture, industrial control,
urban management, medical and health, smart home, smart transportation, environmen-
tal monitoring, and so on. Each block on the blockchain consists of two parts, the block
header and the block body. The block body contains a data tree. The data in the Internet
of Things system needs to be encapsulated into one transaction. Each Transaction con-
stitutes a leaf node of the tree. The intermediate node of the tree stores the hash value
calculated by the child nodes.
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Fig. 1. Illustration of blockchain-enabled IoT systems.

3.2 Blockchain

As the Internet of Things continues to input data to the blockchain system, the producers
of the blockchain will continue to pack these data into blocks, this process is divided
into two steps:

1) The producer packs the data into a block
2) The block is appended to the end of the blockchain, and a consensus is reached on

the entire blockchain network, then other producers will add this block to their own
local database.

We assume in this article that there are a total of N IoT nodes, which is denoted as
{Z1,Z2,Z3,Z4, . . . ,ZN }, and producers will be selected from these nodes by the DRL
model, which we will discuss in detail in the next section. We assign a number to each
node that joins the Internet of Things, and the number is related to order of joining. If
a node is selected as a producer, it will generate blocks in turn in numbered order and
broadcast to the blockchain network to reach a consensus. In this article, considering the
system delay and the fault tolerance of the system to malicious nodes, our DRL model
will be dynamically adjusted according to the current state of the system in the three
consensus algorithms of PBFT, RAFT, and Quorum. The following is a comparison of
these three algorithms, in terms of fault tolerance, the time required to reach a consensus,
and the complexity of the consensus process.
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Table 1. Consensus algorithm comparison

Algorithm Fault tolerance Time required Process complexity

PBFT N/3 Most Complex

RAFT N/2 Medium Medium

Quorum 0 Least Simple

As can be seen from the Table 1, the performance of these three aspects cannot be
all excellent. When it has excellent performance in one of them. In other respects, it will
be inferior to other algorithms. PBFT and RAFT have strong fault tolerance, Quorum
is the weakest in this respect. Quorum, thanks to the process of reaching a consensus is
simpler than the other two, so it takes the shortest time to reach a consensus. In contrast,
the consensus process of PBFT and RAFT is complicated, and it takes longer to reach a
consensus in the system. The trained model will know how to weigh these three aspects
of the consensus algorithm. Normally, the model will analyze the current state of the
system and give a satisfactory selection result.

4 DRL-Based System Optimization Model

In this part, we will quantify the degree of decentralization of the blockchain, and then
define the state space of the model input and the action space of the output, and finally
give the expression of the model algorithm.

Decentralization is the essential feature of blockchain, and it is also the main reason
why blockchain is generally favored by industry and academia. Therefore, we need to
evaluate the decentralization of the system, and this requires a quantity to characterize
the degree of decentralization. To this end, we introduced the coverage rate in the rec-
ommendation system to measure the degree of decentralization. Coverage refers to the
proportion of recommended items given by the recommender system to the total item
types, and is an important indicator to measure the effectiveness of the recommender
system. It is usually calculated according to the following formula:

Coverage =
∣
∣Uu∈UR(u)

∣
∣

|I | (1)

Among them, the user set of the system is U , the item list is I , and the system
recommends to each user an item list R(u) of length N. The number of producers in the
blockchain network is determined, so the above formula needs to be modified.

In this article, we define the set of IoT nodes as I , and the set of system states as U .
R(u) represents the list of producer nodes given by the system in state u, and if the selected
producer has been selected in the near future Once selected, the R value will be reduced.
If the selected producer has been selected before, the R value will be reduced. The R
value will be between 0 and 1. The closer the value is to 0, the lower the decentralization
of the system will be if the current node is selected as the producer. 1 is just the opposite,
which means that the current choice can effectively ensure the decentralization of the
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system. We think that the final calculated coverage value is greater than the threshold
Cp would be a good choice.

Next, let us discuss in more detail the rationality of choosing coverage as a mea-
sure of the level of decentralization. The reason for the disadvantages of the traditional
centralized structure model is that the status of each node is unequal, and the central
node has more power and needs to complete more work. In this case, the central node
has too much pressure, and once the central node has a problem, it will affect all the
nodes below it. However, this kind of problem does not exist in a decentralized system.
Because there is no superior-subordinate relationship between nodes in a decentralized
system, in addition to reaching a consensus, the work of one node is not based on the
work done by other nodes. The advantage of this is that the failure of any node will not
affect other nodes. In order for the system to have this advantage, we must fairly select
nodes as producers. Therefore, the union of several selected nodes should cover the
entire IoT node set as much as possible. This coincides with the concept of coverage. It
should be noted that in the coverage calculation process, the newly selected node cannot
be the same as the node selected for the previous N times. In the simulation experiment,
we need to select 21 nodes from 100 IoT nodes as producers. So, we set N to 3. This is
a reasonable value. If N is too large, then the union of the nodes selected for the first N
times may include all nodes, and subsequent selection work cannot be performed. If N
is too small, there may be a situation where two groups of nodes take turns as producers.
This situation is like shaking back and forth. Therefore, the determination of the N value
requires comprehensive consideration of the actual number of IoT nodes and the number
of producers.

4.1 State Space

In order to make the state space design more realistic, we fully consider the quantities
involved in the Internet of Things and blockchain systems. And selectively put them
into the state space of the model. Specifically, the state space consists of the computing
power c of the IoT node, the data transmission rate v, the distance l between any two
nodes, the block size x in the blockchain, and the decentralization level d . The set of
these quantities is denoted as S(t) = {c, v, l, x, d}(t).

4.2 Action Space

In order to ensure the decentralization of the systemand tomake a good trade-off between
throughput and security, the producer p of the blockchain, the consensus algorithm a, and
the block size s need to be adjusted. They constitute the action space of the model. The
set of action space is denoted as A(t) = {p, a, s}(t), where the block producer indicator

is p = {pn}, pn ∈ {0, 1}, ∑N
n=1pn = K , where pn = 1 representing node is chosen

as a block producer, while pn = 0 otherwise. In the simulation experiment, we set N
to 100 and K to 21. Beside the value of a is a set, which is denoted as a = {0, 1, 2}
representing one of the three consensus algorithms. S represents the block’s size, its
value set is S = {

0.2, 0.4, 0.6, 0.8, . . . , Ṡ
}

, where Ṡ represents the maximum value, we
set it to 8.
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4.3 Reward Function

In order to make the model move in the direction of optimizing the system, that is, to
increase the throughput under the premise of ensuring decentralization and security.

The model needs to make decisions, and in reinforcement learning is to maximize
the Q function:

Q(S,A) = E
[∑∞

t=0
μtR(t)

(

S(t),A(t)
)∣
∣
∣S(0) = S,A(0) = A

]

(2)

C1: Coverage < Cp

C2: f < F δ, δ = 0, 1, 2.

where μ ∈ (0, 1] reflects the tradeoff between the immediate and future rewards, and
the R in the Q function is defined as follows:

R(t)
(

S(t),A(t)
)

=
{

1
Coverage , if C1 and C2 are satisfied

0, otherwise.
(3)

In the previous content, we used a table to summarize the proportion of malicious
nodes tolerated by the three consensus algorithms. The model needs to maximize the Q
function on the basis of satisfying the above two conditions.

The above are all the quantities involved in the optimization process of the model.
Now we can formally give the optimization steps of the model in Algorithm 1.
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5 Simulation Results and Analysis

For comparison, we have added two comparison experiments to the simulation
experiment.

1) Experiment with a fixed block size.
2) Experiment using the fixed consensus protocol PBFT.
3) Experiment using our standard model.

Fig. 2. Convergence performance of different schemes.

Figure 2 shows the performance of our proposed model based on deep reinforcement
learning. It can be seen from Fig. 2 that at the beginning of training, the throughput is
relatively small. However, as the training continues, the model parameters have been
optimized. Therefore, we see that after about 3000 rounds of training, the throughput
has reached a fairly high level. And after that, the throughput will fluctuate in a small
range. In addition, we can also find from Fig. 2 that our standard model has the best
performance in the experiment. The performance of the fixed block size model is the
worst, which also tells us that the decision to enter the block size in the action space is
correct.

Figure 3 describes the decentralization level of the blockchain system. In the com-
parative experiment, we set different thresholds to observe the changes in the level of
decentralization during the training process. The top line parallel to the x-axis is the ideal
curve as close as possible in the experiment. The reason for the value of 0.21 is that we
set a total of 100 IoT nodes in the experiment, and select 21 of them as producers each
time. The decentralization level at the beginning of the experiment defaults to the optimal
situation, and then as the experiment progresses, more and more nodes are constrained
and cannot be selected repeatedly, resulting in a decrease in the calculation results. At
the same time, because the threshold guarantees that the result will not always drop, the
final degree of decentralization will remain around the threshold.
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Fig. 3. Decentralization performance of different thresholds.

Fig. 4. Convergence performance of different block size.

Figure 4 expresses the effect of block size onperformance. InFig. 4, sinceExperiment
3 is a comparative experiment with a fixed block size, its performance is unchanged. In
the other two cases, the performance will increase with the increase of the block size
within a certain range, but there will be no obvious change after increasing to a certain
extent, because it is restricted by other attributes of the blockchain. This also shows
that we should comprehensively consider all aspects of the blockchain’s attributes, and
increasing the strength on one side alone cannot increase the performance indefinitely.

6 Conclusion

In this article, we propose an IoT blockchain performance optimization model based
on deep reinforcement learning. Since decentralization is the essential feature of the
blockchain, we focused on how to ensure the decentralization of the system during the
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design process. After discussion, we introduced the coverage rate of the recommenda-
tion system as a quantity to express the degree of decentralization, which makes the
decentralized description of decentralization quantifiable. Secondly, the setting of the
threshold requires a trade-off. Although a larger threshold can maintain the level of
decentralization at a higher level, the model takes longer to train. Finally, the model
is trained to increase throughput while ensuring decentralization and security. In future
work, wewill consider introducing othermore appropriate quantities to indicate the level
of decentralization and refine the quantification of the blockchain from other aspects.
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Abstract. In recent years, the rapid development of mobile Internet services has
greatly increased the complexity of network interaction. In the mobile Internet
scenario, there are higher requirements for the dynamic and fine-grained access
control. However, the existing access control strategy is mainly based on static
access control mechanism, which cannot meet its needs. For this reason, this
paper proposes a mobile internet access control strategy based on trust perception,
which improves the outstanding problems of traditional access control methods
such as not supporting dynamic authorization and coarse-grained. This strategy
combines the advantages of both the role-based access control (RBAC) model
and the attribute-based access control (ABAC) model. And introduce comprehen-
sive trust evaluation to quantify user trust, and realize dynamic authorization and
fine-grained access control based on trust perception. User trust consists of two
parts: attribute trust and historical trust. Attribute trust is derived based on the
user’s attributes, and historical trust is calculated based on the user’s historical
access behavior. Finally, this article simulates the two most common attack meth-
ods, bleaching attack and betrayal attack. Comparative experiments show that the
method proposed in this paper has better ability to resist bleaching attacks and
betrayal attacks.

Keywords: Access control · Mobile internet · Trust perception · RBAC model ·
ABAC model

1 Introduction

With the advancement of the construction of the Internet and digital transformation ser-
vices, and the rapid development of mobile Internet services, QuestMobile data shows
that as of June 2021, the number of monthly active users of China Mobile Internet
reached 1.164 billion, with 26.3 apps per person per month [1]. Especially since the
epidemic, the demand for mobile office has increased exponentially, the scope of mobile
application business has continued to expand, and mobile internet business has become
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an important window for internal and external interaction. As the new working mode of
mobile services has greatly increased the complexity of network interactions, security
protection objects are no longer limited to dedicated control terminals, business access
is no longer restricted by internal and external networks, and various means of breaking
through boundary protection and moving laterally are emerging in endlessly. However,
the existing authorization method between mobile terminal-mobile platform-back-end
services is based on role-based static access control mechanisms, with extensive permis-
sion control granularity and solid access control strategies, which can no longer meet the
requirements for safe and efficient interaction of mobile Internet services. Traditional
access control methods mainly use RBAC [2] and ABAC [3].

RBAC is a widely accepted access control model, which is widely known for its
simple policy management. In RBAC, each role has a series of permissions, permissions
are associated with users through roles, roles are assigned to users according to certain
rules, and users access through roles. However, RBAC cannot specify and implement
access control policies based on context information (such as time, location, etc.), and
can only achieve static coarse-grained access control. In addition, because RBAC and its
extensions grant user permissions through roles, if the organization is large, many roles
need to be defined in order to provide fine-grained access, which leads to the problem of
role explosion. RBAC and its extensions define permissions based on object identifiers
(such as name, id). This does not apply to the situation where there are multiple objects
and leads to the problem of permission explosion [4], because different users of the same
role may have different permissions.

In order to find an alternative method and solve the limitations of RBAC, the
researchers proposed ABAC. ABAC can specify more flexible and dynamic decision-
making strategies than RBAC, because it uses the attributes of users (users who can
make access requests), objects (objects that need to be protected), and environment (the
context in which the access requests are initiated) to define strategies. In recent years,
attribute-based access control has been used in various fields [5–7]. However, ABAC
also has its own limitations. For example, it increases the complexity of policy review,
that is, it is difficult to visualize policy changes. This is because ABAC needs to con-
sider a large number of strategies to view the effect of policy changes or obtain privileges
associated with users. If the policy is to be modified, it is difficult to determine which
group of users is affected by the policy modification [8].

As mentioned above, RBAC and ABAC have their own advantages and disadvan-
tages [9], and their characteristics can complement each other, so the integration of
RBAC and ABAC has become an important research area. Kuhn of the National Insti-
tute of Standards and Technology and Coyne, an American scientific application inter-
national company, proposed to combine the best features of role-based access control
and attribute-based access control [10] to provide effective access control for application
systems. Subsequently, Coyne et al. compared role-based access control and attribute-
based access control in detail in [11]. He believes that combining the advantages of
the two can provide a flexible, extensible, auditable, and understandable access control
model.
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At present, the three ways of combining attributes and roles are dynamic roles,
attribute-centered and role-centered. However, these three methods still have their own
problems in large-scale environments. In summary, in order to solve the above problems,
this paper proposes a trust-aware mobile internet access control strategy. The main work
includes two aspects:

(1) Considering the access control requirements in mobile internet scenarios, we pro-
pose an access control strategy that integrates ABAC and RBAC. This strategy inte-
grates ABAC and RBAC models to retain the flexibility provided by ABAC, while
keeping RBAC easy to manage and manage. The advantage of easy permission
review and strategy analysis.

(2) Introduce trust perceptionmethods, quantify user trust through comprehensive trust
evaluation, and realize a dynamic access control strategy based on trust perception
to defend against bleaching attacks and betrayal attacks.

2 Related Work

2.1 Access Control Model

With the emergence of new computing environments such as cloud computing, the
Internet of Things, and digital transformation services, traditional closed-environment-
oriented access control models are difficult to directly apply to the new computing
environment. In order to adapt to the new environment, a lot of research has focused on
designing a hybrid model of RBAC and ABAC, so as to realize dynamic access control
basedonRBAC[12]. Jin et al. first proposed the role-centric access controlmodel concept
(RABAC) [13],which extendedRBACwith user attributes and object attributes.Abhijeet
Thakare et al. aimed at the inefficiency of RBAC in the framework of the Internet of
Things (IoT) when processing multiple users requesting multiple resources in a dynamic
situation. They proposed a priority attribute-based RBAC model (PARBAC) [14]. By
adding to the existing RBAC model priority attribute tool. The model classifies policy
mechanisms based on priority attributes, which improves flexibility and improves the
performance of current access control models. The above research only considered the
user-role dynamic allocation, but did not change the static relationship between roles
and permissions, and is not suitable for new environments.

To overcome the limitations of ABAC and RBAC, Cai T et al. proposed a com-
bination of roles based on static attributes and rules based on dynamic attributes, and
proposed a hybrid attribute-based RBAC (HA-RBAC) model to inherit the advantages
of RBAC and ABAC [15]. H. R. Xiong et al. proposed a hybrid extended access con-
trol model combining the two, combining attributes with RBAC, and further controlling
the effective permissions of session roles by introducing permission filtering strategies
[16]. Singh et al. have presented a unified framework that enables specification and
enforcement of heterogeneous access control policies (like ABAC, RBAC, etc.) which
can have multiple dimensions and multi-level of granularity. In large organizations, the
number of users, resources, and operations could be significantly high. As these compo-
nents in large organizations interact in complex ways; therefore, the administration of
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heterogeneous access control policies in such organizations is challenging [17]. Accord-
ingly, to effectively handle this, a role-based administrative model is introduced in Singh
et al. they present a complete role-based administrative model (named as RAMHAC)
for managing heterogeneous access control policies [18].

The above studies retain the role-centered basic ideas in RBAC and combine it with
ABAC or attributes to achieve flexible and scalable dynamic access control. However,
further research is needed on how to integrate these models with the mobile Internet
business environment. Combine and effectively perceive the trust measurement results
of mobile terminals and users, and use the trust measurement results to dynamically
adjust the authority policy, thereby realizing dynamic and fine-grained access control
for mobile Internet services.

2.2 Trust Assessment

Trust evaluation is a relative method to measure the security information, and the trust
value is used to express the trustworthiness of the node. With the deepening of the
research on the trust model, some scholars have proposed integrating trust into the
traditional access control model to achieve dynamic access control [19]. The core of the
implementation of dynamic rights management is trust evaluation. The degree of trust
is used to indicate the credibility of the access object, which can effectively identify
malicious or abnormal access requests. When the credit level reaches the set credit
threshold, the access object can obtainmatching access rights, thereby realizing dynamic
rightsmanagement. For example,Chakraborty et al. proposed theTrustBACmodel based
on the RBAC model [20]. Before the user obtains a role, this model first calculates the
user’s trust value, and then determines whether the user can obtain the role according
to the trust value, that is, the user’s trust value determines whether it can obtain the
corresponding authority. TheTrustBACmodel overcomes the shortcomings of theRBAC
model’s dynamics and insufficient supervision, and can dynamically assign roles. LiuWu
et al. proposed a trust-based access control model TRBAC based on the RBAC model,
which enhanced the dynamics and security of authorization, refined the granularity of
trust calculation, and controlled the distribution of permissions more accurately [21].

When evaluating the trust value of mobile users, the user’s time attribute and location
attribute are two important influencing factors.Some scholars have proposed an access
control model in mobile scenarios for the evaluation of the credibility of mobile users.
For example, J. Y. Shao et al. proposed an access control method suitable for the mobile
Internet environment [22]. This method is based on the idea of dynamic trust value, so
that the same user corresponds to different roles in different position and time states.
Have different access rights. Kang Kai also proposed an access control model in a
mobile environment, which divides the influencing factors of user credibility into three
categories: time attribute, location attribute and user behavior, and based on this, grants
permissions to legitimate users [23].
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3 Fusion Access Control Strategy Based on Trust Perception

This paper proposes a trust-aware-based fusion access control strategy. By fusing RBAC
model and the ABAC model, the advantages of the RBAC model and the ABAC model
complement each other, thereby overcoming RBAC and the limitations of each ABAC.

3.1 Strategic Framework and Process

This paper proposes a trust-aware-based fusion access control strategy. By fusing the
role-based access control (RBAC) model and the attribute-based access control (ABAC)
model, the advantages of the RBACmodel and theABACmodel complement each other,
thereby overcoming RBAC and the limitations of each ABAC. This strategy includes
4 parts: ABAC part, RBAC part, trust perception part, access control strategy part. The
ABAC part contains the elements of the attribute-based access control model, and access
control is performed according to the basic attributes of the user, retaining the flexibility
and fine-grained advantages of the ABAC model; the RBAC part contains the elements
of the role-based access control model, according to The role and role permissions of the
user are used for access control, which retains the advantages of the simple permissions
management of the RBAC model; the role of the trust perception part is to evaluate the
user’s credibility based on specific indicators to achievemore fine-grained access control.
Dynamic access control can also be achieved through timely update of user trust values;
the access control strategy part contains various strategies, including ABAC allocation
strategy, RBAC role permission allocation strategy and control strategy based on trust
value, combined into an overall strategy. The fusion strategy is shown in Fig. 1:

Fig. 1. Fusion access control strategy.

As shown in the diagram, the rectangular box on the left depicts the concept diagram
of ABAC, involving subject module, object module and access environment module,
mainly including subject attribute, object attribute, environment attribute and subject



Mobile Internet Access Control Strategy 603

attribute value, object attribute value, environment attribute Elements such as values
and permissions. The subject attribute represents a series of user attributes such as
user type, occupation, age, etc., the subject attribute value represents the value of the
corresponding user attribute; the object attribute represents a series of access object
attributes such as object type, object status, etc., and the object attribute value represents
the corresponding Access the numeric value of the object property. The rectangular
box on the right depicts the conceptual diagram of RBAC, involving role modules and
permission modules, which mainly include roles, user permissions, access permissions,
user-role assignment, and role-authority assignment. Among them, user permissions
represent the permissions of a user to obtain a certain role, access permissions represent
the permissions of a role to access a certain resource, user-role assignment represents
a strategy for assigning users to a corresponding role, and role-permission assignment
represents a policy for configuring corresponding permissions for a role.

At present, there are three methods for attribute-role fusion access control, namely
dynamic role, attribute-centric and role-centric. The method of dynamic roles is that
attributes determine which roles a user should be activated. The attribute-centric app-
roach is that roles are no longer associated with permissions, but take roles as a special
attribute. The role-centric approach is that roles determine the maximum set of per-
missions a user has, and attributes are used to limit permissions. All three methods
have their own shortcomings. The dynamic role method still has problems in terms
of fine-grainedness; the attribute-centered method introduces fine-grained control but
also brings the disadvantage of difficulty in auditing; the role-centered method is more
difficult to audit. There are still shortcomings in terms of dynamics.

The idea of the integrated access control strategy proposed in this paper is role-
centered, using RBAC as the main framework, and at the same time, due to comprehen-
sive consideration of user attributes, object attributes, and environmental attributes as
constraints, it enables fine-grained access without role explosion. In addition, dynamic
trust values are introduced to overcome the shortcomings of the role-centric access
control model’s deficiencies in the dynamics.

This strategy will combine user attributes to assign roles to users, and the authority
is no longer a single object but a group of objects with the same attributes, composed
of object attributes and operations, for example P1= ((type = confidential ∧ status =
active), read), which means that you have read permission for this type of access object.
In addition, the constraints composed of environmental attributes and trust values must
be bound to permissions to further achieve fine-grained and dynamic access control.
For example, permission P1 is subject to the condition C= (role = administrator ∧
environment ∈ E∧ trust value ≥ T ). This condition means that in order to be granted
permission P1, the user must be an administrator and meet the environmental conditions
and trust value conditions.

The access control flow of this fusion strategy is shown in the Fig. 2. When a user
accesses system resources, firstly, by retrieving the roles owned by the user and querying
the permissions of these roles, the user’s permission set is obtained. If the correspond-
ing permission is not included in the permission set, the user is denied access. If the
permission set contains the corresponding permission, it is judged whether the environ-
ment attribute meets the condition, and if the environment attribute does not meet the
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Fig. 2. Access control flow of fusion access control strategy.

condition, the user access is also denied. If the conditions are met, then the trust value
is considered to further restrict users. If the trust value meets the requirements, access
to the resource is allowed. Otherwise, the access request will be rejected.

3.2 Trust Value Calculation Method

This paper proposes a trust algorithm to solve the problem of trust calculation in access
control. The algorithm uses analytic hierarchy process and gray theory to layer various
attributes of users, quantifies the attribute trust (AT ) of users, and analyzes users through
probability statistics. Calculate historical trust (HT ) by adding a trust penalty policy to
the historical behavior performance of the system.

Attribute Trust. When quantifying the user’s attribute trust value, it is necessary to
consider the various attributes of the user, and each user attribute is an evaluation index.
According to the affiliation of each attribute of each user, all attributes of the user can
be abstracted into the form of an attribute tree, which is divided into three levels. The
top layer is the target layer, which contains only one root node; the middle layer is
the first-level indicators, including subject attributes and environmental attributes, etc.;
the bottom layer is the second-level indicators, including various specific attributes, for
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example, the second-level indicators under the subject attributes can be Is the user type,
occupation, age, etc.

In addition, the importance of various attributes possessed by users is definitely dif-
ferent, or the importance of each evaluation index is different. Therefore, each evaluation
index should have different weights. Determining the weight of each evaluation index is
a kind of affected target evaluation, which belongs to the “multi-index decision-making
problem”. The principle of Analytic Hierarchy Process (AHP) is to decompose the prob-
lem into different components to form a multi-level analysis structure model, and then
use the method of solving the eigenvector of the judgment matrix to obtain the weight
of each element at each level. Therefore, this article uses the analytic hierarchy process
to determine the target weight.

Specific steps are as follows:

(1) Establish an attribute trust judgment matrix. In different application scenarios, the
indicators considered in the construction of the judgment matrix are different. This
article considers that in the mobile Internet scenario, users have the attributes of
time and location, so the first-level indicators include the basic attributes of the
subject, environmental attributes, and time-space attributes, and the second-level
indicators include household type, occupation, age, network transmission delay,
network utilization rate, IP response speed, access time, location, etc. Then through
the method of pairwise comparison, the relative importance based on the index
of this level is evaluated, and the user’s k-th trust attribute judgment matrix Ak is
established as

Ak =

⎡
⎢⎢⎢⎢⎣

ak11 a
k
12 . . . ak1j

ak21 a
k
22 . . . ak2j

...
...

. . .
...

aki1 · · · · · · akij

⎤
⎥⎥⎥⎥⎦

(1)

At the same time, the idea of comparing indexweights in pairs can greatly reduce the
impact of human judgment errors on the evaluation process. When constructing the
judgment matrix Ak , a nine-level measurement method is used, and the importance
of attributes is represented by numbers 1–9.

(2) Calculate the weight of each indicator according to the judgment matrix.
➀ Calculate the product of the row elements of the judgment matrix

wk
i =

n∏
j=1

akij, i = 1, 2, · · · , n (2)

➁ Take the n-th power of the continuous product vector Mk
i

M k
i = (

mk
1,m

k
2, · · · ,mk

n

)T
mk
i = n

√
Mk

i
(3)

➂ Normalized processing to get the weight vector Wk

Wk = (
wk
1,w

k
2, · · · ,wk

n

)T
wk
i = mk

i∑n
i=1 m

k
i
, i = 1, 2, · · · , n (4)
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Among them, wk
i is the weight coefficient of each index of the k-th layer, and Wk

is the weight vector.
(3) Consistency inspection. In order to test the coordination between the importance of

various indicators, it is necessary to check the consistency of the weight coefficients
wk
i of each layer, and calculate the consistency index CI and the consistency ratio

CR. Among them,λmax is the maximum eigenvalue of the judgment matrix A, and
RI is the average random consistency index. The smaller the CR, the better the
consistency of the judgment matrix. When CR < 0.1, it is considered to have
satisfactory consistency. Otherwise, the judgment matrix needs to be modified until
the test conditions are met before proceeding to the next step.

CI = (λmax−n)
(n−1) CR = CI

RI (5)

Next is the quantification of attribute indicators. The evaluation sample matrix is
established according to the expert scores, and each indicator is quantified using the
gray function to obtain the user attribute trust value AT. Specific steps are as follows:

(1) Calculate the sample matrix by expert scoring method. The evaluation of the trust
value of each indicator is done by experts in the field. Experts score the trust
indicators based on their own experience and relevant domain knowledge, and fill
in the score sheet.

d =

⎡
⎢⎢⎢⎣

d11 d12 . . . d1n
d21 d22 . . . d2n
...

...
. . .

...

dm1 dm2 · · · dmn

⎤
⎥⎥⎥⎦ (6)

(2) Determine the gray category of the assessment. Determining the evaluation gray
class is to determine the number of evaluation gray classes, gray class gray levels
and white function f(x), which are divided into 5 Gray classes according to s =
{1,2,3,4,5}, using equal scores method.

Calculate the gray evaluation coefficient and construct the gray evaluation weight
matrix. For the user’s trust evaluation index tij, the gray evaluation coefficient of the e-th
evaluation gray category is Xije = ∑p

k=1 fe
(
dij

)
, and the total gray evaluation coefficient

of each evaluation gray category is Xij = ∑5
e=1 Xije. For the evaluation index tij, the

gray evaluation weight value of the evaluation object belonging to the e-th gray class
is recorded as rije, rije = Xije

Xij
can be determined by the gray class weight vector rij to

determine the trust evaluation index tij, where rij = (rij1, rij2, · · · , rije). Then, determine
the trust evaluation index T (a set of tij) of the complete matrix Ri of each evaluation
gray category gray evaluation.

Calculate the trust value of user attributes. According to the above calculation, the
secondary index weight Wi is obtained, and then the secondary index Bi = Wi × Ri

is comprehensively evaluated, and the primary index gray evaluation matrix R =
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(B1,B2, · · · ,Bi)
T is obtained, and the above steps are repeated The first-level com-

prehensive evaluation is B = W × R, and the user attribute trust value AT is obtained
after normalization.

Historical Trust. Historical trust is the credit status of users’ historical visit behavior
from a macro perspective. If users can maintain good access behavior for a long time,
historical trustwill have a good accumulation. Ifmalicious access occurs, itwill decrease,
and the decrease is greater than the increase. In other words, it is easier to destroy
historical trust than to establish historical trust. This article adds a punishment strategy
to reflect the objective law of the slow increase and decrease of historical trust value in
the real environment. The historical trust value algorithm is

HT =

⎧⎪⎪⎨
⎪⎪⎩

∑n
i=1 Ni∑n

i=1 Mi+∑n
i=1 Ni

− 1

1+e

1∑n
i+1Mi

,
n∑

i=1
Mi ≤

n∑
i=1

Ni

0,
n∑

i=1
Mi >

n∑
i=1

Ni.

(7)

where Ni is the number of normal operations, andMi is the number of malicious opera-
tions. Due to the existence of the penalty factor 1 + e1/

∑n
i+1 Mi , once malicious access

occurs, even if 1 + e1/
∑n

i+1 Mi , its access history trusts Will be greatly reduced, which
will increase the price users pay for malicious access. When malicious access exceeds
normal access, the historical trust value is considered to be zero.

4 Experimental Simulation

In general, various attacks against user trust mainly occur during the user’s access to
resources. The traditional trust attribute value is an inherent characteristic of the user itself
and does not change with the access process. The static strategy cannot achieve high-
precision access control. The historical trust proposed in this paper is calculated based
on the historical access behavior, which can effectively Improve this. When calculating
a user’s historical trust value, the most vulnerable attack is a bleaching attack and a
betrayal attack. A bleaching attack refers to a malicious user’s whitewashing behavior
and deliberately high credit value, while a betrayal attack refers to a sudden attack
by a user who has always performed well. Malicious operation. The following is a
comparative analysis of the algorithm’s ability to resist bleaching attacks and betrayal
attacks with the literature algorithm.

The Fig. 3 shows the comparison of the simulation results of the user behavior
historical trust value evaluation algorithmproposed in this paper (blue) and the reputation
evaluation algorithm (red) in the reference [24] and the algorithm with the penalty factor
removed (green), where malicious access is taken The number of times is 1, and the
number of normal visits increases from 0 to 100 times.

It can be seen from the figure that the historical trust value of the user in the algorithm
of Reference [24] approaches the extreme value 1 with the continuous accumulation
of the number of normal visits, which completely conceals the influence of previous
malicious visits on the historical trust value. The objective law of credibility evaluation;
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Fig. 3. Bleaching attack test. (Color figure online)

at the same time, the historical trust value in the Reference [24] can increase rapidly
with the accumulation of the number of normal visits, which violates the natural law of
slow increase in credibility. The algorithm in this paper compares the algorithm with
the penalty strategy removed, and it can be seen that the penalty factor greatly enhances
the influence of malicious access behavior on the historical trust value. Even if there are
multiple normal visits in the follow-up, it is difficult to increase the historical trust value
to an ideal level, which reflects the principle of slow increase in trust value. Therefore,
the algorithm in this paper has a stronger ability to resist bleaching attacks than the
algorithm in the literature.

When the number of normal visits is 300 and the number ofmalicious visits increases
from 0 to 200, the comparison result is shown in the Fig. 4.

Fig. 4. Betrayal attack test.
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It can be seen from the Fig. 4 that the historical trust value of the user when there is no
malicious access behavior is 1.Oncemalicious access behavior occurs, the user historical
trust value of the algorithm that removes the penalty factor drops very slowly, indicating
that the user is not sensitive to malicious behavior; Reference [24] The user behavior
trust value of decreases approximately uniformly with the increase of the number of
malicious visits, which cannot highlight the special influence of the initial malicious
visit behavior on the historical trust value, and the historical trust value appears negative
in the later period, and the measurement index is unreasonable; The historical trust value
obtained by the algorithm in this paper decreases exponentially with the occurrence of
the first few malicious behaviors. Once a user has malicious access to other users, the
user’s historical trust value will rapidly decrease, especially when the first malicious
access occurs, the decline rate is the fastest, which fully reflects the objective law of the
historical trust value plummeting.When the historical trust value drops to a certain level,
it begins to slowly decay and stays within the measurement range of [0, 1]. Therefore,
the algorithm in this paper has better ability to resist betrayal attacks.

Due to the existence of the punishment factor, the influence of malicious access
behavior on the historical trust value is strengthened. Even if there is only one malicious
visit, the historical trust value will be reduced to below 1 − 1

1+e , even if there is a large
number of normal visits, it cannot be recovered. When users access resources, they need
tomeet specific trust value conditions. For some particularly important system resources,
the trust value requirements can be set to be greater than 1− 1

1+e . In this way, as long as
the user hasmalicious access behavior, its trust value will not meet the requirements. The
system will reject its access request to ensure that important resources are not obtained
by malicious users.

5 Conclusion

With the rapid development of mobile Internet services, the complexity of network
interaction has greatly increased. The RBAC model and ABAC model proposed in this
paper integrate access control strategies, combine trust perception, and use the user’s
trust value as one of the judgment indicators to achieve dynamic authorization. And
finer access granularity. Experiments show that the algorithm also has better resistance
to bleaching attacks and betrayal attacks. For future work, our goal is to optimize the
trust perception algorithm, and introduce an identity authentication scheme for mobile
internet scenarios, to further standardize and expand the current access control strategy.
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Abstract. In the power mobile interconnection scenario, the traditional role-
based access control (RBAC) is no longer applicable due to the large number
of mobile terminals and resource services, complex and diverse access require-
ments, and data security. In this paper, a fine-grained access control system based
on Planner-Analyst network is designed under the framework of Zero Trust, and
the hierarchical model that based on perception layer, edge layer, network layer,
control layer and application layer is constructed. When the access information
is generated, the Planner network classifies the access subject into a role through
the control method of role attribute fusion, in which the role has a horizontal per-
mission span, the Analyst network generates the access security probability index
according to the access subject information, which has the depth of authority in
the vertical sense In the end, the access controller controls the access of the request
from the access subject according to the pre-set permission threshold, The contri-
bution of this paper is to propose a new type of zero-trust system architecture based
on existing research, which has better stability and higher security in structure and
function, but its disadvantage is that the total calculation is large.

Keywords: Fine-grained access control · Zero-trust framework · Power mobile
interconnection services · Planner-Analyst network · Variable cache module

1 Introduction

The earliest beginnings of zero trust came in 2004 with the founding of the Yearley
Forum, whose mission was to define and find solutions to cybersecurity problems in the
borderless trend. In 2010, Forrester analyst John Johan officially used the term zero trust,
noting in his research that all network traffic is untrustworthy and needs to be accounted
for, security control of any request to a resource.
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Software Defined Perimeter (SDP) is the technical framework of zero-trust security.
The whole idea of SDP is to build a virtual boundary through Software in the mobile
cloud era, identity-based access control (IDACC) is used to solve the problem of coarse
granularity and low efficiency of authority control caused by fuzzy boundary, so as to
protect the data security of organization. This architecture is widely used and its access
control method can be improved continuously.

Access Control Research and development can be divided into four stages: the first
stage (1970s) is applied to large scale host systems access control, the representative
works are the BLP and BIBAmodels to ensure confidentiality and integrity, respectively.
In phase 2(1980s), access control can be divided into free access control and Mandatory
access control, depending on the role of the access administrator. In the third stage
(around 2000), with the large-scale application of information system in enterprises
and institutions and the increasing prosperity of the internet, role-based access control
(RBAC) emerged as an effective solution. Reference [1] presents an Internet of things
access control system, Heracles, which can achieve robust, fine-grained access control
in the enterprise. A capability-based approach is used to describe the authorization of
a principal to an individual or a set of objects in a single or batch operation using a
secure, unforgeable token. Add-ons to DAC and Mac. In essence, “Roles” match the
organizational structure of enterprises and institutions. In the fourth stage, with the
emergence of new computing environments such as cloud computing and Internet of
things, some features of the new computing environments have brought huge challenges
to the application of access control technology, traditional access control models such as
DAC, Mac and RBAC are not suitable for new computing environment. Attribute-based
access control (ABAC), basedonuser, resource, operation and run context attributes,with
subject and object attributes as basic decision elements, using the requester’s property
set to decide whether to grant access pairs or not, it can separate policy management
from permission decisions.

Because attribute is inherent in subject and object, it doesn’t need to assign by hand,
at the same time access control is a many-to-many way, making ABAC management
relatively simple. and the attribute can describe the entity from many angles, so can
change the policy according to the actual situation. For example, an access control
model based on temporal constraints is proposed to introduce temporal constraints into
the access control system by analyzing that users may have different identities at dif-
ferent times, the access operation of the user is constrained by the time attribute [2].
Another example is the Usage Control model (UCON) [3], which introduces constraints
(such as system load, access time limits, and so on) that must be met to perform access
Control. In addition, the strong extensibility of ABAC makes it possible to combine
with data privacy protection mechanisms such as encryption mechanism to ensure that
user data cannot be analyzed and leaked on the basis of fine-grained access control,
ID-based Encryption [4]. Reference [5] based on the concept of dynamic attributes, in
order to effectively reduce the key management overhead caused mainly by rekeying, a
distributed lightweight group key management architecture for dynamic access control
in Internet of Things (IoT) environment is proposed, and a new distributed lightweight
group key management architecture is introduced for access control in IoT environment,
a new master token management protocol is proposed to manage key propagation for a
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group of subscribers. The simulation results show that the resource benefit of the scheme
is considerable in terms of storage, computation and communication overhead in the fast-
growing IoT devices for sensitive data processing. In reference [6], fine-grained access
control is proposed to assign unique access rights for specific users to access real-time
data directly from nodes in wireless sensor networks (WSNS). The scheme is not very
lightweight per se, but resists many active and passive security attacks. In literature [7]
an access control scheme based on static and dynamic attributes is proposed for multi-
access scenarios. In this scenario, the data owner can combine dynamic attributes with
regular attributes maintained by the attribute manager. Including dynamic properties for
encryption provides run-time security for data stored in the cloud. Therefore, even if the
user has credentials from the attribute authority, the dynamic attribute must be satisfied
to decrypt the data in the mobile device. Use Cloud Infrastructure to outsource the heavy
computing and communication overhead of mobile users. By adding dynamic attributes
to the traditional ID-based encryption, the security is improved and the computing com-
plexity of mobile users is greatly reduced. However, dynamic property based access
control is not suitable for secure communication between multiple devices in IoT envi-
ronment, so in order to achieve secure communication between any two adjacent sensor
devices in IoT environment, literature [8] designs a new certificate-based device access
control scheme for IoT environment, any two adjacent smart devices first authenticate
each other with their preloaded certificates and other secret credentials, and the “Key
protocol process” allows authenticated devices to build keys between them, secure data
communication. Detailed security analysis using “Informal security analysis and formal
security verification under the widely accepted ROR model and the widely used Avispa
software verification tool.” It is shown that the scheme has lower communication and
computing costs and higher security and functional attributes.

Because of the extensive application of RBAC access control model, a lot of research
focus on the design of RBAC and ABAC hybrid model, and then realize dynamic per-
mission control based on RBAC. A rule-based RBAC model (RB-RBAC) is proposed
by Al-kahtani [9] to solve the problem of user-role assignment, which can automatically
assign user roles by obtaining the attribute value of the user, thereby reducing the amount
of work to be donemanually. In reference [10, 11], the role in RBAC is regarded as a spe-
cial attribute, and the combination of RBAC and ABAC is used to realize fine-grained
authorization and dynamic access control, however, this method greatly weakens or
abandons the advantages of the RBACmodel, such as easy management, simplicity and
convenience. All the above researches keep the basic idea of role-centered in RBAC, and
combine it with ABAC or attribute to realize flexible and extensible dynamic access con-
trol, however, further research is needed on how to integrate these models into the power
mobile interconnection services environment and effectively perceive the trust measure-
ment results of power mobile terminals and users, the result of trust measurement is
used to adjust the access policy dynamically, so as to realize the fine-grained access
control. A new method of big data security control is introduced in reference [12], that
is, zero-trust based user context recognition, fine-grained data access authentication con-
trol and network-wide traffic based data access audit to identify and intercept risk data.
This method can identify most of the data security risks, but there are still some prob-
lems in scheduling. Reference [13] designed a SDN-based fine-grained access control
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method for IoT devices, which can effectively filter the illegal access of different device
sources, request actions, access time and so on. But depending on the SDN network, the
extensibility is not strong. In reference [14], the concept of identity-based fine-grained
broadcast proxy re-encryption is proposed to solve the problemof fine-grained encrypted
micro-video sharing. It also effectively solves some difficult problems in fine-grained
access control. In reference [15], Enhanced Trust-Based Access Control System for
Multi-Cloud Environments. In reference [16], the article proposes building a blockchain
application to implement service-aware access control assisting real-time applications.
In reference [17], An access control scheme using heterogeneous signcryption in the
Internet of Things environment is proposed to ensure the security of access control.

In the power mobile interconnection scenario, the traditional role-based granular
access control (RBAC) is no longer applicable due to the large number of mobile termi-
nals and resource services, complex and diverse access requirements, and data security.
Traditional authorization mechanisms are mostly constructed with a single access con-
trol model and evaluated once by static access control rules, black-and-white lists, etc.,
this rigid method lacks the support of continuous measurement of risk and trust, which
is difficult to meet the needs of complex business scenarios and is prone to introduce
security risks such as over-authorization and resource abuse. Therefore, it is necessary to
introduce trust assessment into access control process to realize the dynamic perception
of threat risk. However, the traditional role-based authorizationmanagement mechanism
has the advantages of easy management and easy understanding. How to add dynamic
trust perception to traditional role-based access control (RBAC) model and realize the
balance between easy operation and dynamic flexibility of authorization management is
an urgent problem.

The chapter of this article is arranged as follows. The second section introduces the
zero-trust architecture in the electric power mobile service, and analyzes the security
hidden trouble of the electric power mobile interconnection service, the PA network
structure is proposed to solve this part of the problem. In the third section, based on
the traditional access control strategy and combined with the PA network structure
proposed in the second chapter, we focus on a zero-trust framework, solution of different
granularity access control in power mobile interconnection service. In the fourth section,
a storage method is designed to reduce the storage load of the architecture.

2 Zero-Trust Architecture for Power Mobile Interconnection
Services

2.1 Security Analysis of Power Mobile Interconnection Services

With the continuous extensionof a large number ofmobile internet services,mobile office
and other services need to be carried out at any time anywhere, the interactive complexity
of mobile services has put forward higher requirements for the flexibility, precision
and moderation of mobile security protection. In the past, the power mobile service
authorization was mainly based on the static role-based access control mechanism, and
the business level access control was not flexible enough. Nowadays, the traditional
mobile service authorization method is no longer applicable to the risk of massive attack
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and identity forgery in the powermobile network. How to add trust dynamic evaluation to
role-based access control model to balance the operability and security of authorization
management is one of the research difficulties.

2.2 Design of Access Control Architecture Based on PA Network

The architecture of Power Mobile interconnection services access control model inte-
grated with Planner network and Analyst network is divided into five layers, which are
perception layer, data layer, network layer, control layer and application layer, as shown
in Fig. 1.

The sensing layer consists of two parts: the basic sensing devices (such as RFID
tag and reader, various kinds of sensors, cameras, GPS, intelligent distribution and
transformation terminals, equipment condition monitoring sensors, equipment environ-
ment sensors) and the network of sensors (such as RFID network, sensor network).
The core technology of this layer includes radio frequency technology, emerging sensor
technology, wireless network technology, field bus control technology (FCS), etc.

The edge layer connects the perceptive layer and the network layer, and is mainly
responsible for the functions of collecting, transmitting, managing, distributing and pro-
cessing the edge device data, these include: 1) switches: switches are managed by the
control layer, and access rules are defined by the control layer. There are two kinds of
switches. One of them is the Software Defined Network (SDN) switch. The other is the
SDN access switch. The SDN switch is used to forward data. The SDN controller uses
a flow table to configure the SDN switch device and connect it to the communicating
device. SDN access switch not only includes the functions of SDN switch, but also can
filter the illegal permission data stream when there are illegal permission data stream
between IoT devices. One of them is the security manager gateway. The other is the vari-
able cache module. The security manager gateway is used to realize the role-perception
fusion information processing. The variable cache module is used to store the fresh data
from the perceptive layer and make corresponding requests to the upper layer devices
in time. 3) power IoT devices: iot devices including the perceptive layer and other IoT
terminal devices.

The network layer consists of internal link state authentication, Gateway Authenti-
cation and network authentication, including SSH, flow control, error detection, VPN
and so on.

The control layer is the control center of the system. This layer is responsible for
generating intra-network exchange paths and boundary business paths, as well as han-
dling network state change events. The policy manager and Bayes controller are the
core components of this layer and the core of access control management. The policy
manager and Bayes controller are the core components of this layer.

The application layer contains its application interface: an application that reflects the
user’s intent. These are called collaboration layer applications, and typical applications
include OSS (operational support system), Open stack, and so on.

In this paper, the access control of the electric power mobile Internet service lies in
the application layer of the above architecture, which will decide the decision-making
of the access rights of the data in the electric power mobile internet. There will be other
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Fig. 1. Power mobile interconnection services access control model architecture.

applications to store, back up, analyze, merge, andmine data streams after access control
decisions that meet security requirements.

2.3 An Access Control Flow Design Based on PA Network

The access control model based on the Planner-Analyst network is designed based on
the above hierarchy, and the flow of access control is shown in Fig. 2:



618 Y. Li et al.

data collec on

Role-a ribute 
authen ca on

Strategy 
Manager

Cached 
database 
mirroring

Construct fuzzy 
comprehensive 

evalua on 
func on

Establish a 
hierarchical safety 
assessment model

Strategic decision

Output safety probability

Subject a ribute collec on

Percep on 
layer data

Enterprise 
Applica on Data

Other node 
data

Variable cache 
module

Cache 
database

data 
flow

Data 
preprocessing

Visitor

Mobile 
devices

 Applica on 
Data

Other node 
data

TCP data block

Data exchange

Role authen ca on

Planner
Strategy 
network

System diagram

Output access control
Dynamic adjustment of 

permissions

Analyst
Evaluation 
network

data storage

Judging the 
freshness of data

Delete 
obsolete data

Access controller

Return 
released 

informa on

Bayesian 
Controller

Output safety 
level

Enter the 
security level

Strategy Engine

Verdict informa on

Accessed database 
gateway

Forward access request

Database server

Forward access request

Return the 
execu on
 result of 

the access 
request 

instruc on 
to the
 access
 subject

Fig. 2. Power mobile interconnection business access control flow diagram.

The access principal packages the specified information and requests into informa-
tion blocks and generates them in the form of TCP packets. The access principal sends
the TCP packets to the variable cachemodule and to the switch, at the same time variable
cache module for data filtering. The access switch receives the TCP packet sent by the
access agent and authenticates the role, such as sending the access information to the
access controller of the control layer; The access controller is used as the variable cache
module of the Planner policy network request to obtain the attribute information of the
access subject and output the permission level according to its role-attribute and so on
The access controller handles the access request of the access subject with reference to
the Bayes controller, and the Access Controller handles the access request of the access
subject with reference to the Bayes controller, the access right, access time and access
level are judged by the updated access level. The authorization information is transmitted
to the access subject through the gateway.

Under the framework of Zero Trust, the possibility of attack on internal network
database is eliminated, the normal access of the source system under the reasonable
authority is guaranteed, and the anti-attack performance of the source system under the
abnormal condition is guaranteed. When an access subject (mobile device, application
data, other nodes, etc.) makes an initial access request, it will be judged according to its
environment, subject attributes, subject actions, etc., different access control permissions
(time, data level, etc.) are given for different security levels, the variable cache module
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greatly reduces the data redundancy and data load in the power mobile service, and a
memory access control method can also reduce the unbalanced resource utilization in
the system.

3 Service Access Control Strategy for Power Mobile
Interconnection Based on Planner-Analyst

3.1 Planner Strategy Network

The traditional Role-based access control (RBAC) is a kind of static access controlmodel
related to the organization structure of a unit, which greatly reduces the complexity
of authorization management, RBAC is a static access control model, once users are
assigned roles, it cannot be dynamically adjusted.Attribute-based access control (ABAC)
adopts the concept of Attribute-based access control, which can realize context-aware
and make full use of the attribute of subject and object and the attribute of environment
resource, be able to adapt to more flexible and dynamic delegation. The disadvantage of
ABAC is that this model is more complex than RBAC model.

Therefore, this section of the Planner network will combine the two points for an
access control strategy based on role-attribute fusion.

Role-Attribute Fusion Access Control Policy

User Role permission

User belongs to one or more roles Role has permissions

Fig. 3. RBAC schematic.

In RBAC, the role is associated with the user, and the role is associated with the
permission indirectly. It increases the role of the link, directly to the role of the allocation
of permissions, users only need to bind to a role on it. In RBAC, the system’s default
user-bound role does not change.

If we need more information for more sophisticated access control to match our
complex business scenarios, we also want this new model to be easy to understand and
implement, as well as for control and operations, that’s what ABAC is trying to solve.
In simple terms, for ABAC we determine whether a user has access to a resource by
calculating its many different properties.

Thus, by combining the advantages of roles and attributes, we design the following
calculation:

First, in the system we stipulate that the different roles have initial access control
permissions, which we set to a new concept: access security probability. This prob-
ability is a floating-point number from 0 to 1, according to which our system will
allocate access time, access data layer, and so on, however, the exact value of this
allocation is left to the system administrator. Attribute then uses key-value to store
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the attributes that access the subject and the information, which are used to repre-
sent the subject, object, or environment conditions. We divide it into an n dimensional
feature dictionary in the following format: {KEY1 : value1,KEY2 : value2,KEY3 :
value3, ...,KEYn : valuen}. In these attributes, we extract the feature vector, the format
is: [value1, value2, value3, ......, valuen], put it into the MPL for classification, get the
weight of the role to which it belongs, according to the maximum weight of the final
role classification, and get a permission: access security probability, which is calculated
as shown in the Fig. 4.
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Fig. 4. Schematic of a classified MLP from attribute to role.

3.2 Analyst Evaluation Network

The method based on role-attribute fusion is lightweight and applicable in the non-
mobile service network, but it takes into account the complex environment and access
situation in the electric power mobile Internet network under the zero-trust framework.
We need to take user trust as an attribute, build a dynamic authorization model, avoid
premature authorization, continuously collect user trust data, and dynamically control
access rights as trust changes. User Trust is continuously evaluated and dynamically
changed. A dynamic authorization management method is designed according to the
trust degree, and the access authority is dynamically adjusted according to the trust
degree of the access subject, adjust or revoke user access.

Therefore, an Analyst evaluation network is proposed, which is a continuous trust
evaluation network based on the Planner policy network. The main body of the network
is composed of Bayesian network [18], and its flow is as Fig. 5:
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Fig. 5. Analyst network flow diagram.

Firstly, the access agent property information sent by the variable cache module
is divided into the access agent role identity, the access agent region security rate, the
access agent history behavior information, the access agent request behavior and the
property information freshness parameter.

The controller authenticates for the first time according to the two parameters of
the role identity and the access behavior. If the access subject conforms to the specified
role-attribute authentication, the access controller first releases the access request of the
access subject and returns a release message to the variable cache module; The variable
cache module stores the authenticated request from the access controller and sends the
updated property information again.

Then, a Bayesian network is constructed to collect the historical access data of
the subject [19], construct a judgment matrix from the historical data, and extract the
feature vectors. Then, the objective weight of the Bayesian network is obtained by
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combining the Bayesian network parameters obtained from the historical data, and the
access security probability is obtained by using the statistical model, which is regarded
as a prior probability, among them, access security probability is evaluated by fusing
three kinds of information (IoT basic feasibility, device attribute security and access
request threat).

Based on the prior probability of the historical data, the new sample data is obtained
on-line, the index set and evaluation set of the new sample data are determined, and
the fuzzy evaluation matrix is constructed. Then, the objective weight of the Bayesian
network is obtained by combining the Bayesian network parameters obtained from the
new data. By using Bayes formula to combine the prior probability with the on-line
data, the prior probability is modified, and the posterior probability is obtained, which is
used as the prior probability corresponding to the next batch of on-line data, a posteriori
probability is continuously obtained, and then a fuzzy evaluation function is constructed
after the comprehensive weight of the indexes is obtained. The new data are input into
the fuzzy evaluation function to obtain the safety probability index in the interval (0,1].

3.3 Access Control for Policy Manager

After obtaining the final security probability index, the administrator first sets the map-
ping relationship between the security probability index and the security level in the
Analyst network, and the content validity of the access is determined by the role, then
the security probability is used to get the different levels of permissions that the access
request can be allocated.

user Role Security Level

Role mapping adjusted by the 
Planner network

Security level mapping adjusted by 
Analyst

access 
permission

Assign permissions based on 
security level

Fig. 6. Permission mapping method for policy manager.

This permission is set by the administrator security level corresponding to different
access rights: access time and the level of access data. If the permission is too low, the
access will be denied and the connection will be disconnected. If the permission level is
within the scope of the mapping set by the administrator, the permission will be granted
according to the length of access and the level information, then the policy manager
receives the policy engine decision information. If the information is access denied
information, the policy manager receives the policy engine decision information, the
proxy gateway of the policy execution point is informed to terminate the connection with
the access principal, if the information is access permission information, the principal
is authorized and the data access request is forwarded to the database gateway The
database gateway receives the data access request and forwards the data access request
to the database service process, which completes the SQL instruction corresponding
operation in the access request in the database, the result of SQL instruction execution
is obtained and forwarded to the database server gateway, which sends the result of SQL
instruction execution to the user to complete the access control flow.
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4 Conclusions

In this paper, an access control method based on Planner-Analyst network is designed for
the fine-grained access control of the power mobile interconnection services under the
zero-trust framework: combining RBAC and ABAC, the access information generated
by the access agent is classified and the initial access security probability is obtained;
The Bayesian network is used to evaluate the access request from the access subject in
real time, which achieves the goal of continuous trust evaluation and permission dynamic
adjustment. This method guarantees the normal access of the source system under the
reasonable permission and the anti-attack performance of the source system under the
abnormal situation. The limitation of this paper is that the access control method in
this paper has a lot of computation and needs to be attached to a better performance
computing device, reduce the computational load of the entire network.

Acknowledgement. This work is supported by the science and technology project of State Grid
Corporation of China Funding Item: “Research on Dynamic Access Authentication and Trust
Evaluation Technology of Power Mobile Internet Services Based on Zero Trust” (Grand No.
5700-202158183A-0–0-00).

Conflicts of Interest. The authors declare that theyhaveno conflicts of interest to report regarding
the present study.

References

1. Qian, Z., Elbadry, M., Fan, Y., Yang, Y.: Heracles: scalable, fine-grained access control for
internet-of-things in enterprise environments. In: IEEE INFOCOM 2018 - IEEE Conference
on Computer Communications, pp. 1772–1780 (2018)

2. Bertino, E., Bonatti, P.A., Ferrari, E.: TRBAC: a temporal role-based access control model.
In: Proceedings RBAC, pp. 191–233 (2001)

3. Park, J., Sandhu, R.: Towards usage control models: Beyond traditional access control. In:
Proceedings SACMAT, pp. 57–64. Monterey, California, USA (2002)

4. Lewko,A., Okamoto, T., Sahai, A., Takashima,K.,Waters, B.: Fully secure functional encryp-
tion: Attribute-based encryption and (hierarchical) inner product encryption. In: Annual Inter-
national Conference on the Theory and Applications of Cryptographic Techniques, pp. 62–91
(2010)

5. Dammak, M., Senouci, S.M., Messous, M.A., Elhdhili, M.H., Gransart, C.: Decentralized
lightweight group key management for dynamic access control in IoT environments. IEEE
Trans. Netw. Serv. Manage. 17(3), 1742–1757 (2020)

6. Roy, S., Chatterjee, S.: An efficient fine-grained access control scheme for hierarchical
wireless sensor networks. Int. J. Ad Hoc Ubiquitous Comput. 29(3), 161–180 (2016)

7. Li, F., Rahulamathavan, Y., Rajarajan, M.: LSD-ABAC: lightweight static and dynamic
attributes based access control scheme for secure data access in mobile environment. In:
39th Annual IEEE Conference on Local Computer Networks, pp. 354–361 (2014)

8. Das, A.K., Wazid, M., Yannam, A.R., Rodrigues, J.J.P.C., Park, Y.: Provably secure ecc-
2526based device access control and key agreement protocol for IoT environment. IEEE
Access 7, 55382–55397 (2019)



624 Y. Li et al.

9. Al-Kahtani, M.A., Sandhu, R.: A model for attribute-based user-role assignment. In: 18th
Annual Computer Security Applications Conference, pp. 353–362. Las Vegas, NV, USA
(2002)

10. Chadwick, D.W., Otenko, A., Ball, E.: Implementing role based access controls using X. 509
attribute certificates. NATO Science Series pp. 26–39 (2004)

11. Jin, X., Krishnan, R., Sandhu, R.: A unified attribute-based access control model covering
DAC, MAC and RBAC. In: Proceedings of the 26th Annual IFIP International Federation for
Information, pp. 41–55 (2012)

12. Yang, T., Zhu, L., Peng, R.: Fine-grained big data security method based on zero trust model.
In: 2018 IEEE 24th International Conference on Parallel and Distributed Systems (ICPADS),
Singapore, pp. 1040–1045 (2018)

13. Wei, M., Liang, E., Nie, Z.: A SDN-based IoT fine-grained access control method. In: 2020
International Conference on Information Networking (ICOIN), pp. 637–642 (2020)

14. Ge,C., Zhou,L.,Xia, J., Szalachowski, P., Su,C.: Securefine-grainedmicro-video subscribing
system in cloud computing. IEEE Access 7, 137266–137278 (2019)

15. R, N., Raj, D.P.: Enhanced trust based access control for multi-cloud environment. Comput.
Mater. Continua 69(3), 3079–3093 (2021)

16. Almagrabi, A.O., Bashir, A.K.: Service-aware access control procedure for blockchain
assisted real-time applications. Comput. Mater. Continua 67(3), 3649–3667 (2021)

17. Ullah, I., Zahid, H., Khan, M.A.: An access control scheme using heterogeneous signcryption
for iot environments. Comput. Mater. Continua 70(3), 4307–4321 (2022)

18. Albahli, S., Nabi, G.: Defect prediction using Akaike and Bayesian information criterion.
Comput. Syst. Sci. Eng. 41(3), 1117–1127 (2022)

19. Liwei, T., Li, F., Yu, S., Yuankai, G.: Forecast of LSTM-xgboost in stock price based on
Bayesian optimization. Intell. Automat. Soft Comput. 29(3), 855–868 (2021)



Multi-device Continuous Authentication
Mechanism Based on Homomorphic Encryption

and SVM Algorithm

Wei Gan1, Xuqiu Chen2, Wei Wang2, Lu Chen3,4(B), Jiaxi Wu2, Xian Wang2,
Xin He2, and Fan Wu5

1 State Grid Sichuan Electric Power Company, Chengdu 610000, China
2 State Grid Chengdu Electric Power Supply Company, Chengdu 610000, China

3 Institute of Information and Communication, Global Energy Interconnection Research
Institute, Nanjing 210003, China
chenluchina@aliyun.com

4 State Grid Key Laboratory of Information and Network Security, Nanjing 210003, China
5 Computer Science Department, Tuskegee University, Tuskegee, AL 36088, USA

Abstract. In order to meet the higher security requirements of authentication
technology under the current mobile Internet background, continuous identity
authentication technology based on single authentication improvement came into
being. At present, continuous authentication technology has problems such as low
security, low efficiency, and lack of a scientific punishment mechanism. How to
efficiently, safely and comprehensively evaluate the legal and illegal requests of the
terminal is a huge challenge for continuous authentication. The multi-device con-
tinuous authentication mechanism based on homomorphic encryption and SVM
algorithm can satisfy the server in a sufficiently secure environment to enable the
terminal request to be continuously authenticated.Moreover, based on the existing
research, this paper designs a new penalty protocol and applies it to the continuous
authentication mechanism. For this purpose, an illegal request processing model
is constructed, and the penalty protocol designed to cope with the illegal request
Further processing solves the problem that the existing continuous authentication
mechanism is insufficient to handle illegal requests and is not humane enough.
Finally, the experimental results of SVM and convolutional network on a single
device andmultiple devices are compared from three dimensions. The comparison
of the experimental results verifies the effectiveness of the proposed model and
protocol.

Keywords: Homomorphic encryption · Continuous authentication · Penalty
protocol · SVM

1 Introduction

At present, the mobile Internet has increasingly higher requirements for the security and
humanization of identity authentication technology. The traditional identity authentica-
tion technology represented by the single identity authentication technology requests
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identification and authentication of the terminal based on a password, a password or a
token. Continuous identity authentication technology uses an authentication model that
is different from single authentication technology. The main manifestation is that the
data used is changed from passwords to biometrics. The model built is no longer just
to achieve simple information matching, but to use complex machine learning models.
Realizing the classification and processing of biometrics. In addition, the certification
cycle has changeddramatically, from the traditional single certification to continuous cer-
tification. Therefore, the continuous identity authentication mechanism reduces the use
of credentials and improves the security level. The existing continuous identity authen-
tication technology is mainly based on the model construction of behavioral biometrics
in a given time window. The specific steps of its implementation are mainly divided into
three stages. First, the behavioral biometrics are screened by dimensions, data, and char-
acteristics; secondly, based on the screened behavioral biometrics, machine learning or
deep learning techniques are used to build models; finally, the continuous authentication
mechanism uses the constructed model to process uninterruptedly the new behavioral
biometrics are classified and matched to determine whether the request is authenticated.

Existing continuous identity authentication research has implemented the stepsmen-
tioned in the background [1, 2] on single terminal devices such as mobile phones and
personal computers. However, the continuous identity authentication technology based
on a single device lacks performance in terms of equal error rate, accuracy rate, and secu-
rity, and there are mainly three problems in the following aspects. First, the processed
data are all from the same terminal device, which is too single, which makes the safety
and accuracy not guaranteed; secondly, the model built under a single device is basically
not portable and has low efficiency; finally, the data is basically in plain text Processing
in the state, once the data is stolen illegally, the system may face severe security threats.
Although the subsequent research on continuous identity authentication with multiple
devices has to some extent alleviated the problems in the above-mentioned single device
continuous identity authentication, and as mentioned above, continuous authentication
technology has many advantages [3, 14, 15] However, there are still many problems in
the overall design of the mechanism.

To this end, this paper proposes a multi-device continuous authentication mecha-
nism based on homomorphic encryption and SVM algorithm. The main contributions
are as follows. (1) The authentication mechanism proposed in this article collects behav-
ioral biometrics from multiple terminals of mobile phones, personal computers, tablet
computers, and desktop computers to ensure multiple levels of data, thereby solving the
single problem of data mentioned above. (2) The CSS Conference [13] in 2011 proposed
to combine homomorphic encryption with machine learning and apply homomorphic
encryption to practice. This paper inherits the advantages of existing research, uses
homomorphic encryption to implement data privacy protection, and builds a model with
SVMalgorithm to solve the problem of illegal data theft mentioned above. (3) In terms of
mechanismdesign, this article innovatively proposes a penalty protocol, combines it with
the existing continuous identity authentication mechanism, adds a penalty mechanism,
and handles illegal requests more specifically and comprehensively. To a certain extent,
it improves the existing the design of the mechanism improves the humanization of
the authentication mechanism. (4) Starting from the two categories of single-device and
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multi-device, SVMand convolutional network algorithms are evaluated in terms of accu-
racy, recall and f1 score. The experimental results show the feasibility and advantages of
this scheme. Under the premise of increasing the penalty mechanism, the performance
is not much different from the existing mechanism.

2 Related Work

Literature [4] continuously uses free text-based keystroke dynamics to verify the user’s
identity in real time, and evaluates it based on the data set collected from the user’s daily
life when interacting with the mailbox. However, it is based on a homogeneous data
set, and experiments have been carried out based on this. The current form of network
security is more severe. Therefore, the security of the solution provided by literature [4]
needs to be improved. Mohammed Abuhamad [7] and others proposed the AUToSen
mechanism, which uses a smart phone sensor based implicit continuous authentication
based on deep learning. Similar to the limitations mentioned earlier, on the one hand,
it is based on the limitations of a single device. On the other hand, there is no privacy
protection mechanism. For the data being processed, attackers are likely to obtain and
embezzle it through illegal methods.

Literature [5] proposed a mechanism called SmartCAMPP, which is based on con-
tinuous authentication of smart phones and uses motion sensors with privacy protection.
It mainly uses acceleration data and gyroscope data from the mobile phone. Compared
with non-privacy protection settings, it has made a big breakthrough in privacy security.
However, judging from the type of data and the performance shown by SmartCAMPP,
there are great limitations. In 2020, Pedro Miguel Sánchez Sánchez et al. [6] proposed
another continuous identity authentication mechanism with privacy protection, Auth-
CODE. Although certain breakthroughs have been made in data and data processing on
the basis of the literature [5], since the user’s behavior is evaluated every minute, the
attacker can use the device in a short time without being detected. In addition, due to the
application of ML/DL classification algorithms, user recognition performance depends
on howdifferent each user’s behavior is from other users. If the number of users increases
too much, there may be a problem with scalability of the model.

Literature [8] proposed a multi-device anonymous authentication. Compared with
the continuous authentication scheme, this kind of authentication is easy to be illegally
invaded after one verification. Therefore, continuous authentication still has a higher
advantage in terms of security. Literature [9] proposed a continuous authentication fea-
ture test mobile application based on machine learning. This method can be used in
any data-sensitive mobile application, and the data privacy of the device owner can be
protected through continuous authentication. The program should expand behavioral
characteristics and use other machine learning methods to improve the accuracy of the
system and establish advantages in accuracy and privacy. Literature [10] is a review of
continuous authentication methods in an IoT environment. It provides an overall view
of CA related to users in the IoT environment, and how to use blockchain to enhance
the entire CA process. Literature [11] uses soft biometrics based on typing patterns
collected in a multi-device environment. The main limitation is that it is difficult to
obtain a high-quality data set. Literature [12] proposes context-aware identity verifica-
tion using co-location equipment. Themechanismverifies the user’s identity by detecting
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data generated by short-range radio signals from nearby devices, and conducts internal
experiments by using a bag method involving perceiving contextual data. But it does not
enhance the proposed mechanism by combining the dependence on the physical context
and providing countermeasures for context replay attacks.

3 Multi-Device Continuous Authentication Mechanism Based
on Homomorphic Encryption and SVM Algorithm

3.1 Formalization of the Problem

The formalization of the question includes an overview of the proposed mechanism and
a description of the characteristics of the data used. The general scheme is shown in
Fig. 1, where U is the user, D is the terminal device, S is the server, and ED is the
encrypted data. The authentication decision made by the server is marked as R.

Fig. 1. Overview of the mechanism model.

The input data is obtained from the sensors of the terminal equipment, including
gyroscopes and acceleration sensors, etc. The dimension is determined by the sensor data
of the largest dimension. In order to ensure the rationality of the data and the accuracy
of the model, such data is preprocessed, and large values are compressed to make the
data look smoother. At the terminal device, the data is encrypted and preprocessed. After
S receives the encrypted data, it analyzes it, generates a decision R and sends it to the
terminal device D. The following section provides a more detailed description.

How to judge that multiple devices belong to the same user? When the user registers
with the current device for the first time or logs in to the system using thismechanism, the
user will be authorized to obtain the unique identifier of the current user device, such as
themachine code, and register it with the user information. In the end, all the information
of the device used by the current user will be saved under one user information. When
these devices are used, the previously recorded identifier will be used to match the user
device and this can also be used to attribute multiple devices to the same One user.

3.2 Proposed Model

Collect user U’s behavioral biological information for the purpose of identity authenti-
cation. Information is collected from terminal device D, especially terminal sensor data,
such as accelerometers and gyroscopes.
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The server S processes the data received from the terminal D in a continuous manner,
first classifies it, and divides it into illegal requests and reasonable requests, and secondly,
based on the machine code and punishment protocol, the illegal requests in the classi-
fication results are separated from man and machine. Punishment, and finally repeat
the encryption classification and punishment operations for new users and authenticated
legitimate users to achieve the purpose of continuous authentication.

The degree of model optimization and accuracy on the server side depend on the
data transmitted from the terminal, and the selection of various parameters of the data
also depends on the processing form of the model.

The following attackers are the main threats to the model:
An external attacker who intends to steal information. It may implant malicious

programs in the user’s terminal device to collect user behavior information, or hijack the
terminal information we collect, or collect data in the process of sending the data to the
server.

The server follows the established protocol and learns all possible information from
the received message.

End users who are not the user. The user’s own terminal is very likely to be lost or
lend the terminal to others for use. If someone observing the user’s own behavior and
habits in advance and imitating the user’s own biological behavior to use the terminal
without the user’s knowledge, it is possible Cause harm.

On the basis of the prevention strategy of the previous authentication model, we
provide a new penalty protocol to assist the server in solving the illegal requests that
have appeared. Figure 2 is the penalty protocol designed in this paper.

Fig. 2. Penalty protocol.

Among them, the other restriction modules are the extensible modules of the model,
which improves the scalability of the penalty protocol. When a new penalty module is
needed, the penalty can quickly learn and apply the new penalty module.

As shown in Fig. 2, the punishment protocol consists of several category of con-
clusion modules: terminal punishment module, user punishment module, user account
punishment module. The terminal punishment module is mainly aimed at a series of
problems caused by the terminal, such as frequent replacement of unfamiliar terminals
to send requests, unsafe terminal environment, terminal loss, terminal data leakage, and
low application version. The user punishment module is mainly aimed at a series of
problems caused by the user, such as the theft of real names, network attackers, and
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multiple serious violations. The user account punishment module is mainly aimed at
a series of problems caused by the account, such as account misappropriation, illegal
operation of the account, and low account safety factor.

The punishment protocol consists of several degree conclusion modules: perma-
nent blocking module for requesting objects, temporary blocking module for requesting
objects, request permission restriction module, request time limit module, request limit
module, and other limitation modules. Among them, the permanent blocking module for
requesting objects mainly involves the excessively high degree of illegality of the request
object, which causes excessive harm to the system, including the permanent block of
the machine code, ID number, and account number. The temporary blocking module
for requesting objects is a blocking module for a certain period of time as opposed to
a permanent blocking. After the blocking period has expired, there will be a period of
inspection and testing. After passing the system security inspection, the blocking will
be completely lifted, and the user will have the initial rights. The request permission
restriction module is mainly aimed at illegal requests whose illegality has not reached
the banned level. The system will limit the authority of the requested object according
to the illegality, generally to reduce user authority and ensure the security of the system.
The request time limit module is mainly for illegal requests with abnormal specific char-
acteristics, and the request limit module is mainly for the number of abnormal requests
that are too frequent.

The category conclusion module mainly makes the decision on who should be pun-
ished, and the degree conclusion module mainly makes the punishment for a certain
aspect of the object to be punished.

The overall model architecture includes the following steps. Extract user terminal
sensor and application data based on data splitting, and use homomorphic encryption
technology to immediately encrypt the split data. Training models and predictions.
Finally, the multi-terminal continuous authentication method based on the accurate
classification and punishment protocol of illegal requests is used to obtain the judg-
ment results of illegal requests. The three steps are represented by formulas 1, 2 and 3
respectively.

x = encrypt(data) (1)

c = svms(x) (2)

R = PA(C) (3)

Among them, PA represents the penalty agreement, as shown in Fig. 2. SVM boils
down to the optimization problem in formula 4, which uses the idea of iteration to find its
optimal value. It solves themean value of themaximum interval ofmultiple experiments,
so as to find the optimal segmentation hyperplane, and finally obtain the model.

min
w,b

∑n
i=1

1
2‖wi‖2√

n2 + 1
(4)

S · t · 1 − y(N )
(
wT
i x

(n)
i + b

)
≤ 0 ∀N ∈ {1, . . . ,N+}. (5)
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Among them, n is the number of effective experiments, N is each sample, w is the
feature weight, x is the feature value, b is the parameter, and y is the classification result
of each sample.

The encryption algorithm will be specifically introduced in Sect. 4.1.

3.3 Target

Privacy protection. No one except the user can access the sensor data. Moreover, the
user’s data is always encrypted from acquisition to the end of use, even when it is being
processed.

Efficient. The mechanism will feed back the results of the processing to the user
within the time tolerated by the user.

Accuracy. The mechanism will classify user data with high accuracy.
Streamline. For illegal requests, we no longer simply reject them rudely, but give

them reasonable punishments, reduce their frequency or even prevent them from appear-
ing again. Moreover, the punishment is carried out based on the designed punishment
module, and the punishment operation is refined tomake it more targeted, while reducing
the possibility of wrong punishment.

Scalability. For new modules that may appear, the mechanism can learn in time and
add them to the penalty protocol.

In terms of efficiency, in fact, the performance requirements of homomorphic encryp-
tion are very high, but when the model is stable and the data is stable, the current general
server performance can meet general needs. If the demand becomes higher, the homo-
morphic encryption itself is realized with the help of cloud computing, which not only
guarantees the performance requirements, but also guarantees the security in the authen-
tication process. Therefore, in terms of efficiency, the current hardware development and
the development of the cloud make it possible to meet the basic needs.

3.4 Description

As a whole, the continuous authentication mechanism proposed in this paper, like other
identity authentication mechanisms, is a mechanism for continuous interaction between
the terminal and the server, as shown in Fig. 3. Their interactive design authenticates
and feedbacks sensor data, and these data will be transmitted and processed through the
data protection technology of homomorphic encryption.

Before it runs correctly, it is necessary to train the classifier in the server. The clas-
sifiers we trained here include SVM and traditional convolutional neural network clas-
sifiers. For the latter, in the context of a large amount of data, the data will be better
processed and the classification results will be returned.

Data collection. First, the terminal retrieves sensor data from the sensors and stores
them for further processing. This step is executed periodically according to the collection
rate of the relevant sensor.

Data preprocessing. Each sensor reading consists of a set of characteristics.
Therefore, the n features V = {v1, ..., vn} selected in this step are read every time.

Data encryption. First, define the KG function, that is, the key generation function,
which is executed by the terminal and generates the key Key used by the encrypted
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data Data. Among them, there are some public constants PP as needed. Define the EC
function, that is, the encryption function, which is run by the terminal and encrypts the
characteristicmatrix dataDatawith the previously generatedKey to obtain the ciphertext
CT.Define the EL function, that is, the evaluation function [16]. This function is executed
by the remote system, and the ciphertext is operated under the data processing method
f given by the system, so that the result is equivalent to that the user key Key encrypts
f (Data). Here f is usually the neural network classifier model trained by the system.
Define the DC function, that is, the decryption function. This function is run by the
terminal and used to obtain the result f (Data) processed by the system.

Classification. Eliminate the features within the reasonable value range in the ille-
gitimate feature matrix and reduce the dimensionality of the illegitimate feature matrix.
Calculate the difference between each feature value in the illegal feature matrix and
the normal threshold, remove the feature with too small deviation value, and reduce the
dimension of the feature matrix again. Add invalid data to keep the dimensions of each
illegal feature matrix the same and use the illegal feature matrix to train a neural net-
work classifier for illegal request classification. The classification result of the classifier
is pre-defined, such as the illegal operation of the account itself, the illegal operation of
the account by others, the malicious attack by illegal personnel, the low safety factor
of the terminal environment, the illegal operation of the terminal by others, the illegal
operation of the terminal itself, etc. Use the classifier to classify the illegal feature matrix
and use the classification result as the illegal label of the feature matrix. According to the
calculated deviation [17] value and the degree of harm caused by the illegal behavior to
the system, the feature and its value for recording the degree of illegality are generated
data. The degree of illegality is mainly divided into five levels, and the harm gradually
increases from small to large, and the most serious can cause the system to be paralyzed
and unable to work normally. Combine the two to form a new feature matrix. Taking n
users as a unit, the obtained feature matrix is formed into a feature matrix with a dimen-
sion of n ∗ 2. The penalty protocol analyzes the generated feature matrix and generates
corresponding penalty measures. According to the punishment measures generated by
the protocol, the system will punish the request object corresponding [18] to the fea-
ture. The parameters of the classifier are trained based on the illegal data that may be
generated by the power mobile application and belong to a special classifier model. In
addition, the penalty protocol used is unique to the continuous identity authentication
process of the system.

4 Experimental Evaluation

4.1 Single Device Data Set Experiment

Table 1 shows the characteristics of the acceleration and gyroscope sensor data used in
the experiment and some of the experimental data, as well as the encrypted results. The
data calculated in the experiment are all encrypted data as shown in the table. The data
used in the experiment comes from 124 volunteers. The sensor data of these volunteers
when using mobile phones and the biological data when using personal computers are
collected. Behavioral data, sensor [19] data when using a tablet computer, and related
data when using a desktop computer, etc. These data are divided into multiple features
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Table 1. Accelerometer and gyroscope selected features and key encryption.

Feeature Name Range(Hz) Example data key Encrypted Data

acc_x
acc_y
acc_z
gyr_x
gry_y
gry_z

0–101.12
0–102.25
0–253.14
0–256
0–256
0–256

61.287
101.29
217.58
12.25
144.97
102.254

8h0n506duqq32ugqdhuei
Djiejdiejdi9302jidjeidnan
Djie9jdi019dijidanoa0dii
090ajidjiaa1njdnaj29ndai
Dodkqokdo5dd8dwdq7dq
Dqddq4d7dd4q8273824d

48784
12546998
89646
4328492
3019193
319389189

and encrypted like sample data. That is, Y = FFX.EncryptK.K.T(X), decrypted as X =
FFX.DecryptK.K.T(X) [5].WhereK refers to the key, X is the plaintext and a fine-tuning
T.

This section describes the accuracy of continuous certification in single-device and
multi-device experimental environments. In view of the relatively large amount of data
and the characteristics of the data set, it is necessary to preprocess the data. Our first step
is data preprocessing, discarding some similar and repeated data, discarding data that
deviates toomuch from the normal value, and using one-hot to encode each classification
feature. Next, select SVM and convolutional neural network to perform the initial clas-
sification process on the data set collected by a single device. Both of these algorithms
provide an estimate of the performance of each feature. In addition, they can manage a
large number of features and have better performance in dealing with unbalanced data.
The data set is divided into fragments [20] with a fixed time window size, and 20% of
the fragments are randomly selected to form the test set. In the process of training the
SVM model, this article mainly selects and optimizes the parameters C and gamma,
and under the premise that the former remains unchanged, selects and evaluates each
kernel function until the optimal training and testing effect is reached. Our performance
indicators are mainly FPR, FRR and their combined comprehensive evaluation.

Fig. 3. The performance of SVM and convolutional network on a single device data set.

The abscissa in Fig. 3 represents the data volume of the device sensor data as the test
data, and the ordinate represents the accuracy of themodel prediction, that is, whether the
classification is successful and corresponding punishment. Figure 3 shows the accuracy
of the SVM and convolutional neural network in this experiment on single device data.
It can be seen that when the amount of data is small, the performance of the traditional
machine learning algorithm SVM is better than that of the convolutional neural network.
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However, as the amount of data increases, the performance of convolutional neural
networks is gradually better than SVM.However, considering the security of encryption,
this article chooses SVM, whose performance is basically negligible in terms of high
data volume.

According to the actual application scenarios envisioned in this article, this article
selects a scale of about 5000 to 20000 data, and further conducts verification experiments.
The experimental results show that the performance gap betweenSVMand convolutional
neural networks is not very large. Among them, the accuracy rate, recall rate and f1 score
are basically maintained between 80% to 97%.

Fig. 4. Display of results in three dimensions on a single device.

The abscissa in Fig. 4 represents two different models, namely SVMS and convo-
lutional neural network, and the ordinate represents the two models with single device
sensor data as the test set, and their respective accuracy, recall, and f1 scores Performance.

4.2 Multi-device Data Set Experiment

For the data set on each device, this paper selects the combination of their most discrimi-
nating features to ensure the identity verification results obtained during the experiment.
Moreover, in the choice of time window, this article reduces the time window to increase
the frequency of authentication. In view of the fact that the experiments are all carried
out on personal computers, the performance may be severely affected. This article does
not consider the size of the computer resources consumed by the experiments. In the
multi-device data set, the main cell phone sensor data is mainly used, and the data of
other devices are supplemented. If any device is not active in the same time period,
their characteristics are set to 0 by default. This article also only generates vectors with
activities.

In this paper, the SVM algorithm and the convolutional neural network algorithm
are respectively put on the data set suitable for them for experiment, and their respective
hyperparameters are optimized.

The abscissa of Fig. 5 represents two different models, namely SVMS and convo-
lutional neural network, and the ordinate represents the two models using multi-device
sensor data as the test set, and their respective accuracy, recall, and f1 scores Performance.
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Fig. 5. Display of results in three dimensions on multiple devices.

Fig. 6. ROC curves for baseline SVM.

In addition, Fig. 6 shows the relationship between FPR and TPR.
The hardware facility of this experiment is a personal computer, so there is no

comparative reference in the performance data. As far as the performance consumption
of personal computers is concerned, within an acceptable range, it is expected that
the experimental results obtained on better-performing hardware facilities will be even
better.

In order to enrich the experimental results, Table 2 shows the performance of the
two models in different dimensions in other aspects. It can be seen that according to the
needs of this article, the effect of SVM is better than that of CNN.

From the comparison experiment with literature [6], it can be seen that this article
has a significant improvement in the training accuracy of the model SVM, but due to the
encryption algorithm used, there may be a decrease in time efficiency. In general, the
method proposed in this article is better (Table 3).
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Table 2. SVM and CNN in other aspects of performance.

Model Dataset AVG.Precise AVG.Recall AVG.F1 AVG.FPR

SVM
SVM
SVM
CNN
CNN
CNN

PersonalComputer
Sensors
Muti-device
PersonalComputer
Sensors
Muti-device

0.85
0.88
0.97
0.86
0.90
0.95

0.84
0.85
0.99
0.88
0.84
0.90

0.88
0.86
0.98
0.87
0.89
0.98

0.0098
0.0092
0.0054
0.0112
0.0214
0.0094

Table 3. Contrast experiment with literature [6].

Model Dataset AVG.Precise Source

SVM
SVM
SVM
SVM

Single-device
Muti-device
Single-device
Muti-device

0.86
0.96
0.88
0.97

Literature [6]
Literature [6]
This article
This article

5 Conclusions

This article introduces a multi-device continuous authentication mechanism based
on homomorphic encryption and SVM algorithm, a multi-device continuous identity
authentication architecture for mobile Internet services. It uses machine learning tech-
nology and deep learning technology to continuously authenticate users based on their
behavior. This mechanism provides a privacy protection function and a punishment
mechanism to solve the problem that the processing of illegal requests is not reasonable
enough and the punishment protocol is not comprehensive enough in the current contin-
uous identity authentication process. These include: a processing mechanism for classi-
fying encrypted data composed of various terminals based on homomorphic encryption
and classifiers; a mechanism for separating illegal requests from the classification results
based on machine code and punishment protocol; a punishment mechanism for separat-
ing humans and machines; for new users and Authenticated legitimate users repeatedly
implement encryption classification and punishment operations to achieve the purpose
of continuous authentication. This mechanism can provide a more reasonable identi-
fication mechanism and punishment mechanism for illegal requests while improving
the security of multi-terminal continuous identity authentication, thereby improving the
usability of the system for users and making the processing results of illegal requests
more accurate.

Because it may be restricted by the performance of homomorphic encryption, the
mechanism designed in this paper may not perform so well in large-scale systems. How
to improve the performance needs to be further studied.

As future work, it is planned to experiment and evaluate the performance of this
mechanism and the accuracy of identity authentication through more users and on more
advanced equipment. It is also possible to test and evaluate the application of the new
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algorithm in classification operations. In addition, due to the continuous popularity of
Internet of Things devices, consider combining this mechanism with the Internet of
Things, and expand the realization of use cases in new dimensions. Generate novel and
different-dimensional data sets, and continuously improve the problems that arise in the
continuous certification process of multiple devices. Finally, look for new evaluation
indicators and angles to evaluate the mechanism we designed more comprehensively.
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Abstract. Generative adversarial networks (GAN) is one of the most promising
methods of unsupervised learning in complex distribution in recent years. Gan
is widely used to generate data sets for data enhancement. However, the existing
binary vulnerabilityminingmethods canbedivided into threeways: static analysis,
dynamic analysis and dynamic static analysis. The research on the method of fun-
damentally expanding the data set to achieve vulnerability mining also has strong
application value. Therefore, aiming at the problem of too few binary code vul-
nerability data sets, this paper proposes a binary code vulnerability mining model
based on generation countermeasure network. In particular, the proposed system
also combines automatic code generation technology, fuzzy testing and symbol
execution technology to further optimize and train the generator and discrimina-
tor in the generation countermeasure network model to generate high-quality data
sets. The experimental results show that, The binary code vulnerability mining
model based on generative countermeasure network proposed in this paper can
effectively solve the problem of too few data sets.

Keywords: Vulnerability discovery · Generative adversarial networks ·
Fuzzing · Symbolic execution · Automatic code generation technology

1 Introduction

With the rapid development and advancement of computer technology, software appli-
cation fields are wider and more diverse, bringing more convenience to people, but at the
same time software and device applications also bring many security risks. The Internet
of Things technology promotes the continuous transformation of the power system to
intelligent, refined, and networked. At the same time, the increasing safety and quality
goals are still facing many problems and challenges. At present, the power Internet of
Things security threats are endless [1]. Although the introduction of these power grid
equipment brings convenience, but they bring more security threats. For example, on
May 5, 2020, Venezuela’s national power grid was attacked. Except for the capital, Cara-
cas, power outages occurred in 11 state capitals across the country. This is not the first
time that a similar power grid attack has hit Venezuela. In March 2019, the Venezuelan
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power system was paralyzed by a cyber attack. Although power supply was restored in
some areas after rush repairs, the second round of cyber attacks soon caused the power
system to collapse again. Then began the country’s longest history of power outages
since 2012 and the most extensively affected areas. The longest and most widespread
history of power outages in the region. In addition to Venezuela, large-scale power out-
ages in many parts of South America last year also caused widespread concern. In the
earlymorning of June 16, 2019, a large-scale blackout swept through three South Ameri-
can countries: Argentina, Uruguay, and Paraguay. Nearly 50 million people experienced
the “dark weekend”. The power outage lasted about 14 h, roads were blocked, public
facilities were paralyzed, and water supply was in short supply. It was not until the
evening that electricity began to recover. It can be seen that the application of smart grid
equipment has become more extensive, and the losses brought by it have become more
and more huge.

Vulnerabilities in the current cyberspace are getting more and more attention from
all parties. At present, more and more software appears in the form of binary code
in practical applications. Therefore, the research on binary code vulnerability mining
technology has attracted wide attention from researchers. The research on binary code
vulnerability mining technology has strong practical value and binary code vulnerability
mining is also one of the important technologies to ensure the security of cyberspace.
At present, there are three main methods for discovering code vulnerabilities: white box
testing, black box testing and gray box testing [2]. Mainstream vulnerability mining trap
detectionmethods include static analysis methods [3] and dynamic analysis methods [4].
At present, common vulnerability mining and analysis techniques also include fuzzing
testing, data flow analysis, binary comparison, model checking, pollution analysis and
symbolic execution [5, 6]. Among these vulnerabilities, part of them is determined by
comparing the vulnerability data sets in theCVE (CommonVulnerabilities&Exposures)
library to determine the vulnerabilities and the types of vulnerabilities, but more are
uncertain suspected vulnerabilities. Due to the diversification of these vulnerabilities,
for these suspected vulnerabilities, the current technology only gives descriptions of
the suspected vulnerabilities, but this code still needs to be further distracted; from a
certain aspect, these descriptions can provide Help, for security researchers to mine and
exploit vulnerabilities more quickly, but in terms of efficiency, when faced with a large
number of suspected vulnerabilities detected in a large number of power grid equipment,
most security operation and maintenance personnel do not have the ability to manually
verify the vulnerabilities The ability of digging binary code vulnerabilities has always
plagued power grid companies. In recent years, with the rise of the artificial intelligence
industry. A large number of machine learning methods have been tried to solve the
problem of software vulnerability mining. Existing binary code vulnerability data sets
have incomplete coverage, and artificial binary program vulnerability mining is difficult
and inefficient.

The generative adversarial network used in this article can solve the problem of
too few vulnerability code data sets. Compared with common binary code vulnerability
mining methods, the generative adversarial network (GAN) is a kind of deep learning
model, which is a complex distribution in recent years. One of the most promising
methods of unsupervised learning, GAN is widely used to generate data sets for data
enhancement. The model uses (at least) two modules in the framework: the generator
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module and the discriminator module to learn from each other to produce quite good
output and discriminative results. Combine fuzz testing and symbolic execution to train
the generative adversarial network model to effectively expand the binary vulnerabilities
Code data set.

The contributions of this work are summarized as follows:

(1) We propose a new binary code vulnerability mining model, which can effectively
expand the code vulnerability data set by using themethod of generating adversarial
networks;

(2) We suggest combining generative confrontation network technologywith automatic
code generation technology, fuzzing testing and symbolic execution technology to
generate code data sets in various forms to achieve the purpose of data set expansion;

(3) We simulated the binary code vulnerability mining model based on the generative
confrontation network.

The structure of the article is as follows: Section 2 will outline the previous work;
Section 3will introduce the preliminary research results and the research networkmodel;
Sections 4 and 5, the vulnerability code automatic generation module is proposed, which
contains Vulnerability detection technology combinedwith fuzzing testing and symbolic
execution and the overall model algorithm flow. Section 6 shows the simulation results
of the proposed scheme. Section 7 sets out the conclusions of this article and future
research work.

2 Related Work

Generative adversarial networks (GAN) mainly include two model networks, namely
generator (G) and discriminator (D). The input of G is a random noise sequence z, and
the output is a pseudo-generated image; the input of D is a pseudo-generated image and
a real image x, and the output is the judgment result of the pseudo-generated image,
that is, the true and false probability value. G and D confront each other and make
progress together in competition to reach the Nash equilibrium. But the GAN model
has the problem of data collapse. Auxiliary Classifier GAN (ACGAN) was proposed to
improve this problem. One use of ACGAN is to generate multi-class enhanced data. This
paper proposes to use the generated confrontation network for binary code vulnerability
mining.

Various classification methods [6] currently used for binary code vulnerability anal-
ysis are: According to different classification standards, we regard different methods that
can cover all categories in all classification standards as typical techniques, including
fuzzing, symbolic execution and taint analysis., These methods can cover the various
ranges of binary vulnerability analysis techniques. According to the exploit theory, taint
analysis is effective in principle [7]. Symbolic analysis focuses on control flow, while
taint analysis focuses on data flow. These two techniques can complement each other
[8]. Fuzzy algorithms are the most widely used because they do not rely on source code
and are highly efficient.

For vulnerability analysis,many researchers have proposed several analysismethods,
including taint analysis such as Bintaint proposed by Feng Z [9] and symbolic execution
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such as Anger proposed by Shoshitaishvili [10], but most of them are only applicable
to certain Some specific types of vulnerabilities, or improvement of existing methods,
these binary vulnerability analysis methods have certain limitations: First, many tasks
cannot be reused, cannot be further expanded on the current work, and only one function
is available. Re-implemented on the framework of, it is inefficient and time-consuming;
secondly, each method has its limitations so far, such as path explosion and excessive
computational overhead, which have not been well solved. Another important method
of vulnerability detection and mining is the fuzzing technology. In the report of Google
Project Zero [11] in 2019, the number of vulnerabilities found through fuzzing was as
high as 37%. In the security industry, the research work on fuzzing technology has never
stopped from beginning to end. ZHANQICU proposed the coverage-guided symbolic
execution of fuzz testing, which is a defect detection method based on the combination
of symbolic execution and fuzz testing [12]. This method solves the path coverage and
defect detection ability of traditional fuzzing. Low problem. Grieco et al. [13] proposed
a vulnerability mining analysis method usingmachine learning technology. This method
uses lightweight static and dynamic features to predict whether a binary program may
contain vulnerable memory corruption vulnerabilities. Use linear scan disassembly to
extract static features from a series of call sequences of the standard C library in the
program, and then extract dynamic features by analyzing the program execution trajec-
tory, but this method still has the problem of not combining static and dynamic features.
Many researchers have also proposed new tools. For example, Zenan Feng et al. [14]
developed a static stain analysis tool Bintaint with portability and low false alarm rate,
and proposed a static stain analysis method customized on demand. With Bintaint, static
symbol execution only needs to cover the propagation path of the taint, further reducing
the traversal path space, and effectively alleviating the path explosion problem and high
false alarm rate. In this research, we propose to use generative adversarial networks for
binary code vulnerability mining. Compared with existing solutions, our design mainly
solves the problem of too few vulnerability data sets. By increasing the vulnerability data
set data, we can determine the vulnerability and the type of vulnerability by comparing
the binary code.

3 Binary Code Vulnerability Mining Scheme Based on Generative
Confrontation Network

3.1 Scheme Process

In this paper, a binary code vulnerability mining method is designed based on the main
frame of ACGAN. On the one hand, the first step is to construct a generator that gener-
ates a confrontation network to process random noise, obtain the underlying feature data,
send the underlying feature data to the generation confrontation network for training, and
generate a pseudo sample composed of an approximate binary code string composed of
0,1. On the other hand, the source code samples are generated through the model-based
automatic code generation method, but not limited to this automatic code generation
technology, and the source code is monitored for vulnerabilities through fuzzing. A
testing method for binary code-oriented fuzz testing is adopted here. Fuzzing is a kind
of vulnerability detection technology. By using a random character stream generated
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for the target code, multiple tests are performed on the target code [15] to detect pos-
sible existence vulnerabilities. After fuzzing testing, the generated code is tested for
vulnerabilities, the vulnerable code is continued to be compiled into binary code, and
the binary sample data, the original binary code data set and the binary code generated
by the automatic generation technology are input together to generate a discriminator
module trained by the adversarial network. After discrimination by the discriminator,
the discrimination result of the new pseudo-binary code sample and whether there are
loopholes in the binary code are obtained [16].

The specific flow chart is shown in Fig. 1:
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Fig. 1. The specific flow chart.
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3.2 Scheme Algorithm Model

Compared with traditional code vulnerability mining methods, the scheme proposed in
this article adopts the conditional generative adversarial network (Auxiliary Classifier
GAN) method [17]. The generative adversarial network (GAN) provides a way to learn
deep representations without extensively annotated training data [18]. Methods. This is
achieved by deriving the backpropagation signal through a competition process involving
a pair of networks. The representations that can be learned by traditional generative
adversarial networks can be used in a variety of applications, including image synthesis,
semantic image editing, style conversion, image super-resolution, and classification [19].
The conditional generation confrontation network is a model that contains conditional
information, and a well-trained model can generate data based on classification. The
random vector is input to the generator with category information, and the discriminator
can distinguish the categories of the input data.

The structure diagram is shown in Fig. 2.

real

fake

C=1

C=2

...

Generator D

Xreal Xfake

Discriminator G

C(class) Z(nolse)

Fig. 2. The structure diagram.

The generator is used to generate binary code samples based on the information
of random noise z; The generator is to generate real binary code samples as much
as possible, The purpose of the discriminator is to determine whether the output is a
newly generated binary code and to determine whether the binary code is vulnerable.
Train the generator and the discriminator according to the discriminator’s discriminating
results, and continue until the generator can generate high-quality binary vulnerable
code. The content of training and generating a confrontation network includes: The
generator generates pseudo samples, the discriminator distinguishes “true and false”,
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and the classifier performs classification. The generator model G learns a mapping from
random noise z to real data x, which can be expressed as G : z → x. The discriminator
needs to judge the probability distribution F(S|X ) on the real data and the probability
distributionF(C|X ) on the class label. First you need to define the loss function. From the
perspective of the overall structure of the network, it includes two parts: a generator and a
discriminator. The output of the network also has two parts, which are the “true and false”
of the code and the judgment of whether the code has loopholes. Where LS represents
the true and false discrimination loss, Lc means classification loss, Xnew = G(z, c)
represents the binary code generated by the generator, Xoriginal represents the binary
code from the training set. For the loss of the code “true and false”, that is, against the
loss of discriminating true and false, the loss function is defined as shown in formula
(1): The specific calculation methods of the user trust are as follows:

LS = E[logP(S = original|Xoriginal)] + E[logP(S = new|Xnew)] (1)

For the category loss of the code, since the category of the invention code has nothing
to do with the “true or false” of the code, it is equivalent to the convolutional neural
network part of the discriminator and the fully connected classifier at the end to complete
an independent classification result. The loss function that defines this classification is
shown in formula (2):

Lc = F[logP(C = l|Xoriginal)] + F[logP(C = l|Xnew)] (2)

For the discriminator, it is hoped that the classification is correct, but also that it can
correctly distinguish the true and false of the data. Therefore, the loss function of the
discriminator is defined as shown in Eq. (3):

LP = LS + LC (3)

The true and false judgment loss of the generator, the definition of this loss function
is shown in formula (4):

LS = E[logP(S = original|Xoriginal)] (4)

The classification judgment loss of the generator, the definition of this loss function
is shown in formula (5):

LC = E[logP(C = c|Xoriginal)] (5)

For the generator, it is also hoped that the classification can be correct. At that time,
it is hoped that the discriminator cannot correctly distinguish fake data. Therefore, the
loss function of the discriminator is defined as shown in Eq. (6):

LP = LC − LS (6)

4 Experiment

A method for mining binary code vulnerabilities based on Generative Adversarial Net-
works is proposed, which uses Generative Adversarial Networks to solve the problem of
too few binary code vulnerability data sets. First, IDA pro is used to convert the source
code data sets downloaded from SARD into hexadecimal data. Set, send the data set to
the generative confrontation network for training.
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4.1 Experimental Environment

The experimental environment of this experiment is shown in Table 1:

Table 1. Experimental environment parameters.

Category Parameters

GPU NVIDA RTX2060S

Operating System Win 10

CPU AMD 2700x

CUDA Version 7.5

CuDNN Version 10.5

Table 2. The results of this experiment.

Precision Recall F1-score Support

No vulnerability 1.0000 0.7727 0.8718 22

With vulnerabilities 0.8276 1.0000 0.9057 24

Accuracy 0.8913 46

Macro avg 0.9138 0.8864 0.8887 46

Weighted avg 0.9100 0.8913 0.8895 46

4.2 Introduction to the Experimental Data Set

This data set containsmultiple vulnerable binary files and their source code formswritten
by developers.Directly use the relevant source code to convert to hexadecimal and then
to binary. This method avoids the problem of reduced vulnerability detection accuracy
caused by binary code decompilation. The data sets used in the experiment are written
in C language, including 330 vulnerable data samples and 300 normal samples.

4.3 Experimental Result

We evaluate the experiment from three aspects:

• Accuracy rate: The accuracy rate is for our prediction results. It indicates how many
of the samples whose predictions are positive are truly positive samples. Then there
are two possibilities for the prediction to be positive, one is to predict the positive
class as a positive class (TP), and the other is to predict the negative class as a positive
class (FP)

Precision = TP/(TP + FP) (7)
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• Recall: The recall is based on our original sample. It indicates how many positive
examples in the sample are predicted correctly. There are also two possibilities, one
is to change the original positive The class is predicted as a positive class (TP), and
the other is to predict the original positive class as a negative class (FN).

Recall = TP/(TP + FN ) (8)

• F1-score: F1-score is calculated based on recall rate and precision rate:

F1 - score = 2 ∗ Pr ecision ∗ Recall/(Pr ecision + Recall) (9)

In the field of machine learning, the confusion matrix is also called the possibility
table or error matrix. It is a specific matrix used to visualize the performance of the
algorithm. The confusion matrix diagram of this experiment is shown in Fig. 3:

Fig. 3. Application samples.

5 Analysis of Program Advantages

Binary code vulnerability mining technology is divided into static mining and dynamic
mining technology. The current vulnerabilities can be divided into known vulnerabili-
ties, suspected vulnerabilities, and new vulnerabilities. New vulnerabilities can bemined
based on known vulnerabilities. This type of method can be fast in the early stage of
equipment operation. Discover the vulnerabilities in the equipment. However, with the
rapid development of the network, the number of existing vulnerability data sets is too
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small, and it is difficult to extract more vulnerability features. Today, the existing main-
stream methods of binary code vulnerability mining, such as taint analysis technology,
symbolic execution technology, and fuzzing testing technology, have not started from the
expansion of vulnerability data sets, and there are still unresolved problems, as shown
in Table 3:

Table 3. Comparison table of technical methods.

Technical method Advantage Defect

Stain analysis technology Dynamic stain analysis
technology: higher reliability of
detection;
Static stain analysis technology:
improve analysis accuracy

High false negative rate, low
accuracy, and consume more
resources

Symbolic execution This method can make the fuzz
test get better coverage, and can
go deep into the program to
explore the areas where there
may be loopholes

Path explosion problem

Fuzzing Simple design and fast test speed Test cases are not guaranteed to
cover all statement branches,
and the degree of automation is
not high at present

The binary code vulnerability mining method based on the generative adversarial
network adopted in this paper is to expand the vulnerability samples from the data set.
Due to the rapid development of the network, the number of existing vulnerability data
sets is too small, and it is difficult to extract more vulnerability features. However, the
existing vulnerabilitymining techniques are based on and traditional fuzzingmethods are
difficult to cover all branches. The rate is low. Effectively improving the problem of low
coverage rate can better test whether the code has vulnerabilities, and further expanding
the data set of binary code vulnerabilities can effectively improve the accuracy and
efficiency of vulnerability mining, and avoid the problems that may be encountered by
existing mainstream vulnerability analysis methods.

The advantages of the framework of this thesis are as follows:

(1) The main body of the framework model in this article is a generative model. Com-
paredwith other generativemodels, only back-propagation is used, which can avoid
complicated Markov chains and make the model simpler.

(2) Secondly, comparedwith other existingmodels, GANcan produce clearer andmore
realistic samples.

(3) GAN adopts an unsupervised learning method for training, which can be widely
used in the fields of unsupervised learning and semi-supervised learning.

(4) If the discriminator is well trained, then the generator can learn the distribution of
training samples perfectly.
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(5) Using conditional generation of confrontation network, the generated sample code
can be directly classified and judged through the label.

(6) Training the network model can generate high-quality samples to achieve the
purpose of effectively expanding the data set.

6 Conclusion

As the Internet of Things technology promotes the continuous transformation of the
power system to the direction of intelligence, refinement, and networking, the increasing
safety and quality goals are still facing many problems and challenges. At present, the
security threats of the power Internet of Things are increasing day by day, and effective
mining of vulnerabilities can avoid the occurrence of serious security threats as early as
possible, and greatly reduce the economic losses caused by malicious code. To this end,
this paper proposes a binary code vulnerability mining method based on a generative
confrontation network. The method first constructs a generative confrontation network,
trains the generator and discriminator of the generative confrontation network, and the
generator processes random noise to obtain the underlying feature data. Generate a
pseudo sample composed of 0, 1 similar to the binary code. On the other hand, the
source code samples are generated through the model-based automatic code generation
method, but not limited to this automatic code generation technology, and the source
code is monitored for vulnerabilities through fuzzing. Here is a testingmethod for binary
code-oriented fuzzing. Fuzzing is a kind of vulnerability detection technology. By using
a random character stream generated for the target code, the target code is testedmultiple
times to detect possible vulnerabilities. After fuzzing testing, the generated code is tested
for vulnerabilities, the vulnerable code is continued to be compiled into binary code, and
the binary sample data, the original binary code data set and the binary code generated
by the automatic generation technology are input together to generate a discriminator
module trained against the network. After the discriminator, the result of the new pseudo-
binary code sample and whether the binary code has vulnerabilities can be obtained,
which can effectively solve the problem of too few vulnerability data sets to achieve the
purpose of vulnerability mining. This method can effectively solve the problem of too
few samples of data set, and also can avoid the defects of the current mainstream mining
technology.

Acknowledgement. This paper is supported by the project of Lightweight security reinforce-
ment and threat perception technologies for energy Internet-oriented smart terminal equipment
(52018E20008K).
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Abstract. Currently, the development of the power of the Internet of Things
brings some challenges to all aspects of power system, one of which is the power
supply problem of electric transmission line condition monitoring equipment.
Energy-taking current transformer get the favor of the researchers at home and
abroad because of its high practical value. Aiming at the existing problems of
large starting current, easy saturation of iron core, and inability to adapt to wider
electric transmission line current of energy-taking current transformer, many of
them paymore attention to the research of post-stage circuit, but neglect the design
and improvement of iron core structure. To solve the above problems, this paper
mainlywork as follows: on the basis of the initial permeability, saturationmagnetic
flux density and iron core loss and cost to determine the iron core material; Ansys
software is used to analyze the iron core air gap shape design and simulation,
through the iron core under different shape of air gap magnetic leak situation
draw rectangular half opening effect optimal; Control variable method is used
to analyze the air gap size simulation experiment, through the iron core of the
saturated magnetic induction intensity and size of secondary side power output
for the quantitative analysis of the air gap size. For the energy-taking current
transformer’s iron core structure design and parameters of the actual selection
provides a good engineering value.

Keywords: Power Internet of Things · Energy-taking current transformer · Iron
core structure · The Ansys simulation

1 Introduction

In the context of rapid social development, smart grid can rely on Internet of Things
technology to form a highly safe and reliable power Internet of Things for power gener-
ation, transmission, transformation, distribution, electricity consumption and grid asset
management. The construction of power Internet of Things must realize the high inte-
gration of power flow, information flow and business flow under the overall requirements
of strong, reliable and economic efficiency of smart grid. However, the strong, reliable,
economical and efficient smart grid poses great challenges to all aspects of the power
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system [1–4]. Among them, the power supply of electric transmission line condition
monitoring equipment will restrict the transformation of power system development.
At present, energy supply methods mainly include solar panels, wind, capacitor partial
voltage, battery and energy-taking CT, etc. [5–7]. Compared with these energy supply
methods, energy-taking CT has higher practical value due to its advantages of high relia-
bility, small volume, long life and simple insulation [8–12]. However, energy-taking CT
still has problems like large starting current, easy saturation of iron core, and inability
to adapt to the working current of wider transmission lines. Researchers at home and
abroad focus on the improvement of post-stage circuits [13–17], while neglect the design
of iron core structure. Therefore, this paper analyzes and simulates the material, air gap
shape, air gap size and other aspects of the iron core through Ansys software, and makes
a detailed analysis of the simulation results and draws a conclusion. This has a good
engineering value for the structural design and actual parameter selection of the iron
core of energy-taking CT source.

2 Theoretical Analysis of Energy-Taking CT

Because energy-taking CT is mainly used in a high voltage transmission line with a
wide range of current fluctuations. The high line current will cause energy-taking CT’s
iron core into the saturation state, when the iron core work in saturated state, magnetic
induction intensity will no longer continue to increase with the increase of magnetic field
intensity, and field current will increase rapidly, which leads to secondary side voltage
waveform distortion, it seriously affects the transmission capacity of the energy-taking
CT and makes the secondary load unable to work normally. At present, the method of
adding air gap [18] to the energy-taking CT’s iron core can not only effectively delay the
saturation of the iron core when the transmission line is in a high current, but also reduce
the voltage induced by the secondary side coil, so as to protect the rear stage circuit.
Therefore, the magnetic circuit model of energy-taking CT with air gap is analyzed
theoretically.

Figure 1(a) is a schematic diagram of iron core with air gap, where R represents the
outer radius of the iron core, r represents the inner radius, H represents the thickness of
the iron core, and D represents the width of the air gap. Figure 1(b) is the equivalent
magnetic circuit diagram of iron core with air gap. Since the iron core opens an air
gap, the magnetoresistance is divided into iron core and air gap magnetoresistance, Rc
represents iron core magnetoresistance, Rg represents air gap magnetoresistance, and Rl
represents power circuit and load. The size of Rl varies according to the purpose of the
CT, but the value of Rl is constant for power supply circuits and loads with fixed power.

First of all, according to magnetic circuit Ohm’s law,

F = Φ · Ra (1)

F = N1 · I (2)

In Eqs. (1) and (2), F represents the magnetic potential, � represents the magnetic
flux through the coil, and Ra represents the total magnetic resistance of the iron core.
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Fig. 1 (a) Schematic diagram of iron core with air gap (b) Equivalent magnetic circuit diagram
of iron core with air gap

N1 is the number of turns of primary side, and the value is 1. I represents the current in
the primary side.

And according to the Ampere loop law,

H · L = I (3)

InFormula (3), I is the primary side current,H is themagnetic field intensity generated
by the primary current, and L represents the average magnetic circuit length. Among
them, the magnetic circuit is divided into iron core and air gap. Lc and Lg are defined to
represent the average magnetic circuit length of iron core and air gap respectively [19].
Define Rc as iron core reluctance, Rg as air gap reluctance,

Lc = π(R+ r) (4)
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Lg = D (5)

Rc = Lc
μS

(6)

Rg = Lg
μ0S

(7)

In Eqs. (6) and (7), u represents the iron core permeability, and u0 represents the air
permeability.

Finally, according to formula 4.44, the induced voltage of the secondary side is:

U = 4.44fN2ΦMax (8)

In Formula (8), N2 represents the number of turns of the secondary side coil, �Max
represents the maximum magnetic flux of the iron core, and f represents the frequency
of the primary side current.

When the electric transmission line current is determined, the output power of the
secondary side of the CT can be deduced according to the above deduction:

P = U 2

R1
(9)

namely:

P = 19.71f 2I2μ2μ2
0N

2
2 S

2

[μ0π(R+ r) + D]2 · R2
1

(10)

According to the above theoretical deduction, iron core size, air gap width, iron core
permeability, secondary side winding turns, secondary side load size and primary side
current value will have a certain impact on the secondary side output power. When the
electric transmission line current is not enough to saturate the iron core, the iron core
will operate in a linear region. In this working state, according to Eq. (10), the output
power of the secondary side of the iron core is proportional to the square of the line
current. With the increase of transmission line current, the iron core will gradually enter
the saturation area. In this state, Eq. (10) will no longer be applicable. The increase of
magnetic field intensity will no longer cause the increase ofmagnetic induction intensity,
and the excitation current will also increase rapidly, leading to the distortion of secondary
side voltage waveform, thus affecting the transmission capacity of energy-taking CT.

3 Ansys Simulation Analysis of Iron Core Structure

3.1 Selection of Iron Core Materials

In view of the existing problems like large starting current and easy saturation of the
iron core, it can be pretreated by selecting iron core materials. In this section, four
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commonly used like silicon steel sheet, permalloy, iron based nanocrystals and cobalt-
based amorphous materials are selected to conduct comparative analysis on their initial
permeability, saturation flux density, iron core loss and cost respectively. The results are
shown in Table 1.

First of all, when the electric transmission line current is small, the higher the initial
permeability of the material, the greater the secondary side induced voltage, the easier it
is to meet the normal operation power of the secondary side load (that is, the smaller the
starting current of the equipment). Secondly, the saturation flux density of the material
indicates the maximum electric transmission line current that can be borne, that is, the
critical point of the iron core entering the saturation zone. The larger the saturation flux
density is, the wider the range of line current can be borne. The smaller the iron core
loss, the higher the transfer efficiency of energy-taking CT. According to Table 1, the
initial permeability of permalloy and cobalt-based amorphous materials is higher, but
the saturated flux density of permalloy is lower. In addition, cobalt-based amorphous
materials are better in terms of iron core loss and price. Therefore, based on the above
fourmain parameters, selecting cobalt-based amorphous as iron corematerial can further
improve the performance of energy-taking CT.

Table 1. Common material parameter list.

The basic
parameters

Initial
permeability
(mH/m)

Saturated flux
density (T)

Iron core loss
(W/kg)

Price (Yuan /kg)

Silicon steel
sheet

1 × 103 2.0 8.14 10

Permalloy >1 × 105 1.0 14 166

Iron based
nanocrystals

8 × 104 1.7 30 28.42

Cobalt-based
amorphous

1.4 × 105 1.83 4.7 13

3.2 Simulation and Analysis of Iron Core Air Gap Shape

Due to the influence of edge effect on the iron core with air gap added, magnetic leakage
will increase, and then reduce the transmission capability of energy-taking CT. In view
of the influence caused by edge effect, this paper designs from the shape of air gap, and
adopts three air gap shapes as shown in Fig. 2. Among them, rectangular iron core (b)
with half-open opening and V-shaped iron core (c) have similar analysis principle to
full-open iron core (a), but the calculation method of reluctance is different. The number
of magnetic leakage generated in each air gap shape was analyzed by Ansys simulation,
and the air gap shape with better effect was selected by comparison.

Firstly, the iron core is modeled, and the thickness and volume of the iron core can
be quantitatively calculated in combination with Eq. (3), (4) and (5). Then, the iron core
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(a) Full opening (b) Rectangular half opening (c) V-shaped half opening 

Fig. 2. Schematic diagram of three air gap shapes.

Fig. 3. Simulation flow chart.

size can be determined according to the wire size of the high-voltage transmission line,
the output power of the secondary side, the iron core volume, the cross-sectional area,
the magnetization curve of the strip and other factors. Then, according to the selection
principle of the number of turns of the secondary side coil [20], the voltage input range
of the back-end voltage regulator module can be satisfied within a larger current range
without making the iron core saturate too fast. The basic parameters of the iron core in
this paper are finally determined as follows: R = 142 mm, r = 60 mm, H = 50 mm, N2
= 130, where R, r and H respectively represent the outer diameter, inner diameter and
thickness of the iron core, and N2 represents the number of turns of secondary side-line.
Secondly, Ansys software is used for simulation. The simulation process is shown in
Fig. 3.



Simulation Research on Iron Core Air Gap 657

Under the condition that all parameters except the shape and size of air gap are
the same, iron cores with three air gap shapes are simulated to obtain magnetic vector
diagrams, as shown in Fig. 4(a), (b) and (c).

(a) Full opening. 

(b) Rectangular half opening. 

(c) V-shaped half opening. 

Fig. 4. Magnetic vector diagram of three air gap shapes.
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As can be seen from the above figure, when the iron core opens the air gap, it can
be seen that the magnetic vector will have magnetic leakage of different sizes at the
air gap. When the air gap is fully open, there will be large magnetic leakage and low
magnetic induction intensity amplitude. The magnetic flux intensity amplitude is similar
in the V-shaped air gap and semi-open rectangle, but the magnetic leakage of the latter
is obviously smaller than that of the former. Therefore, it can be concluded that there
will be less magnetic leakage in the semi-open rectangle air gap, which ensures the
transmission capacity of the energy-taking current transformer. At the same time, the
higher magnetic induction intensity and amplitude can better delay the saturation of the
iron core.

3.3 Simulation and Analysis of Iron Core Air Gap Size

Through the simulation analysis of the air gap shape in the previous section, it can
be concluded that under the condition of the same primary side current, the semi-open
rectangle air gap produces less magnetic leakage and also plays a certain role in delaying
the saturation of the iron core, but the size of the air gap has not been quantitatively
analyzed. Therefore, on this basis, this section analyzes the effect performance of the
iron core under different air gapwidths throughAnsys simulation anddraws a conclusion.
First of all, in the primary side current, secondary side load, ratio of transformation are
the same situation, select the iron core of the half-open rectangular air gap, change the
vertical width of the rectangular air gap from 0.005 cm to 0.03 cm, take 0.005 cm as
step length to simulate different situations. The results are shown in Fig. 5(a)–(f):

Figure 5(a)–(f) are the cloud images of magnetic induction intensity of the iron core.
Observe the simulation diagram, with the continuous increase of the vertical width of
the rectangular air gap of the iron core, the peak value of magnetic induction intensity
will rise first and then fall. The greater the magnetic induction intensity, the greater the
primary side current that the iron core can withstand. When the vertical width of the
rectangular air gap reaches 0.02 cm, the magnetic induction intensity is the maximum,
and the maximum power is obtained by combining the secondary induced electromotive
force waveform and load. Therefore, when the vertical width of the rectangular air gap
is 0.02 cm, the saturation current of the iron core will be better increased.

Secondly, when the primary side current, secondary side load size and ratio of trans-
formation are the same, and the vertical width of rectangular air gap is 0.02 cm, change
the transverse width of the rectangular air gap, ranging from 0.15 cm to 0.4 cm, and take
0.05 cm as a step to simulate different situations. The results are shown in Fig. 6(a)–(f):

Fig. 6(a)–(f) are the cloud images of magnetic induction intensity of the iron core.
According to the above simulation figure, when the vertical width of the rectangular
air gap is constant, with the increase of the transverse width of the rectangular air gap,
the saturation magnetic induction intensity of the iron core will increase first and then
decrease. When the transverse width of the rectangular air gap is 0.3 cm, the magnetic
induction intensity of the iron core reaches the maximum. Therefore, when the vertical
width of the rectangular air gap of the iron core is 0.02 cm and the transverse width is
0.3 cm, the transmission capacity of the energy-taking current transformer can be better
guaranteed and the saturation of the iron core can be better delayed.
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(a) 0.005cm 0.08cm. (b) 0.01cm 0.08cm. 

0.02cm 0.08cm. 

0.025cm 0.08cm. 0.03cm 0.08cm. 

(d)

(e) (f )

(c) 0.015cm 0.08cm. 

Fig. 5. (a) 0.005 cm, 0.08 cm. (b) 0.01 cm, 0.08 cm. (c) 0.015 cm, 0.08 cm. (d) 0.02 cm, 0.08 cm.
(e) 0.025 cm, 0.08 cm. (f) 0.03 cm, 0.08 cm.
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Fig. 6. (a) 0.02 cm, 0.15 cm. (b) 0.02 cm, 0.2 cm. (c) 0.02 cm, 0.25 cm. (d) 0.02 cm, 0.3 cm. (e).
0.02 cm, 0.35 cm. (f) 0.02 cm, 0.4 cm.
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4 Conclusion

In this paper, Ansys software is used to simulate the iron core structure of energy-taking
CT. Firstly, the iron core materials are determined according to the initial permeability,
saturated flux density, iron core loss and cost. Secondly, according to the magnetic
leakage of the iron core under different air gap shape, it is concluded that the rectangular
half-opening effect is the best. Finally, the air gap size is simulated by using the control
variable method, and the air gap size is quantitatively analyzed from the saturation
magnetic induction intensity of the iron core and the output power of the secondary side.
The conclusions obtained in this paper are of great guiding significance to the analysis of
saturation characteristics and output power of iron core in the design of energy- taking
CT power supply. It also can be used to guide the design of iron core and power supply
parameters.

Funding Statement. This researchwas funded by theHebei College andMiddle School Students
Science andTechnology InnovationAbilityCultivation Special Project (GrantNo. 2021H011403),
and the 2020 Education and Teaching Research Project of Polytechnic College of Hebei University
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Abstract. The network device identification technology refers to using the net-
work detection technology to obtain device data and transform the device data
into device fingerprints to identify network devices. Currently, the mainstream
network device identification method obtains network traffic data generated in the
process of device communication, extract device features, and identify devices
based on a variety of machine learning algorithms. However, thesemethods ignore
the impact of redundant features and interference features when analyzing device
traffic data, resulting in a high-false positive rate and heavy time cost. In order
to identify network devices more efficiently and accurately, we propose a net-
work device recognition method based on feature reduction and dynamical feature
weights assignment. Firstly, feature redundancy analysis was carried out based on
fast filtering algorithm and redundant features were deleted. Then, each feature
is dynamically weighted according to its relevance to the device type. Finally,
the target device type is identified by calculating the similarity between the target
device and the known device type. Experimental results on existing public data
sets show that the proposed method improves the recognition accuracy by 3.5%,
10.8% and reduces the time cost by 80%, 72% in random forest and LightGBM
respectively. The proposed method is better than the existing method based on
feature reduction for device type recognition.

Keywords: Network device identification · Device identification · Feature
reduction · Dynamical feature weights assignment
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1 Introduction

With the rapid development of Internet,more andmore network devices are connected by
the Internet. According to IDC (Internet Data Center) expected, there will be 55.9 billion
network devices connected to the Internet in 2025, including cars, smart home devices
and wearable devices [1]. Although the massive network device brings convenience to
people’s life, it also brings various security problems. For example, a massive DDoS
attack brought down much of the Internet in the United States, mainly using a botnet
of about 1.5 million network devices in October 2016 [2]. Therefore, for the purpose of
maintaining network security, it is necessary to identify network devices, and improving
the security of network devices is of urgency.

Efficient and accurate identification of network device is the basis for enhancing
cyberspace security [3], realizing asset evaluation [4], and carrying out network situa-
tion awareness [5]. Network device identification refers to obtaining information such
as the operating system, device type, location, and service of the target device through
various network detection technologies. Existing network device identification methods
are mainly divided into two categories: One is to identify through proprietary cyberspace
search engines, such as Shodan [6], Censys [7], ZoomEye [8], etc. These cyberspace
search engines can feedback the device required by searchers in a very short time, such
as servers and industrial control devices, cameras, smartwatches and other smart home
devices; the other is to process the traffic generated by network devices or device identifi-
cation information to generate device fingerprints andmatch themwith the known device
fingerprint database to identify device types. At present, the second type of method is the
key research field of network device identification, researchers have conducted a great
deal of work around the second type of approach. In order to realize the identification of
network devices, A. Cui et al. [9] extract the protocol features of the application layer
to construct the fingerprint of fixed devices. Q. Li et al. [10] propose to generate fine-
grained fingerprints based on the subtle differences between hardware information of
the device, and to process the hardware information of the device using natural language
processing technology, and verify the effectiveness of the proposed method through the
system. S. Aneja et al. [11] propose to apply deep learning to analyze network traffic to
automatically identify network devices. X. M. Guo et al. [12] propose a network device
identification method based on MAC boundary inference, which identifies device types
by inferringMAC address boundaries corresponding to device types. S. Zande et al. [13]
propose to take clock offset information as device identification, and generate device fin-
gerprints by extracting the timestamp difference between detection packets and response
packets. The features extracted from the existing network traffic-based device identifi-
cation often have redundant features and interference features, which increase the time
cost of identification and reduce the accuracy of identification.

To solve the above problems, this paper proposes a feasible method for the rapid
identification of network device types. This method uses feature reduction strategies
and dynamical feature weights assignment mechanisms to reduce the device identifica-
tion time overhead and improve the identification precision. This method uses a fast filter
algorithm in the feature reduction part. Firstly, the features with low device correlation
are first analyzed and deleted. Then, this algorithm calculates the correlation between
features and the correlation between features and devices, performs feature redundancy
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analysis and delete. If the two features have a high correlation and both have a high
correlation with the device. It means that the two features are redundant with each other,
and delete one of the two features that are less relevant to the device. Finally, we will get
the optimal feature subset. Since the same feature has different “contributions” to differ-
ent device types, we assign different weights to this feature when identifying different
device types (called dynamic weighting). In the dynamic weighting part, we calculate
the correlation between each feature and the device type through mutual information,
and assign the corresponding weight to it according to the correlation, so as to achieve
dynamic weighting.

The main work of this paper is as follows:
Propose a device identification technology based on feature reduction and

dynamic weighting. This method performs redundant analysis and deletion of net-
work traffic features to form an optimal feature space, and dynamically assign weights
to features in the optimal feature subset. Compared with existing methods, this method
can efficiently and accurately identify network devices.

Propose a feature reduction strategy. In this strategy, redundant features are ana-
lyzed and deleted through a fast filter algorithm to reduce the dimension of the feature
space and form the optimal feature space. Compared with the existing method, this
method can effectively reduce the equipment identification time overhead.

Propose a dynamical feature weights assignment strategy.According to the prin-
ciple of different importance of device features, the strategy calculates the correlation
between each feature and the identification of the different device, and takes it as the
weight of features. Compared with the existing methods, this method can effectively
improve the accuracy of equipment identification.

We conduct experiments on time cost and accuracy based on different machine
learning algorithms. The experimental results on the public data set show that the
method in this paper improves the recognition accuracy of the existing method by 3.5%
and reduces the time cost by 80% in the random forest; the recognition accuracy of the
existing method is improved by 10.8%; time expenditure has been reduced by 72% in
LightGBM.

The rest of the paper is organized as follows. Section 2 introduces the related work
of network device identification. Section 3 presents the method of this paper in detail.
After that, Sect. 4 introduces the experiment of this paper and analyzes the results, and
Sect. 5 summarizes the whole paper and looks into the future work.

2 Related Work

In recent years, network device identification has gradually become a research hotspot
in cyberspace security. The main identification methods are to identify devices based
on network traffic. First, these kinds of methods capture data packets [14] and firmware
information [15] of network devices through detection tools. Then they process the
captured traffic data and select the best features, which remove interference features
and redundant features. Finally, they identify network devices through various learning
algorithms. We test and analyze in different shapes of the localization region.
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Y. Meidan et al. [16] propose a method to identify network devices through network
traffic, which is based on machine learning. This method monitors and obtains the TCP
data packets of the device, using the feature extraction tool to convert them into feature
vectors and constructing a feature space. In addition, this method uses machine learning
algorithms to identify devices and constructs an optimal classifier for each device type.
This method has achieved high recognition accuracy. However, a single protocol data
packet cannot fulfill the identification of existing devices of various types. In order to
solve this problem, A. Sivanathan et al. [17] propose a network identification method
based on network traffic profiles. This method not only analyzes the behavior character-
istics of the network device, including traffic rate, idle time signal transmission protocol,
etc., but also analyzes the traffic profile of the network device, such as the average rate
of the network device, the ratio of peak rate to average rate, active time and active traffic,
etc. This paper also designs a classification method to learn the behavior of network
devices for recognition. J. Martin et al. [18] design a network device traffic monitor-
ing system based on C5.0 decision tree and time series analysis, using the CNN-LSTM
model to detect and obtain device traffic to identify network devices. This method avoids
manual intervention features and different data types need to train different models, so
its model applicability is poor.

D. Bekerman et al. [19] propose a method to identify network devices by analyzing
network traffic. This method extracts 972 behavioral features across different proto-
cols and network layers and uses CFS (Correlation features) algorithm to select the
most meaningful features, which reduces the data dimension to a manageable size. The
experimental results show that the method has good performance, while the method can
only identify known devices and cannot detect network devices in an untrained network
environment. E. B. Beigi et al. [20] analyze the relative importance of each feature in net-
work traffic to device type recognition, and select the most meaningful feature subset to
produce the best classification accuracy, improving the recognition accuracy of network
devices. The algorithm uses all the features to calculate the recognition accuracy and
uses it as a baseline. It iteratively deletes each feature and observes how the recognition
accuracy changes to show the relative importance of each feature attribute. It keeps the
accuracy results and gives a ranked list of the importance of features. The experimental
results show that multi-dimensional features from different network stream layers can
improve the classification accuracy, while the time overhead brought is high for large
data sets. J. L. Xu et al. [21] propose a classification method for IoT devices based on
network traffic analysis by analyzing and classifying network traffic data. This method
trains a multi-stage meta-classifier. In the first stage, the classifier can distinguish the
traffic generated by IoT devices and non-IoT devices. In the second stage, a specific
classification model is constructed for each IoT device. When entering a piece of sample
data, the classifier runs in each classification model and calculates the similarity with
each device type until the device type is determined. The results show that this method
has high recognition accuracy, but it ignores the time overhead caused by data redun-
dancy. M. B. Umair et al. [22] propose an efficient network device traffic classification
system based on multi-layer deep learning. This method preprocesses data, uses deep
neural network (DNN) to extract flow features, and uses maximum entropy classifier
to classify Internet traffic. The machine learning traffic classification system based on
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shallow neural network proposed in this paper has achieved very good classification
effect and very high recognition accuracy, but the method does not carry out further
fine-grained identification of network devices.

According to the results of the existingmethods, device identificationmethods based
on network traffic still have shortcomings in the environment with many types and large
numbers of device. Since the feature attribute set extracted from the network traffic
data packet is multi-dimensional, including features that are not related to the type of
identification device and redundant features, these interference features will increase
time overhead and even affect the recognition accuracy.

To solve the above problems, this paper proposes a rapid device type identification
method based on feature reduction and dynamical feature weights assignment, which
improves the efficiency and accuracy by reducing features and assigning weights to each
feature. This method calculates the correlation between the feature and the device. It sets
a threshold and deletes the features whose correlation is less than the threshold. This
method performs redundancy analysis and calculates the correlation between every two
features in turn. If two features have a high correlation and have a high correlation with
the device, these indicate that the two features are redundant with each other, and the
feature having a lower correlation with the device is deleted. Each feature attribute is
determined according to the degree of influence of the feature attribute on device recog-
nition. The type of device is determined by calculating the similarity between the device
to be identified and the known device. Thismethod reduces the dimensionality of the fea-
ture space through feature reduction and dynamically assigning feature weights, which
improves the data quality of the feature space and the efficiency of device recognition.

3 Proposed Method

This section presents a network device identification method based on feature reduction
and dynamic weighting. We use a fast correlation filtering algorithm to perform feature
reduction and dynamical feature weights assignment attributes by calculating mutual
information, which realizes fast and efficient identification of network devices.

3.1 Framework of Device Identification Method

Aiming at the problemof high timeoverhead caused by feature redundancy in the existing
device identificationmethods based on network traffic, this paper proposes a rapid identi-
fication method for network devices based on feature reduction and dynamic weighting.
The basic idea of this method is as follows: first, we delete the features that have low
correlation with the device type and perform feature redundancy analysis, and delete
redundant features, thereby reducing the dimensionality of the feature space, improving
the data quality of the feature space and the efficiency of device recognition. Then we
determine the weight of each feature attribute according to the degree of influence of
the feature attribute on the device type. Finally, we calculate the similarity between the
devices to be identified and the known device, and determine the type of device to be
identified based on the similarity. Figure 1 shows the overall architecture of the net-
work device identification method based on feature reduction and dynamic weighting.
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The framework is mainly composed of four parts: data preprocessing, feature reduction,
dynamic weighting and, device type discrimination modules.

Fig. 1. Network device type recognition framework based on feature reduction and dynamical
feature weights assignment.

The specific workflow is as follows:

1. Data preprocessing: Normalize the data and perform low-variance filtering to
remove features whose attribute values remain basically unchanged. Experimental
data shows that these low-variance features carry very little information. Therefore,
in this method, a threshold is set in advance, and features whose variance is less than
this threshold is deleted.

2. Feature reduction: Calculate the correlation between each feature attribute and
the correlation between each feature and type, first remove the attribute features
that have very little correlation with the device type, that is, useless features; then
remove redundant features. If both feature attributes are related to the device type
and the two feature attributes also have a high correlation, the one of the two feature
attributes that has a smaller impact on the device type is eliminated. By eliminating
useless features and interference features, the feature reduction is realized to reduce
the dimension of the feature space, and finally the optimal feature space is formed.

3. Dynamical feature weights assignment: For the reduced feature space, we use
mutual information to calculate the impact of each feature attribute on the device
type, and assign weights to each feature attribute according to the degree of impact
on the device type, then the characteristic data of different data types are integrated
into a file as the sample data of the classifier.

4. Construct classifiers: Construct a classifier for each device type, and use dynami-
cally assigned feature data as the input of the classifier to train the optimal classifi-
cation model. The feature data is divided into two parts, one part is used as training
data to construct the classifier, and the other part is used as the verification data set
to verify the classification effect of the classifier.

5. Device type identification: Input the sample data to the classifier and calculate the
similarity of the two groups of features through the similarity measure; and the type
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of device is judged based on the similarity to determine the type of device. If two
or more classifiers output the same similarity value, the confidence of the two sets
of data is calculated to determine which type of device data that the sample data is
more similar to, and the type with the highest confidence is taken as the device type.

3.2 Features Reduction

This paper uses the FCBF algorithm (Fast Correlation-Based Filter, fast correlation filter
algorithm) to achieve feature reduction, FCBF is a method based on SU (Symmetrical
Uncertainty) [23]. In this method, T is the device type, which contains m device types,
and denote it as:

Tk = [t1, t2, . . . , tm], k ∈ {1, 2, . . . ,m} (1)

Let F be the device feature, which contains n feature attributes, and denote it as:

Fi = [
f1, f2, . . . , fn

]
, i ∈ {1, 2, . . . , n} (2)

We in advance set a threshold δ to determine whether there is a high correlation
between the feature and the device type. This algorithm first calculates the SU (fi, t)
SU f ,t between the feature fi and the device type t. When SU (fi, t) < δ SU f ,t < δ

means that the correlation between the feature f i and the device type t is too low. That
is, the “contribution” to the identification device type t is too small, so the feature f is
eliminated.

Then, this algorithm calculates the SU (fj, t) SU f ,t between the feature fj and the
device type t, the SU (fi, fj) between the feature fi and fj.We can know that fj is a redundant
feature and can be deleted from the feature list if and only if SU (fi, t) ≥ SU (fj, t) and
SU (fi, fj) ≥ SU (fj, t). This is due to the correlation between feature fi and fj is stronger
than the correlation between the feature fj and the device type t. According to Markov
Blanket [24], fj can be represented by fi, fj is a redundant feature, so the feature fj can
be deleted from the feature list. Finally, all features in the feature set are computed
iteratively until the optimal feature subset is found.

The formula for calculating the SU value between features and device types can be
expressed as:

SU (F,T ) = 2

[
IG(F |T )

H (F) + H (T )

]
(3)

From Eq. (3), it can be seen that SU is a normalized form of IG, which standardizes
the correlation of two variables between 0–1. When SU = 0, the two variables are
independent of each other; when SU = 1, the two variables are completely related. And
respectively represent the information entropy of features and device types. The formula
of SU value between two features is expressed as:

SU (fi, fj) = 2

[
IG(fi|fj)

H (fi) + H (fj)

]
(4)
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The IG information gain formula can be expressed as:

IG(F) = H (T ) − H (T |F) (5)

The specific feature reduction process is shown in Algorithm 1. The input of algo-
rithm 1 is device type list St, the unselected features list Su and the threshold value δ. The
algorithm first traverses St and Su and calculates the SU values between every feature
and the device type respectively. Then, the algorithm calculates the SU values between
two features and eliminates irrelevant features and redundant features in the unselected
features list Su. Finally, the algorithm output the feature list Sf after feature reduction.

Algorithm 1 Feature reduction algorithm

Input St, Su, δ
Output Sf, rs /* The result of SU calculation */
1 begin
2 δ =0;
3 initialize Sf = null;
4 for each feature in Su do: 
5 calculate rs1 for St, Su; /* Calculates the SU between one feature and the device type  

*/ 
6 if rs1 δ≥ :
7 insert feature into Sf;
8 end if
9 end for 
10 for each feature in Sf do: 
11 while len(Sf) ≠ 0 do: 
12 calculate rs2 for St, Su;  /* Calculates the SU between another feature and the device 
type */
13 calculate rs3 for Su; /* Calculates the SU between two features */
14 order Sf in descending;
15 if rs1≥rs2 and rs3≥rs2:
16 delete another feature from Sf;
17 end if
18 end while
19 end for
20 end 
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3.3 Dynamical Feature Weights Assignment

In this method, we use Eq. (6) to measure the relationship between feature F and device
type T. The mutual information of two variables refers to the degree of correlation
between the two variables. When the mutual information is 0, it means that the feature
and the device type are independent of each other; the larger themutual information value
is, the stronger the dependence between the two is, that is, the correlation is greater.

I(T ;F) =
∫

T

∫

F
P(T ,F) log

P(T ,F)

P(T )P(F)
= H (T ) − H (F |T ) (6)

where H (F) is the entropy of F, which can be expressed as:

H (F) = −
∫

P(F) logP(F) (7)

The specific feature dynamic weighting process is shown in Algorithm 2. The input
of Algorithm 2 is the device list St , the selected feature list Sf , and the output is the
device feature weight list Sw. This algorithm first traverses Sf and St and calculates the
mutual information value ri. Then, the algorithm inputs the mutual information value ri
into the list Sw. That is, each mutual information value ri is assigned as a weight to the
corresponding feature in the feature list Sf . Finally, the algorithm outputs the weights
list Sw.

Algorithm 2 Dynamic weighting algorithm

Input St, Sf

Output Sw, ri /* The result of mutual information calculation */
1 begin
2 initialize Sf = null; 
3 for each type in St do: 
4 for each feature in Sf do: 
5 calculate H(T) for St; /* Calculate the entropy of the device type */ 
6 ( ) ( ) log ( )H t P t P t= −∫ ；

7 calculate H(T) for Sf; /* Calculate the entropy of the feature*/ 
8 ( ) ( ) log ( )H f P f P f= −∫ ；

9 calculate ri for St ,Sf;
10 ri = H(T)-H(F|T); 
11 end for
12 insert ri into Sw;    /* Insert the MI of features and devices into the weights list*/ 
13 end for
14 end 
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4 Experiment Results and Analysis

In order to evaluate the performance of the device type identification method proposed
in Sect. 3, this section carries out real data experimental verification, and compares
the rapid identification method proposed in this article with the existing identification
methods based on network traffic. The experiment uses the data set of paper [16], and
this section conducts comparative experiments in terms of time cost and accuracy.

4.1 Experiment Setup

This experiment uses the data set of paper [16]. In this data set, the network traffic of
10 kinds of devices are collected, which include Baby_monitor, Light, Motion_sensor,
Security_camera, Smoke_detector, Socket, Thermostat, TV, Watch, Water sensor. Each
instance in the data set represents a session (a TCP connection from a SYN packet
to a FIN packet). Each session contains several TCP packets, and each piece of data
represents a TCP packet. The total number of the data in this experimental data set is
about 390,000. The specific structure of the experimental data set is shown in Table 1.

Table 1. Experimental data set.

Device type Manufacturer Device model Number of items

Baby_monitor Beseye Baby Monitor Pro 51377

Lights Samsung Samsung 100000

Motion_sensor Wemo Wemo F7C028uk 50712

Security_camera Withings Withings WBP02/WT9510 14190

Smoke_detector Nest Nest Nest_Protect 168

Socket Efergy Efergy Ego 100000

Thermostat Nest Nest Learning Thermostat 3 18814

TV Samsung Samsung UA55J5500AKXXS 59069

Watch LG LG Urban 4187

Water_sensor Waveshare Waveshare water_sensor 1026

4.2 Time Overhead Experiment

This section compares the time cost required for identification with the recognition
method in paper [16]. In this paper, experiments on the recognition methods based
on random forest and LightGBM algorithms are carried out on the same data set. We
perform the reduction processing in Sect. 3.2 on the feature data in the data set, and the
final selected features and their SU values are shown in Table 2. It can be seen fromTable
2 that the correlation between different features and devices is different. Among them,
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Table 2. Partial features and SU values

Features Notes SU

ttl_thirdQ Third quartile of TCP packet lifetime 0.56360573

B_port_is_8080 The client port number is 8080 0.54843636

ttl_min Minimum TCP packet survival time 0.54500229

ssl_count_client_ciphersuites Number of SSL encryption suites supported 0.308317

B_port_is_9543 The client port number is 9543 0.01777781

B_port_is_8280 The client port number is 8280 0.01002722

B_port_is_5228 The client port number is 5228 0.00899002

B_port_is_11095 The client port number is 11095 0.0009748

the survival time and port number of TCP packets have a higher degree of discrimination
for identifying device types.

This experiment uses ten-fold cross-validation to calculate the average of the time
required for code testing and compare the time required for device identification with
different algorithms. Table 3 shows the comparison of the time required for the iden-
tification test between the method in this paper and the device identification method
without feature selection algorithm under different algorithms. It can be seen from Table
3 that our algorithm is compared with the method in paper [16], in the random forest and
LightGBM algorithm, the required time overhead is reduced by 80%, 72% respectively.
Therefore, when FCBF is applied to feature reduction, the time overhead required will
be significantly reduced.

Table 3. Time overhead (seconds)

Method RF LightGBM

Our method 6.22 11.12

In [16] method 36.1 40.3

4.3 Device Identification Precision Experiment

In this section, the accuracyof device type recognition is used tomeasure the performance
of the method in this paper. In this experiment, we use the dynamic weighting method of
Sect. 3.3 to assign values to the features left after reduction, and increase the accuracy
of the important features that have a higher “contribution” to the recognition device. We
calculated the proportions of 8 features in 10 types of equipment, as shown in Fig. 2. It can
be seen from Fig. 2 that the important features of different device types are different. For
example, the feature f 1 corresponding to the weight w1 in Lights is more distinguishing
than other features, while the feature f 4 corresponding to the weight w4 in the device
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type Smoke_detector compared with other characteristics is more distinguishing. Based
on this data set, compare the recognition effects of this method and the existing methods
on different machine learning algorithms.

Fig. 2. 8 characteristic proportions in 10 types of device.

This experiment uses four common performance indicators of accuracy, precision,
recall, and F1-Score to evaluate the effectiveness of this method in terms of recognition
accuracy. Among them, TP refers to the number of samples that are determined to be
a certain device type and actually belong to the device type, FP refers to the number
of samples that are determined to be a certain device type but do not actually belong
to the device type, and TN refers to the number of samples that are determined to be
non-existent. The number of samples that belong to a certain equipment type but actually
belong to the equipment type. FN refers to the number of samples that do not belong to
a certain equipment type in the judgment and in practice.

Accuracy = TP + TN

TP + TN + FP + FN
(8)

Precision = TP

TP + FP
(9)

Recall = TP

TP + FN
(10)

FScore = 2
Precision ∗ Recall

Precision + Recall
(11)
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Figure 3 shows the comparison of the recognition accuracy under the random forest
between the algorithm in this paper and the method in paper [16] after ten-fold cross-
validation. It can be seen from Fig. 3 that on the real data set, although the recognition
accuracy of the devices Security_camera, Thermostat, TV andWatch decreases slightly,
this is due to the fact that after feature reduction and weighting, some have higher
recognition of the device. The characteristics of relevance may have information loss,
resulting in a slight decrease in recognition accuracy. However, the device identification
method based on feature reduction and dynamic weighting in this paper has a slightly
higher recognition accuracy than the method proposed in the paper [16], and is relatively
stable, with smaller fluctuations.

Fig. 3. Comparison of accuracy between this method and the method in paper [16] under RF
algorithm.

Table 4 shows the comparison of recognition accuracy, recall rate and F1 value
under the random forest and LightGBM algorithms. It can be seen from Table 4 that the
use of feature reduction and dynamic weighting algorithms has improved recognition
accuracy, recall and F1 value than the method proposed in paper [16]. It further shows
that this method can significantly reduce time overhead while ensuring a slight increase
in accuracy, and has stronger practicability in large data sets.

Table 4. Performance comparison between RF and LightGBM algorithm.

Method RF LightGBM

Precision Recall F1 Precision Recall F1

Our method 96.5% 85% 85% 81% 85% 82%

In [16] method 93% 82% 80% 70.2% 80% 80%
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The above experimental results show that the rapid device identification method
based on feature reduction and dynamic weighting proposed in this paper can use very
few features to achieve better recognition performance and reduce time overhead while
improving accuracy. Through the evaluation of themethod in this paper on the public data
set, the recognition performance of the method in this paper is better than the existing
network device type recognition method based on network traffic.

5 Conclusion

The existing device type identification methods based on network traffic often ignore
the different effects of the same feature attribute on a specific device type, and fail to
fully consider the impact to time overhead and accuracy brought by redundant features.
This paper proposes a method to quickly identify device types through feature reduction
strategies and feature attribute dynamic weighting. According to the correlation between
features and device types, delete the interference features and redundant features. At the
same time, At the same time, we consider that the same feature has different degrees of
influence on different device types, calculate the correlation between the feature and the
device category, and dynamically assign it as a weight to each feature, so as to realize the
rapid and efficient identification of network devices. We have performed identification
experiments on 10 types of intelligent network devices on real data sets. The experimental
results show that the method in this paper can use fewer features, reduce time overhead
while ensuring higher accuracy, and has stronger practicality in practical applications.

In the future, we will focus on the identification and applicability of large-scale
network devices to achieve accurate identification and improve the security of network
devices.
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Abstract. With the rapid development of global technology and econ-
omy, the problem of environmental pollution has become more and
more prominent, and people’s environmental protection concepts have
also been continuously improved. Among them, the treatment of marine
garbage is a topic of common concern in the international community
nowadays. The advancement of maritime waste management is a rigid
need to protect the diversity of the ecological environment. However,
there is a large amount of garbage in the sea, which is widely distributed
and difficult to deal with. In this context, how to efficiently detect marine
garbage and understand the distribution of marine garbage has become
a crucial issue. The significance of this system is to effectively integrate
and link operators with different responsibilities so that they can effec-
tively integrate their information, understand the distribution of garbage
in the sea, and speed up the process of garbage disposal in the sea. This
system adopts the B/S architecture, Vue is used in the front-end, and
SpringBoot is used in the back-end. The highlight of the technology is
that the WebGIS is used to call the map display interface on the front-
end, and the pictures taken by the drone can be displayed on the specific
location of the map in dots so that it is convenient to check whether
there is rubbish or the cleanup of rubbish and then upload it. The pic-
ture understands the path taken by the drone and whether the work of
the garbage cleaner is effective, which greatly improves the efficiency of
garbage treatment.

Keywords: Internet of Things · Network geographic information
system · Marine garbage detection · Online target marking

1 Introduction

With the rapid development of global technology and economy, while the indus-
trialization of information, the problem of ecological environmental pollution
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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has also become prominent [14], and marine pollution bears the brunt. Among
them, the treatment of marine garbage is the basis for the treatment of marine
pollution, and it is also a topic of common concern in the international com-
munity [7,9,13]. Compared with land-based garbage, marine garbage has a high
cleaning cost, high activity, and a variety of pollution sources. If the land-based
garbage cleaning strategy is imitated to treat marine garbage [6], the efficiency
is low and the effect is not obvious. The key to efficient management of marine
garbage is accurate positioning and rapid action, so we need to locate garbage
through scientific means, speed up the process of garbage cleanup, and reduce
the cost of garbage cleanup activities [3,11]. In the system implemented in this
paper, we use drones to accurately locate the location of marine garbage [4,5],
record the characteristics of garbage through pictures or videos [12], and effi-
ciently display the distribution of garbage through WebGIS [8,15], and make
decisions through flexible strategies, you can choose the most cost-effective and
effective cleaning method according to the characteristics of garbage in advance
[2]. At the same time, the system rationally controls and promotes the entire
waste management process through scientific and efficient work processes, and
effectively integrates operators with different responsibilities in each link, so that
the work progress and information are quickly diffused. And through the garbage
information collected to understand and analyze the law of garbage distribution
in the sea, speed up the speed of marine pollution control.

2 Related Work

Many countries in the world have implemented garbage classification [1] and
recycling very early, and their garbage classification policies have been relatively
complete [6]. From the experience provided by these countries, we can sum up
several points: First, the economic value of waste sorting and recycling is far
greater than the value of simply incineration of waste; secondly, if there is a
good waste sorting incentive policy, it can be effectively improve the efficiency of
garbage classification; third, the garbage classification system is clear and clear.
By doing sufficient work in garbage classification, to ensure that the final value
of garbage is also utilized [15].

China’s research on garbage classification is mainly based on residents’ inde-
pendent classification. Many community property systems can identify garbage,
but these identifications are generated when there is trash bin positioning. The
emergence of many smart trash cans has indeed improved our view on garbage
classification [4,10]. However, to deal with the garbage in the sea, it is of no
value to place multiple trash cans on the sea surface. Because the garbage in the
sea is generated with ocean currents, it appears from time to time.

In the classification of garbage, some areas need to be improved. In terms
of the accuracy of data acquisition [13], to reduce costs and increase profits,
some companies will choose some outsourcing companies to perform garbage
labeling tasks for a large number of sea area pictures. These data processed by
outsourcing companies will inevitably have a series of accuracy problems. The
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problems are all that we need to pay attention to [7]. It is essential to ensure
the ease of use of software products so that users of any education level can get
started after simple learning and training [9].

3 MGDP: Intelligent Detection Platform for Marine
Garbage Based on Intelligent Internet of Things

This chapter will introduce in detail the design of our proposed marine garbage
intelligent detection platform based on the intelligent Internet of Things. First,
give a general introduction to the architecture of the entire system, and then
introduce the design of each functional module in the system in detail.

3.1 System Overall Architecture Design

Fig. 1. MGDP system overall architecture diagram.

The whole system adopts B/S architecture, and the main display form is Web
page program.

The B/S architecture is composed of a browser and a server. The browser is
responsible for data display and user interaction as the front-end, and the server
is responsible for logic processing and data persistent storage as the back-end.
As long as the developed system is deployed on the server, the user does not
need any additional programs and only needs to use the developed product in



Architecture Design of MGDP 681

the browser. The program developed in this way has lower cost and is more
user-friendly, which makes the B/S architecture system more popular.

The back-end of the garbage detection platform(MGDP) adopts the Spring-
Boot framework, and the software architecture diagram is shown in Fig. 1. The
whole platform(MGDP) includes three layers: the presentation layer, business
layer, and persistence layer. The main functions of each layer are as follows:

Presentation layer: The presentation layer is mainly the page displayed to
the user, including requirements for the interactive response, data display, and
complete functions. The issues that need to be considered when implementing a
presentation layer page generally include: how to display data, how to use page
logic to represent the data processing process, and how to display a beautiful
interface when the browser opens the website.

Service layer: The business layer is mainly responsible for the realization of
business logic and data processing. All data that needs to be displayed in the
presentation layer needs to be obtained by the business layer from the persistence
layer, processed in the business layer and passed to the presentation layer. The
data passed by the user to the business layer through the presentation layer also
needs to be logically processed and then passed to the lower persistence layer
for storage.

Persistence layer: The persistence layer is mainly responsible for the persis-
tent storage of the entire system data and directly interacts with the database.

3.2 Modular Design

There are three types of users in the MGDP system. The administrator’s respon-
sibility is to assign tasks and create users. Ordinary users (garbage cleaners and
drone pilots) are mainly actual workers, and the responsibility of the leader is
to check the progress of the work. Among them, only user management is a
functional module unique to the role of administrator, while the role of leader
can only be viewed in the visual map module in the MGDP system.

1) The main functions of the administrator module are as follows:
(1) The management of general user information mainly includes basic func-

tions such as modifying basic user information;
(2) Data upload. The uploaded data types include pictures but are not limited

to pictures;
(3) Data download. The data that can be downloaded include records of

garbage found in any area within the monitoring range of the platform,
where the attributes of the records include time, location, etc.;

(4) Upload of garbage cleaning data. The main functions include uploading
garbage cleanup records and garbage classification data to the platform;

(5) Smart labeling. Intelligently label the garbage existing in the sea area
pictures uploaded to the platform;

(6) Check the map;
(7) Assign tasks and news announcements. The main functions include

assigning tasks to users, sending message notifications to designated users,
etc.;
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2) The main functions of the common user module are as follows:
(1) The management of general user information mainly includes basic func-

tions such as modifying basic user information;
(2) View task and message notifications. Ordinary users in the platform can

view the specific tasks assigned to them by the platform administrator
and the message notifications sent by the platform;

(3) Upload of garbage cleaning data. The main functions include uploading
garbage cleanup records and garbage classification data to the platform;

(4) Smart labeling. Intelligently label the garbage existing in the sea area
pictures uploaded to the platform;

(5) Check the map;
3) The main functions of leadership are as follows:

(1) Check the map;
(2) View the work process. Users with leadership roles in the platform have

the right to view the work progress of all ordinary users in the platform;
(3) Post task reminders. Users with leadership roles in the platform can send

reminder messages to user administrators in the platform, prompting
them to allocate the backlog of tasks in the platform;

4 Experiments

In this chapter, we will explain in detail the deployment and testing of MGDP.

4.1 Experimental Environment

In order to test the capabilities of MGDP, we built a complete experimental
system. The specific configuration of the test environment is as follows: Windows
10 operating system (64-bit), Chrome browser Version 1.32.115 (64 bit), IntelliJ
IDEA 2019.2.4× 64, MySQL Database, Visual Studio Code.

The back-end of the MGDP system uses the SpringBoot framework, the
front-end uses the Vue-CLI scaffolding, and the ant-design framework is used for
the beautiful interface design. After completing the front-end Vue-CLI scaffold-
ing installation and some simple configurations, you can directly use the npm
run serve command to run the developed project. It should be noted that the
simple configuration mentioned above refers to the need to install some third-
party dependent components for the operation of the platform, such as OSS,
ant-design framework, map framework, etc. In terms of the implementation of
the persistence layer of this platform, we have added the MyBatis persistence
layer framework to the back-end framework SpringBoot used. MyBatis is a Java-
based persistence layer framework that provides convenient database operation
interfaces including SQL Maps and Data Access Objects (DAOs). The MyBatis
framework reads the database-related configuration set by the developer from
the application. Properties or application.yaml file, and performs database link
creation and data interaction.
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4.2 Experimental Results

User Login Module. The user login interface is shown in Fig. 2.

Fig. 2. User login interface.

The user login process is roughly divided into the following simple steps: First,
the user needs to enter the user name and password on the login page and
click the login button; then, the browser sends a request to the server, and the
server will first determine whether the account password is correct; If there is an
error that the account password does not correspond to, the server will return
a prompt of the wrong password to the browser; When the server confirms that
the account password entered by the user is correct by checking the account
password stored in the persistence layer, it returns a login success prompt to the
browser and returns a unique token string at the same time; The browser can
store the token information returned by the server in the local cache, and all
subsequent requests initiated carry the token string stored in the local cache.

The system user management interface is shown in Fig. 3.

User Uploads Drone Shooting Data Module. In the file upload interface
(as shown in Fig. 4), users can choose to upload pictures, upload videos, or
upload picture folders. When the user drags the file or folder to be uploaded to
the specified location according to the requirements or selects the file or folder
to be uploaded by clicking and selecting in the specified area, the platform will
have a detailed prompt of the file upload progress and whether the upload is
successful.

The user upload list interface is shown in Fig. 5.
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Fig. 3. System user management interface.

Fig. 4. Device management interface diagram.

Fig. 5. User upload list interface.
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User Picture Annotation Module. In the manual verification interface, users
can annotate the uploaded pictures. You can choose to annotate the original icon
or continue to annotate the original and annotated pictures. After the annotation
is successful, you can submit or cancel the annotation.

The user picture annotation interface is shown in Fig. 6. On the left side of
the image annotation work area, users can annotate the uploaded images to be
annotated, explicitly annotate the garbage area in the image, and at the same
time modify and improve the annotated images. On the right side of the picture
labeling work area, users can make macro statistics on the distribution of the
trash that has been marked in the current system.

Fig. 6. User picture annotation interface.

User Map Display. Users can view the map pictures and videos previously
uploaded to the platform on the bird’s-eye view of Dongjiang or Wisdom Seeking
Bay interface. At the same time, users can see on the map the distribution of
the uploaded pictures in the geographic location where they were taken and the
route taken by the video photographer in the uploaded video.

The specific user map display interface is shown in Fig. 7. Among them, the
red dot indicates that there are photos taken here on the platform, and the blue
line indicates the geographic location of the video shooter. Through the patrol
track drawn on the map based on the pictures or videos uploaded by the user,
the manager can efficiently summarize the situation of the entire supervision
area through the system.
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Fig. 7. Map display interface.

5 Conclusions

The MGDP platform uses drones to take pictures or videos of marine garbage
characteristics, accurately locate the garbage location, and analyze the nature
of the garbage in detail, so that decisions can be made in advance and the most
appropriate cleaning plan can be selected, which improves cleaning efficiency
and reduces cleaning costs. In addition, the MGDP platform uses a scientific and
reliable workflow system to approve and advance the sea area garbage cleanup
process, and at the same time efficiently diffuse the work progress and infor-
mation obtained by different working link staff, thereby ensuring the efficient
advancement of the sea area garbage cleanup process. The MGDP platform uses
UAV-based Internet of Things technology to combine sea area garbage monitor-
ing with image labeling, geographic information systems and other technologies,
and integrates management perspectives to effectively improve the work effi-
ciency of sea area garbage monitoring and garbage cleaning and recycling. The
system has effectively improved the marine debris cleanup process, but still has
the following problems:

(1) The method of obtaining marine garbage on the MGDP platform is mainly
through drones and manual positioning. Due to the priority and high cost
(maintenance, repair, marine failure rate) of drones, the garbage involved
can only be distributed in the coastal waters. Moreover, the breadth of the
coastline coverage is also proportional to the scale of system usage, and the
cost will also rise sharply as the scale expands. Therefore, a technical method
that compromises cost and efficiency is needed to locate garbage;

(2) Due to natural factors such as tides, sea breeze, extreme weather, and ocean
currents at sea, marine garbage will not stand still for a long time. Therefore,
if the interval from the positioning display to the cleaning action is too
long, the cleaning effect will be affected, and the cleaning scale will also
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be affected. Therefore, it is necessary to simulate the movement of garbage
on the sea through weather information (wind direction, wind speed) and
ocean currents, and other information models, to find the accumulation and
temporal rules of garbage, and to improve the cleaning efficiency.
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Abstract. In recent years, the attack methods of black industry are changing day
by day, among which “hidden hyperlink” is a more serious problem, because
itself is not much different from ordinary hyperlinks, so the hidden hyperlink in
the program is more hidden and difficult to detect. This thesis is mainly concerned
with the field of network security, and aims to provide a technique for detect-
ing hidden hyperlinks based on IP addresses. The technique firstly identifies the
domain name that needs to be judged, then scans the domain name information
of all the links under the website, converts the domain name information into the
corresponding IP address, then hands over the IP address information to a third-
party threat intelligence agency and the existing malicious IP address database for
comparison, and at the same time combines the manual review to identify it as a
hidden hyperlink with the title and keywords as the main detection target, and to
The data identified as hidden hyperlinks will be extracted and the relevant features
will be machine learned, and the data set will be continuously grown to improve
the accuracy of machine learning, thus forming a system for automatic detection
of hidden hyperlinks in real-world operations.

Keywords: Hidden hyperlink · Detection method · Path splicing · Network
crawler · Beautiful soup · Gethostbynam

1 Introduction

“Hidden hyperlink”, as the name suggests, are hyperlinks that are invisible or easily
ignored on a web page. Although these hyperlinks are “invisible” on the web page, they
can still be seen in the source code of the web page. However, what is not visible on the
page is often not noticed, so the hidden hyperlinks can even “co-exist and develop” with
the website in the long run. Hidden hyperlinks in the website are much hidden and not
easily detected by search engines in a short period of time.

In order to make profits, hackers often sell the “hidden hyperlink” of some websites
to illegal websites such as “Mark Six” and “cell phone bugging”, which are then used to
expand their popularity and carry out illegal activities [1]. According to the Changjiang
Daily, the statistics of some Chinese government websites “hidden hyperlink attacks”
made by Shen Yang, a doctoral supervisor of Wuhan University’s School of Information
Management, show that, as shown in Fig. 1, of the more than 30million government web
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pages in China, as many as 10.22% were “hidden hyperlinked” by malicious websites;
among them, the most pages with fraudulent information, pornography and gambling
information were 3.08 million, accounting for 10.13%.

Fig. 1. Distribution of the most influential hidden hyperlink types in government websites.

Hidden hyperlinks mainly use CSS, JS, DIV + JS and other advanced techniques
to control the way links are hidden [2]. If a website has hidden hyperlinks, it means
that the website has probably been successfully hacked and risks such as leakage of
registered user information of the website have occurred. Recently there is a new change
in the technique of adding hidden hyperlinks [3]. The attacker no longer simply adds
hidden links in the web pages, but directly adds the content that he needs to index and
optimize in the web pages, and then identifies the type of browser that accesses the
request through a script program placed on the web server, if it is found to be a search
engine crawler to access the web pages, then the problematic content is displayed, and
vice versa. This new way makes it almost impossible for the user to actively find the
abnormality in the web page, even if the web page source code on the browser will
not find any abnormality, unless going to the server to analyze the source code of the
web page line by line. However, hidden hyperlinks are essentially hyperlinks, which
essentially do not pose a substantial threat to users, and security software naturally does
not detect hidden hyperlinks, let alone intercept or prompt them.
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2 IP Address-Based Hidden Hyperlink Detection

According to the current status of hidden hyperlink detection technology, and the current
detectionmethods for hidden hyperlinks can be divided into two kinds: manual detection
and automatic detection by tools [4, 5]. For manual detection, generally through the
webmaster often check the source code of web pages at all levels in the website to see
whether hidden hyperlinks are inserted, or click to visit all the links in the web pages one
by one, if unknown links are found, the web pages are judged to be likely to be inserted
with hidden hyperlinks, but the manual detection is time-consuming, labor-intensive
and easy to cause misjudgment. In this paper, we mainly crawl web page keywords and
titles by IP address as the main entry point, and use web crawlers and multi-threading
technology to obtain IP addresses and domain names. The flow of the implementation
of the IP address-based hidden hyperlink detection method is shown in the Fig. 2.

Fig. 2. Flow of IP address based hidden hyperlink detection method implementation.

2.1 Extracting All Domain Links in the Web Page to Be Detected

Open the web page to be detected, and determine the domain names to be scanned and
detected by obtaining the web page structure. The web structure is the layout of the
web content, and the creation of the web structure is essentially the planning of the
layout of the web content. It is one of the important aspects of web page optimization,
which affects the overall structure of the website and the number of pages included, as
well as the user experience and relevance. “HTML” refers to the standard language for
describing web pages. It mainly consists of six elements, such as Fig. 3 is the layout of
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HTML5: header element is the page title, header; nav element is the page navigation
link part; article element is an article, it is a piece of the page and the context of the
independent content; section element is the section of the article; aside element is the
sidebar, is with the content of the page The aside element is the sidebar, which is auxiliary
information related to the content of the page; the footer element is the bottom, footer
of the page [6].

Fig. 3. HTML5 layout diagram.

The current methods of hiding hidden hyperlinks are mainly HTML hidden hyper-
links and JS introduced hidden hyperlinks. Html hidden mainly uses CSS and JS to
control how the links are hidden, usually by changing the position attribute to a negative
number so that the links cannot be displayed in the visible page; using the marquee
attribute to make the links flash quickly so that viewing the page will not be affected;
hide hidden hyperlinks using methods such as display: none and visibility: hidden to
hide the content in the area; using JS introduction type is mainly through modifying
the title of the website and introducing external JavaScript code to implant the hidden
hyperlink into the web page, usually by converting the characters through String. Write
method to write the hidden hyperlink into the current page; call document.write method
inWindows object to introduce the external JS code into the page; use the characteristics
of html to change the src in <script> tag to introduce the hidden hyperlink by using
decimal Unicode encoding.
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Then the crawler gets all the information of the web page and crawls the domain
name that needs to be scanned and probed [7]. Figure 4 shows the general workflowof the
crawler. Crawler means crawling the data in the web page. First, the web address (URL)
of the content is crawled and the source code of the web page is opened. Generally,
you can establish a link with the URL through the requests library to get all the html
information; then through BeautifulSoup or Xpath, parse the html information obtained
through the request function, and go through the attributes and names of the location
tags to get the required information; finally, choose to print or download the required
information to the local area [8].

Fig. 4. Workflow of the crawler crawling for relevant information.

Get all the website links under the domain name of the target page, and get the
domain name of the website to which the link points from the request information [9].
After crawling all the information, find all the website links and add two protocols to
the links respectively to access the web page. These two protocols are http and https.
Protocols are designed to enable information interaction between computers consisting
of different computers and different operating systems. Http protocol is a request and
response based, stateless, application layer protocol where information is transmitted in
clear text and most protocols are free so there are certain security issues while being
widely used; https protocol is a secure SSL encrypted transmission protocol, compared
to the http protocol is more secure, mainly to provide authentication to the web server,
while protecting the privacy and integrity of the data exchanged. When using https
protocol to access the link, if the decryption is not successful, the web link may have
been tampered with and an abnormal interface will appear on the display; conversely,
the access link is normal.
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2.2 Extract IP Address Information According to Domain Name

Judgment to ObtainWhether theWebsite URL Structure is Complete and Extract
IP address. A complete website URL has five parts: username, password, host, port
and path. Because the http protocol is transmitted in clear text when accessing, it is easy
for data to be listened to and stolen during transmission, so the https protocol, which
uses symmetric and asymmetric encryption to transmit data, is introduced to ensure the
security of network communication, so in this paper, we need to try to use a different
protocol to access the domain name of the website. When trying to access, we first use
the http protocol to request and try to read the server data, as shown in Fig. 5, when using
the http protocol to access, we need to enter the URL in the browser first, and let the
browser request DNS to resolve the URL into an IP address and return it to the browser.
Then the browser establishes a TCP connection with the server and sends the request
document GET/index.html to the server. The server returns a status code and a response
message to the client after receiving the request. If the value of the returned status code
is 200, it means that the client’s request is successful and can be accessed using the http
protocol. The obtained website home page (index.html) will be sent to the browser and
release the TCP connection [10].

Fig. 5. Judgment diagram of accessing URL with http protocol.
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If the http protocol access is not successful, then the https protocol is used again.
Https protocol access process is roughly two steps, the first step is the https protocol
handshake, and the second step is the information transmission. The former is mainly
using asymmetric encryption to obtain the public and private keys and the key for data
transmission to establish a data channel for the https protocol. The latter mainly uses
symmetric encryption for file encryption transmission [11]. If both are unsuccessful, it
means that the server rejects the link or other errors.

Get IPGeographicAddressAccording toQqwryLibrary. Qqwry.dat is the file name
of Pure IP address database. Pure IP is a database collected, submitted and aggregated
by private people spontaneously, which includes a large amount of IP data at home and
abroad, and can be regarded as the most authoritative, most accurate address and most
IP record IP address database on the current network. Compared with some commercial
paid databases, some of the records in the Pure IP database are even more accurate than
them, so this paper chooses to query the IP’s place of belonging through the Pure IP
database and perform the conversion from IP address to geographical area [12].

Qqwry.dat file is structurally divided into 3 blocks: file header, record area, and index
area. Generally when we want to find IP, we first look for the record offset in the index
area, and then go to the record area to read out the information. Since the records in the
record area are of indefinite length, it is impossible to search in the record area directly.
Because the number of records is relatively large, if we traverse the index area will also
be a bit slow, in general, we can use the dichotomous lookup method to search the index
area, which is orders of magnitude faster than traversing the index area.

Preliminary Judgment Based on IP Geographic Address Information. Firstly, we
judge the source of IP information and analyze its information: judge the IP address, and
if it is a domestic IP, the relevant links within the website are crawled. Then initialize the
IP address query related data, set the warning level: 1) crawl the seed website, extract
the title, keywords and other domains contained in the website [13]; 2) detect whether
each domain name in the website is an abnormal link, extract the main domain name,
protocol and IP address of the URL; 3) further in-depth query the IP address belongs to
determine whether it is outside the country, if it is, crawl the URL to extract the website
decoding, title and keywords, and vice versa, exit the cycle and save the information.
Finally, the preliminary judgment process is as shown in Fig. 6.
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Fig. 6. Preliminary judgment based on ip geographic address information.

2.3 Get the Title and Keywords According to the Domain Name Link and Build
a Keyword Database

Crawl the Web Page Information of Domain Links According to the Initial Judg-
ment of Suspicious Domain Links. In this paper, we mainly use regular expressions
to crawl web page information. First, we analyze the source code of the web page to get
the contents between the tags that appear in pairs, including but not limited to: <td>
tag area, <ul> tag area, <tr> tag area and <div> tag area, etc. Then get the links
between the hyperlinks <a href =.></a> between the link text content and the url
present in the link, after crawling the url link from the inherent web page, then proceed
to the next step of circular crawling or url crawling. The final crawl is usually located
in <html><head><title>, which describes the title and keyword information of the
page [14].

The format of the crawled data here must be different from the data in the web page,
so we also need to parse the data for regularization, get the required data format and
save the data.

Extract Domain Titles, Keywords and Other Key Features Based on the Crawled
Web Page Information. After crawling the required web page data, the next step is to
start analyzing the obtained data, extracting the titles and keywords from the websites,
and judgingwhether they are gambling, pornography and other types ofwords bymanual
judgment. Then, based on themanual judgment, a keyword database is constructed, after
which the keywords in the obtained web pages can be matched with the keywords in
the thesaurus to determine whether the suspicious domain name is a hidden hyperlink
address.
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2.4 Extracting Relevant Features of Malicious Domain Names for Machine
Learning

According to the address that has been identified as a hidden hyperlink, other features
such as information, title and keywords in the hidden hyperlink web page are extracted
to carry out machine learning and construct a model. Machine learning is a method of
receiving a large amount of data, analyzing it automatically, deriving some kind ofmodel
and using the model to analyze and predict the unknown data [15]. As shown in Fig. 7,
machine learning is similar to human thinking about inductive experience, but machine
learning can take into account more complex situations. In general, the more data there
is, the more accurate the final model constructed will be in predicting the unknown data.

Fig. 7. Comparison of machine learning and human induction.

This paper investigates a statistical machine learning based approach to text classifi-
cation for hidden hyperlink detection, “training” and constructing a model. The method
is based on the unsupervised learning algorithm of clustering, which is used to extract
and learn other features such as titles and keywords fromweb pages, and to analyze their
intrinsic patterns [16]. The K-means algorithm is used for clustering. First, a web feature
is selected as the centroid of the first cluster; then another web feature with a significant
difference from the first centroid is identified as the second centroid, and so on for the
remaining features; the distance from each data point to the centroid is calculated, and
the data point is placed in that category if it is close to the centroid, and so on. The above
steps are repeated to calculate the centre of each cluster, and if the centre converges, the
result is output [17]. The algorithm is fast, does not rely on order, and has good clustering
results. The algorithm training data is used to infer the labels and build the model. The
links that have been made hidden are then judged, and even links without features such
as titles and keywords can be predicted by the model built by machine learning, which
identifies them as the address of the hidden hyperlink and informs the relevant units.
The data captured is shown below in Fig. 8.
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3 Model Implementation

Fig. 8. Technical validation based on IP address hidden hyperlink detection.

4 Conclusions

In this paper, we explain the reasons for the occurrence of hidden hyperlinks in network
security threats and the harm they cause to network security from the principle, and
systematically propose a solution for hidden hyperlinks from manual identification,
feature library construction, and construction system software, and combine themethods
of third-party threat intelligence analysis and machine learning to build an identification
model for hidden hyperlinks, and on this basis, we extract data from first-line websites
to find out the relevant attributes of hidden hyperlinks in order to continuously enhance
the identification rate and accuracy of the model. Based on this, we extract data from
first-line websites to find out the relevant attributes of the hidden hyperlink addresses,
so as to continuously enhance the recognition rate and accuracy rate of the model,
and help webmasters automate the hidden hyperlink checking in websites through the
combination of different methods. For solving the problem of hidden hyperlinks in
websites, it has high guiding significance. The next step will be to improve the efficiency
of this algorithm and its reliability and low storage rate on this basis, which can reduce
the redundant data and make this algorithm be used reasonably in practical applications.
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Abstract. In the network slicing environment, in order to solve the problem of
low reliability of virtual network resources, this paper proposes a high-reliability
mapping algorithm based on network topology characteristics. This algorithm is a
heuristic resource allocation algorithm that simultaneously allocates the underly-
ing nodes and the underlying links. The algorithm includes three steps: reliability
attribute analysis of underlying network resources, reliability attribute analysis of
virtual network resources, and resource allocation for virtual network requests. In
order to analyze the reliability attributes of the underlying network resources, this
paper calculates the weights and reliability values of the attributes of the under-
lying nodes and links based on the reliability attribute values of the underlying
nodes and links. In the performance analysis link, the algorithm in this paper is
compared with the traditional algorithm. From the two dimensions of the impact
of the underlying network size on the algorithm performance and the impact of
the underlying node failure rate on the algorithm performance, it is verified that
the algorithm in this paper improves the reliability of the virtual network.

Keywords: Network slicing · Resource allocation · Reliability · Network
topology

1 Introduction

As 5G network technology matures and application scenarios increase, more and more
power services are carried in the 5G network environment. The high bandwidth and low
latency of 5G networks have led to a rapid increase in the scope and scale of power com-
munication networks built by power companies. In order to reduce the huge investment
caused by the rapid construction of power communication network resources, network
slicing technology has become a key technology for power companies to build com-
munication networks [1, 2]. In the network slicing environment, the traditional physical
network is divided into the underlying network and the virtual network. The underlying
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network provider is responsible for building the underlying network resources, includ-
ing the underlying network nodes and underlying network links. The virtual network
provider is responsible for creating a virtual network to carry specific power services.
The virtual network includes virtual nodes and virtual links. The resources of the virtual
node are allocated by the underlying node. The resources of the virtual link are allocated
by the underlying link. From the network characteristics after network slicing, it is an
important research content to effectively allocate the underlying network resources to
the virtual network [3–6]. Therefore, how to improve the utilization of the underlying
network resources while meeting the demand for more virtual network resources is an
urgent problem to be solved [7].

In order to improve the utilization rate of the underlying network resources, literature
[8] proposed a heuristic resource allocation algorithm based on node attribute character-
istics, which improved the utilization rate of the underlying network resources. Literature
[9] uses a node attribute feature analysis mechanism to propose a multi-attribute sorting
resource allocation algorithm, which improves the resource utilization of the underly-
ing network. In order to solve the problem of low security of the underlying network
resources in a multi-domain environment, literature [10] based on cryptography tech-
nology proposed a multi-role encryption mechanism to realize the safe allocation of
resources in a multi-domain environment. In order to solve the problem of high link
resource allocation failure rate, literature [11] proposed a resource allocation algorithm
based on link resource attribute characteristics, which effectively improved the perfor-
mance of the virtual network resource allocation algorithm. Literature [12] uses integer
programming theory to improve the utilization of underlying network resources. Litera-
ture [13] uses convolutional neural network technology to solve the optimal solution of
resource allocation, which improves the success rate of resource allocation. Literature
[14] uses genetic algorithm to improve the adaptive ability of the algorithm. Literature
[15, 16] uses neural network theory to improve the success rate of resource allocation
algorithms.

Through the analysis of the existing research, it can be known that the existing
research adopts heuristic algorithm, artificial intelligence algorithm and other technolo-
gies, which effectively improves the utilization rate of the underlying network resources.
However, as the types and numbers of power companies’ businesses increase, virtual
networks have increasingly higher requirements for the reliability of underlying network
resources. To solve this problem, this paper aims to improve the reliability of virtual net-
works, and proposes a high-reliability mapping algorithm based on network topology
characteristics in a network slicing environment.

2 Problem Description

In the network slicing environment, the network topology includes the underlying net-
work and the virtual network. In terms of the underlying network, useG(N ,E) to repre-
sent the underlying network. Use ni ∈ N to represent the underlying node, and eij ∈ E
to represent the underlying link. In terms of virtual networks, Gv(Nv,Ev) is used to
represent a virtual network, nvi ∈ Nv is used to represent a virtual node, and evij ∈ Ev is
used to represent a virtual link with virtual node nvi ∈ Nv and virtual node nvj ∈ Nv as
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the start and end nodes. In terms of resource allocation, the bottom-layer node allocates
computing resources for the virtual node, and the bottom-layer link allocates bandwidth
resources for the virtual link. In terms of node resource allocation, use C(ni) to repre-
sent the computing resources of the underlying node ni ∈ N . Use Cre(nvi ) to represent
the computing resources requested by virtual node nvi ∈ Nv. Use B(eij) to represent
the bandwidth resource of the underlying link eij ∈ E. Use Bre(evij) to represent the
bandwidth resource requested by virtual link evij ∈ Ev.

The twobottomnodes that allocate resources to the virtual link start nodenvi ∈ Nv and
end node nvj ∈ Nv belong to any two bottom nodes that meet their resource requirements.
When two bottom-level nodes are not connected by a directly connected bottom-level
link, a bottom-level path needs to be allocated for this virtual link, and the start and
end bottom-level nodes of the bottom-level path are the bottom-level nodes mapped
by the start and end virtual nodes of the virtual link. The path length is the bottom
path of the shortest path. For ease of description, the process of allocating resources
from the underlying link to the virtual link is denoted as evij → p(evij). Among them,
p(evij) represents the bottom-level path allocating resources for the virtual link, and p(evij)
includes multiple bottom-level links eij ∈ p(evij) that are connected end to end.

3 Reliability Attributes of Resources

In order to meet customers’ requirements for the reliability of virtual networks, it is
necessary to allocate appropriate underlying network resources for them based on the
reliability characteristics of the underlying network and virtual network. This paper
analyzes the reliability of the underlying network and virtual network based on the
network topology characteristics.

3.1 Node Reliability

According to the experience of network operation and maintenance, the factors related
to the reliability of network nodes mainly include the degree of the node, the centrality
of the node, the replacement of the node, the number of node failures, the resource
availability rate of the node, and the number of available resources of the node. They
are described separately below. Because the virtual node does not have some attributes
of the bottom node, the following takes the bottom node as an example for description.

The degree of a node refers to the number of edges directly connected to the current
node. When the degree of the node is large, any directly connected edge fails, and the
other edges can quickly replace the failed link, thereby improving the reliability of the
virtual network.UseDegni to represent the degree of network node ni ∈ N . The centrality
of a node refers to the distance from the current node to other nodes in the network. The
greater the centrality of the node, the smaller the distance between the current node and
other nodes in the network. When the bottom node allocates resources to the virtual
node, the bottom node with large node centrality can quickly find the shortest path,
thereby saving the resources of the bottom link. Use Corni to represent the centrality
of the underlying node ni. Use formula (1) to calculate. hopni,nj represents the distance
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from the bottom node ni to the bottom node nj. This article uses the end-to-end hop
count for calculation.

Corni = 1
∑

nj∈N hopni,nj
(1)

The substitutability of a node refers to the ability of a bottom node to be replaced
by another bottom node after a failure occurs. When the replaceability of the node is
greater, the current bottom node is easier to be replaced by other nodes. Therefore,
nodes with large node substitutability have higher reliability. Use F(nsi ) to represent the
substitutability of the underlying node nsi , and use formula (2) for calculation.

F(nsi ) = 1
∑

nsia,n
s
ib∈r(nsi ) (1 − R(nsia, n

s
ib))

(2)

Among them, R(nsia, n
s
ib) represents the relationship between the bottom-level node

nsia and the bottom-level node nsib. Use formula (3) to calculate. r(nsi ) represents a collec-
tion of bottom-level nodes directly connected to bottom-level node nsi in the bottom-level
network. It can be seen from formula (3) that the closer the relationship between the
underlying node nsia and the underlying node nsib, the larger the value of R(nsia, n

s
ib). At

this time, the more common neighbor nodes of the underlying node nsia and the underly-
ing node nsib, the greater the probability that these two nodes can be substituted for each
other. Therefore, the greater the substitutability of the underlying node nsi calculated by
formula (2), the greater the reliability of the current node. The larger the value of F(nsi )
of the bottom node nsi , the easier it is for the bottom node nsi to find a backup node.

R(nsi , n
s
j ) = |r(nsi ) ∩ r(nsj )|

|r(nsi ) ∪ r(nsj )|
(3)

In terms of the number of historical failures, because the greater the number of
historical failures, the greater the number of failures of the current node. Therefore, it
is necessary to select the bottom node with a smaller number of historical failures to
allocate resources to the virtual node. Use FNni to represent the reciprocal of the number
of failures of the underlying node ni in a recent period of time. The larger the value,
the fewer the number of failures of the current node, and the higher the reliability of
the current node. The availability rate of the resources of the underlying nodes refers to
the proportion of the remaining available resources of the underlying nodes in the total
resources.

Because the higher the resource utilization, the worse the performance of the under-
lying node. Therefore, the higher the availability of the underlying node resources allo-
cated to the virtual node, the higher the reliability of the current underlying node, and the
higher the reliability of the virtual node that obtains the resource. Use RUni to represent
the resource availability rate of the underlying node ni.

3.2 Link Reliability

According to network operation and maintenance experience, in order to achieve the
goal of the virtual network resource allocation algorithm, this article focuses on the
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centrality of the link, the number of historical failures of the link, the availability of link
resources, and the amount of link resources. The historical link failure times and link
resource availability are similar to node attributes, and no detailed description will be
given here. The number of historical failures of the link is represented by FNei , and the
availability of link resources is represented by RUei .

The amount of link resources refers to the sum of the amount of available bandwidth
of the current link and the amount of computing resources possessed by the two end
points of the link. The greater the amount of link resources, it indicates that the current
link resources can allocate resources for more virtual links. Use totReei to indicate
the amount of link resources. The centrality of the link refers to the connectivity of
link resources in the network. The stronger the connectivity of the link, the greater the
possibility that the link will be connected to other links in the network. When the link
connectivity is strong, resources can be allocated to more virtual links, which effectively
avoids the problem of link resource allocation failure due to lack of link resources.

Using CorLinkensi nsj
to represent the centrality of the underlying link eij ∈ E, the

centrality CorLinkensi nsj
of the underlying link eij ∈ E can be analyzed by analyzing the

characteristics of the two underlying nodes nsi and nsj of the underlying link eij ∈ E.
The calculation method is shown in formula (4). Cornsi represents the centrality of the
underlying node nsi . NGnsi n

s
j

= |r(nsi ) ∩ r(nsj )| represents the same neighbor set of the
bottom node nsi and the bottom node nsj . r(n

s
i ) represents the set of all nodes connected

to the underlying node nsi . Through the analysis of formula (5), it can be known that
the two end points of the underlying link eij ∈ E are in the center of the network, and
the two end points have more nodes connected in common, at this time the network has
strong centrality.

CorLinkensi nsj
= NGnsi n

s
j
+ (Cornsi + Cornsj ) (4)

3.3 Multi-attribute Weight Calculation

Through the analysis of node reliability and link reliability, it can be seen that there are
many reliability factors of the node and link. In order to make full use of the relevant
attributes of the network topology and improve the reliability of resource allocation, it
is necessary to adopt a strategy of unifying the attribute dimensions and calculating the
attribute weights. In terms of the unification of the attribute dimension, the min-max
method is used to normalize the attribute value. In terms of attribute weight calculation,
the analytic hierarchy process is used to calculate the weight. When using the analytic
hierarchy process to calculate the weights, it is necessary to compare the importance
of attributes in pairs. Considering that the goal of resource allocation in this paper is
to ensure the reliability of virtual network services, the importance of the reliability
attributes of the underlying nodes are in order of the number of historical failures,
the degree of the node, the centrality of the node, the amount of resources, and the
substitutability of the node. The importance of the reliability attribute of the underlying
link is in order of the number of historical failures of the link, the centrality of the link,
the amount of resources, and the availability rate. When virtual network resources are
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allocated, the method to improve the reliability of virtual network resources is to ensure
that each virtual node and virtual link obtains a highly reliable underlying resource.
Therefore, the importance of the reliability attribute of the virtual node is in order of
the degree of the node, the centrality of the node, the amount of resources, and the
substitutability of the node. According to the importance relationship between the node
and link attributes, formula (5) is used to solve the attribute importancematrixW.Among
them, i and j represent two attributes of network resources.

W = (wij) =
⎧
⎨

⎩

1, i is more important than j
0.5, i and j are equally important
0, j is more important than i

(5)

Based on the value of W, formula (6) can be used to obtain the weighting factor rela-
tionship matrix of the attribute. m represents the number of network resource attributes,
n represents the number of network resources. yij = yi−yj

2n + 0.5.yi = ∑m
j=1 wij.

Y = (yij)n×m =
⎡

⎣
y11 ... y1m
... ... ...

yn1 ... ynm

⎤

⎦ (6)

According to the analytic hierarchy process, the calculation method of the weight
factor of attribute k is shown in formula (7).

ηk =
∑m

j=1 ykj
∑m

i=1
∑m

j=1 yij
(7)

4 Mapping Algorithm

In order to improve the reliability of virtual network resources, the high-reliability map-
ping algorithm based on network topology characteristics (HRMAoNTC) proposed in
this paper is a heuristic resource allocation algorithm that simultaneously allocates the
underlying nodes and the underlying links. The algorithm includes three steps: relia-
bility attribute analysis of underlying network resources, reliability attribute analysis
of virtual network resources, and resource allocation for virtual network requests. In
step 1, the main task is to analyze the reliability attributes of the underlying network
resources. According to the reliability attribute value of the bottom node and the bottom
link, calculate the weight and reliability value of each attribute of the bottom node and
the bottom link, and arrange them in descending order. In step 2, the reliability attributes
of virtual network resources are analyzed. According to the reliability attribute value of
the virtual node, calculate the weight and reliability value of each attribute of the virtual
node, and arrange them in descending order. In step 3, resource allocation is performed
one by one for the virtual networks in the virtual network request set.
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5 Performance Analysis

In order to analyze the performance of the HRMAONTC algorithm in this paper, the GT-
ITM tool [17] is used to generate the network topology environment in the experimental
link. The network topology includes the underlying network topology and the virtual
network topology. The number of underlying nodes of the underlying network topology
has been increased from 100 to 600, which is used to simulate the network environment
under different network scales. The bottom layer link is generated by connecting any two
bottom layer nodes with a probability of 0.2. The resources of the underlying nodes and
the underlying links are uniformly distributed from [40,60]. In terms of virtual network
topology, the number of virtual nodes obeys the uniform distribution of [2, 6], and the
resources of virtual nodes and virtual links obey the uniform distribution of [3, 5].

In terms of algorithm comparison, compare the HRMAONTC algorithm in this
paper with the virtual network resource allocation algorithm based on shortest path
(VNRAAoSP). The algorithm VNRAAoSP uses the shortest path algorithm to allocate
resources for the virtual network. In order to analyze the influence of the algorithm in
this paper on the reliability of the network, the analysis is carried out in a network envi-
ronment where the underlying network node fails. According to operating experience,
the probability of failure of the underlying node is low, so the failure probability of the
underlying network node is set to obey (0.07%, 0.09%) uniform distribution. At this
time, the comparison index of the two algorithms is the reliability of the virtual network.
Virtual network reliability refers to the percentage of the total number of paths that have
no faults among the end-to-end paths of all virtual networks. The end-to-end path of
the virtual network uses 10% of the nodes of the virtual network to send data to the
other 10% of the nodes to simulate. According to the number of unavailable paths, the
reliability of the virtual network is evaluated.

Figure 1 shows the results of the impact of the underlying network size on the
performance of the algorithm when the failure rate of the underlying network node is
(0.07%, 0.09%). TheX axis in the figure indicates that the number of underlying network
nodes has increased from 100 to 600. The Y axis represents the reliability of the virtual
network. It can be seen from the figure that the two algorithms have achieved good
results under different network scales. It shows that the reliability of the virtual network
under the two algorithms tends to converge. In terms of performance comparison of the
two algorithms, the reliability of the virtual network under the HRMAONTC algorithm
in this paper is maintained at about 72%, and the reliability of the virtual network under
the comparison algorithmVNRAAoSP is maintained at about 46%. Through analysis, it
can be known that the virtual network under the algorithm of this paper is more reliable.
This is because the reliability of the underlying network resources obtained by the virtual
network under the algorithm of this paper is higher, which improves the reliability of
the virtual network (Fig. 2).
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Fig. 1. The impact of the underlying network size on algorithm performance.

Fig. 2. The impact of the failure rate of the underlying node on the performance of the algorithm.

6 Conclusion

With the rapid construction and application of 5G networks, network slicing technology
has become a necessary technology for network construction. In the network slicing
environment, how to improve the reliability of virtual network resources has become an
urgent problem to be solved. To solve this problem, this paper proposes a high-reliability
mapping algorithm based on network topology characteristics. In the performance anal-
ysis part, from the two dimensions of the influence of the scale of the underlying network
on the performance of the algorithm and the influence of the failure rate of the underlying
nodes on the performance of the algorithm, it is verified that the algorithm in this paper
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improves the reliability of the virtual network. Taking into account that resource redun-
dancy backup is a necessary technology to improve reliability, in the next step, based on
the research results of this paper, we will combine resource redundancy backup with the
algorithm of this paper to back up key resources with low reliability to further improve
this paper. The application value of the algorithm.
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Abstract. With the development of power information systems and the evolution
of attack means, the traditional security protection scheme is difficult to deal with
the increasing network attacks. In order to deal with the increasingly severe secu-
rity risks, this paper studies dynamic defense technologies such as mimic defense
and moving target defense and their applications in power information systems,
and proposes a power system security architecture based on dynamic defense. The
architecture includes the mimic defense layer, the mimic network switching layer,
the mimic service layer, application management layer and dynamic management
module. Through the functions of dynamic adjudication, reconstruction, cleaning,
and switching, the power system is endowedwith dynamic defense capabilities, so
that the system has endogenous security attributes. The dynamic protection tech-
nology is applied to the access program and computing area of the information
management area, and the system can resist unknown attacks by using mimicry
and mobile target defense.

Keywords: Dynamic defense · Power information system · Safety protection

1 Introduction

With the development of power information systems, the requirements of data protection
and security guarantee for power information systems have been increasing. The cur-
rent power defense system is a defense-in-depth system composed of multiple lines of
defense, including firewalls, intrusion detection systems, and isolation devices. It is rein-
forced by encryption authentication, access control, virus detection, and other technical
means. However, with the continuous disclosure of relevant security incidents in recent
years, the shortcomings of traditional defense and defense-in-depth systems have grad-
ually been exposed. Because it is built on a system of known rules and lacks real-time
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and efficient countermeasures for unknown backdoor vulnerabilities, external defense
methods are difficult to meet the security requirements of power information systems.
Therefore, improving the active defense capability of electric power information systems
is an important way to solve the unknown security risks.

Referring to the current understanding and practice of improving system active
defense, this paper introduces the concept of dynamic defense in view of the unknown
backdoor vulnerabilities and other risks faced by the current power information sys-
tem. On this basis, a new generation of power information system security architecture
is constructed by combining dynamic defense with existing power information system
architecture. It enhances the endogenous security capability of the systemwhile meeting
the premise of high system availability.

2 Security Risks of Power Information Systems

In recent years, security and trust problems become a scorching topic, although the power
information system is becoming more intelligent and networked, the number of cyber
attacks is increasing [1]. There are two main reasons: First, with the continuous devel-
opment of network attack and defense technology, ransomware, and unknown backdoor
vulnerabilities have emerged one after another. Many hacker groups and terrorists have
the ability to launch attacks on power information systems and reap huge profits. Second,
The component of the power information systems is very complex, covering multiple
fields, integrating multiple technologies, and using many kinds of devices to realize
the existing functions of the system. And the device boundary is constantly expanding,
which increases the attack surface of the system while blurring the security boundary,
leading to many information security risks. Since 2020, the power information system
has been attacked many times. In February 2020, through an unknown vulnerability, the
power information system of the Massachusetts Electric Power Company was hit by a
ransomware attack that affected its official website, electricity bill payments, and other
operations [2]. In April 2020, Energias de Portugal (EDP), the Portuguese multinational
energy giant and one of the largest European operators in the energy and wind sectors,
had been hit by the ransomware, Ragnar Locker. After troubleshooting, it was found that
the system had been accessed by an unauthorized third party, resulting in the theft of a
large amount of sensitive data [3]. In September 2020, K-Electric, the sole electricity
provider for Karachi, Pakistan, has suffered a Netwalker ransomware attack that led to
the disruption of billing and online services. A large number of unencrypted files were
stolen by ransomware organizations [4]. It is clear that the power information system,
as a key infrastructure, is concerned with international livelihood. Once breached, the
attacker can not only get a large amount of private data but also gain a huge amount of
revenue. Therefore, the frequency of attacks on power information systems is increasing,
and the security situation of power grid systems should not be underestimated.
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By analyzing the above security incidents, the main security risks of power
information systems exist in the following two aspects.

The first is the risk of unknown backdoor vulnerabilities. The attacker will try to
infiltrate the unknown backdoor vulnerabilities present in the target system before the
attack. Due to the lack of monitoring andmanagement of the system for insider behavior,
attackers can lurk in the intranet after initially obtaining system privileges. Then grad-
ually rely on system management flaws to obtain higher system privileges and cause
damage to the system. The challenge is that these malicious code behaviors are not
detectable with the usual detection methods [5]. Therefore, it is highly concealed.

The second is the border security risk, that is, the risk caused by the weakening of the
security border. Power information systems have complex components, involve many
fields, and are located in a changing environment, so it is difficult to cover the entire
system through traditional security defense means. The 5G network provides higher
bandwidth and lower latency for edge IoT devices to access the core business network.
But at the same time, it also expands the attack surface of the core network [6]. In the IoT
network environment anomaly and intrusion detection is a very challenging problem [7].
A large number of devices and systems have brought a wider attack surface to attackers,
affecting the overall security of the system.

In view of the above security risks, this paper constructs a dynamic defense-based
security architecture for power information systems based on the existing security archi-
tecture for power information systems to enhance the endogenous security attributes of
power information systems.

3 Research on Dynamic Defense Technology

With the development of power information systems, more and more web application
systems are put into use, the security boundary of power system is weakening, and the
attack means against the application layer is becoming more and more advanced. Facing
the new situation of power system data security protection, the traditional static security
protection technologies such as firewall and intrusion detection systems are not enough
to deal with the increasing unknown threats. Therefore, dynamic protection technologies
such as mobile target defense and mimic defense have become research hotspots, and
are more and more applied in practiced projects.

Moving target defense (MTD) is a dynamic defense idea proposed by the national
science and Technology Commission to change the asymmetric situation of network
attack and defense [8]. The main means is to realize the conversion of attack surface
through diversified transformation and randomchange, tomake the systemunpredictable
and increase the attack cost and difficulty [9]. In 2010, NITRD pointed out the mean-
ing of mobile target defense in “Cybersecurity game-change research & development
recommendations” [10]. NITRD believes that the expectation of mobile target defense
is to increase the cost and complexity of the attack, reduce the vulnerability exposure
of the system and the probability of being attacked, to improve the security elasticity.
In order to achieve this expectation, NITRD pointed out that the security mechanisms
and policies of the system need to be diverse and change over time. In 2011, Manadhata
proposed the concept of attack surface conversion for mobile target defense. The attack
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surface describes the vulnerability set of the system, that is, the larger the attack surface,
the more ways the attacker poses a threat to the system. The attack surface conversion
is to change the attack target through the switching of executors and the transformation
of IP addresses during the operation of the system, so as to convert the attack surface
so that the system presents an unpredictable attack target to the attacker and achieve the
effect of mobile target defense [11].

Mimic defense (MD) is an active defense technology proposed by the research team
led by Academician Jiangxing Wu. Dynamic heterogeneous redundancy (DHR) is a
technical theory proposed by Jiangxing Wu’s team in 2008 and is the core method of
mimic defense [12]. Dynamic redundancy and heterogeneity mean that multiple execu-
torswith equivalent functions and different structures perform the same task, and perform
dynamic scheduling among executors, so as to reduce static security defects and avoid
the threat caused by common-mode vulnerabilities. Compared with the previous passive
defense technology, mimic defense no longer pursues the security protection bound-
ary without loopholes but makes the system unpredictable through the combination of
diversity and randomness of actuators. It is an endogenous security mechanism with the
ability of autonomy, adaptation, and self-growth.

According to the commonness of the above defense methods, it can be concluded
that the core idea of dynamic defense is to increase the attack cost and difficulty and cut
off the ongoing attack through unpredictable changes.

At present, the dynamic defense of the power systemmainly focuses onmobile target
defense and mimic defense. Reference [13] studies a power system defense system
for intranet security, formulates the terminal security mechanism, improves the data
transmission security protocol, designs the intranet application system model, and uses
the idea of dynamic defense to ensure data security from the source.Reference [14] points
out that the distribution automation system is an important part of the power system
control area. It is considered that whether to identify unknown attacks is the difference
between active defense and passive defense. An active defense method is designed for
the distribution master station to change the defense mode of the distribution master
station into active through trusted computing, active trapping, and other technologies.
Reference [15] analyzes the security characteristics and risks of power industry control
systems, points out that the existing protection methods of the power system can not
find loopholes in time, and believes that mimic security defense can solve the uncertain
threat of power industrial control system. Mimic security defense technology makes
the system change continuously in the dynamic heterogeneous redundant space through
heterogeneous and dynamic scheduling at the levels of platform, software, network, and
data, which makes it difficult for attackers to attack.

4 Power System Security Architecture Based on Dynamic Defense

Unlike traditional network security architectures that ignore system endogenous secu-
rity, the basic idea of dynamic defense is to import elements of diversity, dynamism, and
randomness into the dissimilarity redundancy structure in the field of reliability. Based
on the adaptive transformationmechanism of the attack surface, it constructs a “dynamic
heterogeneous security” system with heterogeneous key service components and poly-
morphic business applications under the condition of functional semantic equivalence.
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It inherits the multimode adjudication-based policy scheduling mechanism of the mimic
defense architecture, conducts multidimensional dynamic reconfiguration of the system
attack surface, and adds a dynamic security control mechanism based on the closed-
loop “detection-response-reconfiguration-recovery”. The defense architecture not only
blocks vulnerability exploitation attacks against the underlying hardware and software
environment but also hinders attacks that leverage internal logic vulnerabilities in the
target business system. Therefore, the defense architecture can make the target system
have the “endogenous security” attributes of high reliability, high availability, and high
persistence [16].

In the face of the current security situation of power information systems, which is
characterized by the proliferation of unknown backdoor vulnerabilities and the increas-
ingly urgent need for security protection, this paper uses the idea of dynamic defense
on the existing architecture of power grids and combines it with the existing gateways,
firewalls, intrusion detection systems and other security devices of power grids to build
a logical architecture for power system security based on dynamic defense, as shown
in Fig. 1. The logical architecture mainly includes mimic defense layer, mimic net-
work switching layer, mimic service layer, application management layer, and dynamic
management module.

application management layer

mimic service layer

mimic network switching layer

mimic defense layer

Mimic firewall

Mimic switchMimic routing Mimic communication

Mimic database Mimic storage

Mimic applications

Mimic interface

Integrated management Database audit

Mimic Computing Service Mimic Middleware

dynam
ic m

anagem
ent m

odule

Mimic intrusion detection

Fig. 1. Power system security logic architecture based on dynamic defense.



New Generation Power System Security Protection Technology 715

4.1 Mimic Defense Layer

Themimic defense layer includes amimic intrusion detection system, amimic firewall, a
mimic anti-virus gateway, etc. It is responsible for the overall defense of the architecture.
Get rid of the traditional defense thinking that relies on prior knowledge, and dynam-
ically heterogeneous original security equipment. To achieve effective defense against
unknown backdoor vulnerabilities, and provide a full range of security protection for
the entire system.

4.2 Mimic Network Switching Layer

The mimic network switching layer includes mimic communication server, mimic
switch, mimic routing, etc. It is responsible for the overall communication of the archi-
tecture. Construct a mimic network by mimicking access procedures, network topology,
transmission paths, and communication protocols. Thereby enhancing the endogenous
security of the architecture at the network level. The mimic network switching layer
provides data exchange services for the mimic service layer.

4.3 Mimic Service Layer

Themimic service layer includesmimic storage,mimic database,mimic interface,mimic
computing server, mimic middleware, etc. It is responsible for the basic services of the
architecture. Construct high-security distributed services by mimicking storage devices,
databases, interface programs, and basic servers. Ensure the security and privacy of data
while guaranteeing high availability. Enhance the endogenous security of the architecture
at the basic service level.

4.4 Application Management Layer

The application management layer includes a mimic application server, a mimic inte-
grated supervision server, a mimic database audit device, etc. It is responsible for the
application and comprehensive management of the architecture. By mimicking web
applications and management servers, it solves the security threats caused by the upper-
layer applications of web services and internal management errors. At the same time, it
monitors the overall operation of the architecture for comprehensive management and
transmits the results to the dynamic module. Thereby enhancing the endogenous secu-
rity of the architecture at the application management level. The direct object of the
application management layer is the mimic service layer.

4.5 Dynamic Control Module

The dynamic control module dynamically controls the overall architecture, including
functions such as dynamic adjudication, dynamic reconstruction, abnormal cleaning,
and variant switching. It is responsible for the implementation of dynamic defense of
the architecture. Dynamic adjudication votes on the output vectors of multiple vari-
ants, generating correct output responses and adjudicating variants with questionable



716 X. Chen et al.

behavior. The suspicious variant behavior is then monitored to detect its possible attack
activity, thus converting the attack event into a probabilistically manageable reliability
problem for the defender. As a result, the attacker has to face a dynamic target and launch
a coordinated and consistent attack under non-cooperative conditions; Dynamic recon-
figuration requires the construction of a collection ofmultiple alternative system variants
with functional semantic equivalence. Through the attack surface adaptive transforma-
tion mechanism, the correspondence between system functionality and implementation
structure is allowed to dynamically transform in time and space. Thus, the attacker loses
the grasp of the structure of the target object, the operating environment, making it
nonlinearly more difficult to detect perception or predict defensive behavior. In addi-
tion, the dynamic control module should metric and evaluate the attack effectiveness in
real-time to strategically perform cleaning and software variant switching. It makes the
defense scenario observed by the attacker more dynamic and complex. It is impossible
to replicate or inherit the attack experience and difficult to accurately detect the target
body structure and operating environment, thus making the attack action impossible to
produce a plannable and predictable effect [16].

The dynamic control module enables the dynamization of the entire power system
by uniting all layers of the architecture. It dramatically increases the difficulty and
cost of attackers, improves the system’s defense against APT and unknown backdoor
vulnerabilities, and fundamentally changes the offensive and defensive pattern that is
easy to attack but difficult to defend [16].

5 Typical Application Scenarios of Power Information System

The security area of the power system is mainly divided into generation control area
and security management area, in which the information management area is divided
into several business security areas. The information management area is located at
the master station layer. There are a large number of services in its business security
area, such as query service, collection management, data management, operation, and
maintenance monitoring, which are vulnerable to DDoS, XSS, CSRF, and other attacks
onWeb services, and data security is threatened.Aiming at theweb service security of the
business security area of the information management area, this paper proposes to apply
the power system security architecture based on dynamic defense to the dynamic defense
transformation of the data management service, including the mimicry transformation
of the access program and the mobile target defense transformation of the computing
area. Through themimicry construction of the network access program in the information
management region, the access request can be judged in multiple variants to avoid illegal
access caused by common-mode vulnerabilities. Through the mobile target defense
transformation of the computing area, the concealment and attack surface conversion
of a single variant vulnerability is realized, so that the attacker can not grasp the attack
targets and vulnerabilities so that the attack behavior is unsustainable.
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5.1 Access Program Mimicry

The most important change attribute of the mimic defense system is unpredictability,
which needs to be combined with diversity and randomness. Diversity is the basis, which
means that a large available configuration space needs to be provided for the system,
and randomness is to maximize the use of this configuration space, which is the key
to affecting unpredictability. The mimicry construction of the network access program
includes two parts. The first is to realize the heterogeneous access program in order to
maximize its diversity, and then schedule heterogeneous access programs to maximize
their randomness, to maximize the unpredictability of network access programs on the
premise of ensuring the quality of service. The access program of the power system
production control area provides external access services. In the power system security
architecture based on dynamic defense, the mimic access program belongs to the mimic
service layer.

TheHeterogeneous of SecureAccess Program in InformationManagementRegion.
The heterogeneous technology of access programs is the basis of mimicry to construct
access programs and the key to realizing diversity. Heterogeneous of the programs is to
realize the same function through different programs, which can be regarded as different
variants of the same program. To realize the heterogeneous access program, we need
to consider how to reproduce the same program in different ways, that is, to realize
the same function with different logic. At present, the available methods include code
confusion, cyclic multi-version compilation, and so on. By randomizing the layout of the
linear region such as heap, stack, and shared library mapping, it is possible to prevent the
attacker from directly locating the location of the attack code by increasing the difficulty
of the attacker to predict the destination address [17].

Mimic Scheduling Strategy for Heterogeneous Program Variants. The scheduling
strategy of program variants plays a decisive role in the effectiveness of mimicry con-
struction, and randomness needs to be realized to make the access program of mimicry
construction unpredictable. Therefore, the key of scheduling strategy research is the
scheduling algorithm, that is, how to make the variants selected by the algorithm meet
three requirements: 1) sufficient randomness; 2) Sufficient heterogeneity; 3) Adequate
service quality. To meet the heterogeneity, the algorithm needs to select a heteroge-
neous variant set; In order to meet the quality of service, the algorithm needs to decide
according to the variant quality of service; To meet the randomness, some choices of the
algorithm should be random. When receiving the user’s access request, first determine
the access authentication result. If the authentication passes, select a variant meeting the
above three conditions from the program variant resource pool according to the algo-
rithm to provide access services to the user. When the environment meets the variant
switching conditions in the scheduling policy, reselect the program variant meeting the
above three conditions to continue to provide services. The access and response process
is shown in Fig. 2.
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Fig. 2. User’s access request and the scheduling procedure for program variants.

5.2 Mobile Target Defense in Computing Area

The attack surface conversion mechanism in mobile target defense actively changes
the system information system in a way controllable by the defender and destroys the
dependence of the attack chain on the determination of the operating environment and
single characteristics by dynamically and randomly changing the system configura-
tion attributes [18]. The system attack surface conversion mechanism can improve the
uncertainty of the target system.

Construction of Server Resource Pool and Execution Set. To construct mobile target
defense in the computing area, wemust first construct multiple heterogeneous redundant
computing servers.Different servers are constructed through the combination of different
operating systems and different hardware. Then, heterogeneous server sets are selected
by the scheduling algorithm to form an execution set, which is used to execute computing
services.

Anomaly Adjudication and Attack Surface Conversion Mechanism. Multiple het-
erogeneous executors are parallel, and the transformation (movement) of all executors
has a great impact on the service efficiency of the system. For this reason, the system
uses a multi-table decision mechanism to judge the execution of multiple executable
bodies. If the most executor is normal and a few executors are abnormal, it is decided
that a few executors may be running fault or external penetration, as shown in Fig. 3, and
then the scheduling mechanism makes it offline and loading alternative servers. Since
the vulnerable server is offline, the attacker cannot continue to exploit the vulnerability
or even find the target, and the new server replaces the vulnerable server, as shown in
Fig. 4, that is, the process of attack surface conversion is completed. Then, the replaced
execution is cleaned and restored, and put back into the resource pool for scheduling.
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Fig. 3. The executor is attacked and the ruling mechanism finds an exception.

Scheduler
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A ack
disconnect
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Fig. 4. Attack surface conversion.
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6 Epilogue

Aiming at the data security protection of power systems, this paper points out that the
traditional static defense strategy gradually does not adapt to the increasing threats in
the power information system. Facing the new situation of power information system
protection, it is necessary to adopt the idea of dynamic security to make the system
have endogenous security capability. This paper studies the mobile target defense and
mimic security strategy puts forward the dynamic defense strategy for power systems and
designs a newgeneration of power data security protection architecture based ondynamic
defense. The dynamic defense technology is applied to the informationmanagement area
of the power system, the network access program and computing area are dynamically
transformed, and the system can resist unknown attacks through mimic judgment and
attack surface conversion. In the aspect of actuator scheduling, we can continue to
research algorithm optimization to reduce the switching time and ensure the quality of
service of the system.
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