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Preface

We are delighted to introduce the proceedings of the sixth edition of the European
Alliance for Innovation (EAI) International Conference on Design, Learning &
Innovation (DLI 2021). This conference brought together researchers, designers,
educators, and practitioners around the world to share their latest research findings,
emerging technologies, and innovative methods in the areas of inclusive and playful
designs and learning with digital technologies. The theme for DLI 2021 was “Shifting
boundaries to discover novel ways and emerging technologies to realise human needs,
ideas, and desires”, targeting a conceptualisation of the effects and impact of digital
technologies for, in an inclusive and playful way, fostering human beings to realise their
needs, ideas and desires.

The technical program of DLI 2021 consisted of 17 full papers included in the
four main conference tracks Session 1 – Digital Technologies, Design and Learning;
Session 2 – Tools and Models; Session 3 – Artificial Intelligence, Virtual Reality and
Augmented Reality in Learning; and Session 4 – Innovative Designs and Learning.
These four tracks were chaired by Vitor Carvalho, Camilla Finsterbach Kaup, Ulrike
Sperling and Susanne Dau respectively. Their contribution to the discussion related to
the sessions was exceptional and created a productive online atmosphere with fruitful
and constructive dialogues.

Wendy Keay-Bright, Professor and Director of the Centre for Applied Research in
Inclusive Arts andDesign (CARIAD) at CardiffMetropolitan University,Wales, gave an
inspirational keynote presentation on, “Crafting the Space: Creating Playful Interactions
within Inclusive Design Contexts”, which was grounded in her experiences from several
years of working closely with end users.

The paper presentations addressed new dimensions and key challenges and provided
critical and innovative perspectives of employing digital technologies and games to
develop and implement future design, learning and innovation. Thiswas reflected, among
other things, by the paper which received the Best Paper Award of DLI 2021 titled
“Orchestration Between Computational Thinking and Mathematics” – congratulations
to Camilla Finsterbach Kaup from Aalborg University, Denmark, on the award!

The collaboration between the Organizing Committee members was essential for
the successful planning and performance of the conference. We sincerely appreciated
the coordination with Lenka Lezanska, senior conference manager at the European
Alliance for Innovation (EAI), and with the steering chair, Imrich Chlamtac. We are
genuinely thankful for support of the Organizing committee team: Anders Kalsgaard
Møller (Technical Program Committee Chair), João Martinho Moura (Web Chair),
Camilla FinsterbachKaup andMajaHøjslet Schurer (Publicity andSocialMediaChairs),
Patrik Lilja Skånberg (Workshop and Symposium Chair), Dorina Gnaur (Sponsorship
and Exhibit Chair) and Emma Edstrand (Work-in-Progress and Poster Chair).

We also acknowledge the outstanding work by the Technical Program Committee.
Last but not least, we are grateful to all the authors who submitted their papers to the
DLI 2021 conference.



vi Preface

We strongly believe that theDLI conference provides a fruitful forum for researchers,
designers, educators and practitioners to discuss the cross-disciplinary field of digital
technology and its implications on design, learning and innovation. We also expect that
the future DLI conferences will be as fruitful for knowledge exchange as this year’s, as
indicated by the contributions presented in this volume.

January 2021 Eva Brooks
Jeanette Sjöberg
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Digital Technologies, Design and Learning

Jeanette Sjöberg1 and Eva Brooks2

1 Halmstad University, Kristian IVs väg 3, 30118 Halmstad, Sweden
jeanette.sjoberg@hh.se

2 Aalborg University, Kroghstræde 3, 9220 Aalborg, Denmark
eb@hum.aau.dk

Abstract. In this first part of the volume, contributions from EAI DLI 2021
elaborates on questions related to how people generally can contribute to the
development of enhanced learning by taking active participation in various
societal practices, which are personalised designed and includes digital tech-
nologies, and which are evaluated separately. Focus is on how digital tech-
nologies can add value in various learning scenarios and settings through
design.

Keywords: Adaptive Learning Platforms � AI � Design processes �
Digitalisation � Evaluation � Learning analytics � Learning environments �
Innovation � Personalisation

1 Introduction

1.1 Scope

This first section of the EAI DLI 2021 proceedings is themed “Digital Technologies,
Design and Learning” and it focuses on the emergent potentials digital technology
might have for enhancing learning.

The education sector has an opening to provide a more significant objective in communication
conditions, appropriate knowledge, and deployment of understanding. Information will be set
free and easily accessible; nevertheless, the perspective and understanding of knowledge will be
essential to unravelling innovative learning methods [1, p. 32].

The digitalization of society means, among other things, new ways of dealing with
everyday life, which often must start from an individual perspective. It will therefore be
important to evaluate various aspects of digital technologies in order to find out how
they best can contribute to support individual development and personalised learning.
How do we design for such digital technologies to be integrated in learning practices?
In what ways can we create knowledge through participation and how do we retain
these experiences and use them to improve a practice? The four chapters included here
raise issues about how digital technologies can be used to develop design processes for
learning in various settings and stages of life, where a participatory perspective
becomes a crucial aspect for understanding the importance of personalised commitment
and individual creation of learning processes in relation to digital technology. Fur-
thermore, they seek to understand how to evaluate user experiences so that they can
enrich the design practice of an educational setting. The chapters in different ways

https://orcid.org/0000-0002-1147-5736
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contribute to defining various learning practices which includes digital technologies as
support for learning, where focus primarily is on the design processes and the evalu-
ation of those. The purpose for evaluation is raised as an important issue, since it
contributes to the individual shaping of contemporary learning practices.

The opening contribution in this first section investigates the potential of tech-
nology, in the form of a digital platform, in combination with design to support,
optimise and develop the performance of Taekwondo athletes. The second contribution
presents a study which provides a framework for how accelerated learning about
human-centred AI as design practice can be facilitated in small and medium-sized
companies by the means of an educational program, as well as accounts for the dif-
ferent perspectives of the participants’ experiences. The third contribution includes a
systematic literature review on different evaluation methods being used for evaluating
Learning Analytics and Learning Analytics Dashboards on Adaptive Learning Plat-
forms, focusing on the purposes for evaluation. Finally, the fourth contribution
examines various ways of personalization at the same time, focusing on written, non-
interactive narratives, and testing how this affects the reader experience, focusing on
how to get an understanding of a person’s personality to find stories that fit individual
preferences by using a narrative approach.

The following text snippets elaborate from each contribution to further assist
readership.

2 Development and Design of an Evaluation Interface
for Taekwondo Athletes: First Insights

This paper is authored by Tânia Silva, Nuno Martins, Pedro Cunha, Vítor Carvalho and
Filomena Soares, and titled Development and Design of an Evaluation Interface for
Taekwondo Athletes: First Insights. This project is integrated in a work team whose
focus is the development of the technological and design components, and here the
authors discuss the first research phase of the development and analysis of a support
interface for Taekwondo athletes, where the first research phase consisted of analysing
content related to the importance of design and data structuring in sports. The devel-
opment of technological solutions to support athletes’ training and performance in
Taekwondo has been very limited and the aim of this study is therefore to solve the
existing gap through the development of an interactive digital platform allowing real
time analysis and feedback from the coach to the athlete based on relevant data. Hence,
the overall purpose of the study was to explore the potential of technology in com-
bination with design to optimise and develop the performance of Taekwondo athletes.
The authors argue that it is possible to promote the theoretical and practical learning of
Taekwondo, based on the access to information such as the values of the force applied
in the strikes, the calculation of acceleration and speed of the movements performed.
Thus, the creation of an appealing and objective interface is relevant, with the intention
of reducing the athlete’s analysis time and, simultaneously, contributing to the pro-
gressive performance of the athlete. The main contribution of this paper clarifies that by
exploring and evaluating various sport interfaces (not only Taekwondo), which was the
first stage of the project, the authors could identify relevant needs that trigger the
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necessity of development of a specific platform for Taekwondo athletes, such as: non-
existence of evaluation systems for the athletes; absence of a database to store infor-
mation related to the athletes’ training; lack of organisation regarding the learning
content of the different techniques of the sport.

3 Multi-disciplinary Learning and Innovation
for Professional Design of AI-Powered Services

The paper titled Multi-disciplinary Learning and Innovation for Professional Design of
AI-Powered Services by Pontus Wärnestål includes a study where a practical learning
and innovation program called AI.m1, that aims to accelerate companies’ ability to
design human-centred AI-powered services, has been examined through interviews
with participating designers, developers, innovation leaders, researchers, AI experts,
and company leaders who has completed the learning cycle of the model, which has
been iterated in stages. Currently, 15 small and medium sized companies from different
sectors have completed the learning cycle. The aim of this study is to provide a
framework for how accelerated learning about human-centred AI as design practice can
be facilitated in small and medium-sized companies. A second aim of the study is to
evaluate the AI.m program experience from three perspectives: the company per-
spective, researchers’ perspective, and the design agency perspective. There is a high
complexity of business, service, and user experience design for AI-powered digital
platforms, and consequently the author argues that there is a strong need for designers
and innovation leaders to be “AI literate” to make better use of AI technologies in
human centered services and products. This includes learning how to adapt design and
development processes to fit AI-powered services, communication in cross-functional
teams, and continuous competency development strategies. Methodologically, 24 semi-
structured deep interviews were carried out individually and were analysed qualita-
tively by service innovation researchers. In addition, auxiliary data (such as written
notes, whiteboard photographs and digital collaboration areas that were created during
the workshops) were used to complement the interpretation of verbal anecdotes raised
in the interviews in the analysis stage. The qualitative analysis provided a set of
categories of learning implications organised as a framework of prompts to help
organisations develop AI and design capabilities. The study concludes that the AI.m
learning cycle and process model has successfully fast-tracked 15 small and medium-
sized companies from a variety of sectors in their capability development of using
emerging AI technologies in their business and service offerings.

4 Evaluation of Learning Analytics on Adaptive
LearningSystems: A work in progress Systematic Review

The paper titled Evaluation of Learning Analytics on Adaptive LearningSystems: A
work in progress Systematic Review, authored by Tobias Tretow-Fish and Md. Khalid,
addresses issues relating to the relatively new and multi-disciplinary research area of
Adaptive Learning (AL). More specifically, the authors claim that there is an absence
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of a systematic overview of methods for evaluating Learning Analytics (LA) and
Learning Analytics Dashboards (LAD) of Adaptive Learning Platforms (ALPs), which
is why they sat out to perform a systematic literature review of the field, focusing on the
purposes for evaluation due to different methods being used. The aim of the study was
to review evaluation methods used for LA and LAD on ALPs. The authors argue that it
is interesting to investigate the purpose of applying different methods of evaluation to
get a better understanding of which perspectives are being evaluated from as well as
how they are being evaluated. In the study, 10 articles and 2 reviews were analysed and
synthesised based on methods used in the respective studies. The selection of articles
was conducted according to the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA), which includes four phases: identification, screening, eli-
gibility, and included. In the analysis, the methods used in the studies were then
grouped into five categories (C1-5): C1) evaluation of LA and LAD design and
framework, C2) evaluation of performance with LA and LAD, C3) evaluation of
adaptivity functions of the system, C4) evaluation of perceived value, and C5) Eval-
uation of pedagogical and didactic theory/context. The main contribution of this paper
clarifies that while there is a relative high representation of evaluations in the C1-C4
categories of methods, which contribute to the design and development of the inter-
action and interface design features, the C5 category is not represented, which means
that the presence of pedagogical and didactic theory in the LA, LAD, and ALPs is
lacking. Though traces of pedagogical theory are present none of the studies evaluate
its impact.

5 Personality in Personalisation: A User Study
with an Interactive Narrative, a Personality Test
and a Personalised Short Story

The final contribution in this part of the DLI 2021 section on digital Technologies,
design and learning is authored by Waltteri Nybom and Mick Grierson and titled
Personality in Personalisation: A User Study with an Interactive Narrative, a Person-
ality Test and a Personalised Short Story. The paper focuses on how to get an
understanding of a person’s personality in order to find stories that fit individual
preferences by using a narrative approach. In this study, which was developed to
explore the use of a psychological frameworks for the personalisation of narratives,
users are presented with an interactive narrative designed to capture their personality
using the five-factor model (FFM) and the Need for Affect (NFA), and then person-
alises a narrative to match with their personality scores. Hence, the study seeks to
consider various ways of personalization at the same time, focusing on written, non-
interactive narratives, and testing how this affects the reader experience. The study
consists of 59 participants (17 women, 36 men), volunteers of all ages above 18 who
were found by posting about the study on internet discussion boards on interactive
narratives and other relevant topics. The study consists of three sections: an interactive
narrative specifically written for this study which uses a 2nd person perspective where
the user assumes the role of the protagonist and makes choices that determine what the
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protagonist does and how the plot advances; a personality test consisting of a 10-item
FFM questionnaire and a 10-item NFA questionnaire; and a personalised short story
written for the experiment and personalised for the participants. The findings show that
the personalisation appeared to work well, especially regarding the issue of relating
with the protagonist. It was also found that extraverted people appear to prefer reading
narratives with less formal language, and introverts prefer narratives with more formal
language, something that does not appear to have been tested before.

6 Epilogue and Acknowledgements

This first section on Digital Technologies, Design and Learning, introduces four
contributions to promote readership of each full paper that are presented in the fol-
lowing chapters. In doing so, the authors of this chapter acknowledge the contribution
to this section/volume by each author whose original work was presented in the
EAI DLI 2021 events online December 2, 2021.

Reference

1. Qureshi, M. I., Khan, N., Raza, H., Imran, A., Ismail, F.: Digital technologies in
education 4.0. does it enhance the effectiveness of learning? A systematic literature
review. Int. J. Interact. Mob. Technol. 15(4), 31-47 (2021)
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Development and Design of an Evaluation
Interface for Taekwondo Athletes: First Insights

Tânia Silva1, Nuno Martins2 , Pedro Cunha3 , Vítor Carvalho3,4(B) ,
and Filomena Soares3

1 School of Design, IPCA, 4750-810 Barcelos, Portugal
2 Research Institute for Design, Media and Culture, School of Design,
Polytechnic Institute of Cavado and Ave, 4750-810 Barcelos, Portugal

3 Algoritmi R&D, School of Engineering, University of Minho, 4800-058 Guimarães, Portugal
vcarvalho@ipca.pt

4 2Ai-School of Technology, IPCA, 4750-810 Barcelos, Portugal

Abstract. This paper focuses on the first research phase of the development and
analysis of a support interface for Taekwondo athletes. This study aims to solve
the existing gap in the time of analysis and feedback from the coach to the athlete.
Through the creation of a platform supported by a system based on deep learning,
it is intended to design a user interface that promotes the physical and theoretical
development of the various athletes of this sport. Therefore, it became funda-
mental to perform the analysis of standard structures in which statistics and data
concerning the athlete are often presented in a digital context. The first research
phase consisted of analyzing content related to the importance of design and data
structuring in sports. Consequently, the study and evaluation of similar applica-
tions began to understand the various tools and graphical user interfaces used to
enhance and stimulate the performance of athletes. Since there is not a great diver-
sity of applications inherent to Taekwondo, the researchwas extended to platforms
of other sports categories, namely: Fitbit, HomeCourt and Strava. Based on the
study undertaken there were identified relevant needs that trigger the necessity of
development of a specific platform for Taekwondo athletes.

Keywords: Design process · UI/UX design · Taekwondo

1 Introduction

In the last years, the number of Taekwondo practitioners in Portugal has registered a
continuous increase presenting in 2020 an increment of more than a thousand federated
athletes [1]. This martial art, traditional from Korea, emerged in the 20th century and
resulted from the combination of techniques from other disciplines such as Kung Fu and
Karate.

In Taekwondo the development of technological solutions to support athletes’
training and performance has been practically nonexistent. Data and evaluations are
performed manually, which results in several limitations, namely:

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
E. Brooks et al. (Eds.): DLI 2021, LNICST 435, pp. 7–20, 2022.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06675-7_1&domain=pdf
http://orcid.org/0000-0002-5228-5453
http://orcid.org/0000-0001-6170-1626
http://orcid.org/0000-0003-4658-5844
http://orcid.org/0000-0002-4438-6713
https://doi.org/10.1007/978-3-031-06675-7_1


8 T. Silva et al.

• Inaccurate and low-fidelity performance evaluations;
• Delay in identifying difficulties experienced by the athlete;
• Difficulty in clarifying errors;
• and, slowdown in the athlete’s evolution and progress.

Thus, this study aims to respond to this gap through the development of an interactive
digital platform, where the coach and the athlete can monitor and analyze, in real time,
a set of relevant data for the evaluation of the athlete, specifically force, speed and
acceleration. In this context, it is possible to promote the theoretical and practical learning
of Taekwondo, based on the access to information such as the values of the force applied
in the strikes, the calculation of acceleration and speed of the movements performed.
In this way, the creation of an appealing and objective interface is relevant, with the
intention of reducing the athlete’s analysis time and, simultaneously, contribute to the
progressive performance of the athlete. The objective of the solution to be developed is
that users, whether they are high competition athletes or beginners, can easily understand
the structures and techniques of the sport.

This project is integrated in a work team whose focus is the development of the
technological and design components. The elaboration of a system in which the basis
is deep learning enables the access to information concerning the athlete’s behavior.
This technology analyzes the data in a similar way to what happens in the neural net-
works of the human brain. It is a method that drives autonomous learning on different
devices by constantly processing data. Automating performance enables the ability to
respond quickly to numerous adversities, such as perfecting positions characteristic of
Taekwondo.

In short, with this study we pretend to develop an ergonomic solution, where all
the components show their potential in contributing to the athlete’s performance. With
the help of methodologies focused on the optimization of the user’s experience and
in the objective analysis regarding the user’s performance, we aim to consolidate the
compatibility between new technologies and Taekwondo.

This paper is organized in 5 sections. Section 2 presents a description of the digital
media in the Taekwondo; Sect. 3 presents the state of art of the main areas covered in
this project; Sect. 4 details a benchmarking of available platforms dedicated to sports;
and, Sect. 5 enunciates the main conclusions and suggestions of future development.

2 The Digital Media in Taekwondo

2.1 The Taekwondo Sport

Taekwondo is a combat sport originated in Korea. The word Taekwondo comes from the
junction of three words: Tae, which means feet; Kwon, a term that symbolizes hands;
and, finally, Do, which means path. The combination of these three words gives origin to
the expression: the path of the feet and hands through the spirit. In summary, this sport
is a combat technique where the objective is self-defense through the total use of the
body and without the use of weapons. From the use of fists to foot movements its main
differentiating factor from the others combat sports is the privileged use of the legs and
the conjunction of kicking movements.
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Taekwondo is a sport where the athletes’ muscles are trained and exercised for long
periods with a high level of intensity. Although Taekwondo has a vast number of prac-
titioners in Portugal, the evaluation’s methods of the athletes’ activity and performance
are essentially manual and rudimentary.

Therefore, the feedback process - a way to evaluate a certain action - from the coach
to the athlete ends up not having the necessary speed and efficiency, which could be
obtained with the support of technological means [2].

2.2 The Digital Influence in Sports

When feedback is presented and structured in the right way and at the right time, it
plays a decisive role in the evolution of athletes. Several research led by authors such as
Mike Hughes, have revealed that the more quantitative and pragmatic the feedback is,
the greater the athlete’s performance will be [3].

Currently, the adoption of technology in sports is increasingly recurring. Heart rate
and running speed are just some of the values monitored by technological systems.
The purpose is the acquisition of relevant data and statistics that later allow the coach
or user to evaluate this information and based on it provide more accurate and con-
sistent real-time feedback. This type of analysis covers a wide range of information:
from strengths to weaknesses; assessment of unnecessary movements; speed; accuracy;
and, strength levels. Through this type of knowledge it is possible to create individual
and personalized workouts for each athlete considering their individual needs. In this
perspective, one of the coaches’ main objectives is to obtain as much information from
the athletes as possible to make an effective evaluation. However, the vast amount of
information, relative to the athletes’ times and movements, requires technical support,
so that it can later be consulted and analyzed. Thus, to meet this need, the concept of
performance analysis, also known as performance notational analysis, was created for a
better evaluation and more detailed observation of the various athletes. In other words,
it is where a system, through advanced technologies such as artificial intelligence or
deep learning, evaluates the numerous characteristics of athletes to produce specific and
vital data about them [4]. In this way, according to a study conducted by Sports Tech
Tokyo [5], which includes more than 30 countries (Fig. 1), we can observe that the
“Training/Performance” category contains the highest overall percentage: 16.4%. The
emergence of innovative strategies in sports with the use of technology has led to greater
demand for athlete analysis platforms by coaches and athletes.
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Fig. 1. Promising technologies in sports [5].

The determination to progress and display ever better performance results in a con-
stant search for both current evaluation and analysis methods and new ways of training.
Several systems of feedback between athletes and coaches are being studied with the
premise that the adoption of these methodologies will contribute to a better performance
be it of a team or of an individual athlete [6].

Briefly, the goal of the technologies is to record in detail the user’s entire performance.
New perspectives are portrayed, all information can be saved and consulted later. In this
way, new knowledge is acquired, allowing a faster and more effective development of
the athlete’s performance.

3 State of the Art

3.1 Data Design and Structuring in Sports

The Importance of Data Visualization. Data and statistics assume a high importance
in supporting the definition of strategies and exercises in martial arts [7]. In the case
of Taekwondo, the relevant information focuses essentially on the speed, strength and
acceleration of the athletes. However, to obtain this data, it is necessary to resort to a
precise analysis of certain movements characteristic of this sport, such as the execution
of a Miryio Tchagui: a kick used to push the opponent away.

For the athlete and the coach to understand the information about speed and strength,
in the different phases of the movement for the execution of aMiryio Tchagui, it must be
presented in a clear and objectiveway, for a correct and enlightening reading by the users.
And this is a fundamental topic of Design, in guaranteeing the translation of the different
data into a graphic solution that allows a simple and effective reading of the information.
A data structuring is considered effective when it organizes all the information in a
way that our brain can understand and our eyes can identify the different components.
Stephen Few [8] has defined some effectiveness criteria to analyze to what extent the
data presentation corresponds correctly to human perception. First, it is necessary to
understand if it clearly indicates the type of content being presented. Then it is necessary



Development and Design of an Evaluation Interface 11

to pay attention towhether it represents the elements and their values accurately. The next
step is observing if the user can quickly evaluate the differences between the different
elements. The structuring of the data should be segmented in a logical order. And finally,
the criterion of showing how the information should be used [8]. Few [8] also argues
that one should always judge the competence of data visualization considering some
factors such as ease, efficiency, and accuracy of information since the change of balance
between perception and cognition are the premises for acquiring good results.

The orientation and hierarchy of information is important because of the speed
of perception: the action of seeing something. While this action is something almost
immediate and often used to evaluate and perceive different data; on the other hand,
cognition is much less efficient and slow. That is, using visual properties, such as colors,
different typographic styles anddifferent patterns, it becomespossible to perceive content
and information faster and without the use of conscious thought [8, 9].

As far as the science of human perception is concerned, one of the first contributions
made to this study was Max Wertheimer’s “Experimentelle Studien über das Sehen
von Bewegung” in 1912 [10]. The main goal was to understand what kind of patterns
are created when humans observe something specific, later resulting in the well-known
Gestalt Principles.

The Gestalt Principles. Thewayusersviewandinteractwithadigital solutionshouldbe
a simple and intuitive procedure. Themore elementary it is for the user to perform the var-
ious functionalities to achieve his or her goal the greater the motivation for further explo-
ration of the product or service. Gestalt principles are not entirely concernedwith people.
The goal is to create dynamics that apply to all users involved in a given action [11].

Gestalt principles were developed by German psychologists Kurt Koffka, Wolfgang
Kohler and MaxWertheimer in the 20th century during a study of cognitive psychology
[10]. Theword “Gestalt” derives fromGerman andmeans “form.”This theory essentially
consists of a set of rules that express how the human being, more specifically the human
mind, reacts in the face of data captured in the real world. These principles consider that
when a visual stimulus appears in our brain it gets a set of different and varied signals,
eventually grouping all those it considers similar. That is, at first, we perceive the object
in its entirety and then we perceive its details [10]. In this sense, even if unconsciously,
Gestalt principles are constantly present in various aspects of everyday life, from the
way we interpret posters on the street to the way we combine different types of clothing
in everyday life. This study, which analyzes the laws of perception based on the data
that the human being acquires from the real world, proves to be relevant when it comes
to UX (user experience) and UI (user interface) Design, since these are principles that
influence the perception that users have when facing an interface.

Therefore, the Gestalt principles (Fig. 2) state that nearby objects appear to be more
related than more distant objects - Proximity. However, when objects appear similar,
the tendency is to deduce that they have the same function - Similarity. Therefore, it is
scientifically proven that human beings not only tend to put symmetrical objects together
- Symmetry -, but also group, as a rule, the first four points of a set (such as a row instead
of a column) - Enclosure. Furthermore, elements that are arranged in a straight line or
curve are easily perceived as correlated to each other - Continuity. Moreover, when we
observe a set of complex elements, we tend to establish a recognizable pattern between
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them - Closure -, since humans can only focus on a single plane: the foreground or
background - Figure & Ground. And finally, “Connectedness”, the principle that argues
that there is a tendency to see connected elements as being of the same category [10].

Fig. 2. The gestalt principles: proximity, similarity, figure-ground, continuity, closure and
connectedness [12].

Thus, these principles show themselves relevant when it comes to Taekwondo and
the perception of information and association of content. Several studies have already
proven that a poor understanding of the exact position in which a technique should be
executed can lead to a decrease in speed or performance of athletes [13].

However, thismethodology also correlates withUX andUIDesign. Nowadays, users
evaluate a website in a short period of time which leads to the fact that the first impact of
the user interface must be good and intuitive. This is because this first impact with the
website supports the decision to continue browsing or close the browser window. In this
way, a positive first moment can lead to the following impressions also being positive
[14]. For example, the first principle - Proximity - is represented in filling the digital
fields, where we regularly find the designation close to the space reserved for completing
the information. The same happens with the second principle - Similarity - because in
the case of forms, sometimes the fields and buttons are similar, but the fact that the button
has a different color shows the user that it is a different component. However, not only
design, but also gamification, an area focused on game development, often uses these
principles. Since games are activities that make use of our mental capacity and quick
thinking, we are constantly forced to assimilate sets of elements and extract visual or
theoretical information from that interpretation.

3.2 Gamification

The premise of gamification is not only to understand what experience we want to pass
to the user, but also to identify the type of content, elements and mechanisms that will
be necessary to create this approach [15].

Currently, there is an attempt to understand and develop new ways to attract cus-
tomers, with gamification emerging as a result. This area focuses on the use of elements
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andmechanisms divergent from games, whosemain purpose is to contribute and encour-
age users to achieve one or more goals. The use of these methods aims to transform com-
plex issues into more perceptible and easy-to-understand topics. They act as a stimulus
to arouse interest and, at the same time, enhance creativity and imagination.

Gamification methodology, according to Yu Kai Chou [15], is subdivided into eight
categories: Octalysis (Fig. 3). This structure is supported by 8 Core Drives and was
developed with the purpose of identifying the basic psychology of human motivation
and how it operates. Games are fun because they activate specific motivations within
each individual, which make them want to repeat the experience. Although not all Core
Drives need to be present in a single action, at least one of these categories should be
evident. Each Drive has a different nature, from emotions, such as obsession and power,
to feelings such as creativity and personal fulfillment [15].

Fig. 3. Octalisys [15]

In thisway, themost relevant CoreDrives for the present studywere analyzed. Firstly,
Accomplishment, whose focus is personal achievement, that is, the main motivation
comes from the user himself to progress and develop his skills (the will to overcome the
imposed challenges). This category is generally intertwined with rewards and rankings
where the player can visualize his constant progress. Next, the core that includes all
social components: Social Influence. In this Core Drive, content that recalls childhood
memories, as an example, ends up encouraging and arousing interest to participate or
compete in something. Nevertheless, the seventh Core Drive, Unpredictability, is driven
by the unknown factor, the curiosity to find out what the next challenges are. The user
is curious about something, which leads them to think about it several times throughout
its day. And finally, the eighth, and last Core Drive, Avoidance, where the focus is on
the motivation to avoid certain actions that could cause further damage in the future - as
is the example of games that force the player to do daily missions to earn points.

Gamification is increasingly used in design, since by understanding and identifying
the Core Drive in which the target audience fits, it is possible to solve numerous issues
related to UX. Thus, it allows to analyze, in detail, not only the best mechanisms to use,
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but also the type of motivation that attracts users. In summary, both gamification and
design have the same goal: to make the user experience as pleasant and engaging as
possible.

3.3 UI/UX Design

UX and UI are two distinct but complementary areas. UX Design embraces the entire
spectrum of user experience, also evaluating factors such as usability and utility. While
UI Design is the way in which this same experience is achieved, being the junction of
various types of elements and components, such as menus, search fields, videos, and
images. Therefore, UX is the process that covers the entire user journey on a specific
platform - from analysis of the various user behaviors to the elaboration of various
scenarios and flows. This process is fundamental to ensure a user-friendly experience in
the use of an online platform. UX Design consists, in essence, in identifying problems
and difficulties of the user, to improve and optimize the operation, ensuring in the same
way the quality of the interface. The primary objective is to meet the particularities and
needs of the user, since each small interaction with the platformwill have a different type
of experience associated with it. This is an extremely important issue, since sometimes
that experience and interaction are mostly fragments of our memory, which may or may
not correspond to the total reality [16].

The first contact of the user with the platform is crucial, since in that very instant
an initial perception is created, which evolves successively the greater the proximity or
use of it. Thus, seven essential factors for creating a good user experience have been
established, namely: valuable, useful, accessible, usable, desirable, credible, valuable,
purposeful, and easy to identify. In other words, there must be a balance between these
numerous areas to create the best possible experience [17].

The UI is the process that allows the user to control a device, software or application,
and this management can be performed through menus, buttons or any other type of
functionality that provides interaction between the user and the device in question. In
other words, it is based on the improvement and optimization of interactive systems that
allow fewer problems and errors affecting the user [18].

Accordingly, Dan Saffer [19] established five elements - motion, space, time, appear-
ance, and sound - as the infrastructure of interaction design. Although it is not necessary
to use all these elements together, at least one of these components must be present. This
way, a connection will be created, even if unconsciously, between the designed interface
and the user, developing in consequence an emotional connection that will benefit both,
brand/product, and consumer.

UI Design is then responsible for developing a product, anticipating obstacles, and
making sure that the interface has usable elements that allow the user to achieve his goal
in the fastest and most effective way. This process requires continual refinement in terms
of design, based on usability testing.

In the past only technology experts used computers. Thus, in the 1980s the term
usability emerged to replace the term ease of use. Therefore, within the scope of eval-
uating the ease of interaction and understanding of a platform, this term emerged and
was portrayed as a hemisphere represented by the human being and the system. That is,
an area that analyzes whether the interface provides the user with a pleasant and easy
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way to interact without having to engage in complex processes that result in a negative
experience [20].

3.4 Usability Heuristics

Jacob Nielsen [21] developed some general rules that became known as heuristic eval-
uation. Nielson’s heuristics, a set of principles developed with the goal of optimizing
various usability-related issues, act to promote an efficient experience. Usability heuris-
tics are generally applicable to any type of device. Using these principles, it is possible
to evaluate and develop an interface quickly, collecting large amounts of information
regarding the needs of the interface [21]. Although they do not replace usability testing,
these parameters make it possible to create a platform with a smaller number of errors
and premature adversities. The application of these rules proves to be a fundamental
procedure in the development of a digital solution allowing users to navigate the plat-
form in an intuitive way. In this context, the following heuristics were relevant in this
study and were later applied in the benchmarking analysis following the collection and
comparison of data on competing platforms.

Based on the principle that all information and content should be arranged logically
and cohesively to be easily understood by the user, the heuristic “Match between system
and the real world” arises. In these situations, it is evaluated whether concepts are being
used that are familiar to the user rather than complex and confusing terms. Thus, it will be
simpler for users to learn how the interface works. On the other hand, the “User control
and freedom” heuristic states that the user should be given control over the system they
are using. Therefore, a user may select the button to delete some content in an unintended
movement. This type of action should always coexist with a confirmation notification or
the ability to reverse the action. However, it is necessary to understandwhich elements of
the interface can have a negative character resulting in future inconvenience to the user:
“Error Prevention”. The designer must foresee which buttons or content may mislead
the user. The interaction process between the user and the interface must be facilitated
guided by the main aspects of the system: “Aesthetic and minimalist design”. Interfaces,
as a rule, should only contain information relevant to the user or give greater prominence
to the main content [21].

Through these principles it is possible to develop more comprehensive interfaces
focused on usability and the user. The goal is to prevent the user from feeling lost in the
designed interface, since the user’s path should be fluid and immediate with no gaps or
deviations from the destination [22].

4 Benchmarking: Digital Platforms in the Sports Category

Benchmarking is a procedure where the main competitors are analyzed with the purpose
of gathering information that describes the user experience in the time of use of the plat-
form in question. By performing this analysis one can more easily establish benchmarks
for future improvements. The purpose of this strategy is to compare the various plat-
forms to outline which functionalities and features should be incorporated or developed
to better meet the user’s needs.



16 T. Silva et al.

Nowadays, there are several platforms that work as a complement to the athletes’
training, helping them to develop faster andmore efficiently.Nonetheless, in Taekwondo,
no similar platforms have been developed. Therefore, platforms from other sports were
analyzed, such as Fitbit, HomeCourt and Strava (Fig. 4).

Fig. 4. Platforms: FitBit, HomeCourt and Strava [23–25]

These are applications used by brands and reference athletes, such as the NBA -
National Basketball Association - one of the most important basketball leagues world-
wide. Later and with the purpose of gathering information about digital methods devel-
oped for Taekwondo practitioners, the applications Mastering Taekwondo, Taekwondo
Trainer, Dojanga and Taekwondo WTF (Fig. 5) were also considered, which despite not
evaluating the athlete in real time, are platforms whose purpose is the learning and train-
ing of this martial art. Following this, a comparative analysis was prepared to analyze
the functionalities of platforms for athletes.

Fig. 5. Platforms: Mastering Taekwondo, Taekwondo Trainer, Dojanga and Taekwondo WTF
[26–29]
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In Table 1 and Table 2 are evaluated relevant issues such as the versatility of platform
use in various devices, the way the training and exercises are presented to users and an
analysis based on usability heuristics.

Table 1. Comparative analysis of functionality of platforms for athletes.

Platforms Fitbit Homecourt Strava Taekwondo
trainer

Mastering
taekwondo

Dojanga Taekwondo
WTF

Desktop x x x

Mobile x x x x x x x

Login/Logout x x x x

Different types of
users

x

Training x x x x x x x

Training
videos/Animations

x x x x x

Monitoring (Data
and Statistics)

x x x x

Challenges/Events x x x

Extra Services x x

News Feed (from
other users)

x x x x

Notifications x x x x x x x

Camera’s function
utilization

x x x

Table 2. Comparative analysis based on the heuristics studied

Platforms Fitbit Homecourt Strava Taekwondo
Trainer

Mastering
taekwondo

Dojanga Taekwondo
WTF

Match
between
system and
the real
world

x x x x x x x

User
control and
freedom

x x x x x x x

Error
prevention

x x x x

Aesthetic
and
minimalist
design

x x x x x
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Regarding the platforms analyzed, it is noted that only three - Fitbit, HomeCourt
and Strava - offer the athlete the versatility to be used in various types of devices,
such as desktop, tablet, mobile and smartwatches. Although these platforms display
a completer and more organized interface in terms of content, Mastering Taekwondo
(the most indigent and devoid of content application of the interfaces present) ends
up differentiating itself from the others, presenting a feature that the others do not
have: the distinction between users. This interface was designed so that users can train
and perform exercises according to their level of experience. This type of function
provides users with continuous progress according to their current ability, distinguishing
between beginners and seniors. Even without the profile feature, there is a wide range
of pre-defined workouts according to the color of the user’s belt (level of expertise).

The development of goals and challenges can be observed in the first three platforms,
which demonstrates an active strategy of loyalty to its users, thus motivating them to
use the interface regularly. One of the common points between all the platforms is the
sending of notifications to remind users of training schedules or the occurrence of some
momentary event. The clear backgrounds are a predominant factor in all platforms,
highlighting the use of contrasting bright colors, such as oranges and blues, showing
simultaneously the concern in the perception of information and clarity in reading.
Following this and according to the effectiveness criteria defined by Stephen Few [8],
regarding the presentation of data, it can be observed that the four platforms that monitor
the athletes’ data follow all the basic rules.

From the identification of the character of the information to the ease in identifying
the order and classification of the values, all interfaces present a functional and direct
data structuring. Thus, it becomes clear how essential it is for the athlete to have a quick
perception of the various information relating to training. A small detail that makes it
difficult to understand a specific value can complicate the whole exercise for the user,
since a poor interpretation of the results will influence the athlete’s future performance
in the long term.

5 Conclusion

The inclusion of technology in sports is a fundamental procedure for the physical and
mental development of athletes. The perception of the main adversities of Taekwondo
was crucial in this phase of the project development, as well as the understanding of the
relevance of design in the presentation and organization of relevant information. The
correct digitalization and hierarchy of information allows athletes to explore new ways
of improving their performance. Thereby it was necessary to explore interfaces allusive
to other sports. With a perspective centered on user analysis and evaluation, examples
like FitBit, HomeCourt, Strava, TaekwondoTrainer,MasteringTaekwondo,Dojanga and
TaekwondoWTFwere considered. Thus, through the study of complementary platforms
to athletes’ training (using technologies such as computer vision) the global panorama
of the state of the art, benchmarking research and the main objectives of the interface
were defined.
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As a conclusion, the purpose of this first stage of the project was to explore the
potential of technology in combination with design to optimize and develop the perfor-
mance of Taekwondo athletes. Thus, the following needs were identified in relation to
Taekwondo and its technological means:

• non-existence of evaluation systems for the athletes;
• absence of a database to store information related to the athletes’ training;
• lack of organization regarding the learning content of the different techniques of the
sport.

The next stepwill be to develop a solution thatmatches the needs of different users. To
this end, personas focused on potential users will be developed, as well as the structuring
of the information architecture to hierarchize the relevant information. Subsequently,
usability tests will be developed to validate the prototype.
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Abstract. Companies face several challenges when adopting Artificial Intelli-
gence (AI) technologies in their service and product offerings. Adaptive behavior
that changes over time, such as personalization, affects end-user experiences in
sometimes unpredictable ways, making designing for AI-powered experiences
difficult to prototype and evaluate. To fully make use of AI technologies, compa-
nies need new tools, methods, and knowledge that relate to their specific design
context. This includes learning how to adapt design and development processes to
fit AI-powered services, communication in cross-functional teams, and continu-
ous competency development strategies. This paper reports on an innovation and
learning program called AI.m that facilitates practical learning about how to use
emerging AI technologies for human-centered design. The program has been exe-
cuted for 15 companies and evaluated using interviews with researchers, design
practitioners, and company representatives that have worked within the learn-
ing program. This study suggests and verifies a productive and efficient learning
environment and process where companies, university research departments, and
design agencies collaborate to produce AI-powered services and at the same time
develop their competency in AI and human-centered design. The qualitative anal-
ysis provides a set of categories of learning implications organized as a framework
of prompts to help organizations develop AI and design capabilities.

Keywords: AI · Design · Learning environments · Innovation · Digitalization

1 Introduction

The field of Artificial Intelligence (AI) has provided companies and organizations with
new opportunities for creating personalized, adaptive, and autonomous service and prod-
uct experiences. However, AI-powered services impact the end-user experience in com-
plex and interconnected ways, rendering it difficult for organizations to keep a connected
and holistic overview when designing service interactions [1]. The recent rise of data
availability, access to powerful Machine Learning (ML) algorithms, and processing
power have created new possibilities in assistive and agentive interfaces and automation
of services [2]. AI is indeed claimed to be one of the most transformative technologies of
our time [3]. Designers, developers, economists, researchers, and managers in all sectors
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need tools and practical know-how to support them in creating and evaluating designs
that address the challenges and opportunities this new technology presents to society.

At the same time, AI is a heterogeneous collection of techniques and application
areas and is therefore hard to define and learn to apply in practice. AI can make specific
processes – such as searching, mining, and prediction based on big data – more efficient,
and more advanced AI can be implemented to make services agentive – i.e., take the
initiative and act on users’ behalf. This affects how tasks and work are carried out and
has substantial implications for how organizations orchestrate their workforce and what
skillsets are prioritized [4].

There are multiple toolkits for developing and applyingAI technologies from a tech-
nical point of view available. Google, Facebook, IBM, OpenAI, and other organizations
havemade ambitious AI-based development platforms available for developers to access
algorithms and data sets. However, fewer support tools are available for helping design-
ers and managers understand how designing services based on this technology affects
business strategy, user experience, and ethical implications such as biased data and dis-
crimination that may arise. Therefore, there is a strong need for designers and innovation
leaders to be “AI literate” to make better use of AI technologies in human-centered ser-
vices and products. This line of thought has led to the concept of “AI as a designmaterial”
[1, 5]. AI spans a large variety of aspects, ranging from different approaches (e.g., sym-
bolic, sub-symbolic, or statistical AI), different application types (e.g., computer vision,
expert systems, natural language processing), and different service types (e.g., assistive,
agentive, or automated services). Designers and product managers need to navigate this
space tomake informed decisions on howAI can benefit their offering and value-creation
and value-capture.

To this end, we have examined a practical learning and innovation program called
AI.m1 that aims to accelerate companies’ ability to design human-centered AI-powered
services. The model has been iterated in stages, and currently, 15 small and medium-
sized companies from different sectors have completed the learning cycle. We present
this learning environment and synthesize insights from interviews with participating
designers, developers, innovation leaders, researchers, AI experts, and company leaders
in the work reported on herein.

1.1 Aim and Research Question

The aim of this study is to provide a framework for how accelerated learning about
human-centered AI as design practice can be facilitated in small and medium-sized
companies. A second aim of the study is to evaluate the AI.m program experience from
three perspectives: the company perspective, researchers’ perspective, and the design
agency perspective.

The rest of the paper is structured as follows. First, we describe the design and learn-
ing context for human-centered design when utilizing data-driven Machine Learning as
a design material in Sect. 2. Then, in Sect. 3, the AI.m program process and surrounding
ecosystem of actors are outlined. In Sect. 4, we report on the qualitative interview study

1 www.aimhalland.se.

http://www.aimhalland.se
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with representatives from the AI.m program and present the results of the analysis as a
framework of design prompts. The paper is concluded in Sect. 5.

2 The Design and Learning Context for Human-Centered AI: State
of the Art

As the complexity of digital services increases and becomes integrated into everyday
life, organizations and firms face the daunting challenge of understanding how user
experiences are affected through an ever-increasing number of touchpoints, channels,
and media [6]. Within the field of Human-Computer Interaction (HCI), this has sparked
a line of thought that the field is going through a paradigm shift, where interaction
design and user experience (UX) design focus on situated and embedded complexities
in a messy world [7, 8]. The multi-stakeholder view coupled with holistic experience
design over digital and non-digital touchpoints is firmly grounded in Service Design
practice [9]. The overlaps between interaction design, UX design, and Service Design
have recently been re-framed and re-conceptualized [10].

The recent increase of AI technologies in digital services adds to this development.
AI has been dominated by engineering and technology-centered disciplines for decades.
Only recently have scholars started to re-conceptualize the agency of things in terms
of AI and human-centered design (cf. [2, 8, 11–13]). At the same time, Harrisson et al.
note that epistemologically, HCI has been moving away from the traditional engineering
culture of the previous paradigm [7], rendering “the boundaries between technology and
humans increasingly fuzzy” [8].

UX and Service Designers have a long history of crafting design tools that help them
visualize, ideate, communicate, and validate their designs. Ever since the transition to the
experience economy [14], the connection between the service platform complexity and
user experience has required organizations to actively focus on a holistic view of their
customers’ complete service experience beyond interface design [15]. However, data-
driven and AI-powered services are new territories for designers. The tools that make
up the typical toolset of UX and Service Designers – such as Service Blueprints [16],
Customer Journey Maps [17], Business Model Canvas [18], Personas and Scenarios
[19–21], and Ecosystem Maps [9, 22] – are not explicitly tailored to describe user
experience, impact, and value for services that rely on AI and algorithms. In particular,
there is a lack of tools assisting in modeling how AI can augment human workers
or operators and the resulting end-user (or customer) experience. The opportunities to
apply AI technology – such as Machine Learning – in an HCI design context are multi-
faceted. Generic challenges include designing for data collection and data maintenance,
integrating ML functionality in user interface design, and augmenting human operators
and change workflows with the help of AI technologies. Even though decades of work in
the space of AI-powered design has produced several sets of HCI guidelines, it is clear
that more knowledge and practical know-how are still needed [1, 13].

Just as AI and computation can be considered a specific design material that changes
the context for designers [23, 24], the application of big data, algorithms, mobile tech-
nologies, and cloud computing also changes the design space for services. This devel-
opment is sometimes referred to as “the platform economy” or “the third globalization.”
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Indeed, Kenney and Zysman [25] claim that: “We are in the midst of a reorganization
of our economy in which the platform owners are seemingly developing power that
may be even more formidable than was that of the factory owners in the early industrial
revolution.” (p. 62).

Digital platforms powered by emerging technologies allow firms to monetize human
effort, assets, and data through various services that serve different user groups. The
complexity of Business, Service, and User Experience design for AI-powered digital
platforms is high, and service-providing organizations, therefore, need to understand (a)
how key interactions and functionality are integrated to deliver value to the end-user
(or customer), (b) how these components are interconnected to the organization and
culture, and (c) how the organization generates and captures value through service inter-
actions [26]. This includes orchestrating cooperation and co-learning between humans
and AI agents, such as cognitive process automation, boosting human users’ cognitive
insight capabilities, and cognitive engagement opportunities [25]. It also includes com-
petency development as well as facilitating multi-disciplinary communication within
and between teams [1]. This adds complexity to the design context and requires design-
ers and developers to consider such factors when designing AI-powered services. In
effect, this shifts the focus from traditional human-centered design to interaction with
agentive systems [2, 27] and explores what new workflows and skills are necessary for
human operators [28, 29]. Indeed, designers often have a cliched understanding of AI
and ML, such as viewing AI as a means for automating tasks [30].

Recent literature emphasizes that designers using AI-powered functionality in digi-
tal services could expand the design metaphor for enabling interactions to do more than
rmerely react or respond as a “tool” [2, 31]. Rather, the metaphor for interacting collabo-
ratively with humans could be seen as a “butler” or “valet” in “teaming” efforts between
humans and AI-powered services [4] and focus on both augmentation and automa-
tion as they are interdependent [32]. Therefore, the design context is multi-disciplinary,
and organizations need to take business impact, technology, and human behavior into
account.

A significant challenge for enabling designers to embrace new technologies as design
materials lies in orchestrating efficient learning and discovery of how such fast-changing
emerging technologies such as AI can and should be used. Companies that design and
develop digital services operate in fast-paced, time-critical contexts where formal, tra-
ditional learning opportunities might be scarce. Research indicates that such learning
opportunities may exist only on paper, either because the execution of learning activities
takes too long or because, once they get back towork, employees do not get opportunities
to consolidate what they have learned in the regular work practice [33]. This provides
an exciting opportunity for designing efficient and multi-disciplinary learning contexts
for professionals that can be connected to everyday work practice.

In order to facilitate learning within and between groups of professionals in such a
multi-disciplinary and complex design space, designers, developers, innovation leaders,
and managers need to learn together and contextualize domain expertise in both AI and
design in their work practice.
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3 The AI.m Learning and Innovation Program

The context for the study presented here is an innovation program called AI.m – cre-
ated by innovation arena and business incubator HighFive2 and Halmstad University
in a Swedish geographical region with a population of 330,000. The program aims to
support small and medium-sized regional companies to fast-track their ability to utilize
AI technologies in an impactful and sustainable way. A fundamental stepping stone for
the program is the notion that the program is not only about AI technology per se but
also incorporates business and user experience impact as a starting point. To this end, the
program has identified that expert competency in both AI and human-centered design
needs to be a part of a productive learning environment.

Following theories on design-based learning that is characterized by open-ended,
hands-on, andmulti-disciplinary craftsmanship on the one hand [34] and communication
and interaction as “making meaning” in creative learning processes [35] on the other,
the learning model is set up as a network of actors (see Fig. 1) and a formal process
(see Table 1). The model aims to help identify business opportunities that create and
capture value by implementing human-centered design and business modeling with AI
technology. Tangible outcomes from the learning sequence in the program are one or
more proof of concepts, or prototypes, that encapsulate concrete representations of how
AI-powered services can enhance a specific company’s service offering.

Fig. 1. Overview of the system of learners surrounding the learning program AI.m centered on
the Learning Hub of HighFive. Participating companies get support from researchers and experts
on AI and service innovation and practical UX design support from professional design agencies.
New knowledge is captured in tools, templates, research papers, and other learning materials.

2 https://h5halmstad.se/.

https://h5halmstad.se/
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3.1 Learning Actors

The AI.m program consists of a learning hub hosted by innovation arena HighFive. The
program is designed to coordinate learning and innovation processes between the actors
of the system. The primary target group (“primary learners”) are small and medium-
sized regional companies from different sectors. Another actor in the network is the
region’s university (Halmstad University), which has strong research expertise in AI and
Service Innovation. The third actor is a contracted group of design agencies consisting of
professionalUX and ServiceDesigners that are taskedwith prototypingwork throughout
the process. As the university and the design agencies serve by providing their expertise
to the primary learners, they are considered secondary learners. However, as is evident
from the evaluation of the learning program, both university researchers and design
agencies boost their knowledge on how to design and develop AI-driven services as a
result of the process (see Sect. 4).

Each company forms a team consisting of 3–5 key roles (including management,
technical personnel, and domain experts). Depending on their data and digitalization
maturity level, some companies provide several technical roles (CTO, data scientists, and
developers), whereas others whomight not have such roles defined within the companies
typically bring senior management and product owners instead.

The core AI.m program team enlists one AI expert and one service innovation
researcher from Halmstad University, one Business Designer from HighFive, a Ser-
vice Designer, and one or two UX designers from the contracted design agencies. Later
in the process, the team can be extended with design or engineering students from the
university programs that can help build or evaluate the prototype being built. This allows
the students to learn from being exposed to practical prototyping of AI-powered services
in an authentic company setting.

The company brings a preliminary challenge hypothesis of how AI and service
innovation couldbenefit their business or organization.TheAI expert,BusinessDesigner,
Service Innovation Researcher, and Service Designer bring their perspectives and expert
knowledge to the table and are later helped by the design agency team and possibly
students for hashing out the final prototype or proof of concept. In return, researchers
get insights and data about how innovation work using AI is carried out in practice. This
also yields new tools and methods that can spawn new research project ideas for the
university beyond the AI.m program. The design agencies provide high-quality design
craftmanship to the project, and they benefit from rapid and efficient practical experience
in building AI-powered services and prototypes.

The participating company gets tangible outcomes in the form of (a) one or more
prototypes highlighting service concepts and AI proof of concepts, (b) a roadmap of
possible next steps beyond the AI.m program, including financing and grant suggestions
for future work, and (c) new contextualized knowledge about how to design and develop
human-centered AI-powered services.

Another outcomeof the ecosystem is the university’s possibility of using case studies,
developed tools and methods, research ideas for creating new educational content, and
knowledge dissemination in the form of papers and ideas for research grant applications.
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3.2 Process

The AI.m program process consists of five main stages. All the main actors from the
ecosystem in Fig. 1 are involved in all stages to varying degrees. Table 1 summarizes
the stages and sessions of the process. Typically, five companies run their sessions in
parallel during a 6–8-week period, where about half of the calendar time is dedicated to
prototyping an AI-powered proof of concept. Each batch of five companies is initiated
with a kick-off where all the participating companies are gathered to get two inspiration
talks; one about human-centered design opportunities and one introduction to AI from
a technology perspective. In the same session, the companies spend two hours in a
workshop where they outline challenges and opportunities together with AI and design
experts from the core learning hub team.

Table 1. The program’s learning process stages. Stage 1 is performedwith a batch of 5 companies,
stages 2–5 are performed with each company in parallel tracks.

Stage Focus Sessions and durations

1. Inspiration kick-off Introducing AI
Introducing design

1 two-hour session with
inspiration talks and workshops
(multiple companies)

2. Business design and
innovation management

Aligning business goals with
challenges and opportunities

2 two-hour workshops
(1–2 weeks apart)

3. Service design Definition of the desired impact
Data inventory and maturity
assessment
Definition of key user journeys
Ethics and risks
Scope for prototype (including
data requirements)

2 two-hour workshops
(1–2 weeks apart)

4. UX design and
prototyping

Iterative development of
interactive prototypes and AI
proof of concepts

3–4 weeks of design agency
work and AI development,
with continuous check-ins
from the rest of the team

5. Dissemination and
roadmap

Internal communication
Defining next steps and new
learning goals

1 two-hour session with a
presentation of the concepts
(multiple companies)
Concluding individual
discussion of learnings and
roadmap for each company

After the common kick-off session, each company gets its individual schedule for
stages 2–5 (see Table 1). In this first session of Stage 2, the company briefly presents
its current business and possible steps it might already have taken in terms of AI or
data-driven services. Based on this “ground truth,” the Innovation Leader and Service
Designer facilitate twoworkshops on possible routes for using AI to address the business
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challenges. An AI expert from the university is present to give insights on technical
aspects of the business. In these workshop sessions, typical business development tools
are used, such as business model canvas variants [18, 36] and ecosystem maps [22].

The outcome of the Business Design and Innovation Management stage is a shortlist
of 5–10 possible service or project ideas where AI can make a positive impact for the
company, as well as suggestions for business model developments based on available
data and the company’s challenges. At this stage, the company typically understands
what kind of data they need to access – or even construct – to provide a business case
and use case for the different ideas on the shortlist.

The shortlist of ideas is then reviewed independently by the core AI.m team and
the company. During the first Service Design session (Stage 3), one direction is agreed
upon, and a user journey mapping process commences. This decision is based on a
discussion where the idea’s communicative impact, the possibility of sustainable future
developments, technical viability and availability of data, business feasibility, and pos-
itive user experience are reviewed. Due to the limited project time, the time factor for
developing a prototype is also taken into consideration. The Service Designer facilitates
two workshops where the user journey and interaction flows are mapped out. The AI
expert, Service Designer, and company representatives shape a plausible and possible
future state journey where AI technologies have in some way enhanced the service’s
impact on business and user experience outcome.

At the end of the second Service Design workshop, the UX designers increase their
engagement and help set the prototype scope and detail form factor and target platform
(e.g., tablet, smartphone, or digiphysical mock-up).

Stage 4 – UXDesign and Prototyping – consists of 3–4 weeks of design sprint work,
where the UX designers develop the prototype in an iterative fashion. Weekly check-ins
on the progress being made so that the company and AI.m team can provide feedback
and design critique. This stage is concluded with a presentation of the final prototype,
where the AI-specific interactions and impact are in focus. In order to enhance cross-
company learning, all five companies in a batch gather for the final presentation to see the
other companies’ solutions and progress. Stage 5 – Dissemination and Roadmap – also
includes recommendations for future work for each individual company. Depending on
the maturity level of both the prototype and the company itself, these recommendations
typically center on how to bring the prototype into production, including plans for rig-
orous field tests and user studies. Staff at HighFive also provides recommendations for
relevant grants, courses, third-party data sets, and other resources that the company can
utilize in order to continue to develop its AI capabilities.

4 Evaluation

The AI.m program has been running in its current form between 2019 and 2021, with a
total of 15 participating small- and medium-sized regional companies. The companies
have a large spread, ranging from business-to-consumer smartphone app services and
web-based online services to business-to-business IT platform solutions, IT security,
medical technology, agricultural technology, and manufacturing plants. To evaluate the
learning opportunities and effects of the AI.m program, a series of qualitative interviews
were conducted.
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4.1 Method

At the end of the three project batches of five companies each, respondentswere recruited
from (a) the participating companies, (b) HighFive, (c) the researchers at Halmstad
University, and (d) the design agencies.

Semi-structured deep interviews were carried out individually. The interview themes
focused on the learning and knowledge-building impact that the AI.m program experi-
ence had on the different actors. Respondents were asked to elaborate on their profes-
sional competency development during the project and reflect upon the various ways
their understanding and knowledge of how human-centered design and business model
innovation are affecting their business using AI technologies as enablers. The topics also
included what worked well in the process, as well as problems and negative experiences
of the project work. Towards the end of each interview, respondents were asked to talk
about what they see as possible steps to continue to learn about AI and service innovation
beyond the AI.m program.

In total, the data consist of 24 interviews (15 company interviews, 3 Business Design
and Innovation Leader interviews from HighFive, 3 AI Researcher interviews from
Halmstad university, and 3 UX designer interviews from three different design agen-
cies). The interviewswere analyzed qualitatively by service innovation researchers. Data
also include written notes, whiteboard photographs, and digital collaboration areas that
were created during the workshops. These auxilliary data were used to complement
the interpretation of verbal anecdotes raised in the interviews in the analysis stage. In
some cases, respondents used notes and images material in the interviews to explain
their thoughts. These notes and sketches were also considered as a complement to the
interview data.

4.2 Results

All 15 company representatives deemed theAI.m program to be a success andwell worth
the time invested. Even though the maturity level of the resulting prototypes varied, each
company – except one – concluded the programwith a demonstrator or proof-of-concept
that captured an AI-powered service solution. The single company where a prototype
was not completed had neither enough data nor the digital maturity level or culture to
reach the prototype stage. However, they reported that their curiosity was sparked during
the program and that the learning outcomes have strengthened their digital maturity and
data analytics awareness in general. Several companies reported that the AI.m program
enhanced their general data and digitalization awareness and that they are now more
confident in further exploring emergent AI technologies as a result of their participation
in the program.

TheBusinessDesigners and InnovationLeaders fromHighFive reported an increased
experience with, and understanding of, how data analytics and machine learning provide
possibilities as well as challenges for business models and the organization.

Furthermore, a quality that the companies generally did not expect was that they
ended up examining their business models in light of what AI and data analytics can
provide. An example of this is a manufacturing company that previously considered
internet-enabled machinery to be a premium offering with a higher price-point attached
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to it. This premium offer reduced the number of data-collecting sensors on the market
compared to the cheaper machinery without an internet connection. However, during
the business design and service design stages in the process, it became evident that the
data such internet-enabled sensors could provide back to the company would be very
valuable and enable new services such as predictive maintenance. In turn, this could
reduce machine downtime for customers. Based on this, the company’s approach to
charge a higher price for internet-enabled machinery was questioned. This serves as an
example of the importance of including business and management in the company’s
learning initiatives on AI and data analytics, and the impact this has on the way an
organization thinks about value-creation in relation to AI- and data-specific features of
service and business.

The agency designers reported that they previously had underestimated the charac-
teristics with the design of AI-powered services when the first project started. They high-
lighted the importance of interdisciplinary communication and that they had acquired
several new concepts, design patterns, and terminology from theAI andMLfields during
the projects. This hasmade thembetter equipped to communicatewith data scientists and
AI programmers in future projects. The Service Designers, as well as the UX Design-
ers, all expressed that the requirements on prototyping and innovation change when
data-driven ML functionality becomes available. Examples of this include adaptivity,
personalization, and ethical issues in terms of data collection and usage.

University researchers stressed the importance of seeing theory and data in practice.
Practical application in authentic contexts-of-use presents problems that are typically
not present in neat lab contexts. Examples include technical limitations in data formats,
resolution, and processing speeds in already existing products that are out on the market
in the hands of consumers and some companies’ lack of resources and skills to han-
dle business model changes internally. The project experience helped highlight such
challenges for both researchers and companies alike. Both AI and service innovation
researchers appreciated the opportunity to create and modify tools and methods during
the process and reported that these had inspired new ideas in ongoing research projects
outside the AI.m program (see Fig. 1).

Additional network effects occur in the learning system, as participating companies
form bonds with design agencies. Several companies report that they had not considered
UXDesign as a possible service vendor before seeingwhat sort of value professional UX
design could bring to their products and services. Even though companies are not required
to disclose such information, several volunteered that they are renewing their business
with the UX Design agencies beyond the AI.m program. From a regional perspective,
this is a highly desirable outcome since it strengthens the business networking in the
region.

Similarly, since there are five companies in each batch that meet each other at pre-
sentations, there are company-to-company partnerships forming as well. Even though
some of the companies operate in different sectors and branches, there are examples
of collaborations and other joint ventures that arise as a result of the AI.m program.
Such experiences highlight boundary-spanning and continuous learning as a result of an
orchestrated ecosystem of actors collaborating on common problems.
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4.3 Analysis

The interview data were combed for meaning-bearing phrases related to learning expe-
riences and design challenges. Phrases from the interviews were put on digital sticky
notes and clustered into categories in a bottom-up fashion. The guiding principle for this
categorization was in terms of experience design, learning effects, and business inno-
vation implications for AI-powered services. As clusters emerged, they were named.
For example: one company representative said, “we need to get a better sense of how
AI makes the end-user experience different from non-AI services.” This statement, and
others related to functionality and interactions, were grouped in a category named “User
Experience”. In contrast, another respondent voiced concerns regarding potential nega-
tive effects and the ethical risks posed by biased data. Such statements were grouped in
the category “Ethics and risks”.

In total, 14 categories were generated and then discussed in a group format with the
core stakeholders from HighFive, Halmstad University, and one of the design agencies.
In the second analysis step, these categories were grouped into five over-arching themes,
each corresponding to a different knowledge and skill learning implications for service
innovation and design practice. The themes align with other mappings of AI and design-
related challenges for service innovation, e.g. [1]. Table 2 summarizes these themes,
categories, and learning implications.

Table 2. Summary of derived themes from interviews.

Theme Categories Learning implications

1. Knowledge - Data and analytics
- Culture and competencies

Theoretical and practical knowledge about
different AI technologies and their impact
on user experience design

2. Innovation - Vision
- Problem and consequences

The ability to create innovative solutions
based on AI technologies

3. Impact - Impact and values
- Ethics and risks

Understanding long-term effects of
AI-powered services on organization, skills,
user experience, and value creation

4. Prototyping - Algorithm effects
- Augmentation
- Service offering
- User experience

The ability to rapidly prototype and evaluate
specific use qualities due to AI-powered
prediction, adaptivity, and agency

5. Communication - External communication
- Internal communication

The ability to communicate effectively in
and between cross-functional teams, as well
as with end-users and customers of
AI-powered digital services

For each category, a set of prompts – formulated as questions – were derived from the
interview categories and statements made in the interviews. These prompts provide an
action-oriented framework for stakeholders inanextendeddesign teamtounderstand,dis-
cuss, and creatively support business model and service innovation using AI as a design
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material. As such, the themes, categories, and prompts can be seen as boundary objects
that can facilitate discussions across professions and democratize the communication,
coordination, and knowledge transfer between different roles in an organization [37].

1. Knowledge. ML affects both design and user experience and this relationship is seen
as a knowledge gap to overcome by both designers and developers. This theme covers
the technical knowledge of data science and analytics, as well as the human-centered
design competencies related to data and digital technologies. This theme also includes
cultural aspects and how the organization can become more AI- and design-ready.

Data and analytics questions include:

• What data sources do we have access to today? What quality do they have?
• Do we have access to useful information that we might not consider “proper data”
today?

• What is our strategy for collecting and update our data?
• What kinds of patterns and relations do we see in our existing data set?
• What data attributes seem to be related?
• What new data attributes can we extract by aggregating existing attributes?
• How can new types of data grow our service offering?

Prompts in the Culture and competencies category include:

• What are our drivers, purpose, and attitudes?
• What defines us as an organization?
• What issues can be resolved with cultural drivers instead of more process and
regulation?

• How do we track performance?
• How do we make design decisions?
• Do we have ownership issues regarding data within our organization?
• Do we have a “data-ready” culture?
• Are data science perspectives championed at the executive level at the company?
• Are design perspectives championed at the executive level at the company?
• What competencies are required? Which do we already have? Which are we lacking?
• What is our strategy to create a learning culture?

2. Innovation. The ability to use knowledge about AI and human-centered design to
create innovative solutions for value-creation and value-capture is found in the positive
vision on the one hand and the problems and consequences category on the other.

Vision prompts include:

• What is our vision and impact statement? (Why are we doing this at all?)
• What is unique?
• How is value created?
• How is value captured?
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Problems and consequences focus on the negative aspects of the problem space,
which can lead to innovative outcomes:

• What primary problem exists in our application space?
• What negative consequences of that problem are we eliminating or resolving?
• What will the consequences be if we do not do anything?

3. Impact. A particular aspect of user- and context-adaptive services is the continuous
change and long-term impact enabled by data-driven ML and other AI technologies. To
capture these aspects in the learning environment, the following prompts are used:

Impact and values:

• What values do we build for our different end-users?
• What metrics measure successful outcomes?
• What are our overall impact goals for our customers, our organization, and society?

Ethics and risks:

• What ideology is built into the design?
• How can the platform be misused?
• What may our services break or affect negatively (human conditions, other products,
and resources)? Is it worth it?

• Whose perspectives have been heard and considered?
• To what extent are human safety, resources, and the organization’s reputation at risk?

4. Prototyping is an essential part of human-centered design and consists of four
different, but related, perspectives.

Algorithm effects include the ability to understand how ML algorithms affect the
problem space:

• What are the possible outputs, outcomes, and impact of new attributes and other
algorithmic effects?

• Does ML solve the problem better than other approaches?

Augmentation focuses on techniques for prototyping howAI-powered services affect
work and skills:

• What becomes possible for workers?
• How will skills be augmented?
• What tasks will be replaced or augmented?
• Vulnerability: what is the likelihood that human operators working with the AI
will distrust its decisions and override them and thereby making the functionality
redundant?
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The Services perspective is focused on prototyping how a complete service is orches-
trated. It typically resonates with a Service Designer’s lens of prototyping end-to-end
holistic service experiences:

• What key service encounters occur, and in what order?
• How are different services on the platform related to each other?
• What does the customer/user experiential journey look like?

The User Experience perspective is highly related to the Services perspective but
focuses more on the UX Designer’s concrete design efforts for specific channels and
platforms:

• In what ways does AI render the user experience “magical”?
• What are the UX effects of false positives and false negatives?
• What are the possible UX effects of biased data?
• Is the system’s behavior understandable and explainable?

5. Communication. As highlighted by all respondents, developing skills to communi-
cate both within a multi-disciplinary team and with external stakeholders is critical for
success.

External communication is vital from a marketing and branding perspective and is
essential for companies, but also for designers who aim to “prove” the service brand
with their solutions:

• What is the relation between our brand mission and AI-powered services?
• How do we communicate AI-powered service functionality to customers and other
stakeholders?

Internal communication prompts are in some ways highly related to Culture and
competencies (seeKnowledge, above) as they focus on continuous internal development:

• What tools and resources are we using to facilitate cross-functional communication
about AI and service between teams?

• What educational initiatives do we need, and for whom, in the organization to build
better communication between departments?

5 Conclusion

The AI.m learning ecosystem and process has successfully fast-tracked 15 small and
medium-sized companies from a variety of sectors in their capability development of
using emerging AI technologies in their business and service offerings.

The derived themes correspond to previous research on challengeswith designingAI-
powered services (e.g., as reported byYang et al. [1]) and further develop these challenges
into a framework of design and learning opportunities. The categories and associated
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learning prompts are derived from the input fromAI experts, multi-disciplinary perspec-
tives from company representatives, aswell as Business, Service, andUXDesigners. The
themes, categories, and prompt questions presented herein can be used as a framework
for addressing organizational and individual learning when designing human-centered
services and products powered by AI technologies in a multi-stakeholder design context.
As voiced by the participating companies, the AI.m program experience sparked their
interest in using human-centered design and AI and increased their confidence in taking
on new forms of digital service innovation initiatives. These are viewed as important
factors for positive learning outcomes and helped companies view learning about design
and AI through prototyping and support from academia as a value-creation activity. The
learning ecosystem approach where multiple actors meet, and exchange knowledge and
ideas has been fruitful in this case. As new connections between participating actors
have formed and lasted several years in some cases, the AI.m program has demonstrated
a sustainable way to stimulate regional development and at the same time strenghtened
bonds between academia and companies.
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Abstract. There is currently no systematic overview of methods for
evaluating Learning Analytics (LA) and Learning Analytics Dashboards
(LAD) of Adaptive Learning Platforms (ALPs). 10 articles and 2 reviews
are analyzed and synthesized. Focusing on the purposes of evaluation,
methods used in the studies are grouped into five categories (C1-5): C1)
evaluation of LA and LAD design and framework, C2) evaluation of per-
formance with LA and LAD, C3) evaluation of adaptivity functions of
the system, C4) evaluation of perceived value, and C5) Evaluation of
pedagogical and didactic theory/context. While there is a relative high
representation of evaluations in the C1-C4 categories of methods, which
contribute to the design and development of the interaction and inter-
face design features, the C5 category is not represented. The presence
of pedagogical and didactical theory in the LA, LAD, and ALPs is lack-
ing. Though traces of pedagogical theory is present none of the studies
evaluates on its impact.

Keywords: Adaptive learning platforms · Learning analytics ·
Evaluation

1 Introduction

Adaptive Learning (AL) is not only a relatively new research area but also a
multi-disciplinary field involving multiple synonymous and definitions. Adaptive
learning, personalized learning, individualized learning, and customized learning
are in some way interchangeable although adaptive learning is the most fre-
quently used term of the four [13]. Various methods are applied for the design
and evaluation of adaptive or personalized activities and contents of the digital
learning platforms.

Existing reviews on Learning Analytic (LA), Learning Analytics Dashboards
(LAD), and AL has not focused on the methods used to evaluate LA and LADs
of Adaptive Learning Platforms (ALPs). For instance, the systematic literature
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review [7] presents six reviews on adaptive learning and seven reviews on learn-
ing analytics among others types of learning technologies but lacks focus on
the methods for the evaluation of LA or LADs. The review [9] posed several
questions on especially which methods have been employed for the evaluation
of the systems. The review reports that the learners play an important role in
the evaluation of intelligent tutoring systems, such as learners’ experience when
evaluating system usability. In the examined studies 5.66% of studies involving
intelligent tutoring systems were evaluated only by learner experiences, while in
combination with learner’s performance, system’s performance or both, learn-
ers’ experiences have been used more frequently [9]. The review does not entail
what methods were used for obtaining the learner experience or what types of
usability tests were used.

The purpose of applying different methods of evaluation is therefore inter-
esting to look into to get a better understanding of which perspectives are being
evaluated from as well as how they are being evaluated.

This leads to the motivation for this systematic review. The motivation is
to synthesize the evaluation methods applied in the design, development, and
implementation of AL as they support pedagogical and learning related deci-
sions for educators and students. Likewise, we want to examine how students’
and educators’ perceptions of LAD and LA are integrated in the evaluation
methods. The study will contribute to the fields of usability engineering, user
experience, and digital learning technology. The study on the methods of eval-
uating AL platforms is pivotal for improving the quality of learning experience
and learning outcome, educators teaching experience and their adoption of the
technology, and development process of companies and the implementation of
the right evaluation methods.

The above-mentioned scope and motivation led us to devising the research
question:

How to evaluate the Learning Analytics and Learning Analytics Dashboards of
Adaptive Learning Platforms?

The desired outcomes is one set of methods for evaluating the functionalities
and perceived experiences of the technological features, and the other set of
methods on the evidence of improving learning outcomes, learning experience,
and teaching quality. While the first contribute to the field of interaction design
and the second contribute to the broader field of service design and innovation
within the education and training domain.

2 Methods

Applying two different established methods, the protocol for the selection of
papers and the protocol for the process of analysis and synthesis are conducted.
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2.1 Selection of Papers: PRISMA

The selection of articles are conducted according to the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) [11], which includes
four phases: identification, screening, eligibility, and included (See Fig. 1). Since
the aim is to review evaluation methods used for LA and LAD on ALPs, various
combinations of the following keywords are used: evaluation, adaptive learning,
learning analytics, learning analytics dashboards, assessment, etc. The searches
were restricted to peer-reviewed papers, published in English, Danish, and Nor-
wegian (considering authors’ language skills), from 2011 to the search date
September 1, 2021. In consultation with a librarian and after testing different
combinations of keywords, four databases were selected, and different combina-
tions of the keywords returned the following: Scopus [n = 75], ACM [n = 144],
ScienceDirect [n = 106], and Taylor & Francis [n = 38]. We envision further
inclusion of databases such as IEEE Xplore, JSTOR, Routledge, Springer, and
ERIC in our continued work.

The exclusion criteria implemented in screening and eligibility stages are as
follows: 1) A paper that does not mention LA or LAD in relation to ALP. 2)
Papers with a focus on LA and LAD in other e-learning environments which
do not meet the requirements of adaptivity for the learning platform. 3) Papers
without empirical data examining LA or LAD on ALP. 4) For the conference
proceedings, only included papers published as part of the main conference.
Workshop papers and posters were excluded.

Fig. 1. PRISMA flow-chart



40 T. A. B. Tretow-Fish and M. S. Khalid

The two authors screened separate databases and only the papers selected by
one author (n = 95) are included in this document. For this review, 10 articles
and 2 reviews have been included for analysis and synthesis.

2.2 Constant Comparative Analysis Method

We applied the constant comparative analysis method for the analysis and syn-
thesis [4]. The articles were encoded according to themes and then divided into
categories. During this process, the coded sections were regularly compared to
similar parts of texts containing the same codes. The intention was to create
a connection between the texts and ensure the continuity of the codes’ defini-
tions [4].

Each included paper was read with the purpose of identifying methods,
parameters, and purpose of evaluating LA and LAD. The data extracted from
the papers are tabulated to synthesize: 1) The methods used when evaluating
LA and LAD. 2) Parameters measured by the aforementioned methods to eval-
uate LA and LAD. 3) The purpose for the evaluation method applied. From
the identified purposes a thematic analysis was initiated and categories were
developed.

3 Analysis and Synthesis

In this section, we report the qualitative synthesis of the systematic review.
The evaluation methods identified in the papers are summarized in the Table 1
are grouped into four categories. C1) Evaluation of LA and LAD design and
framework - focusing on how LA and LAD is implemented on the platform.
C2) Evaluation of performance with LA and LAD - focusing on user perfor-
mance with LA and LAD statistics. C3) Evaluation of adaptivity - focusing on
if and how the adaptivity functions of the system works. C4) Evaluation of per-
ceived value - focusing on perceived value of students, educators, or users. C5)
Evaluation of pedagogical and didactic theory/context - focusing on whether a
pedagogical theory is the groundwork for the LA, LAD, or framework or if there
are actionable pedagogical recommendations associated with the application.

Each category will have studies which are in depth described if their main
focus aligns with the category. Several studies have multiple evaluations besides
their main focus these papers will be mentioned in each category as evaluation
features.

3.1 C1) Evaluation of la and LAD Design and Framework

Paper [1] focuses on evaluating LA and LAD design and framework whereas [8]
only has evaluation of LA and LAD design and framework as a part of their
study.

[1] propose EduAdapt, an architectural model for the adaptation of learning
objects considering device characteristics, learning style and students’ contextual
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information. They develop an ontology (OntoAdapt) for recommending content
to users. Particularly, for EduApadt the study wants to investigate if the use of
ontology matches the learning objects adaptation scope.

The OntoAdapt [1] is an ontology which is evaluated in two phases. The first
phase describes the development of the ontology and the second phase of apply-
ing it in a developed application. The first phase uses two strategies; scenarios
and analyzing the quality and fidelity that OntoAdapt delivers against other
ontologies. The scenarios identified different use cases from which they devel-
oped OntoAdapt. The analyzing of quality and fidelity of OntoAdapt compared
to other ontologies was done with some evaluation metrics from full ontology
evaluation (FOEval) (coverage, richness, and level of detail) and some provided
by the software Protege (Annotations, Object property, Data property, Prop-
erties to the specific domain, Properties with specific range, Total number of
classes, and Total number of subclass) to analyze the quality and the fidelity
that OntoAdapt delivers in covering concepts on the associated subjects. These
metrics were complemented with the tool Manchester-OWL Ontology Metric to
validate and display statistics on OntoAdapts performance. These were used to
calculate Attribute Richness (AR), Relation Richness (RR), Ontology Richness
(OR), and Subclass Richness (SR).

The second phase, were the testing of the ontology. A mobile application pro-
totype for Apple iOS mobile devices was developed and they used the prototype
in an undergraduate course called Ubiquitous and Mobile Computing with 20
learners who used the Adapt application during 1 month. The study applied a
survey using the Felder and Silverman index of learning styles with 44 items on
a 5 point Likert scale on four dimensions (Active/Reflective, Sensing/Intuitive,
Visual/Verbal, and Sequential/Global). Afterwards a pretest on the EduAdapt
was preformed with 20 Learning Objectives (LOs). A post test was then offered
after 1 month and to complete a survey on EduAdapt. The survey was based on
the work of a two-tier test and a usability evaluation and was compounded of
10 statements, the students had to rate using a 5 point Likert scale to measure
the level of user satisfaction. These results were evaluated on reliability with the
Cronbach alpha approach and Wilcoxon-Mann-Whitney test to assess whether
samples have the same distribution.

As one of the results in this expansive study “we can highlight as the main
scientific contribution the proposal of a model for learning objects adaptation
that employs inferences and rules in an ontology considering various contexts,
including the student’s learning style” [1, p. 83].

Besides this paper, an additional paper touch upon the evaluation of LA and
LAD design and framework in their study. [8] presents a framework to frame
user requirements of an adaptive system.

3.2 C2) Evaluation of Performance with la and LAD

Two papers focused mainly on evaluating user performance with LA and LAD
and one additional paper mentioned the measurement of performance through
LA and LAD but not as part of the main scope of its study.
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Table 1. Review results

Author Category Evaluated

unit

Methods Parameters Purpose

Di Mascio

et al.

(2013) [3]

C3, C4 Adaptive

learning

system

TERENCE

Heuristic

evaluation, expert

reviewing,

cognitive

walk-through,

observations,

think-aloud and

verbal protocols,

controlled

experiments,

simulation and

system

performance

indicators

Users’ attitudes

towards the

system, users’

performance and

system

performance

The qualitative

methods

(Heuristic, expert

reviewing,

cognitive

walk-through

evaluations etc.)

are used to

evaluate design

choices for the

system. Whereas,

the simulations

and system

performance

indicators are also

used to evaluate

the design choices

but from a

usability

perspective on

system

performance

Bresó

et al.

(2016) [2]

C3, C4 Mechanism

that adapts to

stamina/mood

Surveys and

simulations

Adaptability and

variability

The simulation

method was used

to evaluated on

the amount of

possible outputs

from the system.

The surveys

combined with a

pilot case

evaluated on the

perceived levels of

both variability

and adaptability

Tlili et al.

(2019) [14]

C3, C4 Method for

modelling to

learners

personalities

Survey and LA

student

personality scores

Learner

personality

LA was used to

estimate learners’

personalities and

surveys were used

to evaluate the

validity of the

personality models

Wei-Chih

et al.

(2015) [5]

C2,

C3, C4

Adaptive

learning

algorithm

Surveys, pre- and

post-tests,

performance

scores, and user

satisfaction scores

Learner

satisfaction scores

and learning

effectiveness

How does the

algorithm

performs (student

performance) as

well as what the

learning

satisfaction with

the LAD were

Nye et al.

(2021) [10]

C4 MentorPal,

adaptive

framework for

virtual

mentors

Formative user

testing interviews,

log data, pre- and

post-surveys for

career attitudes,

and post-survey

for usability

Feasibility for

virtual mentoring

The LAD is

evaluated on

statistics which

were used to check

for the model

quality, this was

verified against

users’ subjective

quality assurance

testing

(continued)
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Table 1. (continued)

Author Category Evaluated

unit

Methods Parameters Purpose

Abech

et al.

(2016) [1]

C1, C4 Ontology

model for LA

and LAD

FOEval, user

feedback, surveys,

measurements of

survey reliability,

user scenarios,

competence

questions and

usage patterns

Learners, learning

objects, devices,

context, context

awareness,

coverage, richness,

and level of detail

The evaluations of

the ontology goes

through two

phases. First

phases evaluations

are used for

developing the

ontology. Second

phase evaluations

are applied to

compare it with

other ontologies

and to evaluate

how the ontology

performs in a

learning context

Mavroudi

et al.

(2016) [8]

C1, C4 Teacher-led

design on

envisioned

adaptive

system

Evaluation

questionnaire and

Qualitative

Comparative

Analysis

Teacher

perceptions and

expectations

This paper

proposes a

methodology to

frame

requirements to a

number of critical

success factors in

meeting the users’

expectations of

the system

Khawaja

et al.

(2014) [6]

C3, C4 Adaptive

multitouch

tabletop

interaction

application

Subjective ratings,

Linguistic Inquiry

and Word Count,

and Advanced

Text Analyzer

User’s experienced

cognitive load,

Language

Complexity

Measures, and

Linguistic

Category Features

A method for a

none-intrusive,

non-manipulative

adaptive learning

design which

adapts to users’

cognitive load

Santos

et al.

(2015) [12]

C2,

C3, C4

Ambient

Intelligence

Context-aware

Affective

Recommender

Platform

Tutor Oriented

Recommendations

Modeling for

Educational

Systems

methodology,

user-centered

design methods,

data mining

techniques,

interviews, and

SUS questionnaire

Learners’ affective

state, educators’

tacit experiences,

learner

physiological

signals

Exploration of

ambient

intelligence

providing

sensory-oriented

feedback. How or

if this improves

personalized

support through a

recommender

system

Zhang

et al.

(2021) [15]

C2, C4 Student-

centered

online

one-to-one

tutoring

system

Pre- and post test

of students’

academic

performance and

system log files

Students’ learning

performance

(academic),

teachers’

performance

(attracting

students)

Does such a

system have a

practical value

[5] developed a new algorithm, called the competency-based guided-learning
algorithm (CBGLA). The study aimed to develop a CBGLA-based learning sys-
tem that includes personalized learning paths which guide learners in achieving
the learning objectives. The purposes of the guided-learning functions are to
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accelerate and streamline the learning process. The system was tested on six
third-year college students of electrical engineering before the experiment was
conducted on 59 third-year college students of electrical engineering [Experimen-
tal group = 29, control group = 30]. To test the effectiveness of CGBLA a quasi-
experimental research method was employed using a non-equivalent test design.
The statistical mean, independent sample t-test, and one-way analysis of covari-
ance (ANCOVA) was used to investigate the participants’ learning effectiveness,
satisfaction, and three dimensions of system validity through achievement of
learning objectives, required learning time, and learning effectiveness. Learner
satisfaction was investigated using a 16-item survey of five-point Likert scale
covering three dimensions: interface design, design of adaptive guided-learning
mechanism, and the perception of CBL. “The results of system validity exper-
iments were significantly positive. This paper also conducted learning exper-
iments to analyze learning effectiveness. Results showed that students learned
more effectively under the guidance of the CBGL system than under the instruc-
tion of a teacher. [...] However, students expressed a lower degree of satisfaction
when surveyed about their perception of CBL” [5, p. 124].

[15] presents the Student-Centered Online One-to-one Tutoring system
(SCOOT), which deals with the cost of one-to-one tutoring. SCOOT is pre-
sented as a supplementary service where students can ask questions outside
school to expand the flexibility of posing questions. The tutoring sessions with
SCOOT is organized in four essential components: organization of teachers, stu-
dent inquiry, and pair matching mechanism and the tutoring session. In SCOOT,
teachers and students are able to communicate online through screen sharing,
sending text and pictures, and speech. The teachers’ interface of the application
needs the teachers to log into the system and mark themselves as available for
synchronous live conversations. The students’ interface of the application require
the students to log on and interact with the available teachers. These tutoring
sessions are initiated by the students. The study seeks to evaluate the efficiency
of SCOOT as well as examining how students’ prior knowledge and the superfi-
cial patterns of tutoring sessions affected their learning. The evaluation include
integrate students’ learning performance and behavior log files instead of running
between-subject experiments. The study ran for 50 days with a pre-test before
and post-test afterwards. To get an in-depth understanding of how tutoring ses-
sions affected students’ learning, 40 tutoring sessions were randomly selected
based on the criteria inferred and the sessions were manually labeled in detail
with the coding schema developed from Chi’s Interactive Constructive Active
Passive (ICAP) framework. The participants consisted of 810 students in Grade
7 and 64 mathematics teachers and tutoring sessions which had a length of less
than 1 min were omitted. Pretest performance combined with system usage fac-
tors was used to predict posttest performance by linear regression, this was done
with Waikato Environment for Knowledge Analysis (WEKA). Common descrip-
tive statistical analysis and Pearson correlation coefficient were computed. “The
results suggested that system interventions are needed at both the student and
teacher sides to facilitate good-quality tutoring interactions; otherwise, SCOOT
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may further increase the difference between high- and low- achieving students”
[15, p. 17].

Apart from the two above-mentioned papers [12] evaluates the effectiveness
of supporting the learning process by e.g. giving affective and sensory input to
help calm the user in a stressful learning context, and whether the input was
helpful in the students’ performance.

3.3 C3) Evaluation of Adaptivity

Four papers evaluated on the adaptivity of LA, LAD, or framework. Two addi-
tional papers mentioned adaptivity in their studies but did not present it as their
main focus.

For defining personality in adaptive learning systems, [14] devised an
evidence-based personality model by mapping students’ participation in 15 func-
tionalities of iMoodle learning management system against Big Five Inventory
(BFI) dimensions (i.e. Extraversion, Agreeableness, Consciousness, Neuroticism,
and Openness). The devised method is defined as an LA approach for defining
the learners’ personality. Based on 50 students data, Chi-square test is used as an
assessment criterion to compare between the assessed personality levels from the
results of LA approach and that assessed from the BFI results. Since the study is
exploratory and little information is previously known, the obtained experimen-
tal data from their pilot experiment was validated using three methods namely,
Chi-square, 10-fold cross-validation and Cohen’s Kappa. The study concluded
that the “LA approach with Bayesian network can model learners’ personalities
with an acceptable precision and a fair agreement compared to BFI for only
three personality dimensions, namely, extraversion, openness and neuroticism”
[14, p. 12].

To evaluate adaptability and variability of content from both simulations and
user feedback, [2] presents the Personal Health System as a part of Help4Mood
which supports users in not relapsing into depression, thereby learning to live
with their condition. The Personal Health System is a developed tool that adapts
its content to users stamina or mood. The design of the Personal Health Sys-
tem has been performed by adopting a user centred design methodology, which
was done by involving a set of users, clinicians and caregivers. The evaluation
is done through two methodologies one is producing simulated data and the
second is collecting user feedback on the system. The simulation data was pro-
duced with two categories of scenarios in mind. The scenarios were designed on
clinical requirements and were restrictive and flexible scenarios. Restrictive sce-
narios had a high number of constraints in the relative order and dependencies
between tasks. They also had a high number of constraints in the periodicity and
priority of the tasks. The flexible scenario in contrast had a minor number of
constraints. The evaluation space corresponds to the multivariate combination of
answers to all questions that might make sense given the context of the user. The
simulations were done on 19 tasks and 31 subtasks and a task could be formed
by one or more subtasks. There were 20.000 simulations of interactive sessions
(restrictive n = 10.000 and flexible n = 10.000). In this study, adaptability was
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defined as how much the produced content of a session can change in relation
to current and past information and inferred about the users’ condition. Vari-
ability was defined as how the content order is offered depending both on user
actions during the interactions and restrictions defined by clinicians. The second
methodology encompassed two tests where users used the system and afterwards
answered an 11-item survey with 3-point Likert scale on their perceived useful-
ness of different functionalities of the system. Two of these items referred to
adaptability and variability. The paper concluded that “We can ensure that our
framework provides a sufficient degree of adaptive and varied sessions, allow-
ing the personalisation of the interactive sessions in order to improve the user
experience” [2, p. 90].

In a study by [6], user’s experienced cognitive load is examined to help
improve performance in complex, time-critical situations by dynamically deploy-
ing more appropriate output strategies to reduce cognitive load. This is done
through linguistic behavioral features as indices of user’s cognitive load. A pilot
study was conducted on a paper mock-up with two teams of four participants
consisting of experts from fire management work roles. Their feedback improve
the task design as the interaction design. The study examined a session where
44 participants (11 teams of four operators) participants strategically managed
fire fighting tasks as a team. Participants interacted with a multi-touch table-
top screen that displays the fire management tasks and related information. All
participants had general knowledge about firefighting, but none had ever partic-
ipated in any actual firefighting, training fire fighting exercises, or used any fire
management system before. Task design was set up with three different levels
of task complexity or cognitive load. The levels were low, medium, and high (in
the analysis combining low and medium to a single low category) Data consisted
of participants voices which were recorded with wireless close-talk microphones
recorded with the audio recording tool WaveSurfer and two video cameras which
were used to record the operators’ interactions. Further data consisted of logs of
interactions with the touch table including operators’ touch positions and drag-
ging behavior as well as a survey on the self-rated perception of task difficulty
as individuals and as a team on two separate 9-point Likert scales. The survey
also contained an open question for general comments on task complexity, use
of policy documents, and any communication issues. The analysis were done on
observations, data transcription, feature extraction, and statistical analyses of
the linguistic features with Linguistic Inquiry, Word Count, and Advanced Text
Analyzer to investigate the variations in their behavior under different task load
levels. In conclusion the paper states that: “An interaction system that is able
to analyze users’ speech and linguistic patterns to determine their current cogni-
tive load could dynamically adapt its response to minimise the users’ extraneous
cognitive load and help them maintain task performance” [6, p. 362].

[12] presents an Ambient Intelligence Context-aware Affective Recommender
Platform (AICARP) that applies Tutor Oriented Recommendations Modeling
for Educational Systems (TORMES) elicitation methodology to sense changes
in learners’ affective state. AICARP delivers interactive context-aware affective
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educational recommendations in an interactive way through complementary sen-
sory communication channels. The recommendations are given to make users
adjust breathing, stress etc. To evaluate the TORMES methodology, problem
scenarios were used to identify the necessary requirements or user goals while
taking into account the context of use elicited in the previous activity. Problem
scenarios were used to develop solution scenarios that solved or avoided the prob-
lems posed by delivering interactive recommendations. To specify these solutions
the recommendation modeling work with five dimensions; recommended action
(what), recommendation rules (when and who), justification of the recommen-
dation (why), recommendation format (how and where), and recommendation
attributes (which). Evaluation of the scenarios were carried out by applying the
user-centered design method Wizard of Oz. In this empirical study, a psycho-
educational expert with experience in supporting learners face-to-face and online
acted as the Wizard. Video of the participant and affective data (pulse, skin tem-
perature, skin resistance, and skin conductance) was visualized to the wizard who
in turn generated the associated recommend action (e.g. the green LED and the
buzzer playing a pure tone). The study had six participants one of them being
visually impaired. Before the study began participants completed the General
Self-Efficacy Scale (GSE), the Big Five Inventory (BFI), and the Positive and
Negative Affect Schedule (PANAS). As part of the study participants had to
complete two tasks. Each of the task involved speaking for 5 min, while being
recorded with the webcam. Before talking, participants had 1 min to think about
what to say. Data consisted of AICARP system data (the previous mentioned
physiological data), recordings from a webcam (facial expressions and voice),
recordings from a video-camera (body movements), and time-stamped notes by
an observer. The impact of the elicited interactive recommendation on the learner
was evaluated at the end of the experiment by means of a questionnaire and
an interview. The questionnaire was the System Usability Scale (SUS) 10-item
5 point Likert scale. The interview consisted of five open questions with the
goal of understanding participants’ opinions of their interaction with the system
regarding perception, intrusiveness, and utility. Chi-square test was conducted
to determine whether there were independence between the usability of the sys-
tem and the effectiveness of the recommendations perceived by the participants.
Answers given in the open questions were coded categorically. To verify these
categories chi-square tests were again applied. The results cannot be applied as
representative due to a very low sample size. The study concludes that “[...] this
research opens a new avenue in related literature which focuses on managing the
recommendation opportunities that an ambient intelligent scenario can provide
to tackle affective issues during the language learning process when preparing
for the oral examination of a second language learning course” [12, p. 50].

In addition to these papers, a number of papers mentions evaluation methods
that evaluates on adaptivity. [3] presents usability associated with adaptivity and
[5] effectiveness of adaptivity.
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3.4 C4) Evaluation of Perceived Value

2 papers had their main focus on evaluating from users’ perceived value or eval-
uation of users’ perceived value. All of the rest 8 studies reviewed in this paper
had in one way or the other included users’ perceived value as a feature of their
studies.

[3] describes the development of the TERENCE system’s Graphical User
Interface (GUI) prototypes through evidence based and user-centered design
where they identified users’ requirements and context of use by using users
and domain experts. The first group were learners (n ≈ 170), which here is
described as 7–8 year old primary-school students who are poor comprehend-
ing and hard of hearing or deaf. The second group were educators (n ≈ 10),
who were primary school teachers, support teachers, and parents of learners.
The last group were experts (n ≈ 10) who were psychologists and linguists, who
designed and developed the learning material. In evaluating the ALS TERENCE
the GUI was assessed and it was assessed on two levels. The Learner GUI and
the Expert/Educator GUI. Three evaluations were done and the two first ones
were done with experts. The purpose for the expert evaluation were to assess
whether the learning material were adequate for the learners and to evaluate the
usability of prototypes, in particular whether the interfaces followed standard
visual design guidelines, whether the interfaces supported the user’s next step to
achieve the task, and whether the interfaces provided appropriate feedback. The
prototypes were evaluated using heuristic evaluation, expert review and cognitive
walk through. More evaluations were conducted with end users. The purpose was
to provide indications related to the pedagogical effectiveness of the prototypes
and to evaluate their usability. The methods were: observational, think-aloud,
verbal protocols, and controlled experiment. The paper informs about upcoming
analyses of a large-scale evaluation with 900 end users. The initial findings and
analysis is not included here. Their findings informs an expansion of usability
testing to also include timing and focus of users’ participation as well as system
performance during the execution of users’ tasks [3, p. 5-7].

[10] presents a virtual mentor system called MentorPal. In this empirical
study the system gives career advice to high school students (n = 31) attend-
ing STEM internships who considering STEM careers. They participated in 3
sessions with MentorPal where they completed a pre-survey, interacted with
MentorPal for 25–30 min, and then completed a post-survey. Researchers unob-
trusively observed the students during usage and were available to help if needed.
The STEM career advice were given with focus on STEM careers in the Navy.
The system works as follows; the student asks one of four recorded virtually
represented mentors by Free Text, Speech Input, or Topic Buttons about the
mentor’s career to get a better understanding of the career’s alignment with the
students interests and goals. MentorPal responds with the most suited answer.
The primary pedagogical technique encouraged during recording of the mentors
was the use of anecdotes and narrative. Development of MentorPal was done
with three parameters in focus: Conversational Flow, Video-Chat Authenticity,
and Low Cost. MentorPals performance was evaluated through pre- and post
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surveys. Usability was evaluated with Unified Theory of Acceptance and Use of
Technology constructs (UTAUT) survey on a 6 point Likert scale with 6 items.
To evaluate change in attitude towards specific careers a survey was generate
from variants of the CAPA Career Confidence Inventory and the CAPA Interest
Inventory which resulted in respectively 50 items based on the approximately
400 CAPA items on a 5 point Likert scale. The results were tested and eval-
uated through traditional classifier statistics these were used to check for the
direction of increases or decreases for model quality with 5-fold cross-validation
accuracy scores, this was verified against subjective quality assurance testing.
Their findings were limited on both sample size, sample diversity, and impact
but one of the clear conclusions were that: “A panel of four mentors (even one
hypothetically optimized through hindsight) is insufficient to cover either the
main career interests or diversity representation of even 31 students. So, future
research should investigate how students respond to self-reported or automati-
cally personalized panels drawn from a larger set of mentors representing broader
career choices and backgrounds” [10, p. 39].

In addition, several papers mentions the evaluation of perceived value.
[1,2,12,14,15] present the evaluation of perceived value as a method for fur-
ther informing performance of LA. [2,12] uses evaluation of perceived value to
evaluate adaptability and variability and to assess the usability of the LA, [5]
presents it to assess satisfaction levels of LA, [6] estimate perceived level of cog-
nitive load, [15] assesses the practical value of the LA, and [1,8] developing the
application.

3.5 C5) Evaluation of Pedagogical and Didactic Theory/Context

Three papers mentioned pedagogical theory as a contextual factor for their stud-
ies. None of the studies evaluated on how pedagogical or didactic theory was
evaluated upon in either LA, LAD, or frameworks. The three papers that men-
tioned pedagogical were: [3] who had a second iteration of expert evaluation
which consisted of 10 learning experts. As they applied the TERRENCE sys-
tem to their prototype they included a pedagogical direction described as the
pedagogical stimulation plan. The results from the user evaluation consisting
of approx 170 users assessed whether the pedagogical effectiveness of the pro-
totypes, the evaluation of its usability, and whether expectations to the peda-
gogical stimulation plan was met. This was done through observational, think-
aloud, verbal protocols, and controlled experiment. [1] reviewed other works on
ontology which had a pedagogical approach. This was compared to their own
ontology’s adaption to learning styles but their own ontology was not assessed
on any pedagogical parameters. [5] used competency-based learning to develop
their CBGLA algorithm but their study does not mention how CBGLA could or
should be implemented in a pedagogical context neither how CBGLA resulted
in the development of users’ competencies.
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4 Conclusion and Discussion

In this work in progress systematic literature review, we identified 12 relevant
papers, synthesized 10 empirical papers, and covered two reviews as part of the
introduction for establishing the scope of the paper. The methods that directly
or indirectly contribute to the evaluation of LA or LAD of ALPs are grouped
into five categories: C1) evaluation of LA and LAD design and framework, C2)
evaluation of performance with LA and LAD, C3) evaluation of adaptivity func-
tions of the system, C4) evaluation of perceived value, and C5) Evaluation of
pedagogical and didactic theory/context. Figure 2 shows the number of papers
covering the methods under the five categories as the central focus of their study.

Fig. 2. Distribution of evaluation categories

Pedagogical and didactic theory/context (C5) as a theme occurred in multiple
papers but none of the papers covered the evaluation of impact of an LA or
LADs of ALP. LA and LAD are rarely examined in an educational context as a
learning tool which informs either students and educators on making informed
pedagogical or didactic choices framed by a pedagogical or didactic theory.

We experienced the lack of pedagogical theories and concepts such as motiva-
tion, engagement, gamification, and nudging to mention a few. For future studies,
we raise the question, how do we improve learning and teaching quality with LA
if there are no learning theory attached to the data collection and presenta-
tion? And how can LA and LAD lead to better learning or teaching if there are
no actions associated with the data rather than just a presentation of learning
objectives’ difficulty, time spent on the platform or active users. Pedagogy and
didactics needs to be connected with LA and LAD of ALPs to support teachers
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and students as they focus on cognitive and meta-cognitive impact, behavioral
change, and social learning activities.

Broadly, we see assessments with ontologies, frameworks, methodologies,
experimental designs, mathematical models, and LA statistics which are almost
all the building blocks of a LA. Only evaluations of the visualization and the
pedagogical elements are not present.
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Abstract. We present a user study developed to explore the use of psy-
chological frameworks for the personalisation of narratives. Further, we
explore using interactive narratives to understand the user’s personal-
ity and narrative preferences. The study consists of three sections: an
interactive narrative, a personality test, and a personalised short story.
Whilst it would appear that at least this interactive narrative could not
be used as a personality test per se, it was able to capture some traits.
The personalisation appeared to work well, especially regarding relating
with the protagonist. It was also found that extraverted people appear to
prefer reading narratives with less formal language, and introverts prefer
narratives with more formal language.

Keywords: Personalisation · Personality · Narrative

1 Introduction

What makes a good story? Any subjective answer to the question would, by
definition, be down to the person answering the question. To present them a
suitable story, we could find one matching their preferences, or, more intrigu-
ingly, make one fit them. Trying to understand the person using methods from
psychology, the narrative could be made to have different variations for different
personalities. But how do we get an understanding of the person’s personality?
Using their social media data would not always be possible or ethical. Using a
personality test might not necessarily be much fun to the user. Then, why not
use a method that should be fun for anyone interested in narratives: a narrative?
That is what this study does: presents the users with an interactive narrative
designed to capture their personality using the five-factor model (FFM) and the
Need for Affect (NFA), and then personalises a narrative to match with their
personality scores. This study seeks to consider various ways of personalisation
at the same time, focusing on written, non-interactive narratives, and testing
how this affects the reader experience.
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2 Background

2.1 The Five-Factor Model

The five-factor model (FFM) [16], often considered the gold standard of personal-
ity psychology, features five traits: extraversion, agreeableness, conscientiousness,
emotional stability, and openness to experience. The factors have been found in
many studies to influence preferences in narratives and media. [42] found that
people with high scores in neuroticism, the reverse of emotional stability, had
a strong preference for sad music and avoided light-hearted film genres, and
psychoticism, an opposite of agreeableness, indicated a preference against com-
edy but one strongly for graphically violent horror movies. [47] found evidence
that sensation seeking, represented by openness and extraversion, involved a
preference for novel and arousing media across genres. Many such correlations
have also been found in other studies [10,14,27,28,33,34,43,46]. Various other
online activities, such as personal websites [39], Facebook profiles [4], emails [13]
and even email addresses [3], can also reveal a person’s personality to human
observers. Computer-based personality judgments can indeed be more accurate
than ones by humans, according to [44], who created an algorithm they found
to accurately predict all FFM traits simply based on likes on Facebook.

Games have been used to research personality in several studies; [15], noting
that games can have similar qualities to psychometric tests while being more
engaging, propose a game for daily cognitive assessment. The Five Domains
of Play theory [38] translates the FFM into five aspects of gaming motiva-
tion: people with a high score in openness to experience seek novelty; consci-
entiousness matches with challenge; extraversion with stimulation; agreeable-
ness with harmony; and neuroticism with threat. [40] tested the model, finding
that for participants younger than 60, four out of five personality traits corre-
lated significantly but weakly with their corresponding game preference domains
(r = 0, 13 − 0, 30, p < 0, 05). [24] applied the FFM for adjusting difficulty in a
first-person shooter game, with a linear regression model aiming to optimise
enjoyment and gameplay duration. [37] found a correlation between gameplay
metrics and all the five factors. [18] also created a method for generating a FFM
profile during gameplay for the players, which is then used to define their quests.

2.2 Need for Affect

There have been various studies and versatile results on the topic of what sort
of personal characteristics explain enjoyment of negative emotions in art. For
example, [9] found that people with high empathy enjoyed tragic films more.
[41] linked it to high openness to experience and empathy.

One promising approach could be the Need for Affect (NFA), which refers
to how motivated people are to seek emotion-inducing situations and activities
[21]. Media use or preference is not a part of its definition or operationalisation,
but the study did have participants rate their willingness to see specific films
after having read descriptions of how interesting, happy, and sad each of them
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was supposed to be. The willingness to see happy and sad films rather than less
emotional films was higher for individuals with a strong NFA. [21] note that
while sensation seeking is conceptually similar to the NFA, they found them
empirically distinct.

High NFA scores appear to match with willingness to watch films with affec-
tively negative content, but only in females [1]. [6] found that people with high
NFA enjoyed horror films more. They found the NFA as the first personality
trait found to be a consistent predictor of individuals’ engagement with negative
and ambivalent emotion experiences regardless of gender or genre. Therefore,
using it in combination with the FFM could be helpful in determining possibly
the most important issue in personalisation: whether the narrative should be
ultimately happy or sad.

2.3 Narrative Personalisation

User modelling has been widely used to adapt computer games, but relatively
little to determine storylines, often using factorial models of user types in inter-
active narratives, such as in PaSSAGE [5,35], Mirage [11], and [31]. Some assess
the user’s present emotional state, as in [32], or their comprehension of the nar-
rative, as in [8]. It is also possible to focus on just narrative preferences, which
can be treated as a collaborative filtering [17] problem, as in [45], whose drama
manager learns a user’s preferences from ratings on story fragments and then
chooses successive plot points.

There is also some work on personalising language, typically with chatbots,
such as in [30] who used the user’s FFM personality type. The Personage sys-
tem [22] produces utterances matching FFM profiles. It has also been used for
making variations of stories slightly different stylistically, such as in the use
of swear words, exclamation marks and stuttering [29] and, together with the
Scheherazade story annotation tool [12], altering between first- and third-person
narrators, and the shyness levels of their language [19,20].

3 Methodology

The study1 had 59 participants (17 women, 36 men), volunteers of all ages above
18 who were found by posting about the study on internet discussion boards on
interactive narratives and other relevant topics.

The first part is an interactive narrative specifically written for this study. It
uses a 2nd person perspective where the user assumes the role of the protagonist
and makes choices that determine what the protagonist does and how the plot
advances. All but one of the 25 questions simulate a personality questionnaire
on a five-point Likert scale, with the possible options ranging from one extreme
to another, measuring either one of the factors in the Five-Factor Model (FFM)
or the Need For Affect (NFA). The questions relating to FFM are about how the

1 Available at https://cci.arts.ac.uk/∼wnybom/zombies.

https://cci.arts.ac.uk/~wnybom/zombies
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protagonist responds to the situation, for example in a very extraverted or a very
introverted manner, and the questions measuring NFA are about deciding what
happens next, ranging from something light-hearted to something very dark.
Most choices do not affect the narrative trajectory, except for three questions,
resulting in 2 × 3 × 5 = 30 different ways the story could end up.

The participants then take a 10-item FFM questionnaire [26] and a 10-item
NFA questionnaire [2]. Each question in both the narrative and the personality
test is given a score from 0 to 4, and the total score for each trait is scaled
in a normalised range from 0 to 1. Finally, the scores for the questions in the
narrative are readjusted with ridit scores [7] to take into consideration how
specific questions tend to get answered. Here too, a normalised range from 0 to
1 is used.

In the final part, the users are presented with a short story written for the
experiment and personalised for them. Users are defined as being either high
or low in a given trait and are given a version that matches with that. Group
1 have this done according to the results of the interactive narrative presented
(henceforth referred to as IN), group 2 according to the personality test (PT),
and one control group will get the opposite of what they’d get in group 1. The
users are asked how much they liked the story and its language and how much
they identified with the protagonist.

The narrative has two different versions: one with high, and one with low
extraversion. This affects the use of language throughout every section. The
story is then split into six different sections, and, apart from the section that is
the same for everyone in the same extraversion pathway, there are two versions
of each section under both extraversion pathways depending on whether the user
has a high or low score in a given trait. The protagonist’s personality depends
on the user’s FFM scores other than extraversion, and the ending on NFA: a
high NFA indicates a preference for a more emotional, tragic ending; a low NFA
a less emotional, somewhat happy ending. Therefore, there are 26 = 64 different
variations of the story.

FFM traits have been found to have various correlations with what sort of
language people use, and here it is hypothesised that people would also like to
read the sort of language they prefer to use. The most important FFM trait
in this and many other respects has been found to be extraversion [23], and
therefore, to avoid complicating things, it is the only trait used for personalising
language in this study. Since it is used for this purpose, it is not used in other
forms of personalisation; e.g. adjusting the protagonist’s personality, to separate
the effect of personalising language from that of personalising the character.
Nevertheless, since extraversion is arguably the most important and the most
widely understood FFM trait, it is the most likely one to affect identifying with
the character, so if the other traits are helpful at all, extraversion would be
highly likely to be so as well.

The way the use of language is personalised here is based on previous studies
that have shown that people with high extraversion write using simple construc-
tions; short sentences; few quantifiers; informal, affective language; the pronouns
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“we” and “which”; confident language featuring much words such as “want” and
“need”; stylistic expressions such as “catch up” and “take care”; and a lot of
semantic errors. Introverts, on the other hand, prefer the reverse: more long, for-
mal and complex sentences; few errors; the pronoun “I”; negations; quantifiers;
and less confident language such as “trying” and “going to” [23].

4 Results

4.1 Interactive Narrative

The personality scores given by the interactive narrative (IN) had varying cor-
relations with the personality scores given by the personality test (PT), slightly
improved by the ridit analysis (Table 1).

Table 1. Correlations of traits as judged by IN and PT, readjusted with ridit scores

Trait Spearman correlation p value

Extraversion .425 .001

Emotional stability .323 .012

Conscientiousness .155 .241

Agreeableness .128 .335

Need for affect .035 .791

Openness to experience .018 .89

It appears the IN was able to make an approximate assessment of the user’s
extraversion and emotional stability, but not the other traits. NFA(IN), or NFA
according to the IN, did not have any significant correlations with anything,
especially with NFA(PT), but got close to significant correlations with agree-
ableness(PT), ρ = −.233, p = .076, and with openness(PT), ρ = −.211, p =
.108, both negative but not quite significant at p < .05.

The IN also appears good at judging openness in those identifying as women
(ρ = .469, p = .058), but for men the correlation is actually negative (ρ = −.273,
p = .107); neither are quite statistically significant. Particularly for women,
statistical significance was hard to reach due to the small number of participants
who identified as women (17).

4.2 Personalised Short Story

Some people took the experiment rather quickly and presumably carelessly, and
one person confessed to just skim-reading the personalised narrative. Therefore,
we exclude from the personalised short story analysis the 14 people who spent
less than ten minutes on the test.
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Table 2. Average scores by group, scale 1–5

Group Liking story Relating Liking language

1 [n = 9] (IN) 3.56 2.78 3.55

2 [n = 19] (PT) 3.37 3.00 3.58

3 [n = 17] (Control, IN) 3.00 2.35 3.00

Kruskal-Wallis p value .342 .197 .022

We can note that extraversion according to the PT had .387 correlation
with relating with the protagonist in the high-extraversion version of the short
story (n = 21), but −.24 in the low-extraversion version (n = 24), meaning that
the more extraverted the user is, the more they relate with the protagonist if
the language used is extraverted, but if the language is introverted, the reverse
happens: the more introverted the user is, the more they relate! The p value
for such a difference in correlations is .021. There were many such correlation
differences, with only the statistically significant ones presented in Table 3.

Table 3. Significant correlation pairs, comparing groups presented with different ver-
sion of the short story

IN PT

Trait Rating Corr

(high-

trait

group)

Corr

(low-trait

group)

p Corr

(high-

trait

group)

Corr

(low-trait

group)

p

Extraversion Relating

with pro-

tagonist

.387 [n =

21]

−.24 [n =

24]

.021

Extraversion Liking the

language

.136 [n =

24]

−.41 [n =

21]

.037 .389 [n =

21]

−.638 [n

= 24]

< .001

Conscientious-ness Relating

with pro-

tagonist

.381 [n =

29]

−.176 [n

= 16]

.044 .109 [n =

29]

−.426 [n

= 16]

.048

Stability Relating

with pro-

tagonist

.104 [n =

26]

−.422 [n

= 19]

.044

Openness Liking

sad

ending

−.364 [n

= 25]

.333 [n =

20]

.012

NFA Relating

with pro-

tagonist

more in

sad

ending

.169 [n =

25]

−.382 [n

= 20]

.038

Gender was also a major factor with the ending. For men, the ending made lit-
tle to no difference, as versions with the happy ending were found just marginally
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better (3.27 [n = 15] vs. 3.07 [n = 15], Mann Whitney U p = .24). However, for
women, the sad ending was greatly preferred (3.71 [n = 7] vs. 2.6 [n = 5], Mann
Whitney U p = .014) (Table 4).

Table 4. Ratings by gender

Men Women

Happy
ending
[n = 15]

Sad
ending
[n = 15]

Mann
Whitney
U p

Happy
ending
[n = 7]

Sad
ending
[n = 5]

Mann
Whitney
U p

Liking 3.27 3.07 .24 2.6 3.71 .014

Relating 3.0 2.4 .071 2.4 3.0 .11

Language 3.4 3.33 .41 3.0 3.57 .043

5 Discussion

5.1 Interactive Narrative

As noted above, the IN was able to make an approximate assessment of the
user’s extraversion and emotional stability, but not the other traits. It should be
noted that its way of measuring NFA did not match with the way NFA is tested,
but with the way the authors of NFA describe the preferences for art that people
with high NFA are expected to have: the more emotional and intense, the better.
This study would give some indication that this is not necessarily the case.

The scores given by the IN followed a more standard distribution than those
from the PT, particularly with ridit scores. According to the PT, the participants
had a particularly low average score in extraversion (.32) whilst being high in
openness to experience (.77), for example, which makes sense given the way they
were recruited, but this could skew the results given by the IN, which had all of
the average scores between .43 and .54 before ridit, and .45 and .50 after ridit.
Some choices in the IN were far more popular than others, typically with bias in
favour of the middle options. When the bias was away from the middle options,
however, the ridit scores pulled the scoring closer to the middle.

In question 23, the user is asked whether to slip a housemate’s medications
into his drink. The choice is presented only to add to the user experience and
the user’s sense of control, and has no influence on personality scores. Interest-
ingly, almost half of the users (26/59) decided to do so, and of those who did,
few (8/26) wanted to see him unwell afterwards, though this was very common
(28/33) in the group that chose not to! This was the only question where previ-
ous choices could have such influence on answers, being avoided specifically for
issues like this. This gives some clue that while people often want to see suffering
in interactive narratives, they don’t want to feel like it’s their fault.
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5.2 Personalised Short Story

According to Kruskal-Wallis tests, the only statistically significant inter-group
difference for the ratings for the story (Table 2) was with the language, p =
.022. However, the scores between the groups are not directly comparable; for
example, group 2 got the sad ending much more than others, which could skew
the results slightly in their favour, since that ending was more liked on average.
This is because users tended to get high NFA scores in the PT (average .61),
which defined the personalisation of group 2, but the results were more balanced
in the IN (average .45), which was used in groups 1 and 3. Nevertheless, it is easy
to note that the control group performed the worst in every aspect, suggesting
the personalisation did improve the experience.

Looking at Table 3, we can note that adjusting the language depending on
level of extraversion worked well regarding liking the language, and, in the case
of the PT, also with respect to relating with the protagonist (who was also
the narrator). Personalisation based on conscientiousness and emotional sta-
bility(IN) also worked particularly well in making the protagonist relatable.
Openness(PT) indicated liking the happier, less emotional ending, and there-
fore would apparently have been better for personalising the ending than NFA
was, though NFA(IN) appeared to work too, but did not quite reach significance
(−.028 vs. −.45, p = .079). NFA(PT) seemed to have the opposite effect, which
would have reached significance without removing the fast experiment takers.
However, NFA(IN) did work in making the protagonist relatable. Generally, the
IN worked in many ways much better than the PT, though many correlations
weren’t found quite significant and therefore weren’t mentioned here.

6 Conclusions

It was found that extraverted people appear to prefer reading narratives with
less formal language, and introverts prefer narratives with more formal language,
or specifically, the types of language extraverts and introverts have been found
to write; this does not appear to have been tested before. Whilst it would appear
that at least this interactive narrative could not be used as a personality test
per se, it was able to capture some traits, specifically extraversion and emotional
stability. It is possible that with agreeableness, conscientiousness and openness to
experience, people might indeed have a preference to act within fiction differently
from how they would in reality; for example, someone who is agreeable in reality
might want to get a safe experience of what it is like to be rude. Whether they
would then want to see protagonists behaving like this as well, or preferably like
they would in reality, is an open question.

We should also consider the possibility that the personality tests did not
measure traits ideally. Short versions were used to not bother the participants
too much, but longer versions might have been more accurate. On the other
hand, some people could have been rather uninterested in the personality test
section and clicked through it rather carelessly, and making it longer could have
exacerbated such a problem. It is therefore possible that interactive narratives
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could capture at least some aspects of personality even better than personality
tests, and in fact the IN was at least as good as the PT for personalisation.
Questions in personality tests can to be rather abstract and open to interpre-
tation, even ambiguous, but in an interactive narrative, the user is put into a
specific situation in a rather concrete manner. NFA, however, did not appear
to work as intended, except with the way the IN interpreted it. Therefore, per-
haps NFA(IN) could be re-defined simply as a preference for tragic rather than
lighthearted themes in narratives – perhaps this could be called Preference for
Tragedy, or PFT.

The personalisation with individual FFM traits also appeared to work well
for relating with the protagonist. However, the effect could have been limited
by the fact that the sections displaying the protagonist’s personality were rather
brief. Therefore, that a type of personalisation did not appear to work with
this story does not mean that it could not work when done better, in a longer
narrative, or with more participants, and that it did appear to work here could
in some cases be down to just chance. Similarly, at least some of the questions
in the interactive narrative could have been just poorly made. Therefore, more
similar studies would be helpful. Other ways of personalisation could also be
done based on FFM, such as more novelty for people with high openness for
experience. Next, we plan to try NLP for altering the writing style, which could
vastly ease the process.

In the future, it should be studied how interactive narratives could better
capture personality. More such narratives should be written, and the kinds of
choices that best correlate with personality scores should be chosen for further
usage. Such choices would not necessarily have to be on a Likert scale. Collabo-
rative filtering could also be used, and with enough participants and questions,
surprising links could be found, which in turn could help personality research as
well. Finally, the user profile thus created could also later be used for a recom-
mender system, particularly with narratives, but possibly with other domains, as
well; it has indeed been found that FFM can be useful in recommenders, partic-
ularly when there is little data available on the user [36], as well as for increasing
the diversity of recommendations [25]. Ultimately, the approach could be used
to personalise just about every aspect of narratives, as well as to recommend
and perhaps generate more.
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1 Introduction

1.1 Scope

The second section of this volume is themed “Tools and Models”, and it focuses on
different aspects of digital technologies being used as tools for learning and how they in
turn can be evaluated and validated in relation to learning. Digital tools for learning are
widely debated as a concept since it challenges institutional traditions of learning; the
technologies do not merely support learning; they transform how we learn and how we
come to interpret learning [1]. Thus, there is a need to study and evaluate digital tools
used for pedagogical support in various learning settings as well as to develop models
that can be used for innovative approaches in educational contexts. An example of this
is games and gamification, which has increased rapidly in recent years. Game-based
reforms of transforming entire schools from start to finish designed by the means of key
mechanisms and participation strategies from the world of digital games to create an
ideal school, are being discussed [2]. As a consequence of this and other examples,
researchers involved in innovative processes of learning development by the aid of
digital technologies must therefore consider not only what a person can do with the
technology but also what the technology can do with the person. An important aspect
here is to distinguish when digital tools add value to a learning situation and when they
don’t. This part of the EAI DLI 2021 proceedings exemplifies different existing and
novel practices where digital tools for learning are being assessed in various ways

https://orcid.org/0000-0002-1147-5736
https://orcid.org/0000-0001-7286-0876


according to organisational, pedagogical and design challenges. Using problem solving
as a basis for learning, the contributions here are characterised by experimental design
and creativity.

The first contribution in this second section discusses an evaluation model proposed
in this study, based on the Production-oriented Approach of Teacher-Student Collab-
orative Assessment, which focuses on how to effectively carry out course evaluation in
the online and offline blended learning in the information age. The second contribution
includes an overview of the concept of computational thinking in relation to mathe-
matics, in which the background that relates to how students can develop their
mathematical understanding through computational thinking is also considered when
establishing an analysis model. The third contribution examines organisational and
pedagogical challenges in an ongoing pedagogical development project in which game
design is used to let students both learn and reflect upon different perspectives of ethics
during the length of an entire master program. Finally, the last contribution in this
second section addresses the question of how to use sonic interaction design as a tool
for interactions and experience design, to enrich existing and novel design practices
and affect the interaction process and engagement.

The following text snippets elaborate from each contribution to further assist
readership.

2 Research on Evaluation Model of College English Online
and Offline mixed Learning under Digital Environment

The paper is authored by Yongqin Wang and titled Research on Evaluation Model of
College English Online and Offline Mixed Learning under Digital Environment. Here,
the author discusses an evaluation model based on the Production-oriented Approach
(POA) of Teacher-Student Collaborative Assessment (TSCA). TSCA highlights the
leading role of teachers and enhances students’ learning participation. In traditional
college English classroom teaching, there is no lack of evaluation links, but it is often a
formality. Teachers simply leave comments or record student test results. TSCA
requires teachers to select typical evaluation samples in advance, and then guide stu-
dents to conduct individual, group, and team evaluations, with all members working
together to evaluate. In addition, TSCA also promotes the achievement of language
goals and communication goals. Furthermore, TSCA has realised the promotion of
learning by evaluation and the promotion of teaching by evaluation. The author claims
that the construction of online and offline college English courses is now the general
trend in reforming college English courses, and that classroom evaluation is an
important part of judging whether the reform of college English online and offline
curriculum can effectively achieve the teaching goals. The model proposed in this study
focuses on how to effectively carry out course evaluation in the online and offline
blended learning in the information age. The study concludes that, based on TSCA, the
proposed college English online and offline classroom teaching evaluation model has a
positive impact on students’ learning motivation, learning methods, and learning
behaviours, and at the same time enhances students’ evaluation abilities, and promotes
the development of speculative and cooperative abilities.
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3 Orchestration Between Computational Thinking
and Mathematics

The paper Orchestration Between Computational Thinking and Mathematics, authored
by Camilla Finsterbach Kaup, includes an overview of the concept of computational
thinking (CT) in relation to mathematics, in which the background that relates to how
students can develop their mathematical understanding through CT is also considered.
The aim of the study, on which the paper is based, is to use computational thinking and
mathematics to establish an analysis model and recognize CT’s utilisation in maths
teaching. Additionally, meaning of signs that occur as part of students’ development of
mathematics concerning CT are also emphasised. The study draws on a socio-cultural
viewpoint on learning to examine the relationship between CT and mathematics, which
was significant for the development of the proposed model, and by applying a socio-
cultural perspective, the mediation theory provides new opportunities for understanding
the mediation process involved in the introduction of digital artefacts, such as robots in
mathematic teaching. The model - “Orchestration between CT and mathematics” -
consists of two dimensions: where one of them concerns which perspective that is
applied (either teacher- or student-centred), and the other dimension concerns the
synergy between CT and mathematical concepts. These two dimensions produce dif-
ferent representations and are initiated in various ways. The interplay between CT and
maths emerges through theoretical perspectives, which are essential to how teachers
mediate and construct teaching activities to support their students’ development of
mathematical, scientific concepts. The concept of “orchestration” relates to teachers’
function in facilitating various activities that mediate the creation of student symbols
and the relationship between signs and scientific concepts. If teachers can use CT to
convey mathematics content to promote and coordinate various teaching activities, then
it is appropriate to include CT in mathematics teaching. The author concludes that the
study has relevance for mathematics teachers as well as researchers and that it can help
them determine how teachers can incorporate digital artefacts to support CT concerning
mathematics teaching.

4 Game Design as a Pedagogical Tool for Learning
and Reflection: The Case of the Ethics Experience

The paper titled Game Design as a Pedagogical Tool for Learning and Reflection: The
Case of the Ethics Experience is authored by Lena Hylving, Andrea Resmini, Bertil
Lindenfalk and Oliver Weberg and reports on an ongoing pedagogical development
project in which game design is used to let students both learn and reflect upon different
perspectives of ethics relevant to the master program they are enrolled in; the DSI
program - a two-year master’s program on Digital Service Innovation – at Halmstad
University. In the paper, the authors address organisational and pedagogical challenges
with the application of game approaches across the length of an entire master program.
The course plans in the program all include ethical considerations to some degree, and
it was decided by the program manager that ethics and the role it plays in digital service
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innovation should be emphasised even more by implementing a “core theme” of ethics
and ethics in design running throughout the entirety of the program, and also in relation
to game and game design. The authors use an action design approach where the
problem is grounded in the challenge of engaging students in learning opportunities
that have no curriculum credits assigned to them and where the students will follow an
applied design methodology in their own design process. The authors argue that in
terms of design education, games offer a safe, controllable, and observable space for
simulating experiences, hence it could have an enhancing effect for learning. Using an
experiential learning approach to closely follow that provided by games and formalised
in game design, the authors explain the underlying logic behind the pedagogical pro-
cess where students develop their own game and at the same time learn about different
perspectives of ethics in relation to courses that they are currently taking. Even though
the project is ongoing, the team has gained some preliminary insights: the requirement
of careful planning for the pedagogical process, the necessity to keep students involved
and engaged and reflections of how to handle the entire process in terms of treating
ethics as culturally bounded. Furthermore, this approach to game design as a peda-
gogical tool to engage and democratise the learning experience is new and increasingly
relevant for both students that play games on an everyday basis, but also students that
are new to games.

5 Designing User Experience with the Sonic Metaphors

Predrag K. Nikolić authored this paper titled Designing User Experience with the Sonic
Metaphors, which is addressing the question of how to use sonic interaction design
(SID) as a tool for interactions and experience design. SID is a multisensory design
approach where sound has a primary role in developing users’ interactions with
electronic devices or digital systems and giving meaning to user engagement. As part
of performing user research, the study includes several informal interview sessions and
personal observations during the public art-work exhibitions and controlled lab envi-
ronment with participants in the Sonic Metaphors’ interactive installation “Before &
Beyond”, exhibited at the Maison Shanghai Finally Fantasy exhibition in 2016. In the
installation, this activity relates to given sound control, which helps users enrich their
experience through given metaphors. The activity is mediated by the contextual pattern
built into the artwork’s concept. The installation is conceptualised as a responsive,
playful environment where visitors have physical interactions that stimulate their
internal processes, such as motivating them to collaborate, bodily interact and com-
municate. The installation space responded to visitors’ body movements, the direction
of walking and the distance between participants. After entering the installation, visi-
tors were attached to the visual String of Energy projected on the screen in front of
them, with characteristic colour and sound as an abstract metaphor of their existence in
a virtual world they stepped in. Animated strings with a specific tone, user movements
and social interactions were elements of the aesthetic experience. Theoretically, the
authors are using activity theory as a foundation in design evaluation and human-
device problem analysis, where it serves as a helpful framework for understanding
presented works in the broader sound interaction design context. The main contribution
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of the study is that it offers new creative vocabulary based on sound meanings and
utilises acoustic information patterns as a novel way of enabling access to the digital
environment. The authors propose that sonic metaphors can be used as a creative
vocabulary to enrich exiting and novel design practices, significantly when sensory
limitations can vastly affect the interaction process and engagement.

6 Epilogue and Acknowledgements

This second section, Tools and Models, introduced four contributions to promote
readership of each full paper that are presented in the following chapters. In doing so,
the authors of this chapter acknowledge the contributions from each author whose
original work was presented in the EAI DLI 2021 online conference events on
December 2nd, 2021.
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1 Introduction

With the issuance of the “Notice of theGeneral Office of theMinistry of Education on the
Implementation of the ‘Double Ten Thousand Plan’ for the Construction of First-class
Undergraduate Majors”, various colleges and universities are carrying out characteristic
development and classified development. Many colleges and universities have carried
out college English teaching reforms, such as classified teaching according to student
level, general English, academic English, etc., but no matter what kind of teaching trans-
formation, the construction of online and offline college English courses is the general
trend. Classroom evaluation is an important part of judging whether the reform of col-
lege English online and offline curriculum can effectively achieve the teaching goals.
Therefore, in language learning, based on the Teacher-Student CollaborativeAssessment
(TSCA) link proposed by Wen Qiufang, the impact of “assessment”on students’ learn-
ing motivation, learning methods and learning behaviors is analyzed, so as to promote
teaching by assessment and promote teaching by assessment. The effect of learning,
enhance students’ thinking ability and cooperative evaluation ability.

This paper is granted byHeilongjiangProvinceEducational SciencePlanningProjectGJB1421070
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2 Teacher-Student Collaborative Assessment (TSCA)

2.1 The Theoretical Basis of TSCA

TheProduction-orientedApproach (POA) proposed byWenQiufang’s team is a teaching
theory with Chinese characteristics aimed at the practical problems of foreign language
education in China. The theory takes “learning-centered theory, integrated learning-use
theory, and whole-person education theory” as its core concepts, covering the hypothesis
of output drive, input facilitating, and selective learning. The theory emphasizes the
intermediary role of teachers and must be effectively realized in the teaching process,
driving, facilitating and assessing [1].

The Teacher-Student Collaborative Assessment (TSCA) used in this article is the last
part of the POA teaching process. The evaluation objects of the teaching examples are
the output tasks related to the unit topics in the college English textbooks. The evaluation
subjects include teachers, students, Machine automatic scoring, etc. The specific imple-
mentation of the evaluation link is mainly embodied in TSCA pre-class preparation,
in-class implementation and after-class activities.

2.2 The Role of TSCA

First of all, TSCA highlights the leading role of teachers and enhances students’ learning
participation. In traditional college English classroom teaching, there is no lack of evalu-
ation links, but it is often a formality. Teachers simply leave comments or record student
test results. TSCA requires teachers to select typical evaluation samples in advance, and
then guide students to conduct individual, group, and team evaluations, with all members
working together to evaluate.

Secondly, TSCA promotes the achievement of language goals and communication
goals. TSCA’s evaluation points focus on these two goals, testing language acquisition
before, during and after class, such as testing vocabulary, sentences, paragraphs, text
and grammar, etc.; at the same time, it will also evaluate the effectiveness of actual com-
munication, such as whether the speaker correctly expresses its conversational meaning,
attitude, ideas, and emotions to the listener. Through the development of TSCAactivities,
students clarify the key points of evaluation and promote the achievement of learning
goals.

Thirdly, TSCA has realized the promotion of learning by evaluation and the promo-
tion of teaching by evaluation. Through self-analysis, evaluation of others, and accep-
tance of others’ evaluation opinions, students have made it possible to promote learning
through evaluation and take advantage of others to make up for their shortcomings.
Teachers combine students’ language expressions of evaluation points and students’
communication with each other to keep abreast of student dynamics and mastery of
knowledge points in a timely manner, and then adjust teaching content and promote the
realization of teaching goals.
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3 TSCA-Based Online and Offline Classroom Teaching Evaluation
Model for College English

TSCA has been implemented in many college English classes. The model proposed in
this article, taking our university as an example, focuses on how to effectively carry out
course evaluation in the online and offline blended learning in the information age.

3.1 Online Evaluation Before Class

In view of the reduction of college English teaching hours in our school, students have
online platform tasks to complete before each class, such as written expressions, oral
expressions, micro-class learning, pre-class quizzes, pre-class questionnaires.

For students, online evaluation combines personal evaluation and peer evaluation.
Taking online composition as an example, the topic is to write opinions on the foreign
translation of Chinese film culture. Firstly, personal evaluation is carried out. Students
submit essays online, and students conduct self-evaluation and peer evaluation based
on the feedback from the automatic evaluation system. For peer evaluation before class,
it includes two aspects. One is that each student should mark his peer’s composition
according to the system’s designation, point out mistakes and score according to the
scoring standard, expand their thinking, and think about the similarities and differences
between their own writing and others’ writing; The second is to evaluate the peer’s
pre-class learning effectiveness based on the peer’s self-evaluation, consultation and
discussion, and make a record and give feedback to the teacher.

For teachers, in pre-class online evaluation, teachers obtainmanyvalues frombigdata
as reference, such asmachine scores, the number of students’ self-evaluation corrections,
the number of students’ mutual evaluations, and the distribution of errors, etc., and then
conduct micro-evaluation; at the same time, learn from students’ mutual evaluations.
Commentary notes, grasp the students’ learning attitude, learning behavior, and learning
weaknesses in time, and give a macro evaluation. According to the TSCA philosophy,
teachers’ pre-class preparation is an important part of giving full play to the guiding
role, accurately selecting typical samples and designing exercises that can effectively
achieve the teaching goals, without asking for all-round comments, but focusing on the
emphasis and difficulty, and promoting the achievement of the teaching goals.

3.2 Offline Evaluation

Under the guidance of TSCA, when conducting comprehensive offline classroom evalu-
ations, teachers can use online mobile Apps to analyze teaching effects faster and more
conveniently, adjust teaching progress in a timely manner, enrich teaching content, and
carry out teaching evaluations.

In offline classrooms, there are rich evaluation forms, and teacher-student cooperative
assessment that integrate individual evaluation, peer evaluation, group evaluation and
teacher evaluation are conducted around typical samples. In-class links are the key and
difficult points for teachers to implement evaluation (Sun Shuguang 2019) [2]. Taking the
written expression composition in the above pre-class session as an example, the teacher
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sends typical samples and evaluation criteria to the students in class. For example, the
evaluation criteria checklist: whether the prescribedwriting tasks are completed,whether
the required writing content is included, whether the structure is complete, whether the
sentences are fluent, etc.

Students self-evaluate andmutually evaluate typical samples, and then communicate
and exchange in the group to propose rectification plans. Each team sends a member
to report within 3 min, and other members of the team can make supplements within
30 s. At the same time, well-prepared teachers integrate the difficulties of pre-class
preparation and the results of on-site student evaluations, use mobile apps to initiate
voting and keyword discussions, and ask students to select the group with the best
evaluation display (not to select their own group). The reference data in the mobile
app helps teachers use their time to evaluate efficiently, so as to evaluate and promote
teaching.

After the teacher’s evaluation, use the mobile app to randomly select people, and let
one or several student analysts collaborate to evaluate the results, for example, whether
to agree to the rectification plan, and what are the reasons. In order to clarify whether the
students really mastered the important and difficult points, and sample the achievement
of the language goal. The offline evaluation of a typical sample of teacher-student coop-
eration has actually experienced five processes of individual, peer, group, teacher, and
teacher-student cooperation of the sample. Then let the students complete the exercise
tasks prepared by the teacher before the class in the mobile app, so that the students
once again clarify the key points of the course and strengthen the use of the knowledge
they have learned. The data feedback on the online platform is helpful for teachers and
students to check for deficiencies, complete offline evaluations in the classroom, and
promote learning.

3.3 Online and Offline Evaluation After Class

Based on the above evaluation of typical samples, each student revised his personal com-
position again and completed the online output task. In this link, online peer evaluation
and offline group evaluation are themain ones, and teacher evaluation is a supplementary
one. The implementation principles of TSCA are: goal-oriented before class, focus on
key points, problem-driven in class, gradual support, process monitoring after class, pro-
motion and demonstration (Sun Shuguang 2020) [3]. Under the guidance of the TSCA,
students have already analyzed typical samples under the guidance of teachers in class,
and the evaluation process can also draw inferences about the samples that have been
used for reference in the final output tasks of the individual. Peer mutual evaluation
should compare the similarities and differences of peer output tasks before and after
class, and record the evaluation experience. Each group organizes their own offline dis-
cussions, and makes transcripts and photographs. If conditions permit, they can make
video recordings. Each group selects one excellent work, and attaches recommended
comments to share with the whole class. After the online and offline evaluation of the
students is completed, the teacher will give comments, and at the same time turn on the
voting, questionnaire, discussion and feedback functions of the mobile app to provide
reference for future output tasks and evaluation activities.
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4 The Influence of College English Online and Offline Classroom
Teaching Evaluation Model

According to interviews with students and questionnaire surveys, we know that the
TSCA-based college English online and offline classroom teaching evaluation model
we adopted has a certain impact on students’ learning motivation, learning methods and
learning behaviors.

4.1 Impact on Learning Motivation

Foreign language learning requires the cooperation of students’ internal psychological
processes, that is, based on specific goals, the interest in learning is generated from the
heart. The collegeEnglish online andoffline classroom teaching evaluationmodel creates
an immersive English learning environment for students, maintaining personal, peer and
group communication before, during and after class, allowing students to truly use and
acquire language from the external environment Start to strengthen learning motivation.
With the exertion of students’ subjective initiative, students’ pursuit of foreign language
learning no longer simply stays at the stage of language learning, but pays more attention
to the learning of culture and thinking. In this way, internal pursuits counteract external
communication, and external causes act through internal causes. Students will strive to
achieve language goals and communication goals.

4.2 Impact on Learning Method

Online and offline blended learning in the information age can greatly improve learning
efficiency. The big data evaluation results of the online platform can help students find
the lack of vocabulary, grammar, sentence patterns, etc., achieve effective input, accu-
mulate necessary language knowledge, and achieve language learning goals. In terms of
learning methods, in addition to traditional recitation, silent reading, speed, notes, etc.,
driven by the information age, students use online and offline evaluations to actively
accumulate knowledge for effective language expression, and explore the world, expand
their horizons, and enrich Personal imagination. Teachers can make timely adjustments
to teaching resources and students can learn about the learning condition of their peers,
which will stimulate students’ selfreflection [4]. Through teaching practice, it is found
that the promotion of reading by evaluation is better, and students actively think and
discuss through reading. However, with the popularization of the Internet and the abun-
dance of resources, the factors that cause distraction of students have also increased.
Teachers and students should pay attention to self-monitoring and external monitoring
when using online resources to ensure learning efficiency and cultivate a correct learning
outlook.

4.3 Impact on Learning Behavior

The college English online and offline classroom teaching evaluation model plans the
learning process before, during and after class for students, which is conducive to the
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development of good study habits. Moreover, in the evaluation process, students also
gradually shifted from the initial micro-evaluation of language to the aspects of respon-
sibility, love, courage, respect and belief, so that students can not forget their original
intentions, convey their ideas correctly, and shape a sound personality. The evaluation
of teacher-student cooperation strengthens the communication and discussion between
students and between teachers and students, and realizes the improvement of students’
dominant status (Zhang Pengjiu 2020) [5]. In the implementation of specific behaviors,
students are alsowilling to discover humorous, vivid, beautiful, rich or accurate language
from classic stories, drama and poems, celebrity speeches, and current affairs news, so
as to enrich themselves and complete output tasks.

5 Conclusion

Based on TSCA, the proposed college English online and offline classroom teaching
evaluation model has a positive impact on students’ learning motivation, learning meth-
ods and learning behaviors, and at the same time enhances students’ evaluation abilities,
and promotes the development of speculative and cooperative abilities. Students will lay
a solid foundation for communication in life and work in the future.
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Abstract. The use of computational thinking (CT) in educational settings has
increased in popularity in the last twenty years. The aim of the paper is there-by
to unfold both CT and mathematics to develop an analytical model for analyz-
ing mediating processes in teaching mathematics including CT. By applying a
socio-cultural perspective, the mediation theory provides new opportunities for
understanding the mediation process involved in the introduction of digital arti-
facts, such as robots in mathematic teaching. The research has a specific focus on
the construction of knowledge through signs. The suggested model is intended as
a tool to analyze the mediating processes that occur when using CT in mathemat-
ics and mathematics education. The proposed model includes two dimensions,
where one of them concerns which perspective that is applied (either teacher- or
student-centered), and the other dimension concerns the synergy between CT and
mathematical concepts. These two dimensions produce different representations
and are initiated in various ways.
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1 Introduction

1.1 Computational Thinking in Mathematics

Over the last few years, researchers and educators have recognized computational think-
ing (CT) as a strong educational approach [1]. Wing (2006) introduced the prevailing
discussion about CT. However, the concept of CT can be tracked back to Papert’s work
in the 1980s [2]. According toWing, CT can be seen as “a way to solve problems, design
systems, and understand human behavior by using the basic concepts of computer sci-
ence” [3:33]. According to Wing’s [3] definition, CT is a problem-solving method that
can be used to explain a problem so both humans and computers can recognize the solu-
tion. Due to logical structure and mathematical modeling problems [4], a natural and
historical connection links CT and mathematics. According to Pérez [5], CT can help
students understand mathematical problems through programming, algorithmic think-
ing, and creating computational abstractions. According to Li et al. [6], CT is “a model
of thinking that is more about thinking than computing” [6:4], and CT should be a part
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of students’ abilities in the 21st century. Similarly, Chongo et al. [7] defined CT as “…a
process of thinking and a tool for solving problems using computer concepts either with
a computer (plugged in) or without one (unplugged)” [7:160]. These two definitions are
similar because they relate to a cognitive and systematic process and clarify that CT can
be used with or without a computer. Indeed, CT can be a thought process that is indepen-
dent of technology [1]. Several researchers have concluded that students can learn and
acquire knowledge from CT early in their learning careers. However, researchers must
first focus on problem-solving and how students can express themselves using mobile
learning, coding apps, and digital artifacts [19]. This paper considers the background
that relates to how students can develop their mathematical understanding through CT.
The paper draws on a socio-cultural perspective to focus on the thinking process and
peer collaboration [7]. However, there is still a gap within the proposed theory about
CT in mathematics and its practical utilization in practice, especially in low-level math-
ematics education. This article aims to use computational thinking and mathematics
to establish an analysis model and recognize CT’s utilization in math teaching. This
article also emphases the meaning of signs that occur as part of students’ development
of mathematics concerning CT. This type of study is relevant for mathematics teachers
and researchers because it can help them determine how teachers can incorporate digital
artifacts to support CT concerning mathematics teaching.

This paper uses a socio-cultural viewpoint on learning to examine the relationship
betweenCT andmathematics. These perspectives are presented in amodel that combines
both of them. To illustrate the analytical model, an empirical example is provided at the
end of the theoretical framework.

1.2 A Sociocultural Perspective

In this paper, a socio-cultural perspective frames themodel development process.Knowl-
edge creation is entrenched in different contexts and is mediated by signs and artifacts
that involve students and teachers in social activities. Cultural meanings regulate the
relationships between humans and their surrounding environments through signs and
artifacts developed by humans over time. Every function in children’s cultural develop-
ment will appear twice; first, at a social level between people and then on the individual
level inside the child [8].

Language plays a vital role in this intermediary, which transfers from the outside
to the inside through internalization. Internalization describes how humans reconstruct
external influences as internal understanding. Mediation connects humans’ perceptions
of the world [8]. According to the socio-cultural point of view, humans are connected
to the social and physical by signs and artifacts. This can be related to the higher mental
processes that humans use to mediate understanding and definitions of being in the
world [9]. Students often work to accomplish abstract ideas in mathematics education;
here, cultural artifacts can make learning visible through signs and symbols [10]. In this
context, looking further into semiotic mediation can be useful. How students or teachers
mediate information, meaning, thoughts, and ideas through artifacts and symbols is
central to semiotic mediation [11]. It is essential to recognize what a sign represents and
its interpretation to understand the semiotic mediation process [12].
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In the developed model, mediations play a vital part in the use of tools and signs in
mathematics and CT. Therefore, it is essential to reflect on the background of each sign.
The semiotic perspective is helpful because it examines the relationships between signs
that are included in the learning context of introductory CT in mathematics.

1.3 Knowledge Creation

According to Brandsford et al. [13], every student brings a viewpoint to the learning
process. Learning can be understood as a process that allows students to construct new
knowledge based on already known knowledge. Therefore, teachers must pay attention
to the understanding that students already have. Otherwise, students’ knowledge and
experiences in the classroommaybe different from their teacher’s intentions. It is difficult
for students to learn new concepts without considering their existing knowledge [8, 13].

In the process of knowledge creation, a student’s learning must be visible to the
teacher so that the teacher can help each student with misunderstandings. Brandsford
[13] believes that by participating in discussions, asking questions, and using artifacts,
students can thoroughly discover content that motivates learning and gain a deep under-
standing of mathematical concepts. With this in mind, students who study mathematical
concepts by themselves will recognize the process of integrating CT into mathemat-
ics, CT-related symbols, and mathematical concepts [14, 15]. During growth, students
develop spontaneous concepts, as well as scientific concepts with the support of adults
or knowledgeable peers [8].

1.4 Connections Between Computational Thinking and Mathematics

Researchers have found that some inherent characteristics of CT can help students con-
textualize certainmathematical content by bothworkingwith andwithout digital artifacts
[16]. During an investigation of the course guide and CT definition, Barcelos et al. [17]
highlighted high-level skills related to CT:

• Alternating between different semiotic representations, which involves translating a
model that is expressed as one symbolic representation into another symbolic repre-
sentation. These representations can take many forms, including charts, tables, verbal
expressions, algorithmic representations, or drawings.

• Establishing relationships and identifying patterns in situations that require students to
identify patterns, use decomposition, or establish a formation rule. Inmathematics, this
skill is often applied to numerical regularities and abstraction used in problem-solving.

• Building descriptive and representative models by means of math or algorithmic
language that describes and exposes students’ considerations of a problem.
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Determining the skills that are connected toCT andmathematics provides an opening
for analyzing and understanding the relationship between CT and mathematics.

Recently, researchers have found that it is important for students to develop their
own opinions and understandings regarding engagement in computation [6, 18]. By
dealing with the connection between spontaneity and scientific concepts, students can
start to recognizemathematical concepts in depth.CThighlights themeaning of students’
thinking about the fundamentals of mathematics [6]. Mediation offers a connection to
social and cultural processes and personal higher mental developments. From this point
of view, students can internalize the intermediary process provided by teachers who are
grounded in cultural, social, and institutional strengths.

2 Orchestration Between CT and Mathematics

Developing the theoretical basis for this paper led to the development of the following
model: “Orchestration betweenCTandmathematics” (Fig. 1). Thismodel consists of two
dimensions, oneofwhich is basedon the interplaybetweenCTandmathematics.The sec-
ond dimension is established on the interplay concerning teacher- and student-centered
perspectives. The interplay between CT and math emerges through theoretical perspec-
tives,which are essential to how teachersmediate and construct teaching activities to sup-
port their students’ development of mathematical, scientific concepts. “Orchestration”
relates to teachers’ function in facilitating various activities that mediate the creation of
student symbols and the relationship between signs and scientific concepts [15]. If teach-
ers canuseCT to conveymathematics content to promote and coordinate various teaching
activities, then it is appropriate to include CT inmathematics teaching [15].

The future of applying CT in math is based on the perspective concerning teacher-
centered and student-centered activities that provide various content in traditional math
lessons or more problem-based methods. Signs that are associated with CT and math-
ematical concepts appear in multiple forms. Teachers can understand the relationship
that connects CT and math and examine students’ learning conditions [15]. The cross-
tabulation of these dimensions indicates the four-domain model of CTmethods in math-
ematics teaching. When adopting this model, a teacher should examine the meaning of
combining CT and math teaching. The model illustrates areas of relationships between
CT and math learning. The model may be utilized as an analytic instrument for under-
standing the connection among CT and math and can also be used as a tool for using
digital artifacts and CT to mediate activities in mathematics. Additionally, teachers
can use the model to construct activities that focus on various aspects and symbolic
representations of mathematical learning.
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Fig. 1. Orchestration between computational thinking and mathematics

The model presents 4 squares, every referring to diverse teaching activities that
can take place during a teaching sequence. Square 1 illustrates the focus on managing
activities and student outcomes; here, the teacher controls the activities. Square 2 portrays
the more traditional approach to mathematics, which incorporates a textbook-driven
approach. The teacher also manages these activities. Square 3 presents the focus on
developingCTbased on a problem-oriented approach inwhich tasks are student-centered
[6]. Square 4 presents the focus on student-centered tasks in which tasks incorporate an
open approach and focus on student collaboration [13, 18].

2.1 A Case with Beebot

This case utilizes data from a second-grade class. The class used Beebots as a digital
artifact. The tasks explained in this case are thefirst and third tasks of a teaching sequence.
The students worked in groups of twowith oneBeebot for each pair; therewere ten teams
in the class. This example involves tasks and activities that encouraged the students to
classify geometric figures and use appropriate words.

An iterative process of didactic cycles followed the teaching sequences.
The first didactic cycle involved the robots. The students had to become familiar with

the robots and understand how they worked.
The second didactic cycle required the students to have their robots make a square,

and then they had to investigate how small or large the robots could make the square.
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According to CT, the students were asked to create an algorithm for constructing the
square.

During the third didactic cycle, the students were asked to work with the geometric
properties of polygons. The task (Fig. 2) was to make the robots land on, for example,
all squares, triangles, etc. and describe the characteristics of the individual polygon.

Fig. 2. The task involving geometric properties

The fourth didactic cycle involved a problem-solving approach; the students had to
figure out which type of polygon the robots could make. The students were required to
investigate the type – from one-sided to ten-sided polygon – that each robot could make
and see if they could make any generalizations from it [21].

The next section covers the first and third didactic cycles to unfold the use of the
developed model.

2.2 Familiarity with the Robot

Based on the model in Fig. 1, the first part is characterized by Square 1 and 3.
The students worked together in pairs, and each team had one robot. During the first

task, the students were required to familiarize themselves with the robots. The teacher
provided a short overview of the different buttons on the robots, and after that, the
students were asked to figure out what the different buttons were used for, which aligned
with Square 1. Subsequently, the teacher followed up on this activity during the class
discussion. The following excerpt illustrates what some of the groups were struggling
with:

Student 1: We clicked a whole lot, but it did not do what we wanted it to.
Student 2: It was because we forgot to press “delete.” Then we clicked two forwards and
two to the side, two backward and two to the side.
Teacher: What did you think it was doing? A square?
Student 1: Yes, but it did not. It just started driving around and going backward [the
student moves his body to reveal what the robot had done] because we forgot to press
“delete.”
Teacher: If you had clicked on “delete,” would it then have made a square? Did you try
it?
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Student 3: You must press two forward, one left, two forward, one left, two forward, one
left, two forward, and one left.

This is an excellent example of what the students were struggling with during the
first task. Many had trouble remembering to clear the robot after ending the activity
and had problems creating a new activity. Student 1 also used his gesture to show the
movement of the robot, which helped him make the movement more understandable
[21]. During the first task, the students worked in Square 3 to investigate how the Bee-
bots worked. During the class discussion, the teacher became aware of the students’
misunderstandings. Giving the students time to explore the Beebots and following up in
conversation with help from teachers and other students helped the struggling students
focus more on the mathematics in the later exercises. The switch between Square 1 and
3 helped the students investigate the robots’ features and still be aware of some of their
misconceptions.

2.3 Mediating Artifact

In the third teaching cycle, students performed two activities. For the first task, they
were asked to deal with the geometric properties of the polygons (see Fig. 2). Students
must let the robot land on all squares, triangles, etc., and describe the characteristics
of each polygon. When students sort the polygons, it helps them focus on the features
of each polygon. This allows them to increase their knowledge of individual polygons.
Students must establish a connection with the robot through CT to create an overview
of the polygons on the worksheet and create an algorithm to move the robot from one
triangle to another [21]. The students use the robots as a mediating artifact to describe
the characteristics of the polygons. Some of the students used gestures to convey the
directions in which the robots should turn. The task can be related to Square 4 since the
students investigated how to characterize the different polygons from a student-centered
perspective.

Students must also classify different polygons according to criteria related to right
angles, acute angles, etc. This helps to support students’ research on various attributes
such as “right angle” and “equal length side.” The classification of the polygons in Fig. 2
according to the new standard helps support students’ reasoning at a higher level of
abstraction [20, 21]. This also enables students to distinguish polygons and understand
the standard features of polygons that do not seem to have the same characteristics.
By classifying polygons, students learned that different polygons could have the same
characteristics. When students use the robot as an intermediate workpiece, they work
with CT to program the robot. Through CT, students try to make the robot move in a
different order; for example, make the robot move to all triangles (Fig. 2). If the robot
does not land on the required polygon, the students will constantly debug and correct
their code during the task. In this way, students receive CT training when they introduce
their work to the classroom and solve reward tasks [21].

The students used various signs to construct the meaning of the activity. The medi-
ation process enhanced the students’ understanding of the signs that appeared in vari-
ous activities, which transformed into the psychological development of thinking and
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memory [9]. This activity embodies the transition from the teacher- to the student-
centered perspective. In this case, the students used CT to develop their understanding
of mathematical science concepts in relation to geometry.

3 Concluding Remarks

Using BeeBots, the students worked on new forms of geometric representation, and the
learning content was presented in a newway that helped develop the students’mathemat-
ical and scientific understanding. The teacher worked to create an interaction between
spontaneous and mathematical scientific concepts at the beginning of the lesson. The
students understood the task through this interaction, so they were later able to perform it
by mediating the task’s computational and mathematical intentions. The mediation thus
became essential for the teacher to help the students in their acquisition of mathematical
and scientific concepts. The teacher was given a central role in the mediation process
since it was significant. Therefore, CT that is implemented in composing an intermediary
process can help students understand their math and CT better.

The teacher’s conversation with the students during the class discussion also became
necessary for the mediation process to support the students’ development of scientific
and mathematical concepts. However, little knowledge is available about how teachers
can include CT inmathematics teaching and howCT can support students’ mathematical
and scientific understanding and problem-solving processes. The developed model can
help teachers who implement CT in math. The model can also be expended to analyze
the mediating processes that appear when CT interacts with math. Themodel-based con-
sideration reveals the common sense of applying CT in mathematics teaching; however,
more research is needed to study the model further.
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Abstract. This paper sets out to present an ongoing pedagogical project where
gamedesign is used to let students both learn and reflect upondifferent perspectives
of ethics relevant to themaster program they are enrolled in. The paper explains the
underlying logic behind the pedagogical process where students develop their own
game and at the same time learn about different perspectives of ethics in relation
to courses that they are currently taking. With an open and iterative method, we
let the students explore, discuss and design a game that can be used by future
students. By letting the students decide and lead the development we democratize
the learning-process and engage them in a learning experience. More so, this
approach to game design as a pedagogical tool to engage and democratize the
learning experience is new and increasingly relevant for both students that play
games on an everyday basis, but also students that are new to games. Also, it is a
constant and dynamic process for both students and teachers.

Keywords: Experiential learning · Game design · Gamification · Pedagogical
tool · Experience design

1 Introduction

In 2013, the highly anticipated sandbox video game “Grand Theft Auto V” by American
publisher Rockstar Games/Take-Two Interactive sold copies for 800 million USD on its
first day [1]. Stores opened up at midnight to long lines of prospective buyers, the likes
of which we have come to associate with Apple. “Grand Theft Auto V” is far from being
an isolated exception: in a remarkably short period of time, the video game industry, a
behemoth worth 147 billion USD in 2019, has become the most lucrative entertainment
industry, eclipsing the film industry, grossing 42 billions USD, and the music industry,
worth 20 billions USD [2].

If, in 2007, a survey conducted by the NPD Group revealed that 72% of the US
population aged 6–44 had played video games in the course of the year [3], statistics for
2021 place the number of video game players at 2.8 billion worldwide, forecasting that
the 3 billion threshold will be crossed in 2023 [4]. The games market is maturing and
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diversifying under these generational and gender changes that seemore older players and
more women players make up a substantial part of its customer base, with video games
acquiring a position of cultural influence and of increasing “artistic sophistication” [5,
p. 7]. Convergence phenomena (Jenkins 2008) are also extending this influence through
the dissemination of game content, game logic, and game culture in a variety of media,
for example through live streaming of gameplay or esport competitions on Twitch or
YouTube reviews, walkthroughs, and reactions. Additionally, the 2020–2021 COVID-
19 pandemic has pushed many towards mediated forms of remote interaction, including
online games. Established success stories such as Epic Games online multiplayer game
“Fortnite” have seen their numbers surge [6], and forgotten games such as “Among Us”
have become overnight successes [7, 8].

What is true of video games is true of games in general: while smaller, the global
board games market has been growing steadily in the past twenty years and has been
projected to keep growing at a 13% rate in the next five years, for a total of 30 billion
USD worth in 2026 [9]. Games and gaming, that is the activity of playing games, also
have a consolidated history of proven efficiency as educational tools [10], and they have
been variously used in educational contexts [11] to “enliven teaching topics”, to “appeal
to different learning styles”, to “encourage collaborative problem solving” and “peer
support”, and have proven “especially effective for dealing with problem solving and key
concepts” [12, p. 3]. Recent developments have education innovators such as Prensky
[13] discuss game-based reforms that do not just see schools using games to teach
students, but thoroughly recast the ideal school as “a game, from start to finish: every
course, every activity, every assignment, every moment of instruction and assessment
would be designed by borrowing key mechanics and participation strategies from the
most engaging multi player games” [14, p. 128].

During the coming two years, a cohort of students from the Master’s in Digital
Service Innovation (DSI) at Halmstad University will engage in a design exercise that
will see them working in groups and moving through a number of clearly specified
stages to conceptualize, design and prototype a game that centers on specific ethical
or sustainability problems, such as intersectionality, the common good, norm-critical
design, judicious development, the tragedy of the commons, and human flourishing.
The plan is to This design exercise is meant to help develop a pedagogical path for
design education structured around the design of a game that deals with a yearly chosen
core theme, ethics and ethics in design in this case, to be thoroughly explored throughout
the two year study period.

A common way to use games in education is to play them and reflect after play so
that extrinsic perspectives may be brought into the game’s own context. For example,
investigating the problematic relationship between ludic gameplay and narrative fiction
in the video game “Grand Theft Auto” as a way to discuss in-game actions and behavior
from a civic ethics standpoint [15]. In research, games have been developed to both allow
students to “practice real life clinical settings”, for example in the context of healthcare
[16], or to develop critical thinking skills by “try(ing) out various choice paths and while
doing it gain knowledge about how to make more appropriate choices” [17, p. 69].

While it is not uncommon for educational institutions to apply game logic or game
approaches to individual courses, as it is the case for example for the undergraduate
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course on Interactive Prototyping at Halmstad University, it is fairly less common to
introduce such an approach across the length of an entire program, and further intertwine
its primary design task throughout all of its courses in order to infuse the program
with a specific core topic, in this case ethics, and a specific pedagogical approach,
that of game design. This unusual and organizationally demanding situation has its
own challenges, besides those that traditionally accompany the development of such
initiatives: organizational ones, such as how to engage students in a learning process
that runs as a parallel addition to mandatory program courses; and pedagogical ones,
such as how tomake sure such a process is consistent, coherent, relevant, andmeaningful
for the students, and how its outcomes should be evaluated, reused, and improved upon.

1.1 Organizational and Pedagogical Challenge

“Nothing ever becomes real ‘til it is experienced” John Keates (1795–1821).
The authors used an experiential learning approach to closely follow that provided by

games and formalized in game design. Experiential learning is based on a learning cycle
that includes experiencing, reflecting, thinking and acting (Miettinen 2000). Students
developing their own learningmaterials have amore concrete and direct experience of the
subject of interest. At the same time, students gain new practical and theoretical insights
as they act their way throughout the preparations, development and implementation [18].
In this sense, experiential learning is learning as a “holistic process of adaptation of the
world” [19, p. 5] and has been used in several areas such as tema development [20],
entrepreneurship [21], and engineering education [22].

Using problems as a foundation for learning assists in developing life-long knowl-
edge and skills. Being tasked with solving a concrete, situated problem, one learns not
only how to factually apply knowledge in a given context, but is also forced to reflect on
what knowledge ismissing. The problem itself is then an incentive to learn [23], meaning
that instead of having to understand theories, concepts, and methods because a course
plan says so, students learn in order to solve a problem they face and that they find rele-
vant and interesting. Games, and especially video games, play an important gateway role
here, as they are an extremely influential cultural artifact for current convergence culture
[24] and especially for the Millennial and Gen Z generations, comparable to film and
TV for previous generations [25]. Methods and styles from old media are retained and
reinterpreted, for example narrative from film, and new “forms of engagement, or media
consumption, that are distinct to games and media properties, such as interactivity”
become more central [26, p. 4].

In collaborative settings, the process of solving a problem is not only a way to gain
new knowledge but also training for important soft skills such as the capacity to listen,
critical thinking, empathy, and rhetoric [27]. Collaborative problem-based learning helps
in the process of constructive linking [28] as students “enter” a problem with certain
knowledge assets, which throughout the process they develop and refine as they interact
with teachers, peers, and the learning environment.
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1.2 Game-Based Approach

Games can be described as “a closed formal system that subjectively represents a subset
of reality” [29, p. 7] in a way that it can be experienced safely by players, since “the
results of a game are always less harsh than the situations the game models” [29, p. 14].
More generally, “(r)educed to its formal essence, a game is an activity among two or
more independent decision-makers seeking to achieve their objectives in some limiting
context” [30, p. 6] Fullerton, echoing Crawford [29], describes a game as “a closed
formal system that engages players in structured conflict and resolves its uncertainties
in unequal outcomes”.

A number of important characteristics of games that matter in the context of design
education are introduced by these definitions: the idea that games can be used to model
real or fictional events or activities, what Crawford calls “representation”, the fact that
players experience these by actively engaging in conflicts that are nonetheless safe, since
the “game is an artifice” [29, p. 14] that excludes the physical realization of any situation
of play, and their being structured, subject to rules, what Abt calls the “limiting context”.
Rules constitute a framework that players use to understand and enact play situations
and for structuring relationships within the game.

Games are also extremely valuable learning tools [14, 30] as they are adaptable,
flexible, and “can be moulded to suit a variety of learning settings and environments” to
support peer learning, collaborative knowledge creation, and divergent thinking amongst
students [12]. Additionally, they have been found to facilitate distance learning students
[12], which was also an important factor when conversations started in the spring of
2021.

In terms of design education, they offer a safe, controllable, and observable space
for simulating experiences. Playing a game means to directly experience the interplay of
information flows, human agency and desires, within the settings of hard environmental
constraints that maintain focus on a specific “goal” and avoid “spillovers” [29–31].
Remixing existing games, that is altering their design and behavior to obtain a somewhat
different game, is a significant hands-on way to learn how to creatively repurpose parts
of a service or product to provide a different or improved experience, a common activity
in the design professions. Analyzing a game and thenmodifying it in ways that allow it to
fit “an enhanced purpose, a new audience, a new level of complexity, or a new learning
outcome” [32], as much as designing a game anew to explore a specific problem, teaches
students to manage complexity while considering coherent, clearly defined boundaries
in relation to a manageable problem space. In this sense, game design theory offers a
consolidated body of knowledge dealing with both formal (rules, players, resources,
mechanics) and dramatic (premises, themes, characters, story, settings) elements that
can be used for (re-)designing any type of experiences [31, 33].

Fullerton [33] highlights that games share characteristics with complex systems: for
example, the fact that their outcomes cannot be predicted from their initial setup. In
game terms, these “unequal outcomes” mean that while it is known that there will be
one or more winners and one or more losers by the end of the game, it is impossible
to determine at the beginning who will be what and through which precise steps that
outcome will be achieved. This has two important consequences. As “closed formal
systems”, games offer the possibility to model a complex system and to provide rules
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of engagement for players to experience it first-person, for any number of times during
which they can decide to follow varying strategies. For example, place players in the
role of commanders whose army needs to defeat their opponent’s, in a game of chess.

As systems of formalized relationships between “formal elements” such as rules
or resources, games can be “dressed up” through the use of what Fullerton calls, in
opposition, “dramatic elements” [33]. Fullerton stipulates that games can be better
understood by structurally addressing their formal and dramatic elements as separated
but interdependent systems. The formal elements set includes players, rules, resources,
or objectives. Dramatic elements include premise, story, characters, and settings. For
example,“Monopoly” is a game ofmultilateral competition between two to eight players
whose objective is to bankrupt opponents to win. Player relationships, in-game currency,
and title deeds are resources. Story-wise, in the original game players take the role of
early 20th century US landowners who attempt to buy land and build a real estate empire
in a rapidly growing metropolis.

The interplay of formal and dramatic elements is what allows players to experience
the strife for the emancipation from slavery in 19th century North America (in Freedom:
TheUndergroundRailway), group survival on a deserted island after an airplane crash (in
Ravine), or the fragility of democratic processes (in Secret Hitler) through, in accordance
with Crawford, representation (games as self-sufficient subsets of reality); interaction
(games as exploratory systems); conflict (games as the pursuit of competing goals); and
safety (games as artifices that simulate but do not concretize danger).

Building on Fullerton [33], Crawford [29], and Schell [34], two of the authors of
this paper have consolidated an extended framework for approaching the analysis and
design of games that has also been applied to the analysis and design of services and
experiences. Retaining the distinction between formal and dramatic elements formalized
by Fullerton, the extended framework introduces a third set, that of spatial elements, to
account for “the most fundamental human experience of apprehending oneself as a body
located in space” [35, 36] and to acknowledge the reinforcing role played by material
anchors [37] in stabilizing conceptual blends [38] such as those happening in design
activities. These spatial elements bridge between game-centered heuristics, and spatial
and architectural primitives such as proximity, separation, sequence, and nesting [39].

The idea of a space as an important element of games harkens back to the seminal
work of Huizinga [40], who characterized ludic activities as “standing quite consciously
outside ‘ordinary’ life” and having their “own proper boundaries of time and space
according to fixed rules and in an orderly manner” (p. 13). The commingling of digital
and physical in our daily lives is also increasingly “tak(ing) players away from the ‘gaze’
cultures of film and the ‘glance regime’ of TV and into the space of the haptic (touch)
dimension of gameplay” [26, p. 5] and digital games have been designed that directly
interact with a person’s embodied self in physical space [41].

Fullerton’s framework does not conceptually identify spatial components as differ-
ent: they are generically grouped under the label of “boundaries” and considered part of
the formal elements set [33, p. 78]. Schell, while stating that “every game takes place in
some kind of space” and investigating a number of structural spatial patterns [34, p. 130–
134], considers space a game mechanic, and thus just an individual element part of his
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foundational structure of games built on an “elemental tetrad” comprising mechanics,
story, aesthetics, and technology [34, p. 41].

The introduction of a set of spatial elements provides a more granular way to analyze
and discuss games, and gives the design process a way to influence how embodiment
comes into play in the context of the game. For example, how the experience of a
game of chess changes greatly if we play with a regular board, on a mobile phone,
or as part of a live chess extravaganza. Size, positioning, textures, haptic feedback,
one’s proprioception in respect to the game, aural and visual cues or commands are all
significantly different and produce different effects, even if the architecture of chess, its
rules, is the same.

1.3 The “Gamify Ethics” Design Experience

The DSI program is a two-year master’s program: the initial three semesters consist of
eight courses focusing on different aspects of Digital Service Innovation, such as Intel-
ligent services and Design Research Methods, Academic communication and Emergent
Themes inDigital Service InnovationResearch; the final fourth semester has the students
working on their master’s theses. While the course plans all include ethical considera-
tions to some degree, the program manager decided that ethics and the role it plays in
digital service innovation should be emphasized even more by implementing a “core
theme” running throughout the entirety of the program.

The implementation of this core theme consists in a number of activities that can be
structurally divided in four stages. The first stage includes an introduction to different
games and gameplay. Board games and card games as well as digital games are played,
analyzed, and discussed, in order for the students to be acquainted with the idea of
playful reflectivity that will carry through all of the four stages. This introductive part is
also meant to inspire, illustrate the possibilities of addressing problems by means of a
game, and have fun. The second stage focuses on the extended game design framework
discussed above: students are introduced to the Formal, Dramatic, and Spatial elements
in detail and apply these to analyze and then remix existing games. In the third stage,
the students plan, design, and prototype a game focusing on an ethical issue they have
encountered in the program courses. The goal is to learn as much as possible about such
issues through game-design-centered experiential learning, and to create a tool, the game
prototype, that allows others to safely and playfully experience that same problematic
situation. Teaching staff provides continuous support in the form of lectures, supervision,
collaborative work, and game workshops. In the fourth and final stage, the various game
prototypes are brought in to be played by the upcoming student cohort to provide a
tangible demonstration of what their two-year involvement in the core theme initiative
intends to achieve. It will be a good introduction to different ethical issues connected to
the program (Fig. 1).
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Fig. 1. A diagrammatic view of the core theme process across the two years of the master’s
program

Students and teaching staffmeet regularly every otherweek to keep the process going.
Since themeet-ups are not compulsory, practical activities and theoretical moments have
to be finely balanced so that students remain interested and engaged. Game playing and
post-game reflections play an important role in this respect, as does allowing the students
to bring in their favorite, or least favorite, games for analysis and debate.

It is important to note that while the extended framework used can be applied to the
analysis and design of video games as well as board and card games, the current core
theme implementation strongly encourages students to primarily consider the design of
board and card games. This is a consequence of both pedagogical and design process-
related reasons. The pedagogical reasons include the need to embody and directlymanip-
ulate abstract concepts through material anchors that facilitate the learning process [37].
For example, manipulate the idea of “contingency”, a game mechanic that requires
players to complete their goals before a future event occurring in-game after an unpre-
dictable amount of time [42], through movable or eliminable tokens; and a lowering of
the barriers to entry for students, since no specific programming skills are necessary.
The design-related reasons include the need to focus on the structural and experiential
aspects of the process and how they allow one to untangle ethical questions, rather than
on the coding, hand-eye coordination issues, game engine expertise, or visual design
expertise that would be necessary to implement a digital game. Card and board games
can be easily prototyped with pens and paper and no graphics.

A number of intrinsic and extrinsic organizational constraints have also influenced
the process, including the current impossibility to assign credits to core theme activities,
the diverse background expertise of students in terms of their undergraduate studies, and
the restrictions imposed by the ongoing pandemic.
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2 Methodology and Empirical Process

This research uses an action design approach [43] where the problem is grounded in
the challenge of engaging students in learning opportunities that have no curriculum
credits assigned to them. Students will follow an applied design methodology in their
own design process. The setting is a master’s program where a core theme is being
implemented. The core theme runs throughout the two-year program and connects with
each and every course included in the program. The core theme of the program is ethics
and ethics in design.

This process started with a brainstorming session during which author #1 of this
paper was tasked with implementing a “core theme” for the DSI program at Halmstad
University. The intention of the core theme was to infuse ethics in all the different
courses throughout the program to continuously enable opportunities for students to
learn about, and engage with, ethics. A list of all the different courses was created and
ethical questions that could be linked to each course were added. For example, the course
on Academic Communication was connected to issues of plagiarism, and the course on
Intelligent Systems to the handling, storing, and use of personal data.

As the core theme project would have no curricular credits connected to its com-
pletion, innovative ways of getting the students to get engaged were to be considered.
Author #1 then contacted the other authors of this paper at different stages to collaborate
on the development of the concept.

A second list was created containing a number of board and card games that could be
used to illustrate the relationships between game choices and goals and the ethical ques-
tions from the previous list. This proved to be an ill-fitting process, with a very uneven
distribution of games across the different questions and at times a rather thin relationship
between the games themselves and the actual questions. The authors entertained the idea
of creating an entirely new narrative game that could include the different relevant per-
spectives of ethics and ethics in design that the students should come in contact with. A
narrative skeleton was created by means of a commercial card-based story engine built
around “agents”, “anchors”, “conflicts” and “aspects” so that a basic storyline could be
outlined to work with. A number of alternatives were generated. For example, “A bossy
designer wants to solve the problem of a device. But they will have to act against the
community they belong to and protect a hated rival” or “An organisation is harming
their local community with bad working conditions but protects the rest of the world”.
A prototype was also quickly produced using Twine (twinery.org), an open source tool
for creating online interactive, non-linear narratives. The idea was discarded in the end
since it either took away the students’ design agency entirely, if they were simply given a
complete narrative to explore, or introduced a rather steep programming learning curve,
if they were to be directly involved in the design of the game.

A decision was taken to have the students design, prototype, and playtest their own
game as part of their learning process. Such a set up would satisfy a number of pedagogi-
cal goals the team wanted to achieve: in accordance with experience learning principles,
having to set their own goals would improve the learning outcomes for students [44]; it
would engage students in away that simply playing through a game presenting themwith
ethical choices would not; the game design process itself would place them in a position
where discussions on ethics as they relate to the content of the game would become a
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constant occurrence. Additionally, the finished games at the end of the two-year cycle
could be used to introduce future students to the core theme and to the design process,
and could be listed in the students’ portfolios when applying for jobs.

Consequently, the core theme project will see students design and prototype a game
artefact addressing ethical challenges in the context of design and digital service inno-
vation. During the design process, teaching staff will meet students regularly to offer
help with the framing of ethical questions and for game design supervision. The vari-
ous scheduled meet-ups, one every other week, will include game workshops, playing
sessions, storyline development, workshops focusing on game design theory, and cri-
tique sessions. Meeting every second week will allow for continuous contact between
students and teaching staff and a regular progression in their investigation of the core
theme through the game design process. It will also allow students to discuss questions
and concerns that might arise with specific points of the process as they emerge. Given
the current pandemic situation, some of these meet-ups will take place on campus while
others will be remote.

3 Conclusions and Further Work

This paper presents an ongoing project using games and game design as a way to guide
the students through a two-year experiential learning process. This process runs in par-
allel to their master’s studies and focuses on infusing a core theme, ethics in this case, all
throughout the curriculum. Students are immersed in a social and cultural environment
in which games occupy a relevant role, and research shows that games are a success-
ful learning tool for tangling with complex problems as they provide immersion and
agency while preserving safety [29]. This makes them an interesting conceptual tool to
introduce the students to the analysis and simulation of design solutions that respond
to ethical problems, an important concern for all processes concerned with the digital
transformation process [45].

During the course we have adopted a modified and extended version of Fullerton’s
[33] framework where dramatic, formal and spatial elements are connected to ethical
explorations. These three sets allow game designers, and in this case students, to pre-
cisely identify which elements of a game are embodying ethical aspects connected to
the specific problem space. For example, how dramatic elements such as “premise” or
“character” can make an entire game offensive to play through simple linguistic sub-
stitutions, say by changing “werewolves” to “immigrants” in a game of “Werewolf”.
Reflective moments to discuss and add perspectives on ethical decisions that arise as
they conceptualize, design, prototype, and playtest their games are part of the design
process.

Although the project is ongoing, the team has gained a number of preliminary
insights. First, much planning is required to simply be able to start the pedagogical
process. For the students to benefit from the parallel core theme process, both content
(literature, examples) related to the core theme itself, ethics in this case, as well as the
necessary theoretical and practical notions related to designing games, have to be in
place. Yet, as the process adapts constantly to the opportunities and constraints offered
by what the students are doing and the way they are advancing, planning happens pri-
marily ad hoc via what are agile-like maneuvers of constant adjustments to keep the
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pedagogical method of experiential learning via game design and the core theme in
focus. A secondary element is the necessity to keep students involved and engaged.
Finally, as DSI expresses a students’ cohort of different social, cultural, religious, and
political backgrounds, an additional dimension was added to the way the entire process
is handled to treat ethics as culturally bounded. Possibilities for open and interesting dis-
cussions in safe and comfortable settings were enabled through this process, something
the teaching staff also profits from.

Although this specific project focused on how to infuse ethics and ethics in design
throughout a master’s program, the authors believe that the pedagogical method, once
stabilized, could be generalizable and used in different organizational settings, not
necessarily connected to formal education, and for different core themes.

Reflections on the different parts of the core theme process, for example whether
and how the setup described in this paper solved, and to what degree, the initial problem
of engaging students and infusing ethical themes throughout the length of a master’s
program, are expected as the project progresses. Evaluation of the whole experience
from a student’s perspective is also planned at the end of the initial run, together with
an assessment of the learning outcomes of the process.
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Abstract. In this paper, we present project three experimental installations under
the conceptual topic of Sonic Metaphors. We use sound as the main tools to estab-
lish interaction between users’ interface, physical and virtual space. We are trying
to elicit memories and meanings, which plays a crucial role in designing desirable
user engagement. We aim to use sonic metaphors as a tool for interactions and
experience design. Furthermore, it offers new creative vocabulary based on sound
meanings and utilizes acoustic information patterns as a novel way of enabling
access to the digital environment.

Keywords: Sonic interaction design · User experience · User interface design ·
Multisensory interaction ·Metaphors · Spatial interaction

1 Introduction

Sonic Interaction Design (SID) is a multisensory design approach where sound has a
primary role in developing users’ interactions with electronic devices or digital systems
and giving meaning to user engagement [1]. SID research falls within a diverse range
of emerging disciplines and research approaches toward a better understanding of sonic
experience’s various aspects [2]. All those approaches aim to explore everyday human
perceptual experience to design more fluid and intuitive encounters with digital tech-
nologies [3]. One of the central sonic interaction design questions are; How actions can
be guided with sound? How is perception affecting the process of embodiment? Who
or what performs the interaction when using sound as a tool for interaction? Sound has
spatial and environmental characteristics due to acoustic principles such as resonance,
reverberation, diffraction, and refraction. It also has a temporal nature and depends on
how we modulate it throughout time, distinguishing it from other sensory modalities.
Related to interaction design is also the materiality of a sound and how interaction
changes, shapes, or transforms sonic material and how interaction with sound helps
form further embodied action [2].

Sonic interactions experience is designed upon the relationship between objects,
environments, actions, and sounds, and as such, should be considered an essential ele-
ment in interactive media art creative vocabulary. Previous works in this field show that
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sonic feedback coupled to action can change human performance and social and aesthetic
experience. However, the conceptualization of new experimental interactive installations
based on continuous sound and tactile feedback could have benefited from metaphors
inspired by real-world manipulations. It can also deepen our knowledge about the uti-
lization of acoustic patterns in tactile information, put them in proper interactive context
and perform a wide range of perceptual and motor tasks. This could lead us toward the
conception of novelways of enabling digital information access viamovement and sound
[4]. In this paper, wewill present three experimental interactive installations, “Before and
Beyond”, “Vroom”, and “Sensynesthetic Sculptures”, conceptualized to engage users
and design their experience through the usage of sound metaphors as sensory stimuli.

We are using Activity Theory, Pragmatist Aesthetics [5] and Merleau-Ponty’s inte-
grated view of action and perception for the theoretical framework for our experiments
with sonic interaction design. Activity Theory has been used as a theoretical founda-
tion in design evaluation and human-device problem analysis. It serves as a helpful
framework for understanding presented works in the broader sound interaction design
context. In Activity Theory, the unit of analysis is motivated activity directed toward a
goal [6]. In the Sonic Metaphors’ interactive installations, this activity relates to given
sound control, which helps users enrich their experience through given metaphors. The
activity is mediated by the contextual pattern built into the artwork’s concept. With an
application of Merleau-Ponty’s philosophy [7] to human-computer interaction, we got
a new understanding of interaction as perception. By seeing interaction as a perceptual
process involving both “Body” and “Mind”, we overcome the Tool/Media dichotomy.
When perception is understood as an active process involving our body’s totality, it no
longer makes sense to see it as a passive reception of information through a medium.

Similarly, when action is an expression of our being-in-the-world, it no longer has
meaning to see as a purely “bodily” activity. For Pragmatist Aesthetics, the aesthetic
experience is of the highest importance. It is central to understand an object socio-
cultural context as an object’s meaning and value change with the constantly altering
context of experience, between cultures, between persons and even within persons [8].
Petersen et al. agree that aesthetics has an instrumental dimension ‘related to actual
human needs, values and fears’. In their view, aesthetic interaction promotes curiosity,
engagement, and imagination in exploring an interactive system [9].

Key novelties in the Sonic Metaphors Projects are using sonic metaphors as the
new tool for interactions, the development of new creative vocabulary based on sound
meanings, and utilizing acoustic information patterns as a novel way of enabling access
to the digital environment.

This paper will first describe three interactive installations that belong to the Sonic
Metaphors research project. Furthermore, we will explain the conceptual and cognitive
approach used in the design process. As part of performed user research, we did sev-
eral informal interview sessions and personal observations during the public artwork
exhibitions and controlled lab environment. The results will be presented within the
installations descriptions chapter. To conclude, we will validate the interactive concept
applied in the design of three experimental installations, “Before andBeyond”, “Vroom”,
and “Sensynesthetic Sculptures”, and experiential dimensions possible to achieve in
human-machine sound interaction and stimulation.
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2 Background

ArjenMulder – biologist andmedia theorist, defines the concept of interaction as follow:
“interaction is a mode of bringing something into being – whether a form, structure, a
body, an institute or a work of art and on the other hand, dealing with it” [10]. An
interaction can have different aspects such as visual, sonic, smell, taste and tactile.
Moreover, each or a combination of them can be either input or output of an interaction
system.

SonicTexting is a system that takes tactile as input and presents it in the form of audio
to provide control over the texting process to reduce visual load. Texting in the dark,
texting capability for visually impaired people or texting while driving is examples of
this project [11]. The Sound of Touch is a system for filling the gap between electronic
and acoustic audio by adding acoustic spontaneity to electronic music instruments via
sensing the pressure on the instrument’s body, bending, and changes in tilt or temperature.
This project aims to explore the sound produced by a verity of textures [12]. PebbleBox,
CrumbleBag, and Scrubber is another project in musical instruments that tried to extend
available perceptual outcomes by maintaining the existing relationship between tactile
actions and audio response [13]. Exploring the interaction with a couch based on tactile
connection and audio feedback is the aim of ZIZI. In this work, researchers made a
couch that is responsive to the actions of users. The couch can express different feelings
via sounds related to each action, such as yipping as a sign of excitement, whining
when it is boring or growling when the user touches it softly. Authors claim that making
couch satisfied can provide user’s satisfaction [14]. A combination of new interfaces for
musical expression and approaches from human-centred design is presented in the A20
to explore personal music experiences to identify new themes from the listener’s daily
life interaction with music and propose an advanced interaction approach with these
themes [15].

In conceptualizing and designing our experimental interactive installations, we fol-
lowed some of the ideas related to the usage of sound and sonic interactions presented in
the mentioned works. The common ground for all this example is sound as an emotional
and cognitive trigger rather than just meaningless audio warning for the system mail
function or urgent action required from the user. Multisensory interaction where audio
experience has a crucial role in arousing users’ meanings and motivation to engage has
ultimate value in our user experience designing approach.

3 Interactive Installation Before and Beyond

Interactive Installation Before (our existence) & Beyond (our perception) (https://goo.
gl/FhJF5G) is a multisensory interactive metaphorical voyage inspired by String The-
ory and body distance-related socio-emotional relationships development. As stated in
Quanta Magazine, “Among the attempts to unify quantum theory and gravity, string
theory has attracted the most attention. Its premise is simple: Everything is made of tiny
strings.” [16]. According to the California Department of Education, socio-emotional
relationships development starts in early infancy as explained: “social interactions with
peers increase in complexity from engaging in repetitive or routine back-and-forth inter-
actions with peers to engaging in cooperative activities. Social interactions with peers

https://goo.gl/FhJF5G
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also allow older infants to experiment with different roles in small groups and in differ-
ent situations such as relating to familiar versus unfamiliar children.” [17]. Interactive
Installation Before & Beyond is conceptualized as a responsive, playful environment
where visitors have physical interactions that stimulate their internal processes, such as
motivate them to collaborate, bodily interact and communicate. Furthermore, through
audio-visual elements to communicate ideas related to the origins of the Universe and
human existence and to provoke social interactions between visitors. The installationwas
exposed at the Maison Shanghai 2016 event as part of the Final Fantasy exhibition. The
installation space responds to visitors’ body movements, the direction of walking and
the distance between participants. The introductory animation represents the author’s
visual metaphor of the Universe creation, followed by the background sound composed
of five of the most mysterious melodies found there. After entering the installation,
visitors are attached to the visual String of Energy projected on the screen in front of
them, with characteristic colour and sound as an abstract metaphor of their existence
in a virtual world they step in. Animated strings with a specific tone, user movements
and social interactions are elements of the aesthetical experience. To increase tracking
accuracy and the intimate relationship between participants and the projected strings, we
are using sensory-based technologies, Kinect movement detection placed on the wall,
and Beacons integrated into the medallion around the neck of the participants (Fig. 1).

Fig. 1. After entering the installation space, every participant gets his String of Energy projected
on the screen (© Predrag K. Nikolic. Photo: Predrag K. Nikolic)

Personal Strings (animated two-dimensional circles, enriched with a specific violon-
cello’s tone and colour) projected on the screen are following the visitor’s movements
and reacting on distances between them. When participants are close enough to each
other, their Strings join in one and vice-versa when they separate the joint String splits
back to personal strings (Fig. 2).
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Fig. 2. Depending on the distance and established relationships between visitors visual and audio
appearance of the Strings changes (© Predrag K. Nikolic. Photo: Predrag K. Nikolic)

Furthermore, the experience articulates sensory stimuli such as dynamic and colour-
ful behaviour of the strings, background sound and strings’ tones. Conceptually they are
the perceptive connection between visitors and the artwork’s inspiration rooted in string
theory and socio-emotional ability to establish positive and rewarding relationships with
others [18].

Interactive installation Before & Beyond tends to intrigue visitors to explore their
virtual existence and correlate it with others in the artwork’s space. During that process,
they acquire new personal properties such as colour, shape and sound attached to their
String. For example, the given tone is becoming a metaphor for them. By playing and
interacting with others in the installation, they make a musical composition based on
relationships developed. Sonic and visual personification is giving them opportunities
to express themselves and communicate with others in an alternative way. Likewise, to
trigger a visitor’s social behaviour change and engage them in collaboration, which will
result in new relationships development within a given context. The physical and virtual
space of the artwork is becoming a place for body and social interactions.

Interactive installation Before&Beyond tends to provoke social situations that affect
the installation appearance by using human interactions, multisensory stimuli, scientific
context, and playful surroundings. For example, the degree of intimacy and how people
will move and behave reflects aesthetic and interaction concepts that will work well
[19]. In the installation Before & Beyond users are moving around in the responsive
space in front of the display. The interaction space between the users and the display is
an agent that connects visitors’ efforts and physical space actions with visual and sonic
metaphorical outputs. By moving around and interacting with each other, participants
shape social space the same way they are doing with their everyday living surroundings.
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New types of sonic, visual, and socio-bodily interactions within the artwork can unify
participants into groups where all individual efforts are dedicated to shared goals and
generate new interpersonal and emotional relationships.

3.1 Observations and Informal Interviews

The installation was seven days exhibited at the Maison Shanghai Finally Fantasy exhi-
bition in 2016. During that period, the author and one research assistant gave instructions
to the visitors and observed how they interacted with the installation. Also, the detailed
explanation of the installation concept, the author’s inspiration, instructions, and the way
to interact were printed and presented to the participants before entering the artwork’s
interactive space (Table 1).

Table 1. User profiles

Gendre Age Education Profession Experience

Male 28 High School Carpenter No

Male 43 High School Driver No

Female 37 University Designer Moderate

Female 37 University Designer Moderate

Female 52 University Teacher Yes

Male 21 University Student Moderate

Male 23 University Student Yes

Male 20 University Student Yes

Male 46 High School Entrepreneurs No

Female 24 University Student Yes

Male 32 University Administration Moderate

Observations
We observed the way and time needed for the participants to understand how to use the
system. In severe failure or confusion, the research assistant was trained to assist the
visitors and give necessary explanations. Also, the author was recording personal video
and photo journal.

Interview
We conducted an informal interview with the participants we interviewed just after they
finished their interactive session in the installation. Our questions were focused on the
following aspects:



Designing User Experience with the Sonic Metaphors 103

• What is your interpretation of the sound in the installation?
• Did you focus on sound during the session? Why?
• How did you correlate your actions with the audio response?
• Do you think the installation would provoke the same reaction and impression without
the sound?

3.2 Findings

The sound had an important role in attracting visitors to interact with the installation.
They believed that sound was involved to avoid an unwanted collision as they needed
to control proximity between other participants. Every personal String had its authentic
sound, but they personalized more with their video then audio representation. They did
not care much once they lost their sonic identity after merging their strings with others.

The participants who read the introductory text at the installation entrance had a
much better conceptual understanding of the sonic experience and the reasons for being
part of the installation. Nevertheless, after some time, all the visitors used the sound as
the navigation tool to prevent unwanted collisions in physical space and the merging
of the strings in the projected virtual space. The users with the previous experience
of playing in the interactive installations did focus on the sound despite those without
experience who even found it annoying at a certain point. Nevertheless, both groups
agreed that sound played an important role, and the installation experience would not
be so profound without using it (Table 2).

Table 2. User experience research interview results

Gendre Age Interpretation Correlation Focus/Need

Male 28 Navigation Direction/Collision No/Yes

Male 43 Navigation Direction/Collision No/Yes

Female 37 Conceptual/Navigation Direction/Collision Yes/Yes

Female 37 Conceptual/Navigation Direction/Collision Yes/Yes

Female 52 Navigation Direction/Collision Yes

Male 21 Conceptual/Navigation Direction/Collision Moderate

Male 23 Navigation Direction/Collision Yes

Male 20 Conceptual/Navigation Direction/Collision Yes

Male 46 Navigation Direction/Collision No

Female 24 Conceptual/Navigation Direction/Collision Yes

Male 32 Conceptual/Navigation Direction/Collision Moderate
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4 Interactive Installation Vroom

The installation is inspired with the children mimicking car engine sound once they
want to imitate them driving a vehicle: For example, kids are using every opportunity
to jump into father’s car, take the wheel and by imitating the sound of a car engine to
go on an imagined trip, enter fictional situations, make a story based on sonic narrative.
Experience related to mimicking sounds of various vehicles to simulate movement is
deeply emotionally attached to our childhood memories. For us, it is a metaphor we are
addressing to specific situations and attaching meanings upon which we can develop
our sonic stories and even synesthetic experience. In the interactive installation Vroom
(https://goo.gl/bW4LKv), visitors were invited to shout the sound of a car engine in the
microphone, which had a consequence illusion of moving forward on the road projected
on the screen. Depending on sound intensity, they could regulate their speed along the
road (Fig. 3).

Fig. 3. Interactingwith the road in a virtual environment and controllingmovement bymaking the
car engine sound and modulating its intensity. (© Predrag K. Nikolic. Photo: Predrag K. Nikolic)

Additionally, we used road signs and arrows as metaphors related to decisions and
choices in our lives and transformed them into visual narrative language.As such, visitors
are not exposed only to virtual road trip experience controlled by the intensity of the
imitated car engine sound, but they could also have followed and influenced the visual
story that goes on the road surface (Fig. 4).

https://goo.gl/bW4LKv
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Fig. 4. A dreamful surrealistic story narrated with road symbols (© Predrag K. Nikolic. Photo:
Predrag K. Nikolic)

The installation interface was purposely made of dumped car parts and then re-
assemble into a new aesthetical form, as an intuitive and narrativemetaphor clear enough
to trigger desirable interaction between users and the sound installation (Fig. 5).

Fig. 5. The intuitive, meaningful interface made of dump car parts (© Predrag K. Nikolic. Photo:
Predrag K. Nikolic)

We followed readymade creative practice and used meanings people are already
attaching to particular objects. Hence, we created genuine aesthetical artefact people
could interact passively or actively by taking a virtual ride controlled by the specific
metaphorical sound required to trigger animated visual respond.

4.1 Observations and Informal Interviews

Like the experimental installation “Beyond & Before”, The Vroom was also seven days
exhibited at the Maison Shanghai The Final Fantasy exhibition in 2016. We applied the
sameprocedure usingobservation and interviewmethods in our user experience research.
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In the Vroom installation case, we decided not to go with the detailed instructions and
test the intuitive aspects of the interface. This time we selected nine visitors who agreed
to answer the interview questions (Table 3).

Table 3. User profiles

Gendre Age Education Profession Experience

Female 21 University Student No

Male 12 School Student No

Male 14 School Student Moderate

Male 20 University Student Moderate

Female 34 High School Self-Employed No

Male 35 High School Self-Employed No

Male 19 University Student Yes

Female 20 University Student Yes

Male 22 University Student Moderate

Observations
Like in the previous case with the installation “Before & Beyond”, we observed how
and time needed for the participants to understand how to use the system. In case of
confusion, the research assistant was trained to assist the participants. The author was
recording personal video and photo journal for later analysis.

Interview
We conducted an informal interview with the participants with interest in:

• What sounds meant to them in this installation?
• Did they find the interface intuitive enough?
• How did they correlate their sonic interaction with the visual response?

4.2 Findings

Once they spotted a microphone in the interface, it was clear to all participants that they
needed to produce sound to interact with the artwork. At a glance, they were not sure
what kind of sonic input and what output they could expect. However, after they made
an analogy between the animated road projection and the microphone stand made of car
parts, they were pretty confident that they should mimic car engine sound.

They were pleasantly surprised when they discovered that they could control their
speed with voice tone modulation. The first-person perspective had an essential role in
recalling memories from childhood and keeping users engaged with car engine sound.
Some of the participants did not relate their actions with early childhood memories and
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considered sound only as a tool to control the output from the system. This group of users
experimented with the volume and type of sound they produced despite the participants
who found a strong relationship between cognitive and type of sound they produced as a
reflection to that. The visual narrative made of road line and arrows had importance and
took their attention for interpretation. Another group that used sound as a tool focused
on the system’s response to speed and the correlation between audio input and digital
output. They did not consider road signs of any importance (Table 4).

Table 4. User experience research interview results

Gendre Age Intuition Interpretation Correlation

Female 21 High Cognitive/Tool Yes

Male 12 High Tool Yes

Male 14 High Tool Moderate

Male 20 Medium Cognitive/Tool Yes

Female 34 Medium Tool Moderate

Male 35 Medium Tool Moderate

Male 19 High Cognitive/Tool Yes

Female 20 High Cognitive/Tool Yes

Male 22 High Cognitive/Tool Yes

5 Sensynesthetic Sculptures

In the experimental installation Sensynesthetic Sculptures, we used magnetic frictions
and contextual sonic metaphors as a creative medium. The multisensory approach to
user experience design in the last decade tended to enrich visual reality by adding sound,
texture, gesture, haptic sensations, and engaging more than one sense. Nevertheless, our
idea was to extend and overcome visual reality limitations by applying an artistic/design
process of sensory immobilization. By excluding certain senses from perception, we
tried to reveal universal realities and develop experience beyond sensory limitations.
For example, proprioceptive is a related phenomenon where one way of improving
proprioceptive efficiency is to diminish or block input from other sensory systems such
as the eyes [20]. In the broader social context, we are used mixed experiential reality
to diminish body limitations and deliver similar multisensory experiences to everybody.
The essential phenomenon regarding user experience design involves a relationship
between unconscious processes and perception of objects, dreams and fantasies. That
is the foundation upon which Sensynesthetic Sculptures are trying to build collective
experiences and start the processes between participants and participants and the author.
Sensynesthetic Sculptures are completely non-material energy-based artefacts and, as
such, purely experiential, capable of respondingwith energy-based immobilized sensory
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feedback to visitors’ actions or stimulating emotions upon given meanings by engaged
individuals.

With Sensynesthetic Sculptures, we tend to explore and introduce new existing real-
ities significantly beyond visual perception. Our creative tendency is to communicate
purely through the sound and tactile language and avoid visual expressive forms such
as colours, lines, patterns and forms. By doing that, we are trying to move experiences
from dominantly semiotic to more heuristic, oriented toward new qualities of meanings.
Accordingly, we are trying to expand the field of expressive, creative mediums choices
toward new frontiers where the focus will be on abstract multisensory experiential rather
than physical reality, more emotionally than technologically-based (Fig. 6).

Fig. 6. Magnetic friction and sound as new creative medium (© Predrag K. Nikolic. Photo:
Predrag K. Nikolic)

In our design language, we are using creative vocabulary based on audio-haptic
modality made of:

• Vibrations
• Collapses
• Collisions
• Elevations
• Repulsions

Sounds corresponding to listed phenomena are based on adequate sonic metaphors.
Within the human-spatial interactions, we are designing experiences using interaction
techniques that use haptic gloves in combination with a tower of electromagnets. The
electromagnets are arranged throughout the tower to provide dynamic magnetic frictions
while the participant explores the space around the tower and getting sonic and frictional
feedback. The electromagnets are hidden from view, and the frictions are created in
mid-air (Fig. 7).



Designing User Experience with the Sonic Metaphors 109

Fig. 7. Haptic gloves in combination with a tower of electromagnets. The electromagnets are
arranged throughout the tower to provide dynamic magnetic frictions. (© Predrag K. Nikolic.
Photo: Predrag K. Nikolic)

The Sensynesthetic Sculptures are made of magnetic energy, which is abstract and
experiential. The Sculptures are placed on amagnetic field holder and approachable only
through special magnetic gloves. The design process is based on iterative audio-haptic
practice. All parts of the sculpture are organized through repetition, contrast, or absence
of constitutive elements (vibrations, collapses, collisions, elevations, repulsions) we
are using to achieve the desired experience. We are using a cylindrical tower that hides
electromagnets, and users are interactingwith the towerwhilewearing a set of gloves that
contain permanent magnets at the fingertips. Previously, others have proposed the use of
arrays of electromagnets to produce interactions [21, 22, 23]. However, in our sculptures,
we enable both a volumetric sense of space and a time-varying interaction to create new
experiences for the users during each pass. Rather than feeling a predefined surface,
participants will interact with a dynamic volume that is produced by the electromagnets.

The interactions are produced with a magnetic tower and a glove with a set of five
permanentmagnets (one located at eachfingertip, 2 cmdiameter, grade52). Theproposed
magnetic tower is a 0.5 m tall cylindrical structure with a diameter of 100 mm. Its outer
surface is formed with an array of 1–64 air-coil electromagnets. Dynamic forces are
programmed into the tower to produce time-varying interactions. Time-varying forces
control at each table with an Arduino. Air-core coils are made with 28-gauge wire and
20–100 mm in diameter. The current supplied to the electromagnets varies from 0–2 A
(Fig. 8).

When users move their hands around the magnetic tower’s surface while wearing
the gloves, they can feel interactions with the dynamic virtual sculpture formed around
the magnetic tower and hear the sonic metaphor paired to the specific magnetic energy
interactions such as vibrations, collapses, collisions, and elevations.
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Fig. 8. Sample cross-section of the force felt by a participant’s finger when using the electromag-
netic array.

5.1 Expert Interview

For the installation Sensynesthetic Sculptures, we interviewed five experts under a
controlled laboratory environment with different backgrounds (Table 5).

Table 5. Experts profiles

Gendre Age Education Profession Experience

Male 37 University Engineer Moderate

Male 35 University Engineer Expert

Female 28 University UX designer Moderate

Male 32 University Interaction Designer Expert

Female 51 University Artist Expert

We conducted contextual interviews while moving around the magnetic tower with
the haptic gloves and defining experienced forms of the sculptures.
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5.2 Findings

We were interested in hearing from them opinion about:

• Sufficiency of the used technology
• Detection of the variety of forms
• Sound-Tactile correlation form the UX perspective
• The capability of the medium to communicate inclusive ideas

Considering that it was the prototype of the Sensynesthetic Sculptures technology
used, it showed the potential to support the author’s idea. The generated magnetic fric-
tions are still tactile sensations rather than 3D forms; we can resemble solid materials
such as texture, edge, and surface. Nevertheless, as a new creative medium to offer a new
user experience, the experts praised their discrepancies. Under the circumstances where
we do not see the material share and feel it under our fingertips, user sonic metaphors
attached to specific magnetic friction had a significant role in interacting and engaging
with the sculptures and idea they represent.

6 Conclusions and Future Directions

In the Sonic Metaphors projects, we are proposing the use of sounds metaphors in cre-
ative practice, which can contribute to user engagement quality during multisensory
interactions. Although many questions remain concerning the interfaces proposed, we
believe that the suggested design process can deliver genuine user experiences. In the
interactive installation Before & Beyond, the sound had an essential role in provoking
collaboration between participants’ and behavioural changes led by new types of sensory
and socio-bodily interactions. Based on sonic features in the installation, user-directed
their choices toward establishing new interpersonal and emotional relationships. In the
installationVroom, we invited visitors to interact with the installation bymimicking spe-
cific user memories with specific intrinsic values. Relation between the sonic metaphor
used and visual respond immersed visitors into unique sensory, narrative and aesthetic
experience. Lastly, in Sensynesthetic Sculptures, we use sound to empower magnetic
energy as a new creative medium.

We believe sonic metaphors can be used as a creative vocabulary to enrich exit-
ing and novel design practices, significantly when sensory limitations can vastly affect
the interaction process and engagement. Hence, our future research directions will be
focused on using sound interactions as an integral part of the creative, narrative, and
design process within social or personal experiential context toward creating authentic
user experiences.
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Abstract. In this chapter, contributions from EAI DLI 2021 proceedings
explore potentials in new technologies suggesting that this requires novel and
speculative approaches to inspire users to imagine future perspectives and
opportunities. Furthermore, the outcomes from the different contributions show
that designing technologies targeting complex content and interactions require
carefully designed and coordinated procedures, and involvement of end users.
Finally, it is revealed that playful and bodily approaches to interaction with
emergent technology such as virtual reality and robotics open up for learning
opportunities.
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1 Introduction

1.1 Scope

The emergence of digital technology is becoming increasingly prevalent in a wide
variety of areas and even accelerating at such a pace that current technology hype, such
as augmented and virtual technology, soon might become outdated. This section
explores potentials in innovative technologies involving various disciplines and
stakeholders across different learning practices. Accordingly, the different contributions
demonstrate that the intended transformation that new technology should contribute
with should not be taken for granted. Technology is not in itself an inclusive or learning
phenomenon, which is why its use needs to be studied in the context where it is
intended to be implemented. When a combination of users’ capabilities and conditions
is considered, emergent technology can offer a more accessible dimension and allow
the benefits it can confer to be enjoyed more widely [1]. The contributions further
acknowledge that development of new technology solutions that are accessible and
designed for exploration as well as developed by means of innovative methods can
influence aspects of presence and immersion, creativity, playfulness and enjoyment in
learning. Accessibility is considered as one of the most critical aspects in technological
progress and considered to comprise a combination of availability, affordability,
awareness, and ability for effective use [2]. Visualisation of complexity is
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acknowledged as opportunities to describe and communicate content and connect
design/technology issues and opportunities [3]. Altogether, the chapters within this part
of the EAI DLI 2021 proceedings show a rich variety of emerging technology applied
in different learning practices. We hope that these examples will inspire continuous
discussions and efforts to contribute to inclusive technology solutions innovating
learning environments.

The first contribution investigates how Augmented Reality can enhance motivation
and learning among museum visitors. The second contribution presents a study where
the authors argue that creativity and emotions most often are not explicitly included in a
design process when investigating how technology can be used to supply new learning
options. The third contribution describes the development and evaluation of a virtual
scenario designed as a journey to the cell scale. The fourth contribution addresses the
questions of what kind of learning potentials that Augmented Reality (AR) can offer as
well as why, when, and how such learning potentials can be studied. The final and fifth
contribution applies a designer perspective and explores the impact of specific elements
on visual expressions of 3D narrative animations, primarily focusing on characters,
scene, cinematography, and post-processing.

The following text snippets elaborate from each contribution to further assist
readership.

2 Towards Mobile Holographic Storytelling at Historic Sites

The paper is authored by Jessica Bitter and Ulrike Spierling and titled Towards Mobile
Holographic Storytelling at Historic Sites and focused on how Augmented Reality
(AR) can enhance motivation and learning of museum visitors. The authors assess
whether head-mounted displays (HMD) would provide an enhanced sense of presence
and immersion compared to handheld devices (HHD). The paper describes how the
authors transferred an existing concept and AR storytelling content from a tablet to the
HoloLens 2. The assessment was based on a prototypical test and involved 16 subjects.
The first evaluation approach required the subjects to follow the ongoing story on the
tablet, and in the second one, the continuation of the story was dependent on the
subject’s to trigger the continuance step-by-step. After testing the two alternatives, the
subjects filled in a questionnaire with closed and open questions. The findings showed
that when placed in a 3D environment, 2D videos hold potentials for the experience of
immersion and presence. Here, spatial audio seemed to be important for the orientation
in the story and for locating relevant actions in the real environment. However, the
authors underline that these outcomes need to be further investigated in future studies.
The main contribution of this paper clarifies that 2D videos from tablets, which is an
inexpensive solution compared to full 3D (e.g. by volumetric filming), puts forward a
sense of presence and immersion and thus can provide new learning environments in
museums.

Artificial Intelligence, Virtual Reality and Augmented Reality in Learning 115



3 Could Playful AI Prototypes Support Creativity
and Emotions in Learning?

The paper, Could Playful AI Prototypes Support Creativity and Emotions in Learning
by Martin Cooney and Jeanette Sjöberg discusses the broad question of what learning
would look like in future. In this regard, the authors argue that creativity and emotions
most often are not explicitly included in a design process when investigating how
technology can be used to supply new learning options. Hence, the authors report on an
ongoing study to explore the integration of AI and education to foster creativity and
emotions, following a paradigm of playful learning. The authors acknowledge this as
being a highly complex design space and that the research activities related to how AI
will contribute to the future of education is still scarce. The study explores three
different cases focusing on freedom, ease, and engagement in learning respectively. For
each of these cases, a prototype is designed aligned with the principles of playful
design and prototyping. The authors suggest that playful design can be a stimulating
approach to foster experiential learning, which as such encourages creativity and
emotions such as enjoyment. The three prototypes were tested during a period of three
years in an engineering course about design of embedded and intelligent systems
within a university setting, and further discussed in various workshop settings
involving over a hundred university educators. Observations showed that positive
emotions were supported via the prototype’s positive but logical responses, for
example by allowing emotional contagion, and the potential to build trust via humour.
Speech recognition accuracy and delays from having to download large files were some
of the challenges that the study identified. The contribution of this work-in-progress
paper lies in the discussion about computational creativity and emotions in relation to
educational AI tools by suggesting some solutions and challenges. This can contribute
to initial theoretical and methodical considerations when designing for future learning.

4 Sea of Cells: Learn Biology through Virtual Reality

Ricardo Monteiro, Nuno F. Rodrigues, João Martinho, and Eva Oliveira are the authors
of the paper titled Sea of Cells: Learn Biology through Virtual Reality (VR), which
investigates whether implementation of VR experiences in an educational context
(k10th-grade Biology class) promotes improved long-term knowledge retention. The
paper describes the development and evaluation of a virtual scenario designed as a
journey to the cell scale, where the students can learn about cells and by touching and
tearing cells apart they can see what they look like from inside. Based on related work,
this VR journey design targets a hands-on approach intervention, feedback after each
session to provide conceptual understanding among the students, as well as opportu-
nities to explore, to fail and try again. Moreover, the study strives to design accurate
and artistic representations of the cell to improve students’ understanding of the
behaviour of the cell, e.g. by observing Prokaryotic cells on a microscopic scale. Due to
the pandemic situation, a study with 10th grade students was not possible to perform.
Instead, a pilot study with six biology teachers, where the virtual environment was
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demonstrated to which the teachers could ask questions and, finally, were asked to fill
in a questionnaire, which should give input if the VR tool was appropriately designed
to be used in an educational setting. The results revealed that VR allowed for a bodily
interaction, which indicates a relevance of educational usage, in particular when it
comes to approaching complex subjects by means of gamification.

5 Exploring the Learning Potentials of Augmented Reality
through Speculative Design

In this contribution, Sara Paasch Knudsen, Helene Husted Hansen, and Rikke
Ørngreen, addresses the questions of what kind of learning potentials that Augmented
Reality (AR) can offer as well as why, when, and how such learning potentials can be
studied. Due to the study’s futuristic perspective, the research was based on a specu-
lative design approach applied within five online workshops including 2–6 participants
from a K1-12 teacher education programme per workshop. Theoretically, the paper is
based on John Dewey’s pragmatism. The empirical data included audio recordings of
each workshop session, 20 visual storyboards created by the K1-12 teacher education
students as well as their written documentation of five creative exercises during the
workshops. Further, observation and field notes were noted by the authors after the
workshops. By means of a thematic analysis, the findings reveal that AR learning
potentials lie in its possibilities to bridge physical and virtual experiences, offering
different interaction modalities, supporting social practices, and extending communi-
cation, for example across locations. Even though learning potentials of augmented
reality were speculative, the findings of the study indicate that a speculative design
approach can inform both current situations and direct future investigations in a specific
field. However, the paper points out that it is not a guarantee that participants in such a
futuristic workshop design bring innovative insights, which relates to the fact that
participants often are occupied by their own existing knowledge and attitudes.

6 Visual Expression in 3D Narrative Animation

The last paper in this section of the EAI DLI 2021 proceedings by Yutong Shi, explores
the impact of specific elements on the visual expression of 3D narrative animations,
primarily focusing on characters, scene, cinematography, and post-processing. The
author argues that visual expression most often is addressed as an abstract concept and
scarcely applied accurately and systematically to the field of arts. More specifically, the
author points out the lack of research, which can guide animators’ in specific types of
animation activities. The focus of the paper emerged from the author’s design of a
narrative animation, Tele-Radio, where the author experienced that the roles of being a
technician and being an artist had to merge, which resulted in the author becoming
responsible for storyline, modelling, audio design as well as programming, character
animation, and FX composition. The author carried out a literature review on the
specific elements related to visual expression of 3D narrative animations based on an
animation designer perspective. This was done relative to the author’s introduction of
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the Tele-Radio design, systematically describing the character visual design as well as
scene art design, montage and cinematography of the animation, and post-processing
activities using different tools. The author concludes that this procedure, i.e. designing
visual expression of 3D animation, requires coordination of the various elements
mentioned. Furthermore, the author argues that when animation is designed from the
perspective of visual expression, the quality may be improved. However, further
research is needed to explore this and other animation research topics.

7 Epilogue and Acknowledgements

This third section, Artificial Intelligence, Virtual Reality and Augmented Reality in
Learning, introduced five contributions to promote readership of each full paper that are
presented in the following chapters. In doing so, the authors of this chapter
acknowledge the contributions from each author whose original work was presented in
the EAI DLI 2021 online conference events on December 2nd, 2021.
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Abstract. Augmented Reality (AR) promises to enhance motivation and learn-
ing of museum visitors, whereby head-mounted displays (HMD) provide a greater
presence and immersion than handheld devices (HHD). To assess this, we trans-
ferred interactive AR stories from an existing HHD prototype to theMSHoloLens
2. The app lets museum visitors of a Roman fort ‘meet’ video ghosts to learn about
life at their historic location. We compared two alternative ways to trigger spatial
videos. The evaluation shows that, while limitations occur when reusing media
once produced for 2D screens on HMDs, the approach is worth focusing on. The
HMD enhances the immersion even with 2D videos placed in space, thus granting
virtual ghosts more ‘presence’ in the user experience.

Keywords: Augmented reality · Head-mounted display · Presence · Immersion

1 Introduction

Museums are places for learning. They exhibit cultural artefacts, or natural and fos-
sil finds, thus conveying factual heritage knowledge. In addition, they enable real-life
experiences, because exposed objects and sites appear as present ‘witnesses’ of the past.
In the last several years, museums have begun to use emerging technologies such as
Augmented Reality (AR) to enhance physical exhibits with virtual information, or to
provide pure virtual realities with storytelling.

We focus onARnot only for its possibilities to add digital information, butmainly for
its features to enrich an otherwise non-interactive site with human lifelike experiences,
displaying dramatic storytelling in real space. Also, with this goal in mind, the related
project “Spirit”, which preceded this study, presented a prototype of complex location-
based and spatial interactive drama in a Roman fort with hand-held devices (HHD) like
off-the-shelf tablets [1]. This app allowed to meet the ‘ghosts’ of roman soldiers and
historic inhabitants of the site and to witness an exemplary drama of typical conflicts
and life right on the spot within the mural remains. When combined GPS and tablet
camera recognized a building (by image comparison with a prepared reference), filmed
characters appeared as silhouette videos in front of the sighted backdrop (Fig. 1). The app
addressed the human desire to imagine life right within the visited area, thus connecting
with the past. The project evaluation looked at the influence of several design aspects
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that would increase this aspired feeling of ‘presence’ [2]. One supporting aspect for
presence was a kind of spatial staging of virtual scenes in the real environment, by
letting filmed characters appear at different angles around the user. These were triggered
by the gyroscopic sensor of the handheld device, which recognized rotations like panning
to the left and right. Meanwhile, presence and immersion as a means for experiential
learning are expected to move a big step forward with novel hardware, such as head-
mounted displays (HMD) with integrated stereo vision and improved tracking features
to recognize the spatial surroundings of users. In this regard, the Microsoft “HoloLens
2” serves as a precursor for future more consumer-accessible devices.

In this paper, we present the result of our first attempt to transfer the existing content
of the “Spirit” project to being experienced on a HoloLens 2. We partly build upon
theoretical elaborations expressed by Liu et al. [3], concerning the impact of using
general interaction patterns from HHD-kinds of devices on an HMD. Therefore, we
reuse (with permission) the previous given HHD media content and its basic concept
for the HoloLens 2, with the initial goal to reach a most similar interaction pattern and
experience on the HMD. Previously, due to the limitations of the handheld hardware,
single video actions in a complex spatial scene could only be triggered separately by
the gyroscope for appearing on the tablet screen in succession at different recognized
orientations. The HoloLens instead – with its tracking option of spatial anchors – allows
to place video objects directly into the environment. With these improved possibilities,
we also looked at the general problem of how to best perceive linear filmic content in 3D
space and compared twoways to trigger the ghost videos. Further, we are interested in the
prospects of using 2D videos in 3D space. In the following, after discussing related work,
we first explain these concepts, followed by core findings of the qualitative evaluation
of the user experience.

2 State of the Art

In the field of AR in museums, most reported projects focus on either HHD or HMD.
Geronikolakis and Papagiannakis noticed the lack of multiplatform applications. They
tried to close that gap by providing a plugin for Unity3D with which the loading of an
SDK and preparing of an approach can be sped up [4].

Handheld AR devices like a smartphone are currently the first choice to establish
AR in a museum, as users are familiar with these and can bring their own. Usability is
a main design issue to enhance the overall experience [5]. Along these lines, Choi et al.
perceive HMDs as disadvantageous and not yet mature enough [6]. They argue that poor
accessibility, insufficient image quality, inconvenient form factors and basic usability
are reasons why HMDs (and in this case the HoloLens) are not yet ready to compete
with handheld AR devices like a Smartphone.

On the contrary, Hou [7] and Sugiura et al. [8] perceive the usability of HMD devices
(the HoloLens) as good. In their view, HMD seems to be a promising technology to
enhance the visitor’s experience in a museum or exhibition, especially encouraging the
learning in a museum environment. An innovative example is provided by Kim et al. [9],
who developed a mobile tour guide that indicates points of interest on a HMD, while
using a connected HHD to display a map with GPS and keywords.
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Liu et al. [3] argued that there are not enough experiences of creating “same” content
for both kinds of devices at once. They compared different features of tablets and the
HoloLens 2, proposing how the HoloLens could partially adopt interaction patterns of
a tablet. They hypothesized how the same AR app [1] would be transferable to the
HoloLens under the prerequisites of the hardware constraints and possibilities.

O’Dwyer et al. [10] implemented a volumetric filmed actor in an ARmuseum narra-
tive app that could be perceived on either a tablet or a HoloLens 1. While the evaluation
compared the immersive effects of both devices, the linear presentation of one minute
length could only be watched at one stationary location. Users could walk around the
virtual actor during his monologue, with no further interaction or navigation.

It is not yet fully explored how to best use time-based media such as film storytelling
together with 3D immersive technologies. Especially for learning apps, it is essential that
users can perceive the content in time, while interacting in space. Hence, previous work
in 360-degree filming can be relevant here. Pillai et al. [11] state that it is necessary to
implement visual cues to guide users through filmic experiences on an HMD. Especially
when the experience is also the first contact with a VR/AR HMD device, it is to be
expected that users are more focused on exploring the new technology than following a
story, according to Syrett et al. [12]. Gödde et al. [13] add that especially first-time users
need an orientation phase, before they can focus on the video content. In addition, after
every cut in the filmed story, they need to orient themselves anew to find the location of
the action. Visual cues like waving do not always work when users look in an opposite
direction.

3 Transferring an AR Storytelling Experience from Tablet
to HoloLens 2

We followed a ‘design research’ approach [14] in the sense of building a prototype to
understand the principles of a concept. We implemented the previously existing content
of the tablet museum app into a new app for theMSHoloLens 2. Following Liu et al. [3],
the goal was to try to keep as much of the “original” as possible, with the hypothesis that
already only by using the HMD, there would be an increase in the feeling of ‘presence’
as part of the user experience. The original app already tried to implement a pseudo-
spatial experience by letting the user explore the environment around the main point
of view. While this was expected to be greatly enhanced with the HMD that enables
‘real’ spatial coordinate recognition, there was doubt concerning the believability of the
2-dimensional videos displaying the ghosts (as discussed in [3]).

3.1 Interaction Pattern of the Given Tablet App

The given HHD AR app aimed at creating an educational interactive drama experience
in an outdoor museum. Visitors should be able to find locations at which lifelike ‘ghosts
from the past’ appear around the user’s position, enacting scenes that represent their life
back in 233 AD at the Roman fort that is now the museum [2]. GPS was used for pre-
selecting an area, and image marker recognition could compare current camera images
with a dataset of prepared views to trigger a first video scene that displayed a recorded
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film scene. The whole story was divided into snippets that could then subsequently be
triggered by the user through turning to the left or to the right, following UI arrows used
as hints (Fig. 1). Bymeans of the gyroscope of the hand-held device, these turns triggered
the following scenes that were staged around the user. The result was an impression of a
pseudo 3D world in which the user could look around. Technically, there was no spatial
model underlying, as all videos were triggered in relation to the screen. After triggering,
the cut-out video characters stayed within their initially captured image section of the
depicted site to create the illusion of keeping their position in the environment, viewed
through the metaphorical window of the tablet screen.

Fig. 1. AR storytelling tablet app, “Encounter/AR” mode. After triggering the first scene (right
image), arrows indicated that turning left revealed the next scene (triggered by the gyroscope).

The story was a fictional re-enactment of possible actions within the buildings of the
Roman fort. Apart from this “Encounter”mode providing the dramatic story inAR, there
were two more interaction modes, without AR, that helped users navigate between the
different locations and read some meta-information (Fig. 2). For a complete experience,
these modes are also necessary between the AR locations, in order to be usable. The
“Search” mode provided a GPS-enhanced map navigation and a possibility to search for
buildings with a given stencil outline. The “Read” mode added factual information that
fitted the dramatic storyline. For reading and GPS navigation, the tablet could be held
horizontally in a relaxed pose.

Fig. 2. AR storytelling tablet app. Left and middle: “Search” mode with map and stencil. Right:
“Read” mode, opened via the bar menu at the bottom [2].

The design of the “Encounter” mode was optimized for adjusting the aspired spatial
user experience to the limitations of the tablet hardware used at this time. For example,
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the cut-out video characters were presented in mono vision on top of the camera image
of the tablet. There was no depth of field and no stereo vision possible. There was no
occlusion feature that would allow video characters to be placed behind real objects.
To see characters ‘around’ the user, these had to be triggered as a new video scene at
any updated viewing angle to appear on the screen coordinates, as there was no 3D
world model. Accordingly, as the HoloLens 2 would offer to program improved adapted
features without many of those restrictions, the question was whether the feeling of
presence would be increased in spite of this initial 2D design.

3.2 Transfer to HoloLens 2

The same media material produced for the tablet app was also used in the HoloLens
application. However, to keep the initial steps simple and to mainly focus on the multi-
direction interaction pattern of the “Encounter” (without “Search” and “Read”), we
aimed at an office-only prototype for user testing. (Also, the COVID-19 pandemic posed
project restrictions concerning museums during the research.) We used poster images
of the original Roman fort buildings as image targets, which could be recognized by the
HoloLens app and then used as a trigger to start the videos (Fig. 3, left).

FollowingLiu et al. [3], the aimwas to stay as true to the original functions as possible
while implementing for a different device with different unique interaction styles. In the
“Encounter” mode, after finding an image target, the HoloLens triggers the first video
of a sequence of several videos that make up the entire scene. The ghost videos are now
possible to be placed in a three-dimensional virtual space around the user, instead of
only on a screen. To keep the ghosts always facing the user’s camera, each video rotates
on its y-axis in reaction to user movements (“billboard” behavior).

Fig. 3. Image capture of views through MS HoloLens 2 (left: in the office hallway, triggered by
the poster image for evaluation, right: outdoor test).

As it was designed in the tablet app, the ghosts in the HoloLens app should also
appear to the left and right of the user’s main view direction after the first image target
recognition. For user tests with the HoloLens, we prototyped two alternative approaches
to trigger the following video scenes:
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• Approach 1, “user follows story”. All following videos of one scene start in direct
succession after their previous video in a given order. In order to see them located to
the left and right, the user has to follow the spatial sound of the voices and to turn
around accordingly.

• Approach 2, “user triggers story”. The second approach uses the head rotation of the
user to trigger the following videos only when the user finds them and looks at them.
This approach is similar to the tablet version, in which also the turning of the tablet
(gyroscope sensor) triggered the next videos. Apart from the necessity to trigger, the
order is fixed.

As the videos in this second approach wait for the user to be triggered, the affordance
emerged to provide hints where to look for the next video. Whereas on-screen arrows
(left/right) have been used in the original tablet app for this purpose (Fig. 1), in our
approach we decided to place hints more directly into the spatial environment. We
placed 3D particle emitters, which appear as ‘dust’ or ‘mist’ vanishing in the air, at the
same positions as the ghost videos. The particles match the turquoise fairy dust currently
appearing in the beginning of the existing videos. They appear after the preceding video
has stopped playing, either to the left or to the right, staying in place and bubbling until
the user finds them.

For the remaining modes “Search” and “Read” including their screen menu, the
transfer to the HMD was not as adequately possible. We decided to avoid any gaze-
based interaction with the typical HoloLens menus, because gaze plays an important
role in the AR story part of the app (looking around). However, the hands were still free
to conceive a hand menu that offers most of the features of the tablet app (Fig. 4). This
menu can be navigated with pointing or voice commands. However, both interaction
styles were from the start expected to be less convenient to use than with the tablet.
Hence, here is an obvious limitation of the HMD hardware, compared to a handheld
device that easily integrates modes of reading in a convenient pose and position. We
consider finding alternative solutions for general interaction a necessity in future work.

Fig. 4. The hand menu in the HoloLens 2 app (outdoor test)

4 User Evaluation

The implemented prototype was given to sixteen testers for evaluation. As we have been
facing the COVID-19 pandemic for a long time, this evaluation was conducted remotely
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without a possible supporting or observing researcher. We prepared a package for dis-
tribution with hardware and instructions, and asked the subjects to fill a questionnaire.
The test users also had to mount prepared image marker printouts as backdrop posters
to their walls at home to make it work (compare Fig. 3, left). This way, the setup was
also location-independent (in contrast to a real outdoor scenario).

As a first step in iterative design, we aimed at only a few users to get quick results
for improvement. According to Jakob Nielsen, only five users are enough to find 85%
of the usability problems in a first prototype [15]. Naturally, this is not a quantitative
evaluation, however, to show some distribution of opinions within the group of 16, we
present lists of their results in numbers below.

For the purpose to present the effect of the transfer on the presence experience, we
focus on the following guiding questions for the result presentation:

• Which of the two approaches contributes more to the understanding and experience?
• How is the presence and immersion perceived, if 2D videos are used with an HMD?

Out of 16 users, 10 subjects were female and 6 were male, the average age amounted
to 33.25 years. 7 of them have watched online video presentations of the previous tablet
AR app before; 3 have even used it. A majority of 12 testers have never used the MS
HoloLens 2 or other HMD devices before.

The questionnaire has both a Likert scale, as well as freeform text input space. Here,
the testers were asked to explain their ratings, which is at this point of development
the most important part of the survey. The idea was to identify possible variations or
consensus in their opinions (Table 1).

Table 1. Likert scale score. 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 =
strongly agree.

Category 1 2 3 4 5 x̄

After understanding how to interact, approach 1 was easy to use 1 4 11 4.6

The overall experience in approach 1 is good 1 1 9 5 4.1

After understanding how to interact, approach 2 was easy to use 1 2 6 7 4.2

The overall experience in approach 2 is good 1 1 8 6 4.2

Approach 1 is easier to use than approach 2 1 1 5 7 2 3.5

The distance between user and ghosts is good 4 4 2 6 3.6

The places and angles where the ghosts appear are appropriate 2 1 4 4 5 3.6

The ghosts seem present with me in space 1 2 3 6 4 3.6

In Table 1, we can see that the usability of approach 1 is slightly better rated (4.6)
than its experience (4.1). Thus, the usability of approach 1 (“easy to use”) is mostly
agreed on as good, with a tendency to “strongly agree”, whereas the overall experience
is just good. The usability and the experience of approach 2 aremostly agreed as good. In
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direct comparison with each other, we can see that the mean of 3.5 indicates only a slight
tendency that the usability of approach 1 is perceived as superior to approach 2. Five
test users answered “neutral”, which means that the difference between the approaches
is not too big for a rough third of the testers.

Most users commented on their rating that it has felt natural to turn around to search
for the ghosts. Thanks to the guiding through spatial sound in approach 1, they found
the ghost videos effortlessly. However, the users also pointed out that they missed the
beginnings of the videos because these started sequentially, before they had fully turned
around. It created a feeling of being pulled through the story like in amovie,which has not
given much time to process its content. For the alternative approach, however, in which
a video would not start before the users’ gaze triggers it, some testers found it irritating
having to look around in search for the ghosts. Those mostly had problems hearing the
attracting sound, so that they did not have any guiding indicators, before they finally
could only spot indicating particles after they turned around far enough. Additionally,
three users pointed out that it would have been necessary to explain beforehand how
their movements would influence the start of videos.

These findings suggest that the first approach, where the content does not ‘wait’ for
the user, is not perfectly suited for a learning environment, although usability may be
slightly easier. Having to rush to the next scene contravenes getting all the available
information and remembering it later. Concerning the second approach, the feedback
suggests that more importance must be given to guiding the users to minimize irritation
and maximize the learning factor through the content. One possible redesign idea is
to use the first approach, but add some non-essential footage to the scene beginnings
in order to delay the start of each video’s core content in a way that enables a good
synchronization between the average user reaction times and the storytelling.

Concerning the presence of the ghosts, the Likert scale score shows that the users’
tendency points vaguely towards a good presence and placement in the 3D environment,
as all three related questions result in amean of 3.6. This feedback gets more understand-
able when looking at the qualitative comments. Six users wrote that the ghosts were too
close to them. This effect may be a result of the instance that the test has been performed
indoors in small private homes. The possible distances have been restricted due to walls
and furniture. This would be different in a museum space, but needs further attention.
For example, in a different experiment, we tested the app outdoors in front of real walls
(Fig. 3 right, and Fig. 4). While this setting offers more space, new challenges occur like
bright sunlight affecting the feeling of presence of the ghosts. This will be addressed
and evaluated in future work.

The comments about the place and angles of the ghosts confirm that it is of utmost
importance to offer a seamless guiding system for the user. Four users did not understand
the necessity of the spatial placement of the ghosts. Two of them even had difficulties
to understand that they needed to look around at all, an effect that was also reported for
the original tablet app [2]. This shows that the learning process can only take place if
the functions of the app are clear to users.

Lastly, all of the users stated that it was clear to them that the videos are 2-
dimensional, without complaining about this. One user explicitly emphasized that it
did not disturb the impression of ghosts. Moreover, two users mentioned they found the
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presence and immersion of the ghosts higher than on a screen, regardless that the videos
were only 2D. We conclude that even 2D videos hold great potential for a presence
experience, if placed in a 3D environment, contradicting the hypothetical concern of Liu
et al. [3] that the videos could potentially be discarded as a “fake” impression. Still, we
expect that the presence and immersion would even be enhanced greatly when using
novel approaches such as volumetric filming in the future.

5 Conclusion

In this paper, we described a prototypical test to enhance AR presence experiences
for increasing learning and motivation in a museum, through displaying AR stories of
fictional contemporary witnesses in a more holographic way. We described the transfer
of an existing concept and AR storytelling content from a tablet to the HoloLens 2. We
conclude that it would indeed be advised to develop some new more specific interaction
patterns for the HoloLens to ideally match the novel features of the HMD hardware.
Still, it saved time that the videos and texts were already produced in a previous app, but
for future content creation, assets could be made adaptable to better fit each 3Dmedium.
While the original tablet app always waited for users to trigger videos in a complex
scene, we implemented two approaches on the HoloLens. In the first approach, users
follow the ongoing story, and in the second, the story continuation depends on the user
triggering every step. Both approaches deserve further investigation as both have their
specific advantages, given that identified small usability issues would be fixed for both.
Lastly, spatial audio appeared to be an important feature for orientation and for locating
the relevant action in the real environment, which must be further explored in future
design studies.

We see the potential of these approaches for a new learning environment in museums
through present and immersive characters or contemporary witnesses. Considering the
fact that a full 3D impression – for example by volumetric filming – would be expensive,
we found that the aspired feeling of presence and immersion was better than anticipated
with only the 2D videos from the tablet app. In the future, we will work on overcoming
the restrictions found in the current app, as well as on investigating the limitations faced
in our first outdoor test.
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Abstract. How will learning “look” in the future? Everyone learns–and
we do so in a creative and emotional way. However, learners’ creativity
and emotions are often not explicitly included in the design process when
exploring how technology can be used to provide new learning opportu-
nities, which could result in shallow learning. One way to support such
learning with technology could be playfulness. The current paper reports
on some of our ongoing experiences in recent years using a playful design
perspective to develop three educational Artificial Intelligence (AI) pro-
totypes. Tackling applications intended to facilitate freedom, ease, and
engagement in learning, the prototypes comprise an intelligent tutor-
ing system, an automatic display tool, and a hand-waving detector. In
closing, some lessons learned are shared to inform subsequent designs.

Keywords: Educational AI · AI prototyping · Computational
creativity · Artificial emotions · Playful learning · EdTech

1 Introduction

Education is a crucial human right linked to benefits such as reducing poverty1

and promoting health and well-being [16]. Everyone learns–and we do so in a
creative and emotional manner:

For example, constructivist learning theory, embraced by many teachers, con-
tends that students actively and creatively construct their own knowledge, spark-
ing intrinsic motivation [9]. As well, creativity is a fundamental cornerstone of
advanced learning, as the basis for the “extended abstract” and “creating” cat-
egories in the Structure of Observed Learning Outcomes (SOLO) and revised
BLOOM taxonomies [2,10]. Likewise, it is known that positive autotelic emo-
tions like enjoyment, engagement, and curiosity are crucial, and from the balance
of skill and challenge suggested by Flow Theory and the Zone of Proximal Devel-
opment (ZPD) [8,17], that it is normal for learners to experience some degree
1 https://en.unesco.org/news/what-you-need-know-about-right-education.
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also of negative emotions like confusion and frustration. Interest in such emotions
is increasing, in parallel with a trend in design to consider the wider picture of
a learner’s experience (UX), rather than only if an educational artifact is usable
or not.

At the same time, educators are looking for new ways to offer improved learn-
ing opportunities. Gone are the days when we need to remember every detail
of an abstruse formulation, or buy and lug around expensive, heavy books filled
with answers to questions we never had, in the hopes that they might one day be
partly useful. Now we search and communicate nearly instantly, like “cyborgs”
that retain a crucial part of our knowledge in our flesh brains while delegat-
ing the remainder to our digital brains in the cloud. In the face of continuous
challenge–such as a two hundred billion dollar gap in annual education fund-
ing related to the UN’s Sustainable Development Goals2–one “beacon of hope”
for further innovation is Artificial Intelligence (AI), which (despite some hype)
could reduce teacher workload and improve student learning: Recent plans from
the US, China, and Europe for increased investment in AI are in the billions
of dollars, which in recent years has resulted in some exciting breakthroughs in
game-playing and science (e.g., Jeopardy, Chess, Go, and protein folding) [4].
The dream is that this kind of development will lead us to new heights in our
ability to learn and apply knowledge.

Yet, engineers developing AI technologies often do not explicitly design for
creativity and emotions. Some general challenges with designing for creativity
in education include overloaded curricula and lack of time, unclear assessment,
and mismatched expectations and perceptions [1]. Likewise, emotion is a highly
complex psycho-physical phenomenon involving cognitive appraisals, subjective
feelings, somatic symptoms, and affect displays, related to sentiment and mood,
that defies simplistic modeling (the so-called “affective gap”). The main chal-
lenge here is that we don’t understand these constructs well ourselves, let alone
how to embed them into digital functionality; as such, artificial emotions and
computational creativity have been called “especially challenging” and a “final
frontier” in AI [3,6].

Thus, we are faced with a vast, highly complex design space–no one yet
knows how AI will shape the future of education. To gain some initial insight,
the current short paper describes a number of our ongoing experiences in recent
years toward exploring the integration of AI and education in a way that supports
creativity and emotions, following the paradigm of playful learning:

– First, we narrow the scope based on discussions with our teachers, focusing on
applications that could enhance freedom, ease, and engagement in learning.
These goals are defined and grounded in the literature in Sect. 2, and used to
derive three specific cases to explore.

– Next, for each case, we design a prototype, applying the principles of playful
design and prototyping: Playful design suggests that play can be a stimulating
approach to support experiential learning also in adults, which encourages

2 https://en.unesco.org/news/unesco-warns-funding-gap-reach-sdg4-poorer-
countries-risks-increasing-us-200-billion-annually.
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creativity and positive emotions such as enjoyment [15]. Finally insights are
reported in exploring the resulting prototypes with users, in Sect. 3.

Thus, the aim of this paper is to share some lessons learned–toward stimulating
ideation and discussion that could contribute to developing our theory of com-
putational creativity and emotions in relation to educational AI tools, while also
suggesting solutions to some real challenges hindering progress.

2 Related Work

Some specific cases to explore had to be identified, but creativity and emo-
tions could play a role in various learning applications: For example, in the
areas of EdTech, Educational Data Mining (EDM), and Learning Analyt-
ics (LA), AI is continually and increasingly being incorporated into learning
tools, to help with applications ranging from grading and skill assessment, to
knowledge/engagement tracing, problem detection (lesson gaps, social isolation),
teaching assistance (conversational agents or robots), and recommendations (for
courses, programmes, group members, or teachers). Here, to guide our explo-
ration, we focused on our own idea–based on our perception of the needs of our
teachers and students–that education should also be characterized by freedom,
ease, and engagement:

Freedom. Freedom here means that students and teachers should have autonomy
and control over how they learn. One example of how to potentially enhance
students’ freedom is with Intelligent Tutoring Systems (ITS). Given the mer-
its of flexible, asynchronous learning, as well as the effectiveness of one-on-one
classes, and a widespread need for personalization to address gaps in heteroge-
neous classes, ITS have long been a “bread-and-butter” dream of the educational
futurist. In general, this effort has been complicated by high development costs,
silo effects, and traditions in the field, that have led to often using simplified
learning approaches such as multiple-choice questions which are not optimal
for stimulating creative and emotional processes. Although there is continual
progress–for example, the importance of inquisitive creativity for agents has been
described [18], and eye tracking goggles are being used to assess creativity [11]
and detect negative emotions such as boredom when students look away from
an ITS [7]–there is still much to be explored. As Ogan et al. describe, current
approaches for trust-building are typically limited to simply saying a student’s
name and smiling, but “a more involved process ... is likely necessary” [12].
Also given that trust and playfulness have been positively linked previously, we
believe there is merit in exploring a playful ITS prototype.

Ease. Learning typically requires effort, but not all work associated with learning
might be required or helpful; ease here means that bothersome tasks that don’t
contribute can be automated. One task that requires work from teachers who
often have little time is preparing learning materials, which are typically inflex-
ible and resistant to adaptation. For example, in the data age, simulations and
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visualizations including augmented reality [5] promise to facilitate better under-
standing and avoid drowning students in “rigorous” details, but developing such
materials takes time; language teachers as well are often interrupted by students
who wish to know how a word is spelled. Therefore, we foresaw a potential need
for a dynamic display tool that could adaptively generate visualizations such as
images or words to describe what a teacher is discussing.

Engagement. Engagement here relates to motivation and attention. It is known
that physical activity aids creativity and positive emotions [13], but students
especially in STEM subjects can spend much time seated in front of a computer.
Furthermore, allowing students to be more active, and in control of their learn-
ing, is desired, in line with self-determination theory and autonomy-supportive
teaching [14]. Therefore, a program that can facilitate engagement via physical
activity and enhanced autonomy could be useful.

3 Methods

Based on the derived cases, three prototypes were designed and implemented,
as shown in Fig. 1, 2, and 3 :

Fig. 1. Questioner. A quiz-giving agent squats upon a wheeled lectern.

Questioner. The basic idea of this prototype was to provide students with a
chance to receive asynchronous, continual (weekly) feedback on their progress
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Fig. 2. Displayer. A Baxter robot displays words that a teacher speaks during a class
on its small display screen.

Fig. 3. Waver. A student waves in the foreground during a class to indicate that they
would like to hear more about a topic.
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during a course via quizzes, to reduce their stress before exams. We also saw
opportunities for personalizing content to students from different backgrounds,
who might have gaps in their knowledge. The prototype consisted of a desktop,
with a keyboard, mouse, and camera for input, and a monitor and speakers for
output, housed on a wheeled lectern to be able to move between classrooms
easily. To access appropriate quizzes, students inputted a personal code, then
chose from a list of quizzes, and typed in their free answers. To seem engaging,
like in an interaction with a person, the prototype agent was set to blink, and
to also provide suggestions if students did not quickly answer quiz questions.
Response times were logged, although they were not used. Internally, the proto-
type used OpenCV3 for face detection and keyboard/mouse event handling, and
CMU Pocketsphinx4 for speech recognition, on top of Robot Operating System
(ROS)5. Matching with keywords was conducted to determine if answers are
correct. Although the main goal of this prototype was to allow students more
freedom in being able to choose when they wanted to learn and how they wanted
to interact, we also sought to support ease via the familiar interface (humanoid,
mouse, and keyboard) and engagement through the prototype’s interactivity
(not just multiple choice questions).

Playful responses were triggered if the prototype detected behavior from the
user that seemed playful, as described in Table 1; for example, the prototype
moved its face away slightly in a random direction if a student clicked on it.
Furthermore, a familiar face, the face of the main teacher in the course, was
also used to be playful, and the prototype was set to increasingly smile as more
questions are answered correctly. Thereby, the aim was that a student could feel
creative through exploring the prototype’s varied and potentially unexpected
reactions and suggestions. Positive emotions were supported via the prototype’s
positive but logical responses (e.g., potentially allowing emotional contagion),
and the potential to build trust via humor.

Displayer. The basic idea of this prototype was to continually display what
a teacher says during a class. A headset microphone was used to capture the
teacher’s words. Keywords (nouns) were then displayed, along with an image
visualizing them. Images were downloaded via Google, either on the fly, or before
class for speed. Images and words to display could be shown on any screen,
either a monitor used by a single student, or a large screen for a class. The
inspiration for this idea came from the science-fiction movie, Blade Runner6, in
which a detective used voice commands to enhance and manipulate an image to
find an escaped android. The closest tool currently to our prototype might be an
intelligent speaker like Amazon Alexa7 or Google Nest8–although, to use them, a
teacher would constantly have to ask the device to show images, which would not

3 https://opencv.org/.
4 https://cmusphinx.github.io/.
5 https://docs.ros.org/.
6 https://en.wikipedia.org/wiki/Blade Runner.
7 https://en.wikipedia.org/wiki/Amazon Alexa.
8 https://en.wikipedia.org/wiki/Google Nest (smart speakers).
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Table 1. Playful behavior from users and the Questioner.

User action Agent response

Clicking the agent’s
eyes

“Hey, that’s my eyes!”, “Ouch, stop clicking my eyes”,
“My eyes are very sensitive you know”, “Help, help!”,
“The paiiiin, the paiiiin”

Clicking the agent’s
face

“Stop slapping me!”, “Didn’t your mother teach you
that it’s not nice to touch people’s faces”, “Are you
looking for something to do?”, “Oh, that actually felt
kind of good”

Waiting after answering “Good question, eh?”, “Do you see why that is the
answer?”, “Nice weather, huh?”

Calling the agent
“cool” or “handsome”

“Thank you!”

Moving face in front of
agent

The agent’s eyes moved to try to look at the person’s
face

work for a class. Internally, the prototype was built using speech recognition via
CMU PocketSphinx, on top of ROS, in conjunction with web-scraping python
code, and OpenCV to display results. Thus, the main goal of this prototype
was to make teaching easier by not requiring the production of slides, but the
prototype also allows students to freely choose if they want to “see” what is
being talked about, and engages via the saliency of the moving display.

The aim was that playful learning could result from the novelty of the pro-
totype, as well as imperfect performance from speech recognition and image
searches that might yield odd or humorous results (for example, showing an
action figure or power converter instead of a machine learning technique for
“Transformer”). Creativity could result from such playfulness by facilitating
visualization and providing unexpected stimuli; positive emotions like enjoyment
could be supported by the game-like feeling and humor.

Waver. The basic idea of this prototype was to encourage students to wave
to decide between two options for how to proceed in a class: for example, if
they would like to hear more about a topic, yes or no. The teacher pressed
keys to “initialize” the system and quantify the class’s response. Internally, the
prototype recognized waving via “background subtraction”, where it compares
the classroom scene before waving and during waving, and finds the sum of the
differences in intensities. One potential alternative could be to detect motions
via color tracking; the proposed approach however avoids potential problems
with colored clothing or backgrounds, or requirements for physical props that
students or teachers might have to remember to bring. Although the main goal
was to engage students, the prototype could also allow more freedom and ease
(a single student can exert a stronger influence over the class than when hands
are counted, and not require a teacher to make an assessment themselves).
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We expected that playful learning could result from the novelty and physical
nature of the prototype, as well as the possibility that students might seek to
perform exaggerated motions to compete or outbid one another. Creativity could
be supported by new experiences and the physical exercise (better thinking), and
enjoyment from the exercise and humor that emerges.

3.1 Lessons Learned

The three prototypes were trialled over three years, mainly in an engineering
course called “Design of Embedded and Intelligent Systems”, offered to second
year master’s students at our university in southern Sweden. The prototypes
were further reported on and discussed in various workshops, involving over a
hundred teachers from universities in southern Sweden. Due to the emergence of
COVID-19, work on all three prototypes was temporarily halted, to focus on the
large changes required to move from completely campus-based teaching to online
teaching; thus, we also provide some thoughts below on how the prototypes could
be adapted for post-COVID learning.

Questioner. In 2017, the prototype was brought to the classroom so students
could use it in pauses, but we noticed a “Socretian bottleneck” effect in which
many students gathered around but few could interact at any given time. In 2018,
the prototype was deployed for two weeks at an unnamed but visible location
at the university; students were encouraged to search for it, with location-based
learning in mind, as well as to give them an opportunity to become familiar with
the university. Unfortunately, few students searched for and found the prototype
(only one group out of five). In 2019, the prototype was used for three courses
(adding “Programming, Data Structures, and Problem-solving” as well as “Arti-
ficial Intelligence”). It was co-located with supplemental instruction classes to
make it easy for students to find. To encourage regular use, each quiz was set to
only appear for a given week. Although not all students experienced the proto-
type, the changes resulted in somewhat increased usage. To obtain some initial
feedback, we sent out a Google form survey, which a few students filled out,
as in Table 2. Based on a comment, capital letters were automatically changed
to lower case in answers before processing; however, sometimes “close” answers
might not be correct, so methods like cosine similarity were deliberately not
used. As well, the students that felt the camera seemed suspicious said that they
had playfully tried to compliment their teacher in front of the prototype, in the
possibility that someone might be listening or watching. (To avoid misunder-
standings, the teacher clarified that such functionality would be unethical, and
briefly walked them through the code, available publicly on GitHub, so they
could see there was no monitoring capabilities.) Some other observations were
also made:

– Some students reported playfully “hacking” the accuracy score by repeating
questions, despite knowing that the prototype was completely optional for
use and had no bearing on their grades. This could be beneficial to help
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students to learn material through repeated exposure, but could also affect
any statistics on response times, where applicable.

– There were social effects: Some students gathered around when the teachers
came to turn the prototype on, wanting to see “hidden” features such as logs,
etc. Also, groups of students came to use the desktop at the same time, using
just one account to see questions. One student mentioned taking photos of
the quizzes to share with group members.

– The camera affixed to the monitor had trouble detecting tall students (and
on one occasion also froze when pulled, stopping the prototype from tracking
faces with its eyes).

– The desktop was heavy, deterring theft, but despite the wheeled lectern it
was somewhat irritating to move to different classrooms each time, due to
abundant doorway thresholds at our university.

– Some students entered the courses late due to visa problems, and therefore
there was always work trying to provide new codes to access the prototype.

Some challenges include the cost in teacher time to prepare quizzes, assuming
these do not already exist, and to bring the prototype to the classrooms where
it will be used–as well as potential ethical problems with using cameras and
microphones and calculating statistics like accuracy scores or average response
times. To use the agent in the post-COVID online era, a web interface would
be required; challenges would include how to verify that students had cameras
and microphones, or that the prototype could yield a playful interaction with
various setups.

Table 2. Feedback on the questioner.

Positive characteristics Suggestions for improvement

Engaging (3) (“A good
alternative/help for studying. Helpful
for me as I have a hard time keeping
my concentration up while Reading.”
“The human voice of questioner is
interesting.” “Friendly user interface”)

Not enough questions (2) (e.g., “Not
having all the questions available.
Sometimes you would like to have a session
where you could sit down with the stations
for more than a couple of minutes.”)

Unique Should be smarter (“The check of answer
is not very smart, for example it thinks
using capital or not is different.”)

Ethics should be clear (“The camera part
of it made it look a bit suspicious, because
it was capturing live video.”)

Displayer. In 2017, the display screen of a robot “teaching assistant” was used
to display concepts, but the screen was small, making it difficult to see well.
In 2018, some automatically harvested images were incorporated into course
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slides. Furthermore, an ability to freeze the dynamic displaying via a key press
was added, since a student might not be able to keep up with the display, which
could distract rather than help them to know more. Challenges include the speech
recognition accuracy, the validity of the image search results (appropriateness of
downloaded images), delays from sometimes having to download large files, and
licensing of images. To use the prototype post-COVID, a teacher could log in
with an extra device onto an online class platform such as Zoom, and adapt the
video stream to show the results of the Displayer in one window.

Waver. The first version in 2017 only considered instantaneous motion (in one
image frame), thereby potentially missing much of the students’ waving. Some
students also expressed worry that they might be acting against their peers’
interests (which might have also been affected by the fact that the prototype
was not anonymous), but noted that they could possibly get used to it. In 2018,
motion over a few seconds was calculated, and the response was more enthusias-
tic: some students waved for both alternatives they were offered (both “yes” and
“no”), and asked questions about the underlying algorithm. Challenges included
the difficulty of detecting motions from everyone gathered around a camera
during workshop demos in small rooms, that small movement of the camera
at the wrong time by the teacher could result in large perceived motion, that
the teacher is required to press some keys (further automation would be use-
ful), and identifying potential ethical problems with using sensors or detecting
student participation. Allowing students more opportunities to select learning
topics could also increase a teacher’s workload (like in a flipped classroom), and
although waving could be democratic (for example, each student could wave for
each presentation slide or quiz to indicate that they have understood it), it is
unclear if a class should learn at the pace of its slowest member. To avoid seeing
people’s faces, an overhead camera could be used to detect head motions, or a
camera under a desk could record foot movements, although in the latter case
occlusions could be problematic. To use the prototype post-COVID, a camera
could be set up to view the students in a gallery on an online class platform like
Zoom; there, some challenges might be that all students might not be shown in
larger classes, and that students often turn off their cameras or claim to not own
a working camera (students might also not wish to wave on camera if classes are
to be recorded).

4 Conclusion

The current short paper reported on our work-in-progress in designing educa-
tional tools that comprise AI:

– We proposed that educational AI designers should explicitly consider cre-
ative and emotional processes, for which playful learning could be a useful
paradigm.

– We described three playful learning prototypes developed based on our assess-
ment of the literature, and the needs of our teachers and students for freedom,
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ease, and engagement in education. Code for the prototypes has also been
publicly released9.

– We described some lessons learned from developing the prototypes, also sug-
gesting future directions for improvement, and adaptation strategies for the
post-COVID learning environment.

As we continue to improve the quality of our prototypes and check new possi-
bilities, it is our aim that these ideas could help to stimulate discussion, toward
enhancing education experiences.
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Abstract. Driven by the high fidelity and low cost of the latest head-mounted
devices reaching the consumer market, Virtual Reality (VR) is a technology upon
which rests increased expectations for improving education and training outcomes.
The unique capacity of VR to produce experiences with high levels of immersion,
presence, and interactivity, opens a series of prospects to improve the learning of
declarative, procedural, and practical knowledge through a new modality of edu-
cational content. This paper explores some of the most promising opportunities
of VR through the development and evaluation of Sea of Cells, an immersive VR
interactive experience to enhance the learning of the prokaryotic cell. Methodolo-
gies to introduce the VR experience, both inside and outside classes, were also
explored by analysing assessments from several Portuguese biology teachers. A
test pilot made through video demonstration, shows a promising future for VR in
education. Despite the physical limitations of the pilot study, due to Covid, after
presenting the project to 7 10th grade Biology teachers, it was concluded that VR
might be a relevant and innovative tool for educational settings.

Keywords: Virtual reality · Biology · Education · Cells study

1 Introduction

Education is a complex foundational pillar of a healthy society and, despite the attention
and investment it drives, it is never considered complete, leading to a constant quest
for improvements in the process of transmitting knowledge more easily, quickly and
effectively.

The disruptive technologies brought upon by the digital era provide learners with a
rich field of distractions, unfairly competing for the much-needed attention demanded
by education systems that many students consider to only provide boring experiences.
However, these same distraction technologies also create opportunities formore effective
learning methodologies based on digital experiences with an engaging and meaningful
power, far beyond current multimedia educational content.

Virtual Reality (VR) is perhaps the most prominent of such technologies due to
its unique capacity to create experiences with unprecedented levels of immersion, pres-
ence, and interactivity. Combining the latest advances in VR technology offers a realistic
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opportunity to virtually travel to any part of the world, talk to anyone anywhere, and even
see what other people see via video chat. Modern VR technologies are also capable of
producing unprecedented immersion sensations upon which virtual worlds and scenes
can be created to convey embodiment experiences that would be otherwise unreachable.
VR proves more and more to be an asset to teach, train and prepare students and pro-
fessionals in educational contexts such as university and professional scenarios, like the
medical world [1, 2].

Traditional education has limitations regarding the representation of complex scien-
tific concepts, even when resorting to multimedia content, like videos, 3D animations,
and slideshows. In Biology education, VR has been shown to produce better learning
outcomes for cellular structures and microscopic organisms when compared to video
and textbook teaching [1]. VR is not a new technology, but its implementation in edu-
cational environments studies seems to be more related to performance and usability
than the focus on the combination of immersion and teaching methodology to improve
knowledge attainment, as highlighted by Jaziar Radianti et al. [3] the systematic review.
From 2018, studies using VR as a tool to aid higher education have been increasing,
showing a rapidly growing interest in its use in educational settings, certainly driven
by the recent improvements in resolution and processing power combined with a sharp
price reduction of the VR Head-Mounted Display (HMD) devices.

This work presents the development and evaluation of a pedagogic project aiming
to take students of the 10th-grade Biology class on a journey to the cell scale. It seeks
to enquire if VR educational experiences implementing proven learning methodologies
promote better long-term knowledge retention. This journey takes place in a virtual
scenario, where students learn about cells and what they look like from the inside,
allowing them to touch, tear apart and see what lies inside the cell.

2 Related Work

A literature review was conducted through searches in scientific databases and an online
search engine to identify projects and studies with a similar purpose to our work. Search-
ing in databases like IEEE, PubMed, and ACM, we found a total of 63 studies related to
our project, from which we selected 21 to be more relevant and a basis for this project
and paper. This chapter highlights, from those 21, the most relevant studies, providing
a brief review and critical commentary in relation to our work.

In [1], Onlabs presents a study where a class of 83 undergraduate students from the
Department of Primary Education of Patras’ university, who were enrolled in “Com-
puters and Education” course, was divided into three cognitively similar groups. Each
group knew nothing about the subject and took a test before the experience, after which
they were then given learning material in 3 different modalities: watching a video, live
presentation, or playing a VR experiment. The groups were retested immediately after
being exposed to the content material. The study showed that students who took the
VR experience increased 31% on their final score, while students using video and the
traditional groups had only 20% and 15%, respectively. This shows the potential of VR
technology to combine with traditional methods of teaching, probably because it pro-
vides more engaging and immersive experiences to students. In our work we implement
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a hands-on approach similar to the one adopted in this VR intervention, creating a link
between what is expected from the student, what is taught, and what is experienced in
practice.

Another study [2] showed that using Da Vinci Surgical Simulator 2019, where stu-
dents observe an expert surgeon performing surgical procedures, may facilitate the learn-
ing of intermediate-level tasks such as basic camera targeting, intermediate energy dis-
section, energy switching, and advanced suture sponge. In this study, studentswere asked
to identify every step of the expert surgeon before the experience, and after were asked to
apply what they had just seen in this VR setting. Although they find that the experience
may facilitate the learning of intermediate-level tasks to performmore basic tasks, using
this VR context did not prove more or less efficient [2]. For the intermediate-level tasks,
at least, this study creates a risk-free learning opportunity. By observing the expert first
and then repeating each step with immediate feedback, the students can make mistakes
with the notion that they will be corrected and guided by the experience in real-time.

Another study [4] used RobotiX Mentor VR Simulator [4], a training simulator that
provides several exercises in the clinical procedures field, used university participants
from beginners to advanced university students and practicing professionals. All three
groups had to complete tasks controlling a robotic arm via a VR display. They had a
checklist to verify if they were completing every task correctly. This study showed the
advantages of a VR training curriculum allowing participants to track and monitor their
progress, giving them feedback in what areas they made mistakes and what they can
improve in the next training session, in a structured and professional manner through
five exercises. It was concluded that Robotix Mentor VR Simulator was successful in
establishing a benchmark for training in clinical procedures. Even though this study
needs to be tested on a larger scale to validate its claims, a teaching method gives
feedback to the student after each session, providing a better and direct understanding
of the concepts wrongly utilized. This is a learning strategy “Sea of Cells” will also
include.

Most of the publications described how VR was important due to its capability of
exploring and visualizing concepts not available to the naked eye. LearnDNA [5] was
one of the experiments that focused on developing prototypes to help students visualize
DNA in a more immersive and realistic way. A total of 20 participants performed a user
study in this iteration, out of which 16 were students from Eastfield College. These 16
students also participated in a specialized user study designed to evaluate pre-experiment
and post-experiment knowledge. The first students took a written pre-test, then used the
Virtual Environment (VE) system. After participating in the experiment, they filled out
a survey and took a post-test. The other 4 participants were teachers and therefore did
not take the surveys. The subjects that went under the VR experience also answered a
survey to help prepare the next prototype. There was not an evaluation on how much
they learned but on how much the experience worked efficiently. The students had to
build a strand of DNA by placing the right part in the right place. There was a method
to count how many times it took them to put the part in the right place for the first time.
These results were stored in-game so that, after the experiment, the students could be
evaluated. They were graded based on the survey answers they gave [5]. Relating to
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“Sea of Cells”, we find very important to create a space where the student can fail and
try again.

Another work comparing the delivery of the same content through Interactive VR,
Non-InteractiveVR, orVideo, aimed to determine if amore immersive experiencewould
be a better approach to teaching. This study, making use of the “The Body VR, a Journey
Inside the Cell”, freely available on the Steam repository [6] concluded that not always
the most realistic or immersive Virtual Environment (VE) provides the best teaching
experience. In other words, the Non-Interactive VR environment proved to be the better
of the three tested. Giving the user the 180º of vision to follow what was being described
made possible for a better attentive experience, where the user felt more immersed and
less distracted.Whereas in the Interactive VR version, the user was free to touch, use and
explore more of the world shown, making it harder to sustain attention to the learning
content. This study gave important insights to our work, showing how an experience
design is more important than what the player can do, and that interaction is not always
the best approach for learning purposes as well as the use of VR is more effective than
traditional videogames [11].

The VR experience reported in [7] teaches how the cells work in the body by giving
the user the point of view of a submarine type transport, allowing him to traverse blood
vessels and watch as a narrator describes the function of each visible cell. Once again,
it was demonstrated an increased demand for Serious Virtual Reality experiences, sup-
porting the traditional education methods. This argument was also used by [9], where
the user ventures inside a cell and touches various cell elements to understand better
what each part represents and performs. This study, however, only concluded that the
responses to their project were positive andmade them look forward to creating even bet-
ter VR experiences. These studies provide a base for creating a compelling and realistic
experience. As [3] points out, realism does not mean that the rendering is as real as pos-
sible but might mean that the interaction of each part of the journey experienced in these
papers is accurate. Having this type of representation can possibly prove more efficient
in an educational setting, regarding the understanding of complex content. Following
the conclusions from this study, we aim to create an accurate and artistic representation
of the cell to ease the understanding of the organism’s behavior.

Beyond the learning contexts, virtual reality has been a special technology used to
teleport participants to the micro and the nano space. As examples, the work Noise
Aquarium, by Victoria Vesna, recently presented in 2019 at Siggraph, shows vital micro
creatures developed with specific 3D scanning techniques in VR environments [7]; and
the work Sci-Fi Miners, a virtual reality journey to the nanocluster scale, presented
by João Martinho Moura at the European Commission STARTS Science, Technology
and Arts event, in 2020, where the author makes a journey to the nanoscale showing
reconstructed 3D nano materials observed from advanced microscopy, and presenting
simulations of future nanoclusters created at the International Iberian Nanotechnology
Laboratory, in VR, on a theatre stage, to a broader audience [8]. Much like the repre-
sentation of nanoclusters in Sci-Fi Miners and the microorganisms in Noise Aquarium,
we focus on creating a VR environment where the student can observe Prokaryotic cells
on a microscopic scale. While Sci-Fi Miners presents atoms and their interactions, we
point to the cells studied in 10th grade biology class and what constitutes them.
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3 Biology 10th Grade Curriculum in Portugal

The main teaching methods in Portugal are very standard. The program is chosen pre-
emptively, using amethodology to select a collection of learningmaterial for the students
to use. Once the program is developed and revised, teachers may choose their own
pedagogic approach. However, the approach is practically the same in every school.
PowerPoint presentations and an exercise book accompany the schoolbooks study to
help students study at home. The biology program for the 10th grade is divided into 4
units:

a) The first unit approaches the processes of auto and heterotopia in beings of different
degrees of complexity;

b) In the second unit, the subject’s content puts in perspective the study of vascular
systems as evolutive adaptations to the terrestrial field in beings with different levels
of organization. The emphasis is placed on function, having the structural aspect
referred to as an exemplifying functional solution;

c) The third unit focuses on transforming energy, mainly in utilizing the aerobic and
anaerobic processes utilized by living beings. In animals and plants, the structures
that allow gas exchange between the external and internal pathways are also studied;

d) On the fourth unit, aspects related to the maintenance of the organisms’ internal
environment conditions are addressed in the face of fluctuations in the external
environment, by studying thermoregulation and osmoregulation in animals’ and
phytohormones in plants.

This work explores novel content delivery modalities and learning methodologies to
the third unit. The traditional teaching methods usually have lab experiments, where the
students use microscopes to observe cells and identify its components (Img.1). Some
teachers also use the aid of videos where the cells are presented in 3D. Although there
are very detailed videos, not every teacher uses them, and the students still cannot see
what the cell does and represents.

With this experiment, the aim was to develop a compelling and exciting way to
teach, demonstrate and display virtual reality as a tool for enhancing our school’s learn-
ingmethodologies.When learning a new subject or skill, it is important to have a positive
attitude towards the taught content—establishing a connection with the presented mate-
rials to understand it better and motivate to seek more information about the subject.
To this concern, Adrian von Muhlenen and Devon Allcoat depict a comparison case
between video, textbook, and VR and how they relate to the student’s motivation and
want of understanding, concluding that virtual reality provides a better immersive expe-
rience in teaching and creating a more incentivizing method to keep the student’s focus
while learning [10].

Developing this motivational paradigm while learning and making school a more
creative and amusing place is one of the main aspects, we are interested in investigating
with “Sea of Cells”.
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4 “Sea of Cells”

In Sea of Cells, the goal is to immerse the students of the 10th grade of a Portuguese
Biology class in a guided Virtual experience through an abandoned lab. Led by the
imaginary inventor Zacharias Janssen [9], the students trace a series of steps to help
the scientist understand where his last lab partner disappeared to, only to discover that
students themselves would suffer the same fate. This experiment’s primary goal is to
take the student to a scale where the microscopic organisms are enormous, comparing
to the player, something only achievable through Virtual Reality technology.

4.1 Experience Design

The main goal of this project was to create an immersive environment where the student
could focus and stay focused on the taught subjects, and for this purpose, the biology
teacher was met with to discuss how to create an entertaining but instructive experience,
also to understand all the topics and materials used, and how they were explored in
the classroom. The materials provided by the teacher were analysed and lead to the
conclusion that the Prokaryotic Cell and the Eukaryotic Cell (Fig. 1) were interesting
topics to explore in the experience because they are the basis of understanding how
unicellular organism’s work. These two cells stay relevant for the study of Biology in
the 11th grade as well.

Fig. 1. Prokaryotic and eukaryotic cell. Source: 10th grade teacher material.

From this point, ways to present the cell without making it unrealistic while keeping
all its components on display were studied. Starting with the laboratory, the goal was
to mimic a biology lab with a satirical twist, a lab where the student could find jars
with brains and a blackboard with comical value. The experience focuses on creating a
link between the student and the microorganism, presenting them first and then allowing
them to dive into themicroscale to observe the cell. From interactions with a holographic
cell where the student can learn about each part of the cell, the assembly of a microscope
is then the bridge between the micro and our world. A space was developed where the
student could “walk” freely and explore while still following a storyline, not to feel lost
at any moment.



Sea of Cells: Learn Biology Through Virtual Reality 147

5 Development

5.1 Virtual Environment Considerations

Virtual Reality can be confusing to use the first time if not implemented correctly. When
developing any kind of video game there is a need to prepare the player for what he is
about to experience. Game design plays a big part in teaching the player how to interact
with the world. If the goal is for the player to “jump” in the game, the game must be
designed to let the user know what is expected of him. Allowing the player to learn via
experimentation is better than telling them exactly what to do [11].

In virtual reality, several things must be considered, the height of the player, the
position of objects in the environment, the strength of the lights, and other potentially
nausea-inducing elements. There is a need to consider how the users will interact with the
world and what can be done to make it easier for them. Virtual reality in an educational
context should be clear and straightforward to use.

In the following development points, we point out what was taken into account
regarding these game design concerns.

5.2 Virtual Laboratory

Considering the virtual environment design guidelines, the Sea of Cells experience starts
outside of the laboratory, in a small roomwhere the student must interact with the doors,
providing a basic tutorial for all the VE interactions (Fig. 2). Virtual Reality mimics
reality to an extent, so the same laws of physics apply when any force is applied to an
object. Therefore, the student controls the speed and pace of the experiment.

Fig. 2. Lab entrance. Source: “Sea of Cells”.

Upon entering the lab, the student is presented with the entirety of the space to
show the user what could and would be the focus of the experience (Fig. 3). By taking
advantage of this point of view, we direct the student to the first step into learning. The
lab was created in the Game Engine Unity [12], making use of the Unity asset store,
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with a few exceptions, as the whiteboard, the prokaryotic cell, the microscope, the desk,
the whiteboard pens and eraser, and most interactable items in the experience, that were
developed in Autodesk Maya [13]. Each object in the scene has its own texture and
reflections made with Unity and Substance Painter [14].

Fig. 3. Inside of the lab. Source: “Sea of Cells”.

5.3 Prokaryotic Cell

A first model was developed based on the materials destined to be taught in the 10th
grade classes (Fig. 4). Making the connection with the materials, we want to reinforce
the teaching methodologies.

Fig. 4. Prokaryotic cell. Source: OpenStax [15].

A raw low poly mesh with multi-coloured separate sections, represent what each
part of the cell contained following the slides provided by the teacher (Fig. 5). Although
this corroborates what is explored in class, after consideration and several meetings with
the biology teachers, it was determined that this was not optimal. As the goal was to
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create an immersive and fairly realistic experience, the model seemed out of place, and
there was a need to achieve a more detailed model while still maintaining the relevance
of each part of the cell. The second iteration of the cell was closer to the desired model,
a transparent capsule that showcased its contents while retaining its structure. It was
selected a more in-depth version for a more accurate interpretation of how each element
behaved with one another (Fig. 5). Finally, it was necessary to create a shader that could
provide a more realistic rendering of the cell. Created via Amplify Shader Editor [16],
it was developed a texture capable of reflection and transparency, intending to obtain a
softer jelly-like feel (Fig. 6) which turned out to be a good way to showcase every part
of the cell while keeping a sense of realism.

Fig. 5. First prokaryotic model. Source: “Sea of Cells”.

Fig. 6. Final model used in the lab. Source: “Sea of Cells”.

5.4 First Interaction with the Cell

The first interaction with the cell must show and distinguish what each piece repre-
sents and its purpose. In conversations with the biology team, it was accessed that an
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interactive but straightforward holographic representation of the cell would be the most
efficient form to communicate each element’s particularities. To this extent, in one of
the laboratory tables, there is a big enticing red button that brings forth the holographic
display when pressed, along with several buttons laid out below the main one. Each
of these buttons has a small visual display representative of a different part of the cell.
When pressed, a voice-over would be heard, relating to a question and a text display in
a data pad for the students wanting to read along with the voice-over (Fig. 7).

One of the main goals is to present students to each element before interacting with
the cell in the final stage of the experiment.

5.5 Compound Microscope

An extensive and relevant part of biology is the study of cells.
One of the few ways to observe cells in real life is using a compound microscope.

Therefore, students from an early age interact with and learn about this instrument, and
students in high school must know and identify each part of the microscope.

Fig. 7. Holographic representation, buttons and data pad. Source: “Sea of Cells”.

Our meetings with the biology team concluded that it would be an interesting way
to allow a hands-on learning experience to explore and manipulate inexpensively. Using
Maya software [12] and following the design provided in the materials provided by our
expert team, each piece of the microscope was modelled separately to allow then an
assembly by the students while in the experience (Fig. 8).

A layout of the microscope is presented to the student. Guided by the instructions
of Zacharias Janssen, the student must search for every part of the microscope scattered
around the lab. With the help of an image and the witty remarks made by Janssen, the
student learns where each part fits and how to pronounce its name correctly.

The purpose of this puzzle is to include a type of learning content much differ-
ent from the cell, in this case, procedural knowledge about how to mount an artificial
device. Moreover, the microscope challenge also explores different pedagogical meth-
ods, including game-based and behavioural learning, with students having to find every
part of the microscope in order to advance to the next and final part of the experience
in a fun learning environment. The expectation is that this way of learning enhances
memorization of each piece’s name and function.
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Fig. 8. Microscope layout and pieces. Source: “Sea of Cells”.

5.6 Tele-Transportation to the Scale of the Cell

As the main goal of this project was to take the user to the micro-scale, a mechanic
was developed to teleport the user to a new area where they can see the cell swimming
around them (Fig. 9). A visual effect is triggered by a weary sound effect, giving the
students a warning that something is happening around them. After a few seconds, the
students are surrounded by prokaryotic cells traversing around them. At this point, the
VR experience reaches its climax, having taken the student to the point of view of the
cells, where they are enormous, and we are small (Fig. 10).

Fig. 9. Sea of cells climax. Source: “Sea of Cells”.
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Fig. 10. Inside the cell. Source: “Sea of Cells”.

6 Pilot Study

Due to the global pandemic, we could not perform the desired study with the 10th grade
class. Instead, we opted to create a demonstration to help assess what other biology
teachers thought about the VR experience and what needs to be improved. A meeting
was held with six teachers that had never seen the experience. The first author of the
paper performed a demonstration of the entire experience, encouraging teachers to ask
questions about the VE and how to move and work with it. After presenting the project
and its purpose, the teachers were asked to answer a survey to classify the experience,
how much they enjoyed it, suggest changes, and point any problems with the devised
intervention.

It was interesting to note that none of the teachers had ever used a VR headset, but
they felt they would like to use them in class to complement their school’s curriculum
after the demo. It was also noticed a disconnection with the newer technologies. Most
teachers said they do not use many forms of the new media in their classes.

7 Results

The study was conducted with seven 10th grade female biology teachers, with ages rang-
ing from 37 to 60. When asked if the teachers had ever used Virtual Reality technology
before, in class or elsewhere, only 1(14.3%) said yes, while the remaining 6 said they
had never used it (85.7%) as shown in (Fig. 11).

Fig. 11. Question about use of VR. Source: Survey conducted in pilot study.
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On a scale of 1 to 5 (1 being very little and 5 being very much), when asked if VR
shows a promising approach as a tool to help teachers explain complex topics in class,
all seven teachers (100%) agreed that this technology as the potential to be very useful
in an educational setting (Fig. 12).

Fig. 12. Question about the relevance of VR in classes. Source: Survey conducted in the pilot
study.

The survey also asked about the main mechanics in the VR experience. When asked
about the final moment, the teleportation, six of the teachers (85.7%) said they could see
it clearly happening, while one of the teachers found it hard to follow (14.3%) (Fig. 13).

Fig. 13. Question about the teleportation. Source: Survey conducted in the pilot study.

There was a concern in asking about the accuracy of the representation of the cell
in the experience. The teachers gave positive feedback about the rendering but alerted
us to the importance of defining what prokaryotic cell we were presenting, as these
can have many variations. Regarding the storyline and how the student is guided in the
experience, when asked if it can be helpful to better prepare the student to understand
complex topics: from 1 to 5 (1 being the worst and 5 being the best), one of the teachers
(14.3%) answered 4, and the remaining 6 (85.7%) answered 5. (Fig. 14).

Fig. 14. Can VR prepare the student. Source: Survey conducted in pilot stud.
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8 Discussion

Although the answers given by the biology teachers were mainly positive, there is still
much work to be done regarding the presentation of the cell and how to better link this
VR experience with the teaching methods used in class. The survey shows valuable
feedback concerning the use of VR in an educational setting and gives the impression
that the teachers would gladly implement this technology in their curriculum. This is
a first pilot study that depicts the interest in the use but cannot ascertain how well this
project would do in an actual classroom setting.

We found that only one teacher uses 3D animations or other animated technology to
explain the dynamic of cells to their students. This corroborates A. Mesquita et.al [17]
findings, that even though teachers know how to use some of the newer technologies as
tools, most of them stay inside the curriculum and present its content more traditionally.
Overall, the pilot study points to a favourable outcome for the application of this project
in an educational environment.

9 Conclusions and Future Work

There is a growing interest in VR as a teaching tool, as shown by the systematic review
conducted by Jaziar Radianti et al. [3]. This technology shows potential in creating
worlds where students can explore subjects and train their procedural knowledge guided
by a professor or teacher. Most studies presented here show an interesting approach to
the application of VR in education, with positive feedback in its testing. Despite these
studies and what appears to be a good outcome using Virtual Reality, it is still needed to
create a link between what is being taught in classes and what is taught in the experience
for better long-term knowledge retention.

This project was well accepted by the biology teachers that participated in the con-
ducted survey, showing promising results to improve the effectiveness of the understand-
ing of complex topics in biology education. The project was not tested as planned, due
to the global pandemic and as such, this study could not ascertain if the VR experience
was well implemented as a tool, but rather if the subject and how it was approached, was
relevant in an educational setting. Taking the student to a different scale, while showing
what cells are made of, shows a promising dive in creating a link between teaching
methods and gamification, as also shown in [10] through the use of “The body VR”
[6]. Following the answers given in the survey, all teachers agreed that VR might be a
relevant tool to adopt in class to approach more demanding subjects.

We look forward to testing this project in 2021 with the students of the 10th grade
class, hoping that this VR experience could be an advantage to shed light on the research
questions we set to answer. Future work includes a broader coverage of the 10th grade
biology curriculumand the assessment of different pedagogicalmethodologies efficiency
in VR to improve long-term knowledge retention and create better learning experiences.
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Abstract. Astate-of-the-art literature review pointed to the need for further inves-
tigation of augmented reality to broaden the understanding of the learning poten-
tials of augmented reality. This paper presents an empirical study intended to bring
insights into the learning potentials of augmented reality regarding both formal
and informal learning using a speculative design process in online workshops
with students from a K1–12 teacher education program. The empirical inves-
tigation consisted of five online workshops with a duration of 2.5 h and three
to six participants per workshop. The theoretical frame of the study was spec-
ulative design workshop and John Dewey’s theories. The paper explored two
research questions: What are the learning potentials of augmented reality when
explored by students from a K1–12 teacher education program using speculative
design? Why and when is it relevant to explore the learning potentials of aug-
mented reality, in such a way and how can it be done? The findings show that the
learning potentials of augmented reality span different categories, such as sup-
porting praxis, bridging the physical and virtual, use of different modalities and
activities, supporting social practice, and extending communication e.g. across
locations. Our findings further indicate that although speculating on the learn-
ing potentials of augmented reality is difficult, it can offer some insights that
inform both the current state of a situation or topic and direct future inquiries in
the field. However, the user’s input does not always bring innovative insights and
tends to be dependent on their existing knowledge and attitudes.

Keywords: Augmented reality · Speculative design · Immersive learning

1 Introduction

In the article “Augmented Reality and Virtual Reality in Education. Myth or Real-
ity?,” Elmqaddem (2019) argued that augmented reality (AR) has the potential to create
change in the form of new teaching and learning methods. According to Garzon et al.
(2019) regarding the systematic review of AR in educational settings, researchers should
continue to conduct more studies on the inclusion of AR systems in teaching-learning
processes. This empirical study materialized to address the clear need for knowledge
about the learning potentials of AR, not only in connection with a specific technol-
ogy but also to inform and guide the development of new technology using AR in learn-
ing situations. The research took its point of departure in a speculative design workshop
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(e.g., Auger 2013; Dunne and Raby 2013) in an online format using design tools such
as storyboards to investigate and speculate about the learning potentials of AR.

Workshops can function as a research method that allows participants to acquire
capabilities in and develop their own practice about that phenomena, as well as enable
researchers to investigate the phenomena in question (Ørngreen and Levinsen 2017). In
this study, the objective was to engage the participants, students from a K1–12 teacher
education program (K1–12 students), in the process of speculating on the use of AR in
educational settings for both formal and informal learning. Part of the K1–12 teacher
education program is to acquire technological understanding in general and knowledge
about the use of new technologies, such as AR. The K1–12 students were a relevant
choice as participants because they are used to and able to think about learning situ-
ations and develop existing practices, and they could potentially become users of AR
in an educational setting in the future. The project had a dual purpose: to investigate
the learning potentials of AR in a broad formal/informal setting and to explore spec-
ulative design as a method where the participating K1–12 students could gain insight
and knowledge on the use of AR in learning situations. This paper focuses on the use
of innovative methods when exploring the learning potentials of AR. The aim of the
study was to investigate the learning potentials of AR through a series of speculative
design workshops that, through the use of reflective, dialogical and explorative design
tools, such as storyboards, would engage the participants in a pragmatic exploration-
based process. Two research questions guided this aim: What are the learning potentials
of AR when explored by students from a K1–12 teacher education program using spec-
ulative design? Why and when is it relevant to explore the learning potentials of AR, in
such a way and how can it be done?

Below, we provide information about the research design, which includes the defi-
nition of AR used in the project, brief theoretical insights, and a presentation of the data
(Sects. 2.1, 2.2 and 2.3). These are followed by an analysis of the workshop data, includ-
ing findings on the learning potentials of AR (Sects. 3 and 4). The paper ends with a
discussion and conclusion (in Sects. 5 and 6), where the findings are discussed in relation
to the second research question.

2 Research Design

The investigation had a participatory and design-oriented perspective, and the project’s
knowledge approach stemmed from pragmatism with an overall abductive approach
through the research process. Due to the futuristic perspective of wanting to investigate
and speculate about the learning potentials of AR, the research design took point of
departure in a speculative design workshop (e.g., Auger 2013; Dunne and Raby 2013).

2.1 Definition of Augmented Reality

AR has its origin in 1957, when Morten Heilig invented the machine Sensorama,
which was the first example of an immersive and multisensory experience (Sünger and
Çankaya 2019). The machine used colors, scents, fans, sound, and a movable chair to
create an immersive experience. In 1966, Ivan Sutherland and Bob Sproull created the
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first head-mounted display, which, despite its limitations, could show the user a virtual
layer of information on top of reality. Despite earlier inventions, it was not until 1992
that the concept of AR emerged, and it is attributed to Thomas Caudell and DavidMizell
at Boeing Company (Sünger and Çankaya 2019). In this period, AR moved from being
multisensory to becoming a concept that describes how virtual information is layered
on top of reality. The definition of AR used in this project was inspired both by the liter-
ature review and Wikipedia - in particular, the definition applied in the Concise Fintech
Compendium by Patrick Scheuffel (2017) - expanded with the understanding of AR
found in the immersive and multisensory experience that Morton Heilig created with
the machine sensorama in 1957 (further described in Sünger and Çankaya 2019). The
definition of AR used in this study is as follows:

Augmented reality is an interactive experience of the real and/or augmented world,
where the experience of objects found in the real and/or augmented world is enhanced
through augmented sensory stimuli. It can be across several sensorymodalities, including
visual, auditory (sound), haptic (feeling that one is touching or being touched) and
somatosensory (experience of touch, pain, temperature, vibration), taste, and smell.

2.2 Speculative Design

According to Mitrović (2015), design has primarily been regarded as a problem-solving
practice and is usually aimed at problems detected by professions such as economics
and sociology. However, Dunne and Raby (2013) posited that when faced with complex
problems, the designer has to act speculatively. Speculative design is an activity in
which imagination or speculation is recognized as knowledge, and in which futuristic
and alternative scenarios can convey ideas. Speculative design is about allowing all
possible possibilities to be discussed and used to jointly define a preferable future for
a given group of people, and not about predicting the future (Dunne and Raby 2013).
More insights on speculative design as amethod, and how it is used in this project, can be
found in the article “Speculative Design as a Method of Inquiry in an Online Workshop
Setting” (Hansen et al. 2021).

2.3 Data

The empirical data consisted of various data sources over a four-month period in 2020.
A state-of-the-art literature review was conducted first to identify the learning potentials
of AR. Then, with the intention of gaining deeper knowledge about learning situations
and AR, two in-depth interviews were conducted with experts Lise Dissing Møller,
Lector at KP, and Lucas Nygaard, Founder of Hololink. Lastly, five workshops with K1–
12 students were held, with the purpose of investigating the use of AR in a learning
situation, using a speculative method in an online setting. Each of the five workshops
was 2.5 h in duration. The data consisted of audio recordings of theworkshop sessions, 20
visual storyboards created by the K1–12 students and their written documentation of five
creative exercises during theworkshops, and observations andfield noteswritten after the
workshop. A thematic analysis of the workshops investigated the learning potentials of
AR identified by the K1–12 students and visualized through storyboards.
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3 Analysis

The analysis of the learning potentials of AR was based on the exercise materials and 20
storyboards created by the 20 K1–12 students in the online speculative design work-
shops, as well as transcripts and observation/field notes written after the workshop.
In this analysis, a learning situation was understood as the framing of one or more
tasks that scaffold the learners to achieve a desired knowledge or goal, and where the
framing utilizes the different types of interactions that AR offers. The theoretical con-
cepts developed by John Dewey were then discussed and developed into theoretical
points of attention for analyzing AR learning situations such as broad activities, social
praxis, context, and materials (as presented and discussed in, among others, Brinkmann
2007; Hickman 2016).
Theoretical points of attention in relation to AR:

• Broad activities - The learning situations with AR should be based on broad activities
and tasks that incorporate many characteristics and competencies. They must lead to a
real and workable result that gives rise to reflection and choices that can be translated
and assessed in practice.

• Social practice - Learning situations with AR should be a joint activity or practice
where the successes and failures of the joint activity are experienced as one’s own.

• Context - Learning situationswithAR should connect learningwith the “common con-
text” by incorporating everyday context in the form of home, school, community, and
business.

• Materials - Learning situations with AR should include physical and augmentedmate-
rials in the form of raw materials, loose parts, tools (both existing and the production
of tools), and finished products. There must be an opportunity for interaction with the
artifacts.

The analysis of the learning potentials of AR consisted of a deductive thematic analysis
of the transcripts, storyboards, and exercise documents from the workshops. The first
round of analysis searched for learning situations in the written empirical data, as it is
in the learning situations that the learning potentials emerge.

The learning situations were then categorized based on the theoretical points of
attention presented above and further grouped based on similarities. The second round
of the analysis focused on the produced visualization from the participants in the form
of storyboards. These were also categorized based on the theoretical points of atten-
tion presented above. The themes found in the two categorizations were then compiled
into seven exemplary learning situations: “race with various tasks,” “bridge to surround-
ings,” “project work using the surroundings/city/context,” “augmented teacher,” “inter-
action with augmented materials,” “use of geographical context,” and “use of histori-
cal context.” In the in-depth analysis, the theoretical points of attention were used to
unfold how AR’s learning potentials were expressed as they appeared in the teacher
students’ imagined learning situations.

As an example, the analysis of the storyboard below pointed to the need for an AR
help function as well as indicated how AR can be used to provide information about the
surroundings, in this case knowledge about physics principles (Fig. 1).
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Fig. 1. Astoryboard from theworkshops (reproduced viawww.storyboardthat.comand translated
for anonymity)

Analysis of the participants’ experience of the workshops showed that some K1–12
students engaged in the speculative process positively, while others were more reluc-
tant. Being innovative in their approach became difficult for the participants due to lack
of familiarity with AR and not understanding the technology completely. For exam-
ple, knowing very little about AR and being critical toward technology in education in
general, one participant became quite frustrated by the process but completed the spec-
ulative process and, at the end, commented positively on the structure and narrative of
the workshop (Hansen et al. 2021).

4 Findings

Analysis of the data from the five speculative design workshops highlighted different
categories of learning potentials of AR,which can be utilized in both formal and informal
learning situations.
AR can support learning by relating to and supporting praxis
This learning potential is connected to the theoretical points of attention context
and social practice. AR:

• provides opportunity for trying things out in praxis through a linking of home, school,
society, and business.

• allows the learner to place themselves in an augmented context and thereby gain
experiencewith the praxis reflected in that context and learn through praxis in contexts
that would not otherwise be accessible due to distance, security issues, or contexts
found only in the past.

• supports the learner via a help function in being critically reflective and exploratory.

AR can support learning by bridging the physical and virtual
In connection to the theoretical points of attention materials and context, AR:

• bridges the physical and virtual world by placing augmented artifacts in the envi-
ronment, which adds knowledge to and about the physical context, expanding the
interaction potential of the context.

http://www.storyboardthat.com/
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• provides access to the distant and/or historical by creating augmented contexts, which
offers the opportunity to explore and interact with the context.

AR can support learning by utilizing different modalities and activities
We associate this learning potential with the theoretical points of attention context, mate-
rials, and broad activities. In this view, AR can:

• to a greater extent, capture and represent more of life and reality, because placing
augmented elements in a context provides increased opportunities and affordances
for the use of modalities.

• point to knowledge outside the learning situation, where “online” becomes an
extension of “offline,” reflecting a greater capacity for facilitation of modalities.

• allow for active use of tools and artifacts.
• be based on “broad activities” that involve a coordination ofmany factors and combine
several learning resources.

AR can support learning by supporting social practice and extending communication
This learning potential is connected to the theoretical points of attention social
practice, context, and materials, in which AR:

• allows movement between and across locations, out of the classroom and into the
immediate community, as AR can be used on mobile handheld devices.

• controls and supports the learning situation when the learning situation takes place in
a context other than the school through its help function.

• supports andprovides opportunities for social practice andgives learners an experience
of being interconnected.

• expands the forms of communication between people due to its expanded ability to
use modalities.

The findings do not add innovative insights into the learning potentials of AR; how-
ever, the investigation, together with the state-of-the-art literature review, points to a
need for further research within the field.

5 Discussion

In the previous section (Sect. 2.2) the first research question was addressed. This section
addresses the second research question: Why and when is it relevant to explore the
learning potentials of AR in such a way and how can it be done?

In 2019, AR disappeared fromGartner’s hype cycle of emerging technologies (Gart-
ner 2019), and the author commented that “while continuing to be an important technol-
ogy, Augmented Reality is rapidly approaching a much more mature state, which moves
it off the emerging technology class of innovation profiles” (Skarredghost 2019). Gart-
ners also predicted that “by 2021, at least one-third of enterprises will have deployed
amultiexperience development platform to supportmobile,web, conversational and aug-
mented reality development” (Gartner, p. 4, 2020). It becomes important and relevant
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to continue to explore the learning potentials of AR if the insights on the development
of AR are combined with the need for more research on the use of AR in educational
settings (Garzon et al. 2019) and the potential that AR has to create change in the form
of new teaching and learning methods (Elmqaddem 2019). More studies are needed
to demonstrate the effectiveness of the inclusion of AR systems in teaching–learning
processes, according to Garzon (2019). Elmqaddem (p. 235, 2019) indicated that an
“effective adaption of AR and VR in education and learning will not happen until some
technical and social issues are resolved and education programs are more adapted to
take full advantage of the potential of these technologies.” This points to a need for
using innovative approaches such as speculative design when conducting research aimed
at informing the development of new technology using AR in educational settings.

This investigation had a participatory and design-oriented perspective that
invited K1–12 students to participate in the investigation of the learning potentials of AR
in a broad formal/informal setting. The findings from this investigation are not innovative
or even new, which points to the fact that even though the K1–12 students were relevant
as participants (see Sect. 1), they might not have the capacity to be innovative in the
use of AR in educational settings, an exploration that requires continuous critical par-
ticipation (Spinuzzi 2005). Design methods such as speculative design offer a way of
exploring and investigating complex problems (Dunne and Raby 2013) and situations
surrounding technology that do not yet exist (Ross 2017); however, the question of who
the participants are becomes very important. Oneway of conducting a speculative design
workshop could be with participants spanning different competencies and roles. This
can add to the insights, the development of ideas, and perhaps increase the potential
for innovation. However, in such a configuration of participants, there is a risk of people
with certain knowledge or approaches taking over and dominating the process (Bødker
1998; Spinuzzi 2005; Bødker 2009). Another way is to utilize a longer timeframe so the
participants iteratively can develop and expand their own understanding of the technol-
ogy and the design process. This would allow for a process where the participants can
try out and experience different applications of AR technology in educational settings
and, based on this experience, further develop their ideas on AR. This approach requires
time and resources that are not always available, and not all participants have the same
capacity or inclination for creativity.

6 Conclusion

This investigation did not yield innovative new insights on the learning poten-
tials of AR, although features that have not been reported in the state-of-the-art review of
current applications were mentioned. Instead, it points to important considerations when
using innovativemethods in the investigation of the learning potentials ofAR.Timeframe
as well as choice of participants become essential considerations when choosing such
an approach, as it was found that the user’s input does not necessarily bring innovative
insights, being dependent on their existing knowledge and attitudes. The literature high-
lights the need for further research in the field of using AR in educational settings, and
the technological development of AR is progressing. This supports the need for inno-
vative approaches to explore the learning potentials of AR and to inform and guide the
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development of new technology using AR in learning situations as well as conducting
more research on these topics.
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Mitrović, I.: An introduction to speculative design practice. In: Mitrović, I., Golub, M., Šuran, O.
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Abstract. According to previous literature references, a large number of
researches have been conducted on the expression in animation. However, there
is less repetition of attention to visual expression and less literature for animators’
operation guidelines in certain types of animation. Therefore, this essay critically
explores the impact of specific elements on the visual expression of 3D narrative
animation, mainly including the following aspects: characters, the scene, the cin-
ematography and post processing. In addition, A 3D animation called TeleRadio
has been designing at the same time to support this essay from the perspective of
an animation designer.

Keywords: Visual expression · Character · Animation

1 Introduction

The concept of expression or the expressiveness is ubiquitous in the arts, but ‘few terms
are poorly understood’ [1]. Visual expression, an abstract concept, is rarely applied to
arts accurately and systematically. Traditionally, animation has been one of the most
expressive form of the visual arts, the characteristics of 3D animation are generally in
line with this agenda [2]. It can help artists express some abstract creative ideas, and
its visual expression are unique compared with other film arts. According to previous
literature references, a large number of researches have been conducted on the expression
in animation. However, there is less repetition of attention to visual expression and less
literature for animators’ operation guidelines in certain types of animation.

In order to evaluate the visual expression of some specific aspects and elements in 3D
narrative animation, the author began to design a narrative animation called TeleRadio.
In the development process of this project, technician and artist had to merge into one
person due to small number of teammembers, and the author was mainly responsible for
the storyline, models and audio design, as well as programming, character animation and
FX composition. Consequently, this essay will use the research methods of systematic
and literature review to figure out the research issues from the perspective of an animation
designer. Therefore, the research question has been put forward: How to improve the
visual expression of 3D narrative animation from the specific aspects of the characters,
the scene, the cinematography and post processing.

This paper was submitted to fulfill the requirements for the degree Digital Media: Production in
University College London, May 29, 2020.
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2 Brief Illustration of Animation ‘TeleRadio’1

TeleRadio is a fantasy and low-poly style 3D narrative animation (see Fig. 1), developed
on Unity3D engine, coordinated by Maya in the designing process of models, materials
and textures, then adjusted the details and composed by After Effects and Premiere. The
whole animation consists of 31 shots and lasts roughly 4 min. In addition, inspired by
the TV robot model made by David Zhang in Sketchfab.com, this unrealistic style and
lovely outline inspired me to develop an animation about TV robot and radio robot. The
story tells that, in the X-Star, a tv robot tried to help a radio robot, with a broken antenna
wire to satisfy her desire to listen to music again. However, the process was difficult
and funny. Playing the correct music for the third time, the tv robot was urgently called
back to the camp. At the end of the story flow, the tv robot took down his antenna wire
and gave it to radio robot. This is a simple story, beginning by accident but ending in
warmth.

Fig. 1. Short animation TeleRadio

1 The full video of TeleRadio can be found at https://youtu.be/utp9fRGnzZ0, The full journal
blog can be found at http://www.shiyutong.org/aniblog.html.

https://youtu.be/utp9fRGnzZ0
http://www.shiyutong.org/aniblog.html
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3 Character Visual Design

The visual expression of characters in 3D animation is reflected in its vivid expres-
sion, personalized movement and the appearance of the characters themselves. Torre
[3] proposed several key steps in the process of role development: firstly, a character is
modelled – which defines its form – and is then rigged with a skeletal support structure.
This form is given a surface, then a colour, finally a texture ormaterial. Atmospheric con-
ditions may be added, such as lights, which can further significantly alter the appearance
of the previous layers.

3.1 Modelling

In animation TeleRadio, the development of two characters also followed this form.
In order to personify the characters, the author designed the TV and the radio as their
heads and matched themwith robotic bodies. The proportion of the heads was magnified
exaggeratively, referring to the Pixar animation, to improve the overall aesthetic of the
animation and to make the audience focus on the characters’ face (see Fig. 2). After
that, the characters were rigged quickly in Mixamo because of the anthropomorphic
bodies.Meanwhile, themovements benefited from themotion capture database ofAdobe
Mixamo and CMU Graphics Lab, which greatly saved creation effort and time.

Fig. 2. Character draft

The design of colour and textures needs to be based on the story plot and the character
itself. Of course, it also needs to form a harmonious and consistent aesthetic feeling with
the scene art. The tv robot, a male character, uses light green as his main colour and uses
dark grey in some necessary line drawing to make the outline more obvious. The radio
robot, a female character, uses light pink which is the complementary colour of green to
create the feeling of a little, cute and caring girl. Both displays are orange, a bold colour,
allowing the audience focus on the vivid facial expression of the characters- after all,
the displays are crucial to the plots (see Fig. 3).
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Fig. 3. Modelling and painting of tv robot

3.2 Movement

In addition, movement can add important epistemological dimension to animation – it
can give life to the character [3], and audience is therefore able to identify with the
world view and the narrative significance of the characters themselves in the animation.
Jacobs [4] wrote in his book Framing Pictures: at a specific moment of the development
of the storytelling, movement is frozen at a point of heightened meaning, at which
the actor’s actions are especially capable of expressing the full significance and all the
implications of the story. In human experience,we have to admit that language expression
through sound alone is more boring than visual expression combining movements and
emotions, which is also the main reason why televisions can replace radios. Benefited
fromAdobeMixamo andCMU’smotion capture database, some of the action animations
were suitably complemented at specific moments in the narrative development. For
instance, with the relationship warming up, the tv robot performed Michael Jackson’s
moonwalk while playing the music video of Billie Jean (see Fig. 4), which is the radio
robot’s favourite song. Movement adds meaning to these abstract plots, increasing or
even completely changing our interpretation of the animation [3]. During more than 20
s of camera motion on tv robot’s dance, the attitudes of the characters were changed and
the plots of the storytelling were subtly advanced.
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Fig. 4. Dancing animation of character

3.3 Expression and Emotion

Similarly, more important aspect of supporting the emotions of characters than the
movement is the expression on their face [2], and the expressive qualities of artwork
are ultimately ‘qualities that can be grasped through the emotions they arouse’ [1]. As
an important part of three-dimensional animation, facial expression animation affects
the character and personality performance of animated characters [5]. Each character’s
external expression of emotions is mainly achieved through physical movements and
facial expressions. Through the subtle changes in the character’s expression, the audi-
ence can measure her emotions, even personality, values, world view and so on. In the
TeleRadio, both of characters have their own emotional change, which I call flow. For
example, the tv robot, from the confusion at the beginning, to the confidence to help the
radio robot, to the embarrassment caused by the mistakes, to the joy when he played the
right song, to the sadness and helplessness when he had to leave, all these emotions were
dynamically pixelated as the 2D animations into the display of his head (see Fig. 5).
These are not only designed for the world outlook or the flow of the animation, but also
the real reflection of human life.

Fig. 5. Emotional animation design in after effects

As an important part of three-dimensional animation, facial expression animation affects
the character and personality performance of animated characters [6]. Each character’s
external expression of emotions is mainly achieved through physical movements and
facial expression. Through the subtle changes in the character’s expression, the audience
can measure her emotions, even personality, values, world view and so on. In order to
show the style of a real television screen, The author added some special effect plug-ins
such as TVPixel, Dot Pixels, Bad TV and Glow in After Effect. The final look is more
pixelated and grainier, with occasionally shaking to emulate the effect of bad signal.
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These 2D expression and effects were designed by AfterEffects, and exported in the
form of 2D image sequences. In the process of practice, a more convenient application
method of expression animation had been found, which made it easier for designers
to make expression move on characters’ faces. Rather than applying facial expression
animation in Maya, 3DMax and so on, then editing and composing in Unity3D in the
traditional process, designers can directly compose 2D animation in Unity3D. This is
done by giving the character’s face texture a render script in Unity3D:

{ 
public Texture[] textures;
public float changeInterval = 0.33F;
public Renderer rend;

void Start()
    { 

rend = GetComponent();
    } 

void Update()
    { 

if (textures.Length == 0)
return;

int index = Mathf.FloorToInt(Time.time / change-
Interval);

index = index % textures.Length;
rend.material.mainTexture = textures[index];

    } 
} 

However, this will lead to the uncontrolled playing time of the characters’ facial expres-
sion. The actions of animated characters are interactive, and the designers need to accu-
rately arrange the appearance time of each expression of the characters, which often
requires the coordination of body movements and words. Therefore, a script to start
playing was also added to the facial texture component, and the designer can control the
functions of playing and stopping of different 2D expression with one or more buttons.
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{ 
private textureS_TEST Switcher;

void Start()
{ 

Switcher = GetComponent();
} 

void Update()
{ 

if (Input .GetKeyUp (KeyCode.Space))
{ 

Switcher.enabled = !Switcher.enabled;
} 

} 
} 

4 Scene Art Design

Most of the scenes in animation do not exist in the real world and their production
depends on the rich imagination of the designer. The animation TeleRadio is based on
the low poly style (see Fig. 6), which emerged around late 2013 as a specific style [7].
This seeks to highlight the idea that the world can be represented by a composition
of shapes, which makes it a self-aware style that is intentionally vague. Hence, in the
unrealistic world of X-star, the low poly style is undoubtedly the best choice to achieve
the visual expression and easy operation. Thanks to the Unity Assets resource base,
after obtaining the license, the author began to consider how to arrange and combine
these low-poly models appropriately. In the story, X-star is an unrealistic polar planet.
Therefore, snow-capped mountains, crystals and ice rocks were added to the scene. In
addition, a large sea was designed outside the characters’ acting area to make the scene
look less closed and broaden the visual range.
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Fig. 6. Low-poly scene and bonfire

All of the above are cool tone, in other words, it will give the audience a cold feeling,
but the plots of the story are warm. Consequently, a continuous bonfire was designed in
the central area, and the contrast between cold tone and warm tone in the scene is the
thematic concept that TeleRadio is trying to convey: there is also warmth even in the
coldest places.

5 Montage and Cinematography of Animation

Animation is also the same visual art as film. In addition to its own unique artistic
expression, it also needs the addition and evolution of cinematography in animation. The
cinematography is of great significance for improving visual expression. Some animators
only consider composition design rather than cinematographic design, just using plain
shots to tell the story, plots or movements, which makes the picture boring. Therefore, in
short animation TeleRadio, the composition and camera motion were carefully designed
and combined together in a rule of montage.
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Montage is a major narrative and expression method in movie art. As an artistic
technique of connecting the shots and giving newmeaning to them, it is also an important
way of animation narration. Through the montage method, different scenes and objects
of animation shots are connected together to generate different visual expression.

Even though part of the montage theory of traditional films is mature enough and
suitable for direct application in the field of animation, the technology of shot switching
of animation is completely different form that of traditional films. There is no real
shooting scene in the production process of 2D animation. All cameras are put into the
virtual scene of animation software as components. In the process of using Unity3D
to create 2D animation, the camera movement and the switching between the shots are
achieved using C# script. This allows multiple sets of shots to be switched on a timeline:

{ 
public GameObject Cam1;
public GameObject Cam2; 
public GameObject Cam3; 

void Start()
{ 

StartCoroutine(TheSequences());
} 
  

IEnumerator TheSequences() 
{ 

yield return new WaitForSeconds(10);
Cam2.SetActive(true);
Cam1.SetActive(false);
yield return new WaitForSeconds(4);
Cam3.SetActive(true);
Cam2.SetActive(false);

}
} 

The traditional main shot pattern in Hollywood is composed of ‘positioning shot –
panoramic shot – medium shot – close shot or close up shot’, which is a typical forward
montage language. It is usually used at the beginning of a story or narrative passage.
The large perspective shot is used to describe the environment or to exaggerate the
atmosphere, while a close- up shot is used to describe the process of the characters’
action. This is also one of most common opening methods used by animation directors.
TeleRadio also begins with this theory (see Fig. 7):

Shot 1: distant, describes an empty shot of the polar landscape of X-star;
Shot 2: panorama, the tv robot comes in and sees the radio robot;
Shot 3: close up (insert), describes the expression of tv robot;
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Shot 4: close, describes that the radio robot is near the fire;
Shot 5: close up, describes the sad emotion of radio robot;

Fig. 7. Forward montage in TeleRadio

Obviously, themain characteristic of forwardmontage is straight and concise.Mean-
while, many animation directors will use a kind of shot switching mode of reversal
shooting cycle for dealing with the scene of two-person conversation. This theory was
applied in TeleRadio while the robots talked to each other, in which the reversal shot
alternate to enrich the visual expression of these shots (see Fig. 8).

Fig. 8. Reversal shot in conversation scene

6 Post Processing with Diverse Digital Tools

In terms of post-processing of shots and clips, the cooperation of various digital tools has
improved visual expression of animation.TeleRadio used theUnity Post Processing plug-
in to conduct advanced adjustment for image saturation, brightness, hue, shadow as well
as depth of field (see Fig. 9), then saved them as LUT for subsequent use and adjustment.
In addition, TeleRadio used the Unity Recorder plug-in to real-time render each shot of
the animation in 4K resolution, then connected with post-processing software such as
After Effects (AE) and Premiere (PR), which provided a powerful workflow to create
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Fig. 9. Contrast between BEFORE and AFTER

animated videos for a high visual effect. The powerful processing functions of AE for
2D graphic animation helped me complete the high frame rate output of characters’ 2D
facial animation, which were rendered on the character’s face as a sequence of PNG
images. In addition, the opening title animation was also developed and rendered in AE.

Thus, the development of diverse digital tools provides a platform for animators
to achieve their creative ideas and plays a crucial role in the improvement of visual
expression of animation (see Fig. 10).
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Fig. 10. Diverse digital tools supported the production of TeleRadio

7 Conclusion

In this research, the author found that the visual expression of 3D animation requires
the coordination of various elements, including but not limited to the visual design of
characters, scenes art, cinematography of animation and post processing.As an animator,
if the animation is designed from the perspective of visual expression, the quality will
be improved. Next, we hope to improve and enhance this animation content in the future
work, and actively explore other valuable research topics.
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Abstract. In this chapter, contributions from EAI DLI 2021 show that inno-
vative designs and learning can be considered as a bricolage allowing designers
and researchers to deploy available strategies and methods to create new
approaches and techniques. It further puts forward participatory design per-
spectives by emphasising innovative designs and learning as social activities
opening up for new potential to organise learning environments. The contri-
butions show how this connects exploration to innovative designs and learning
by opening to questioning, ideas, and intentions to imagine things differently.
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1 Introduction

1.1 Scope

Where should innovative designs and learning come from? The contributions in the
final part of the EAI DLI 2021 Proceedings elaborate on different ways in which
innovation can frame design and learning and, thereby, they are all focusing on
innovation but from different angles. A common thread among the contributions relate
to their study of the role of prototypes and frameworks for fostering learning through
design. In this regard and inspired by the work of Levi-Strauss, Louridas [1] empha-
sises that design, based on its pragmatic, adaptive, and pluralistic nature of its practice,
is a kind of bricolage. Aligned, Yee [2:464] states that research that is based on the
concept of bricolage allows researchers to “deploy available and established strategies
and methods”, and “grant them licence to create new tools and techniques”. The author
continues by arguing that “multi-perspectival and interdisciplinary characteristics of
bricolage lend itself well to the nature of design questions” [2:464]. The contributions
also put an emphasis on various moments of interaction and questioning between
artefacts and learners/users, hence actively involving them as key stakeholders in the
creation of concepts. This builds on a participatory design perspective, where the
contributions highlight innovative designs and learning as social activities and as such
having potentials to organise new collaborative learning environments [3]. Design has
for several years taken the form of participatory design and in Scandinavia, there is a
strong tradition of working with design in close collaboration with stakeholders [cf. 4].
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The contributions in this part of the proceedings show that participatory design pro-
cesses constitute fruitful ways to foster exploration by means of different technology
and techniques, connecting exploration closely to innovative learning in the form of
questioning as acts of making and breaking. Such acts are characterised by being open
to existing ideas and a willingness to imagine ways in which things could be done
differently (i.e. considering what if) [5].

The first contribution in this section addresses the questions of how to investigate,
approach, or act on contemporary challenges in a constantly evolving society. The
second contribution focuses on how a pedagogical integration of digital game-based
learning (DGBL) can be designed to facilitate learning including a consideration of
classroom settings and barriers. The third contribution discusses different kinds of
questions and the ways they can be distinguished by their intentions - generic gener-
ative questions, consequent questions, and pointed questions. Finally, the fourth con-
tribution targets an understanding of whether students were motivated to learn how to
programme and model 3D objects immersed in a virtual environment.

The following text snippets elaborate from each contribution to further assist
readership.

2 Perspectives on Innovative Designs and Learning

The paper by Eva Brooks, Susanne Dau, and Staffan Selander, presents three different
perspectives on how to approach learning and design in innovative ways. All per-
spectives address the questions of how to investigate, approach, or act on contemporary
challenges in a constant evolving society. The authors argue that this demands for
learners’ generic and lifelong learning skills. The first perspective introduces an epis-
temological framing of design and learning across shifting boundaries. Here, the
authors discuss a macro level of people’s engagement in the world and thus in design
and learning processes, where they emphasise the connection between wayfinding and
design and point to that learning is embedded in the process and interconnection
between entities such as people, artefacts, and spaces. According to the authors, this
contributes to creative exploration in wayfinding offering possibilities to capture
complexities in learning and design processes. The second perspective focuses on
design and play processes including teachers and children engaged in exploratory
activities, where sensitivity to material and immaterial resources are central in the
interaction between the participants in the study. More specifically, the authors argue
that exploration through ‘making and breaking’ as well as material (prototyping) and
immaterial (imagination) interactions have an essential impact on children’s innovative
design and learning. In addition, the paper underlines the importance of enabling
sufficient space for the children’s exploration and breaking of boundaries. The third
perspective is positioned within a collaborative design framework in educational set-
tings. Here, the authors emphasise context and sequences, framing and fixing points,
and choice of material and semiotic resources as essential to express or represent
knowledge. In this way, they understand learning as a collaborative and creative
process, where sketches and pattern designs contribute to the development of meaning
and understanding. Although these three perspectives acknowledge different aspects of
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innovative design and learning, together they illustrate how different approaches reflect
different points of departure for researchers working within the areas of design and play
for learning.

3 Pedagogical Integration of Digital Game-Based Learning:
Processes Involved

The contribution by Eva Brooks and Jeanette Sjöberg, presents a study of a peda-
gogical integration of digital game-based learning (DGBL); how it can be designed to
facilitate learning including a consideration of classroom settings and barriers. The
paper is based on Yrjö Engeström’s activity system framework focusing on peda-
gogical functions and opportunities of DGBL as a teaching method, and the interplay
between resistance as an obstruction or as an opportunity. Methodically, the study is
based on a qualitative approach, where the authors have investigated two separate
workshops including twelve teachers and one toy- and game designer. These work-
shops were designed to provide a framework for early childhood teachers to evaluate
potentials and challenges of DGBL. Based on the outcomes of the study, the authors
argue that for teachers to implement DGBL in teaching activities, they need to have
knowledge about games to reason about and assess issues of game design mechanics in
relation to pedagogy. By learning about games in terms of their design and mechanics,
the participants became confident, which according to the outcomes of the study
contributed to their interest and motivation to understand how this influenced a game’s
subject specific value. Hence, the authors further state that the workshop structure
functioned as a support of the participants’ professional learning through processes of
assessing digital games designed for learning.

4 Questions and Appraisal of Curiosity

Questions, not answers, push innovative thinking. This statement constitutes the core of
the paper by Melvin Freestone and Jon Mason. The paper discusses different kinds of
questions and the ways they can be distinguished by their intentions - generic gener-
ative questions, consequent questions, and pointed questions. The authors illustrate this
in the form of a three-folded model identifying processes of and circumstances for
applying these questions. The authors further emphasise this model as a question-led
learning dynamics within a “big ideas” frame of mind, where the three kinds of
questions strive towards an action orientation embracing a design orientation, strategic
questioning, and tactical questioning respectively. The paper describes questions as an
entrance to curiosity, where specific curious relations, which counterpoint related
concepts for exploration, for example showing that ‘what is it like’ questions relate to
form, and ‘how does it work’ questions to function. In this regard, the authors underline
that such relations increase complexity within certain kinds of questioning. Further-
more, the paper shows how appraisal of inquiries navigated by curious questions
should be articulated by common educational concepts and practices and as such
having implications for innovation and creativity.
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5 Students’ Perceptions Exploring a WebXR Learning
Environment

This paper by Bárbra Cleto, Ricardo Carvalho, and Maria Ferreira is based on a case
study targeting an understanding of whether students were motivated to learn how to
programme and model 3D objects immersed in a virtual environment. The study
involved three computer science teachers and 29 first-year students from three different
high schools participating in information management and programming courses. The
authors assume that immersive web environments can be ideal for schools to explore
and investigate potentials of such tools in distance education particularly when it comes
to experiential learning. Methodically, the case study is based on a combination of
quantitative and qualitative data in the form of questionnaires, video recordings, and
field notes. As a framework for the data collection, the authors designed a pedagogical
intervention, where the students were challenged to programme their own 3D objects to
develop programming skills required by the curriculum. The paper thoroughly
describes the intervention and data collection procedures. The authors point to results
showing the students’ interaction and collaborative learning together with their peers.
Despite the fact that the students from the start had high expectations regarding the
opportunity to use the immersive web environment for learning about programming,
they showed motivation and enjoyment in the activity, which is aligned with related
research.

6 Epilogue and Acknowledgements

This final section, Innovative Designs and Learning, presents four contributions to
promote readership of each paper presented in the following chapters. In doing so, the
authors of the present chapter acknowledge the authors of each contribution, whose
original work was presented at the EAI DLI 2021 online conference events on
December 2nd, 2021.
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Abstract. Digitalization has changed ways of learning as well as challenged
conditions for creativity in different landscapes of learning. This raises questions
about how to approach learning and design in new ways. To address these queries,
this conceptual symposium paper presents three perspectives on how innovative
designs and learning in analogue and digital activities can promote newmetaphors,
theories, andmethodologies to study these kinds of processes. The first perspective
adds a focus on the environment and spaces based on ecological understanding
of design and learning with a pivot point on boundaries and people’s wayfind-
ing. The second perspective adds a focus on activities with artifacts and people’s
engagement in creative and playful processes of making and breaking as part of
a design and learning process. The third perspective takes the position of col-
laborative design in educational settings, with a focus on context and sequences,
framing and fixing points, and on the choice of material and semiotic resources
to express/represent knowledge. Despite differences in these perspectives, they
can be used in different educational practices to understand people’s engage-
ment in design and learning. The paper shows that differences in perspectives not
necessarily represent division or disagreement, but rather exploratory routes that
can generate new learning, understanding and resources to approach societal and
educational challenges.

Keywords: Innovative designs · Learning · Knowledge representations ·
Learning ecology ·Wayfinding · Play · Exploration ·Material interaction

1 Introduction

Digitalization changes people’s everyday life, not the least what concerns information
seeking, patterns of communication and ways of learning. This change therefore affects
and challenges education (and traditional instructional learning) as well as the condi-
tions for creative development in different areas. Given these challenges and the growing
complexity of learning and design, there is increased interest from both researchers and
practitioners in finding new ways of understanding and fostering people’s engagement
in learning and design activities. Accordingly, our purpose is to address this issue by
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suggesting three distinct but overlapping perspective of applying and understanding
innovative designs and designs for learning, with a focus on (1) conditional framings
for learning and design; (2) design as play; and (3) designs for learning. To assemble
these three perspectives, we begin with introducing essential conceptualizations of each
of them, including an identification of their commonalities. We next elaborate on the
three perspectives and propositions illustrating aspects that are likely to elucidate inno-
vative learning and design processes. It is our hope that these clarifications eventually
can contribute to identifying opportunities for future work within these three lines of
understanding people’s engagement in learning and design. A conclusive discussion
ends the paper by synthesizing the three perspectives and their propositions of studying,
approaching, or acting on contemporary challenges in a continuously changing world.

Importantly, we do not intend to be exhaustive with our explorations, rather the con-
structs we chose are intended to exemplify possibilities for researchers and practitioners
in the field of designs for learning. Implicitly, this is intended to highlight directions for
future inquiry.

2 Towards a Turn in Educational Thinking

The above-mentioned changes put a new, overall interest on lifelong learning – in terms
of creativity, reflection, collaboration, problem solving, adaptability and communication
[1]. In the educational sector, this has been discussed by OECD in term of 21st Century
Skills (or Competences) to prepare the younger generations to handle messy problems,
uncertainty, and divergent interests. Interesting enough, this also calls for a new interest in
Bildung (and fronesis), not only in new skills. Play and learning are no longer opposites,
rather aspects of engagement [2–6]. These are examples of propositions that are issued in
the contemporary debate on digitalization, learning and design in educational and design-
oriented research and practices. The three perspectives proposed in the present paper put
forth such propositions and statement by introducing learning ecologies to understand
and analyze complex learning processes. Furthermore, to discuss how creativity and
play can act as tools to support practitioner as well as researchers in designing for and
researching play experiences. Finally, to elaborate on designs for learning as material
and semiotic resources that can be used during the study and performance of different
learning sequences. Thus, all three perspectives address the processes of learning and
design from an epistemological, to a practical and analytic viewpoint.

2.1 Innovative Designs and Learning

The first perspective describes on a general level the epistemological framing of design
and learning across shifting boundaries, characterized by wayfinding across evolving
contextual settings, blurred boundaries, and ecotones (where people and environment
are interrelated). In this section, a learning ecology approach is applied to understand the
complexities of design and learning processes related to spaces and places. It is stressed
that the understanding of the complexity of learning and design processes are afforded by
wayfinding, and people’s individual and collective knowledge creationwithin continuous
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evolving learning environments. Thus, the frameof an ecological understanding is argued
to capture the complexity in design and learning processes at an epistemological level.

The second perspective describes design as play. It takes another approach to inno-
vative learning and design framed around the actions of people as designers. This part
addresses howdesign, learning andplay are connected processes creating powerful learn-
ing opportunities across different areas of development. It is stressed that a design process
involves explorative actions and hands-on activities with artefacts. It is also stressed that
this is a social process, where not only materiality talks back to the designers but also
other people participating in the design process. The idea of making and breaking seem
to be an essential part in the design process allowing the participant to create, re-design
and gain new knowledge through iterative cycles of inquiry.

Finally, the third perspective focus on designs for learning and knowledge represen-
tations, performative and collaborative learning settings, and virtual cases.

All the three presented perspectives on design and learning offer a way to apply and
understand people’s engagement in learning and design. Despite the differences between
these approaches, they share a mutual understanding of design and learning, which goes
beyond the idea of fixed processes and certain steps. Design and learning are seen as
situated and complex activities, where people, spaces, places and artefacts are influenced
by and affect each other.

3 Epistemological Framing of Design and Learning Across Shifting
Boundaries

Emerging technologies and people’s use of these technologies are continually under
development. These technologies are created to afford people’s needs and to meet exist-
ing challenges. Many emerging technologies seem to be crossing borders between dif-
ferent professions, e.g., from the leisure industry to educational settings. For instance,
games and game principles are developed and redesigned to game-based learning design
and virtual reality is changed to accommodate educational purposes. The border cross-
ing of people’s use of technologies calls for theoretical perspectives on design, learning
and innovation inspired by ecological thinking. Ecological thinking offers a frame for
understanding the complexity of design in learning and a frame for design for learning,
as it provides an understanding of knowledge creation in a complex and interconnected
world where emerging technologies, networks and knowledge modes are under continu-
ous change and development. Learning ecology perspectives contribute to a conceptual
frame embracing existing challenges of navigating a technology-rich and continuously
developing society. Working from a learning ecology perspective contributes to a lan-
guage for people’s interactions and activities across different environments. The eco-
logical approach accommodates circumstances under which people can gain lifelong
learning skills [7]. For instance, Siemens [8:54] stresses that a learning ecology frames
the space in which learning occurs in a way where knowledge is shared, co-created, and
recreated and in a mode where experimentation and failure are recognized as a part of
a learning process. Thus, a learning ecology approach offers a dynamic perspective on
learning as ubiquitous, dynamic, and flexible.
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3.1 Between Boundaries

Moreover, a learning ecology approach gives researchers an epistemological frame for
investigating people’s interaction across settings and agencies [7]. From a learning ecol-
ogy perspective, it is also recognized that boundaries are permeable, blurred, andmultiple
and that the environment and people mutually influence each other [9]. The concepts
of ecotones and ecoclines are in this paper suggested for the conceptualizing of these
permeable and blurred boundaries. Ecotones and ecoclines are border zones where there
is a rich diversity and emerging of new “species”. In these spaces between borders, the
concept of species can be understood broadly and metaphorically as both technologies,
learning design, people, and other entities. The people’s border crossing design and
learning processes are here framed by the metaphor of “wayfinding”.

Ecotones and ecoclines are concepts derived from biology. Ecotones are character-
ized as the zones where two ecosystems meet and are in tension. These zones might have
vastly different forms. For instance, such zones can be blurry, sharp, or even mixed in
different ways [10]. Ecotones are generally defined as ecological transition zones with
gradients and diverse vegetation between two relatively but homogeneous ecological
communities. However, van der Maarel [11] has stressed a need to distinguish between
ecotones and ecoclines. According to van derMaarel [11], the difference is that ecotones
represent a stressful zone of coincidence contrary to ecoclines which are characterized
to be more stable but still heterogeneous.

3.2 Humans’ Wayfinding in Learning and Design

Wayfinding is a concept that has been used in social anthropology, psychology, and geog-
raphy [12–14]. Golledge [13] represents the psychological understanding and describes
it as people’s travel or search for different purposes, where environmental knowledge
is acquired. Simonsen connects wayfinding to practice, spatiality and embodiment in
her approach based on social analysis/human geography: “Active bodies, using their
acquired schemes and habits, position their world around themselves and constitute that
world as “ready-to-hand”, to use Heidegger’s [15:107] expression. These are moving
bodies “measuring” space in their active construction of a meaningful world. In taking
up or inhabiting space, bodies move through it and are affected by the “where” of that
movement. It is through this movement that space as well as bodies take shape. Inhabit-
ing space is about “finding our way” and how we come to “feel at home”. It, therefore,
involves a continuous negotiation betweenwhat is familiar and unfamiliar, making space
habitable but also receiving new impression” [15:153].

Ingold [12] is working within the field of social anthropology, and he describes
wayfinding as the process where: “…people ‘feel their way through a world that is itself
in motion, continually coming into being through the combined action of human and
non-human agencies” [12:155]. The difference between Ingold and Simonsen’s under-
standing of wayfinding is that Ingold acknowledges that wayfinding is a matter of people
traversing a fixed environment and the interaction between the human and the environ-
ment, e.g., as when peoples are placing their footprint in nature. Ingold´s understanding
of wayfinding has been found to accommodate contemporary understandings of learning
as wayfinding [16, 17] and learning ecology designs [7]. Learning as wayfinding is here
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argued to be a metaphor capturing human’s knowledge- and identity development here
understood as learning. It is not a pre-fixed goal-oriented approach to learning. Instead,
it is a process of mapping the learning landscape and finding paths in movements, either
physical or mental. It is also a process of interconnections between people and other
entities crossing borders and finding their way through new knowledge, understanding
and development of oneself or new ideas and knowledge in the ecotones. Sometimes
this process might be stressful and flourish in these kinds of ecotones, as in the case in
accommodative cognitive processes and when learners are traversing previously gained
knowledge. Sometimes the process might be more smoothly but still adding new knowl-
edge, just as in ecoclines and assimilative cognitive processes. An example of how the
landscape forms people’s journeys is, when people are hiking in the Norwegian moun-
tains, they search for and try to follow the paths of previous peoples walking and might
be lost and have to find their way, but sometimes they are supported in their pathfinding
by the cains placed by ancestors. This example can be transferred to educational settings,
e.g., when students try to find their way and gain new knowledge through experimen-
tation supported by previous learning experiences and knowledge. However, people are
often not alone in their learning journey and besides the learning environment supporting
their knowledge development, peers, teachers, and artefacts such as books, technologies,
and smartphones at hand scaffold learners’ journey.

Thus, an ecological approach to learning as wayfinding seems to offer a frame for
understanding the process of design in learning and development, as the movement in
design processes. These are characterized by abductive processes of research, ideation,
sketching and generating design patterns embedded within a particular environmental
zone, is stressed to be a process of wayfinding, and thus mapping and mapmaking just as
Ingold [12] described it. In this sense, it is argued that the ecologicalmetaphor of learning
as wayfinding can deepen our understanding of the learning process and the learners
involved [17], particularlywith respect to understanding learners as knowledge landscape
designers and way finders embedded in contextual settings navigating, mapping and
mapmaking ecotones and ecoclines.

The connection between wayfinding and design as learning lies in the process and
the interconnections between entities, e.g. people, artefacts, and spaces (mental, phys-
ical, and digital). In this way, the creative exploration in wayfinding can be equated
with a design process in modern learning activities within the ontological framework
of ecological thinking. By extending the understanding of design processes to a frame
of ecological understanding of learning as wayfinding, the complexity of learning and
design processes are captured, acknowledging the learning trajectories of people’s indi-
vidual and collective mapmaking and thus their knowledge creation across continuously
evolving spaces, places, and ecotones.

4 Designing as Play

This section explores another perspective on innovative designs and learning by focusing
on design and play situations and processes where educators and children are, or attempt
to be, explorative and sensitive to material and immaterial resources when designing
and playing together. Design and play can be seen as being at odds with each other, yet
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they share similarities. On the one hand, both promote curiosity and exploration, which
supports interest and acquisition of knowledge. On the other hand, design typically leads
to solutions of problems, whereas play is considered as an open-ended asset encouraging
imagination. Similarly, designers curiously ask the question “how” in order to get to a
desired solution, while playing humans imaginarily ask the question “what if”. Still,
both questions reflect a wonder about the creation of a possible future.

From a design perspective, Stappers [18] refers to an act of designing as the locus
where new ideas become alive when they are confronted with the world. Such confronta-
tions lead to an instantiation of a designed idea in the form of prototypes. Zimmerman
et al. [19:493] state that this is a way for designers to create “a product that transforms
the world from its current state to a preferred state”. Sutton-Smith [20], a recognized
play researcher, emphasizes the variability of play, where he acknowledges its quirk-
iness, redundancy, and flexibility. He states that play is not any trivial activity, but a
powerful human asset for explorative interactions between people and the environment.
This puts forward the concept of play as a somewhat disruptive activity that can foster
novel idea generation by processes of making and breaking novel and traditional ways
of interacting with the world.

In relation to the focus of the present paper, we argue that it is in this contradictory
as well as overlapping crossroad between design and play where innovative designs and
learning situations can emerge. In addition, we emphasize that such making and break-
ing processes are pivotal to nurture innovative design and learning. This by reinforcing
and enabling us to ask questions of how and what if to support actions of connect-
ing, decoupling and re-connecting ideas and hypotheses, i.e. making and breaking in
prototyping-like activities. As such, both material and immaterial interactions are high-
lighted. Next, we will unfold designing as playing in terms of exploration through a
material lens.

4.1 Exploration Through Making and Breaking

Explorative actions can be sparked by imagination and hands-on doings. In his book,
Linnell [21] illustrates how people involved in explorative activities orient themselves
in material, sensational and symbolic ways. In this way, the author describes the matter
of exploration as a complex and often unexpected chain of expressions. In the design
domain. Such expressive processes might be described as emergent, while in the field of
play they could be described as social forms of imagination. Vygotsky [22:11] stated that
“A child’s play is not simply a reproduction of what he has experienced, but a creative
reworking of the impressions he has acquired.” Understanding exploration in this way
means that what a child does is combining prior experiences to create a new concrete
situation. This is the essence of imagination. Thus, the significance of exploration has
to do with being motivated to follow one’s interest and imaginary experimentation with
ideas. By opening space for design as play processes, designers and educators must
constantly explore the interests, ideas, and motives of children. This would imply that
perspectives of children themselves come into play [23], which would have important
implications for adult-child relationships. This, in turn, would nurture innovative designs
and learning. Design has taken the form of co-design [24]. In theNordic countries there is
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a tradition of working with design in close collaboration with stakeholders; participatory
design [25].

Participatory design and co-creation are fruitful ways to foster exploration, in par-
ticular when mediated by digital and analogue tools connecting exploration closely to
acts of making and breaking [26–28]. These kinds of acts correspond to both design and
play by proceeding through iterative and imaginative cycles considering the wonder of
what could be as well as perceived fuzziness [19, 29, 30]. Our previous studies includ-
ing a combination of analogue (foam clay, LEGO, paper, cardboard boxes, foam bricks)
and digital (robotics, Mindstorms, VR and digital games) resources in children’s early
years’ education [26, 27, 31, 32] have shown that this combination promote children to
explore boundaries, negotiated strategies to sustain their imaginative exploration. They
were increasingly inspired by testing their ideas by making them in, for example clay,
LEGO or Mindstorms and then, breaking them apart and trying new things. Thus, we
argue that material interactions and what if spaces for children to become inspired and
experience both contradictions and desired outcomes.

4.2 Material Interaction Through Prototyping

Material properties can help in envisioning innovative designs as well as learning about
boundaries of the material itself. Texture, on the other hand, can communicate material
properties through its material appearance. Attention to details can add value to material
interaction in terms of their aesthetic quality and offer insights into how they can be used
to give form to a design. Focusing on wholeness has to do with an overall composition
[33]. Considering Wiberg’s [33] approach, we claim that prototyping becomes a cen-
tral anchor when it comes to bringing material interaction to life. Furthermore, acts of
prototyping frame ideas and imaginary wonders that are in play, which also force peo-
ple to discuss, critique and reflect. Prototyping as an activity constitutes an unfinished
work and hence open for experimentation and sensing of future situations [34]. In this
way, material interaction becomes more than a conversation with the material and more
than a representation of concepts or ideas. As such, it extends Schön’s [35] statement
that materials talk back to designers. We would argue that material interaction through
prototyping brings inspiration and sensation, which in turn have an important impact on
innovation, design, and learning.

To exemplify, when children in our studies should transform a centicube-model of a
house to natural size by means of cardboard boxes, the centicube-model and cardboard
boxes provided an in-depth understanding about mathematical concepts as well as of
the materials’ constraints, possibilities, and textures. The children were concerned about
how they should communicate the details of the full-size house of cardboard boxes so
that their intended centicube design could be properly understood by the others. This
clearly spurred, directed, and inspired their prototyping activity.

To sum up, it was not only the environment and the material resources that offered
making and breaking as well as prototyping experiences, but also the way in which the
facilitators stoodback and enabled sufficient space for the children to explore and to break
boundaries. Following the children’s ideas and interests meant that the facilitators were
not only flexible in their support of the children’s actions, but also that they themselves
explored possibilities to support the children’s experiences in the pursuit of continuous
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learning. Hence, we emphasize the impact of material (prototyping) and immaterial
(imagination) interactions as this, when melded together, contributes to change and
diversity. Expressed differently, such interactions have a sustained impact on children’s
innovative designs and learning.

5 Designs for Learning

The concept of design can be givenmany different meanings. It is both a verb and a noun,
and it can denote a process as well as a product. It could further denote a field of research
as well as a theoretic approach or a method that is used for doing research [36]. Design
could be understood as a way to construct a prototype for mass production of a specific
artefact, but it could also be the very process of investigating a phenomenon anew, and
to build up a new theoretic understanding – design (practice) as the prerequisite for
theory-building [37].

The traditional idea of design as “giving the thought a form” focused on form and
function, and on the aesthetics and usability of a product. Contemporary, collaborative
and process-oriented perspectives challenge this view, with a focus on function and
meaning [38].

In designs for learning [39–41], the focus is both on material and semiotic resources,
and how these are used during different learning sequences. We cannot “see” learning
as such, only the traces of learning and new knowledge in terms of new representa-
tion – how the learners are able to show what they have learnt and how they have
understood a phenomenon or a field of knowledge [42]. This is also a question of under-
standing how knowledge can be represented multimodally in different ways, and an
understanding of learning as a fundamentally dialogical process (epistemologically as
well as ontologically) [43].

To study learning from this point of view is to focus on context and sequences,
framing and fixing points, and on the choice of material and semiotic resources to
express/represent knowledge. Designs for learning thus also highlight existing “cultures
of recognition”: i.e. what is “seen as”, and “recognized as”, learning and knowledge
[44]. Representations and representational artefacts can be used to relieve or reinforce
cognitive processes, and also to coordinate different information units. This leads us
further to the idea of sketching and the construction of new design patterns.

5.1 Sketching

From a design-oriented perspective on learning, as shortly outlined above, learning can
only be studied in terms of sign-making and how knowledge has been transformed (or
re-designed) into a new representation. Thus, learning can be conceptualized in terms of
the (time-based) difference between someone’s capability to express things anew, to do
new kinds of analysis, to use new techniques or to use established techniques in a new
way. Away to study how someone conceptualizes, shows, and finalizes something learnt
(or a new idea) is by collecting information from the very process itself, highlighting
which elements that have been ofmost importance, which decisions that have beenmade,
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as well as which expressions that are most sufficient for (relevant) others to understand
the new idea (or what was learnt) [41].

In shared and collaborative design work, design representations aid to express
thoughts and ideas, and there is something shared and inspectable to critique and col-
laboratively develop further [45]. Moreover, in communication with stakeholders, to
communicate and present ideas of future systems and artefacts, their functionality and
future use. Hence, the process of creating design representations as well as the results
from it serve many complementary purposes.

5.2 Design Patterns

The concept of design pattern as originally introduced by architect Christopher Alexan-
der, consists of a three-part rule, which expresses a relation between a context, a problem,
and a solution [46]. In his work on design patterns, Alexander attempted to document
collective knowledge about urban design at different scales ranging from regions and
cities, to buildings, rooms and even to the detailed level of doorknobs. The idea of using
design patterns to share good examples of solutions to recurring problems has been
picked up in several and different fields of research and practice, e.g. within the fields
of interaction design, technology enhanced learning and education.

When design patterns have been used within the field of interaction design, design
patterns as a resource in the design work have proven to work both as a starting point for
design by providing examples, as well as an inspiration for the design of certain products
or processes. This could also be expressed in terms of going beyond the individual to
integrate social networks and digital tools in a networked society [47] which redirects
attention from tools to communities.

5.3 Participatory Pattern Design

Participatory pattern design, as rooted in the Scandinavian school of participatory design,
views (in this case) teachers as domain experts on teaching, who are invited into a
design process of developing a common resource of solutions to teaching problems.
Into this process, teachers bring their design problems or solutions having their origin
in their own teaching practice. Work and research within participatory design use a
range of techniques, methods and practices including different types of workshops,
design games, multimodal narratives, and constructions. By interacting and learning
in each other’s contexts, a mutual understanding between designers and participants is
developed. In addition to this, the patterns could improve design performance as well
as educate the designer/teacher. Accordingly, this includes not only practical gains of
capturing teaching experience in the format of design patterns, but also of the designing
of “learning places” (i.e. learning environments that are wanted by teachers and students
and constitute a coherent whole) for both teachers and learners.

6 Conclusive Discussion

In this paper,we have presented three overlapping perspectives on how to approach learn-
ing and design in innovative ways, but from different points of view. All perspectives
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address the questions of how to investigate, approach or act on the contemporary chal-
lenges in a continuously evolving society with demands for generic and lifelong learning
skills. Together, these approaches illustrate how different innovative approaches reflect
different ways of departure for researchers working within the fields of design and play
as well as design for learning.

The first perspective adds a focus on the environment and spaces based on ecological
understanding of design and learning with a pivot point on boundaries and people’s
wayfinding. The perspective addresses a macro level of people’s engagement in the
world and thus in design and learning processes. The perspective offers a deepened
understanding of learners’ learning process in and across spaces and places and in the
intersection between.

The second perspective adds a focus on activities with artifacts and people’s engage-
ment in creative and playful processes of making and breaking as part of a design
and learning process. This perspective expands the first by adding a meso and micro
level looking into how concrete playful designs can afford children’s and other people’s
exploration, problems solving and creation of new knowledge.

The third perspective takes the position of collaborative design in educational set-
tings from ameso perspective, with a focus on context and sequences, framing and fixing
points, and on the choice of material and semiotic resources to express/represent knowl-
edge. Learning is thus understood as a collaborative, creative process of developing
meaning and understanding by way of sketches and pattern designs.

To conclude, we started out by saying that digitalization not only changes ways
of learning, but it also challenges conditions for creativity in different landscapes of
learning, where a making and creating culture can expand on people’s knowledge acqui-
sition. Through the three different perspectives, we illustrated how innovative designs
and learning in analogue and digital activities can promote new metaphors, theories,
and methodologies to study these kinds of processes. Despite their differences, the three
perspectives on design, learning and innovation presented in this paper can be used in
different educational practices to understand people’s engagement in design and learn-
ing. Expressed differently, these perspectives share similarities by moving beyond an
understanding of design and learning as fixed processes.
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Abstract. Alignedwith the digital development in society, the use of digital game-
based learning (DGBL) as a pedagogical enhancement has increased markedly
in schools recently. However, due to various reasons, teachers are not always
as enthusiastic to adopt the new technology in their classroom. In this paper we
applyEngeströms activity systemas an analytical approach to understand teachers’
considerations of opportunities, resistance or barriers and pedagogical functions of
digital game-based learning as a teaching method. As related research has shown,
there is a lack of research answering the question of howDGBL could be designed
to structure and facilitate learning as well as of considering the classroom settings
and barriers of implementing DGBL. We attempt to contribute to these problems
by applying the activity system framework in the context of digital game-based
learning (DGBL), in particular the interplay between resistance as an obstruction
or opportunity and design of teaching activities by means of digital games. The
research questions posed in the study are: 1) How do teachers evaluate the designs
of digital games in relation to how they support or hinder learning? and 2) What
kind of constraints do teachers identify while translating educational games? The
study applies a qualitative approach and includes cases of two separate workshops
with a total of twelve participating teachers and one toy- and game designer. The
workshops were designed to provide a framework for preschool- and primary
school teachers to evaluate challenges and potentials of DGBL. Findings show,
among other things, that when a game does not offer exploration or encourage
curiosity, a game’s design becomes simplistic and children lose their interest,
revealing a gap between game mechanics and a game’s pedagogical relevance
and usefulness. Furthermore, by starting to question the relevance of games, the
teachers were able to appropriate digital educational games while assessing the
game’s value in relation to a subject-specific area.
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1 Introduction

Arguments that are often posed in the literature ofDigital Game-based Learning (DGBL)
indicate that digital games can offer enriched learning experiences compared to tradi-
tional teaching methods. It is still unclear though how this actually happens [1]. In an
attempt to elucidate this matter, researchers have investigated the use of educational
digital games in different subject areas as well as developed models and frameworks for
analysing games [1–3]. Besides providing explanations about digital games’ educational
possibilities and constraints, their motivational and social components to learning, they
do not fully offer an answer to how the games should be designed and structured to
facilitate learning. This is in line with a study by Kickmeier-Rust and Albert [4] which
questions the actual impact of DGBL and suggests that poor game design can influence
learning processes and outcomes.

Considering the arguments acknowledging DGBL in positive terms, the barriers that
teachers face when they try to optimise DGBL in their teaching are rarely conveyed [5].
Hence, understanding of these resistance and constraints is important to understand how
teachers translate digital games into their educational settings as well as understanding
the classroom practices in which game-based learning processes are intended to be
applied [6, 7]. For example, the choices that theymake, including pedagogical constraints
that they embody [5]. In her article, Kindred [8] suggests that resistance in learning and
at work can be considered as having a productive role in learning and self-development.
In contrast to traditional views of resistance as a constraint impeding learning, the author
proposes that resistance can be seen as a constructive and deconstructive process inwhich
people create bridges between past and present, during which people act as drivers of
change. To reveal such processes, we have applied activity system theory, where human
activity constitutes a context in which a constant dynamic movement, historically and
interactionally, takes place [9].

The present study investigates how 14 teachers in two workshops discuss and argue
while evaluating the design of digital game apps and their pedagogical benefits and
barriers or constraints and, furthermore, designing a teaching activity including digi-
tal game-based learning. The format and content of the workshops were intended to
also become a resource to facilitate their further implementation of DGBL. Research
questions posed in this study:

• How do teachers evaluate the designs of digital games in relation to how they support
or hinder learning?

• What kind of constraints do teachers identify while translating educational games?

The following section outlines related work to the topic of this paper followed by a
presentation of the theoretical framework and methodology. Next follows a description
of the outcomes of the study followed by a discussion and conclusion.

2 Related Work

The introduction ofDGBL in schools has increasedmarkedly in recent years [10], largely
as a result of an increasingly digital society. As mentioned above, previous research has
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pointed to the benefits of DGBL in various subject areas, such as language [e.g. 11],
math [e.g. 12] and science [e.g. 13]. The problem-solving and collaborative activities
are often highlighted as extra favourable for learning [14]. Despite this, several teachers
are hesitant about integrating the use of DGBL in their teaching for various reasons [15].
These are, for example, a lack of technology resources, technological turmoil, cost and
the teachers’ lack of knowledge to use technology [e.g. 5, 16, 17, 15]. In addition, there
is relatively little research that highlights the teachers’ views on the integration of DGBL
in teaching activities [5].

However, earlier studies have shown that both teacher students (i. e preservice teach-
ers) as well as practicing teachers have an ambiguous stance regarding the use of DGBL
in the classroom: on the one hand they believe that there is a great potential in using
games in educational settings and they considered games to be important educational
tools, but on the other hand they were reluctant to use them themselves in their own
teaching because they were unsure of how to incorporate, or if they wanted to bring
DGBL into their future classrooms [e.g. 18, 19, 20]. In a study with Danish teachers,
with the aim to discover teachers attitudes towards learning games and apps, Marchetti
and Valente [21] found three major attitudes emitted from the teachers: (a) designers of
content, teachers who were inventive with the technologies; (b) mediators, teachers who
see themselves between the content and the chosen tools; and (c) IT-concerned, teach-
ers who feel IT was something they had to learn in addition to their daily labour [21].
According to previous research of technology and/or games as a tool in the classroom,
the overall largest determining factor as to whether a teacher would incorporate DGBL
in their teaching or not is the teacher’s perception of “usefulness” [22, 23].

In a recent systematic review over research between May 2009 and May 2019,
Sun, Chen and Ruokamo [10] aim to unveil how digital game-based methods are being
implemented in primary education to assess how teachers’ pedagogical activities support
digital game-based learning in primary education. The results indicate among other
things that teachers’ most significant concern regarding learning outcomes is knowledge
acquisition, followed by attitude and motivation, skill outcomes, and behaviour change.
Hebert and Jenson [24] emphasise that it is a critical component of effective DGBL
to recognise the teacher’s role in designing and facilitating learning environments that
support DGBL, including adapting content to suit the needs of diverse learners. They
argue that teachers need to be provided with professional development that focuses
on cultivation of pedagogical skills, to create effective DGBL environments. Similarly,
an Israeli study by Hayak and Avidov Ungar [25], examined 28 elementary school
teachers‘ perceptions of the integration of DGBL into their instruction at different stages
of their career. The results show that teachers at different stages of their career express
different perceptions regarding the integration of digital game-based learning into their
instruction, which can be related to the need for professional development. In addition,
they identify key characteristics among teachers regarding patterns of adopting digital
game-based learning and implementing digital game-based learning in teaching with
relevance to professional development and teacher training [25].

The related work has shown that teachers’ understanding and implementation of dig-
ital games in teaching activities is a complex endeavour, which requires considerations
not only to games as such but also to how they fit to specific subjects and how content
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and design can support children’s learning. To be able to identify these aspects, we have
applied Engeström’s activity system as an analytical framework, which is introduced in
the following section.

3 Theoretical Framework

In this paper, we apply the activity theory as a theoretical framework. Hassan [26] points
out that this approach has a focus on different forms of practices and learning processes,
providing amodel of humans in their social and organisational context [26]. Activity the-
ory originated in the 1920s and 1930s by, among others, Vygotsky and Leontjev [27]. In
this original tradition, Vygotsky developed mediated action as a unit of analysis [28, 29].
Thiswas done as a triangular unity including subject, object andmediating tools and signs
(Fig. 1).

Fig. 1. The activity system as proposed by Vygostsky (1978).

The learning from this unit was the uncovering of the interaction between object and
mediating artefact [9]. Activity theory is extensively used in the field of learning, but
less used in the study of games [30–32].

Activity as a unit of analysis in activity theory focuses on interactions between subject
and object in a process where transformations are achieved. The interaction is mediated
by tools, which shape an ongoing interaction [33]. The original activity model proposed
by Leontjev (1978) was further elaborated by Engeström [27], where he described an
activity as a collective phenomenon conceptualised as Activity System in the form of a
triangle (Fig. 2). The three sides of the model represent the core elements of the system
(subject-object-community) and the corners represent the mediating means to the main
elements (tools-social rules-labour division). The activity as such is directed towards the
object resulting in an outcome. Engeström has further developed the model to include
a diversity of perspectives and interactions between several interacting systems, which
is conceptualised as Activity System Network [34]. An activity is not a static unit, but
rather a dynamicone.Continuous transformations happenbetween theparts of the system
based on, for example, changes in the subject’s motivation or skills or changes in the
labour division among the members of a community [9, 31]. Engeström [9] emphasises
that it is the object that constitutes a dynamic activity, which is why an activity system is
concentrated around its object as well as the contradictions between the different items
within the activity system.
Contradictions are central to the dynamics of an activity system as they generate distur-
bances and conflicts in a team. But they also stimulate innovative thinking and action



Pedagogical Integration of Digital Game-Based Learning 199

Fig. 2. The activity system as proposed by Engeström (2014).

and, thereby, potentially local changes [35]. Engeström and Pyörälä [36] identified that
such situations can be complex and risk becoming fragmented, for example when there
is not a common language or understanding between members in a team. This kind
of challenge calls for establishing new ways for practitioners to work collaboratively
towards the object, which Engeström [37] has conceptualised as acts of knotworking.
Knotworking represents a model for overcoming fragmentation of the object, which for
example could be through a team’s way of seeking ways to negotiate and combine their
different viewpoints of expertise. In this way, contradictions “do not speak for them-
selves”, but can be identified when practitioners articulate them in words and actions
[38:49]. Expressed differently, contradictions should be identified in their real and his-
torical progression. In her article, Kindred [8] argues that resistance in learning is critical
in the implementation of change. She furthermore addresses the engagement of resis-
tance, rather than its repression or avoidance, as essential for cognitive shifts reflecting
knowledge integration and thus resistance should be considered as a constructive activity.

This paper applies Engeströms activity system [27] as an analytical approach in
order to understand teachers’ considerations of opportunities, resistance or barriers and
pedagogical functions of digital game-based learning as a teaching method. As related
research has shown, there is a lack of research answering the question of how DGBL
could be designed to structure and facilitate learning as well as of considering the class-
room settings and barriers of implementing DGBL. We attempt to contribute to these
problems by applying the activity system framework in the context of digital game-
based learning (DGBL), in particular the interplay between resistance as an obstruction
or opportunity and design of teaching activities by means of digital games.

4 Methodology

The study applies a qualitative approach [39] and includes cases of twoworkshops (Case
1 and Case 2). The workshops were designed to provide a framework for preschool-
and primary school teachers to evaluate challenges and potentials of DGBL. Hence,
different apps were selected within the subjects of math, language, and science. These
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were introduced to the teachers complemented with an evaluation guide to be used for
valuing the apps’ learning designs, both regarding their content and form. The teachers
were divided into groups and each group should choose one of the game apps that were
introduced to evaluate.

Case 1 consisted of nine female teachers from schools in the south-west of Sweden.
The nine teachers (three from preschool and six from primary school) were divided
into three groups (two participants in group 1; four participants in group 2; and three
participants in group 3). The group of four teachers were working in the same school
and teacher team. The other two groups included teachers from different schools. Case
2 consisted of three male participants from north-east of Denmark; a preschool teacher,
a leader of preschools and an assistant professor in mathematics at a teacher education
programme. Moreover, an Indian female toy and game designer participated in Case 2,
where all four participants worked together in one group.

Each group had a workstation at their disposal, which was equipped with a fixed
camera facing the centre of each table and recorded the activities during the whole
workshop. In total, 400 min of video data was gathered. Additional 80 min of video
data from Case 2 were lost, which resulted in a follow-up interview after the workshop
to capture their further insights from the workshop. The data also includes the groups’
final presentations of their game evaluations as well as field notes by the two authors.

4.1 Apparatus

Before starting the workshop, the participants were introduced to some background
information and material. To start with, they received a general introduction to game-
based learning, for example that using games in education is not a new phenomenon
but has been around for decades. Furthermore, the introduction included some general
information about game mechanics and their implications in an educational context. For
example, that a game-based approach is based on rules, clear goals and includes choices
that when applied generate different consequences. Intentions and suppositions related
to games designed for learning were discussed, for example that they were supposed to
offer students opportunities to collaborate around specific game content and, thereby, add
a learning perspective to the gaming experience. Finally, the teachers were introduced to
categories of different games and their respective goals, for example collaborating games,
explorative games, problem-solving or strategic games and achieving goals games.

4.2 Procedure

After the introduction to the workshop, the participants were divided into groups and
started the workshop activities. The workshop was divided into four sections and lasted
for three hours. Table 1 illustrates the design of the workshop.

The introduction of the workshop clarified definitions of DGBL and game cate-
gories as well as the goal of the workshop. The chosen apps were presented and demon-
strated. Based on our previous questionnaire study [15], whichwas directed to teachers in
preschools and primary schools, we identified that teachers primarily used digital games
in the subjects of mathematics, language and science. This became the foundation for
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Table 1. DGBL workshop design.

Time Activities

14:00–14:15 Introduction of the workshop and the selected game apps

14:15–14:30 Workshop section 1: Exploring and testing the different game apps. Each
group chooses which one of the game apps to evaluate

14:30–15:20 Workshop section 2: Evaluating the chosen game app including a focus on the
game’s design and its learning potentials

15:20–16:10 Workshop section 3: Development of a teaching activity including the chosen
game appl

16:10–17:00 Workshop section 4: The groups present their teaching activity to the other
groups, including justifications of design choices. Closing and evaluation of the
workshop

the choice of including game apps within these subject areas. Tables 2 and 3 illustrate
the specific game apps used in Case 1 (Sweden) and Case 2 (Denmark) respectively.

Table 2. Game apps used in case 1 (Sweden).

Swedish language Mathematics Science

Spelling game (Stavningslek) Math bakery 1, 2, 3 (Mattebageriet) Chemist

School writing (Skrivstil) Critter Corral Twitter (Kvitter)

Letter puzzle (Bokstavspussel) Scratch Jr Butterflies (Fjärilar)

Yum letters (Yumbokstäver)

Table 3. Game apps used in case 2 (Denmark).

Danish language Mathematics Science

Leo & Mona reading fun (Leo
& Mona Læsesjov)

GOZOA - Play & learn
mathematics (GOZOA - Leg
& lær matematik)

The hero of nature (Naturens
helt)

The letter school
(Bogstavskolen)

Pixeline - The labyrinth of the
number master (Pixeline -
Talmesterens labyrint)

While Case 1 included a mixture of digital games and digital tools (e.g. Scrach Jr.), Case
2 included only digital games. In the workshop Sect. 1, the participants had time to test
the different game apps and choose one of them to further evaluate and design a teaching
activity including this app. This was followed by a longer session, workshop Sect. 2,
where the participants had time to test and evaluate the design of the game to get ideas
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and reflect upon how the game app could be used for a specific teaching activity. This
part of the workshop was assisted by a list of questions to guide the evaluation:

– What is the goal and value of the game app - is it pedagogically clear and convincing?
Why or why not? What are the learning goals of the game app?

– The interface of the game app - is it easy and efficient to navigate?
– What are the rules, control and other mechanisms of the game app? How can the
player learn and understand those rules and other mechanisms?

– Is the game balanced by for example, offering different game levels? If so, in what
way?

– What kind of mechanisms or values would encourage a child to play this game app
more than once?

– In what way has the game an aesthetic value?
– What kind of game - is it based on exploration, problem solving, contesting, or a
mixture?

– In what way is the game engaging and motivating?
– As a pedagogical expert, would you use this app in your teaching activities? Why or
why not?

In Sect. 3 of the workshop, the participants should develop a teaching activity which
should be based on the chosen app. They did not receive any guidelines for this activity
but were told that they should apply their pedagogical expertise, in particular related to
the learning goals that would apply to the chosen game. This was followed by workshop
Sect. 4, where the groups presented their digital game-based teaching activity for each
other and justified their included choices, game design features and pedagogical benefits.

The participants were informed about the study in writing and agreed to the video
recording of the workshop sessions by signing informed consent forms, including
approval of using the visuals for academic purposes. In line with ethical guidelines,
all names of the participants and their workplaces are anonymised (Fig. 4).
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Fig. 3. Some of the participants from the Danish case preparing their DGBL teaching activity
(Sect. 3 of the workshop).

Fig. 4. Some of the participants from the Swedish case presenting their DGBL designs (Sect. 4
of the workshop).

4.3 Analytical Approach

Engeström’s [27] activity system was applied as an analytical tool when analysing the
video recordings. Figure 3 shows how Engeström’s activity system model was used to
form a tool for the analysis of the participants’ evaluation of educational digital game
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apps and their design of digital game-based teaching and learning activities. By using
this as a conceptual model for the analysis, we could unfold complexities of concerns,
contradictions, and opportunities (Fig. 5).

Fig. 5. Teachers’ activity system analysis model as implemented in the study (adjusted from
Engström [27]).

Teachers’ activity system model depicts the participating teachers as subject and the
school as their community. The activity as such targets the object, to work with how
digital game-based learning (DGBL) can be implemented in their teaching activities
in respective schools, which result in concrete teaching plans of digital game-based
activities applied in different school subjects as an outcome of the activity. The corners
of the model are mediating to the subject, object and community and represent the tools
in terms of different DGBL apps, the rules including the curriculum, schedule, and
timetables and, finally, labour division which represent school subjects and age- and
class levels. We did not analyse all elements of the teachers’ activity system in detail,
but the model allowed us to identify triangulations in relation to the participants’ activity
(evaluation of a digital game app and design of a teaching activity including this app).
We were interested in what in their discussions and game app explorations gave rise to
concerns, which we, then, systematically analysed. However, we iteratively considered
less examined incidents to avoid missing out on configurations that could have bearing
on the overall activity. In particular, we were interested in:

• The subjects’ motivations when evaluating the digital game app and designing a
teaching activity including this app.

• The subjects’ use of the digital game apps.
• The interconnections between the subjects and the mediating game apps, rules (cur-
riculum, schedule, timetable) and labour division (school subjects, age- and class
levels).

• The interdependence between the subjects and the school community.
• The potential development of common understanding among the subjects in the group.

This means that we did not analyse each of the elements in depth, but had the subjects in
focus when triangulating their motivations, interconnections, interdependencies etc. Our
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systematic analysis of (i) identifying the incidents that were of concern by the partici-
pants and (ii) understanding the meaning of these concerns was inspired by Interaction
Analysis (IA) and carried out in x different steps, as described by Jordan and Henderson
[40]. Interaction analysis is used for empirical studies of human interaction, between
people and with the environment and the objects in it. This includes expressions such
as verbal and non-verbal interaction and the use of artefacts and technologies. This is
helpful to identify routines, problems and resources used for solving problems [40]. For
this, video documentation is crucial, i.e. to have the opportunity to play and replay a
series of events. The video recordings were transcribed and analysed according to the
principles of IA and presented in Table 4.

Table 4. Analytical steps in the interaction analysis.

Steps Activities undertaken

Step 1 Overall view of the material

Step 2 Identifying events

Step 3 Transcribing events

Step 4 Analysing events in relation to the activity system model

Step 5 Identifying themes

After the first three steps, as described in Table 4, we related the events to the activity
system model (as described in Fig. 3) and finally, based on the analysis of the events, it
was possible to identify three emerging themes: (1) Formation of pedagogical functions
of the digital games; (2) Discovering gaps in the digital games; and (3) Constructive
resistance. These themes are further elaborated in the below sections.

5 Analysis

The analysis unfolded constraints and opportunities while the teachers were evaluat-
ing their educational meaning and relevance of the games. Moreover, by focusing on
the games’ design, the teachers identified how they could support or hinder children’s
learning. This is described in the following subsections where the themes are unpacked.

5.1 Formation of Pedagogical Functions of the Digital Games

The first theme, Formation of pedagogical functions of the digital games, embraces how
the teachers considered the digital games as mediating tools in their teaching activities.
The design and structure of the games were in focus when the teachers tried to identify
their pedagogical functions, with emphasis on how the game designs supported learning.
Considering this, the discussions about what a game is or could be in an educational
context were necessary for the teachers to clear out before considering their pedagogical



206 E. Brooks and J. Sjöberg

functions. The below excerpt describes how teachers explore a game’s pedagogical
function by translating its content.

Excerpt 1
Case 1, group 3. The three teachers in this group discuss the app ‘Scratch Junior’, which
is more of a programming app than a game app - it is not a game in itself, but it admits
people tomake and play gameswith it. They are discussingwhat the game app is actually
about, what is possible to do with it, and whether or not it can be considered as a game.
Teacher 1: It is probably more problem solving… But there are no given problems. It is
not the case that you go into the app and have to solve different problems and advance
to different levels. That is not the case.
Teacher 2: And you should not collect points or… It is more like an educational tool.
Perhaps more that than a game.

In this excerpt, the teachers referred to basic game design criteria while assessing the
game that they had chosen. Through this process, they identified that the game perhaps
was not a game due to having other pedagogical qualities compared to a game. The
latter should include, for example, a clear goal, levels, and rewards. Here, the teachers
explored a common language to first understand what a game is and then, consider
its pedagogical potentials. Engeström and Pyörälä [36] identified that establishing a
common language and understanding between members in a group is essential in order
to avoid fragmentation of a topic.

The next excerpt exemplifies how the teachers tried to find out how a game could
enhance children’s learning. They did this by identifying that the game as such could
not stand by itself as a learning tool, but they as teachers needed to take on a mediating
role to establish a pedagogical relevance in relation to a specific subject (in the case of
this excerpt, the subject refers to mathematics).

Excerpt 2
Case 1, Group 2. The teachers are talking about how to introduce the game app they have
chosen to evaluate to their students in a teaching activity. The three of them have tried
out the game apps Math bakery 1–3 and are discussing how these apps can be integrated
in a learning context.
Teacher 1: For our third graders, we would say that here you have the opportunity to
rehearse differently, because here [in math bakery 1] you do not have to go through
line-up and such, but if it had been new, you would have had to talk about how to set
up … and have a lesson first, or if you have never worked with multiplication before.
Then you would have had to go through it. But multiplication is not put in the hands of
someone who has not done it before.
Teacher 3: …if you have a lesson and say 2 × 6 or 6 × 2, it does not matter because it
is the same. I think it’s good here [in Math bakery 3], it explains a lot, you can clearly
see that it does not matter.
Teacher 1: You need to connect it to a smartboard and show them [the school children],
or that you as an adult explain. So they know what they can get out of it. Otherwise it
will just be like, now you can play a little, that they focus on the game.
Teacher 2: Here you want them to test, so they can see how to line up.
Teacher1: Yes, but then you have to show them and explain.
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In this excerpt, the teachers highlight in what way the game app can be introduced
in a meaningful way depending on the previous experiences of the children. In doing
so, they put forward the importance of their own mediating role so that the students do
not just ‘play around’. This is in line with Hebert and Jenson [24] who underline that it
is critical for teachers to recognise their role in facilitating DGBL. The excerpts show
how the pedagogy of the game design is constructed when teachers act as mediators
between the students’ learning and the game content [21]. This is in line with previous
research stressing that teachers’ perception of digital games relate to how they consider
its usefulness in a pedagogical context [22, 23].

5.2 Discovering Gaps in the Digital Games

In the second theme, Discovering gaps in the digital games, there is a focus on what
the teachers are doing when they are “translating” the games. Gaps are types of breaks
or holes causing in continuities as well as breaks in understanding what is going on.
In the following excerpt, the teachers identified gaps between their own pedagogical
beliefs, which are also expressed in the Danish curriculum, and the games’ design. They
stress that the game cannot be used to enhance children’s learning as they represent a
completely different pedagogical angle. The curriculum related to early years’ education
emphasises children’s play and exploration of the world, while games directed to this
age group do not any of these matters.

Excerpt 3
Case 2, group 1. The teachers discuss game mechanics and state that digital games
for young children are based on simple mechanics and, even though the technique is
available, they do not offer the needed aesthetics or explorative narratives to be regarded
as a ‘real’ game. They discuss this in relation to game criterias. As detailed in the method
section, case 2 teachers participated in a follow-up interview and this excerpt is an extract
from this interview.
Teacher 1: It is a challenge to find good games that not only focus on learning, but also
have explorative opportunities.Most of what we find includes that the child shall manage
a level in a game and if you do not manage it, then, it is just a pity. You have to find
something else to do. This creates a bit of an A and a B team of game players. If you
cannot manage a level, you are out and not part of the playing team. Beside this, you
cannot be curious about something in these kinds of educational games. A game consists
of rules, that’s how it is, you cannot be curious about something, I mean, on something
that you jump into while playing.
Teacher 2: Something that we discuss a lot, in relation to how, that you on the one hand
have the necessary technique [to develop games that are more explorative] and, on the
other hand this about right or wrong answers or choices when you play this kind of game.
And if you transfer this to pedagogical thinking, then we come to that while playing this
kind of game the child will do something right or wrong. And the more you make the
wrong choice or answer wrong on a question in relation to what is expected from the
game design, the less explorative you become. You’ll stop exploring. What we lately
have talked a lot about in relation to level-based games is what is called sandbox-games.
This kind of game offers exploration for you to take your own initiatives towards what
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you yourself think would be exciting to do or explore. There are no right or wrong
answers. Not anything that needs to be solved in a certain way. If you cannot solve it
you leave it to another time and move on. Unfortunately, there are not so many games
in this genre. They are coming though. But where they are coming is in relation to adult
players, not children.
Teacher 1: Yes, that’s right. It is like this. In relation to technical issues, there are many
high quality, complex game alternatives for adult game players, but if we look at it
in relation to children, these games are simple, very simple. Regardless what game
you choose. There are no details like in adult games. So, children miss out on this extra
dimension, the aesthetics. Adult players can be involved in aesthetically designed games,
but not children.

The teachers underline that when a game does not offer exploration or encourage
curiosity, a game’s design becomes simplistic, and children lose their interest. What they
express here is that there is a gap between game mechanics and a game’s pedagogical
relevance and usefulness. From an activity theory perspective, this excerpt highlights
teachers’ interpretive repertoire as inflected by regulations and perspectives that inflect
on children’s interest and curiosity. Thus, this excerpt draws attention to significant
gaps between educational game designs and pedagogical regulations expressed in the
curriculum topic.

However, earlier studies have shown that both teacher students (i. e preservice teach-
ers) as well as practicing teachers have an ambiguous stance regarding the use of DGBL
in the classroom: on the one hand they believe that there is a great potential in using
games in educational settings and they considered games to be important educational
tools, but on the other hand they were reluctant to use them themselves in their own
teaching because they were unsure of how to incorporate, or if they wanted to bring
DGBL into their future classrooms [e.g. 18, 19, 20].

5.3 Constructive Resistance

The third theme, Constructive resistance, shows how the teachers’ initial resistance to
the games they have chosen to evaluate changed over time while assessing the games.
While resistance often is considered as holding back change in educational activities,
Kindred [8] suggests that resistance in learning is not only to be against something, but
also an exploratory pathway that can generate learning. In our findings, the unknown
territory of appropriating digital educational gameswas at start in the formof questioning
their relevance. By trying out the games, they became more familiar with the content
and could identify properties in the games that potentially could be adopted to be used
in learning situations. The following excerpt shows how the teachers at first considered
a math game as too complex to use, it was hard to identify the tasks and how to progress
from one level to another.

Excerpt 4
Case 1, group 2. In this example, the four teachers in this group have individually been
trying the game app ‘Math bakery’ (a math game app) for a while and are now discussing
their experiences of that as well as the advantages and disadvantages with the game app
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in relation to learning. They explore what happens when they move cookies to learn the
multiplication table and how their actions are visible on the screen of the game.
Teacher 1: If you move the cookies, you get results that are shown on the number line
in a clear way…
Teacher 2: So, yes, it [the game] is not totally dumb…
Teacher 3: Should I showmine too? I think it is clear, to…[she points to the screen]…here
we train multiplication, here I choose…different kinds of cookies, so here I can actively
choose which Table 1 want to train on. Then it goes on as you also have with stars and
so on. And here it’s great, here they show the different ways.

Here, their resistance, through a process of exploring, changed from considering
the game as nontransparent and closed to becoming transparent and open for making
choices. This is in line with Martin et al. [35] stressing that contradictions also offer
dynamics in an activity system as they generate disturbances but also initiate innovative
thinking and thereby contributing to potential change. The essential turning point within
the teachers’ discussions emerged through their intense exploration of the games.

In case 2, the resistance was pretty strong and led to productive thoughts about
alternative game designs as expressed in their discussions. In case 1, there was resistance
when the game did not fit at all, that theywere tied to their traditional view of thematerial
used, but still they started redesigning the game and were excited about it. By means of
the model of knotworking [38] the teachers could overcome fragmentation of the object
by discussing and combining their different viewpoints of expertise.

6 Conclusive Discussion

Since the research focusing on teachers’ views on the integration of DGBL in teaching
activities is rather scarce [5], we wanted to carry out a study that could contribute to
filling this gap. Theworkshopwas approached as an activity where not only the teachers’
assessment of the games, but also the processes and context of use were investigated
[27]. The workshop structure used in both cases in this study was designed to support
professional learning and their processes of evaluating the games were thus captured as
processes of learning. The input given to the teachers (i.e. the questions to ask about a
game) was intended to be used not only during the workshop but also after. Furthermore,
the workshop itself provided the participants greater insight into games, what games
could be and how they could be used in teaching, etc. Given the fact that teachers have
an ambiguous stance towards DGBL [e.g. 18, 19, 20], we wanted to find out more about
the teachers’ actual view of why this is, since the teachers’ role is crucial for an effective
use and support of DGBL [24].

The results show that when the teachers tried to find out how a digital game could
enhance children’s learning, they uncovered the importance of the teacher as a medi-
ating tool, since the game alone could not stand by itself in the educational situation.
Furthermore, when a game does not offer exploration or encourage curiosity, a game’s
design becomes simplistic and children lose their interest, revealing a gap between game
mechanics and a game’s pedagogical relevance and usefulness. Additionally, findings
show that in order for the teachers to appropriate digital educational games, they needed
to start out with questioning their relevance. During the process of trying out the games
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and hence getting more familiar with them, they were able to identify properties in the
games that potentially could be adopted to be used in learning situations. In line with
Engeström and Pyörälä [36], they extended their understanding not only about games’
pedagogical functions, but also about game design and how it could contribute to a
game’s value. Their translations of the games thereby went from concerning snippets of
a game to a more holistic look at the games, for example in relation to a subject or the
curriculum. The key turning point for this to happen emerged from the teachers’ joint
discussions and exploration of the games. This supports Kindred’s [8] andMartin et al.’s
[35] suggestions about contradictions as dynamic resources in activity systems, which
not only disturb but also generate new ways of thinking.

The contribution to the field is twofold: first, the results have shown that in order for
teachers to implement DGBL in teaching activities, they need to have knowledge about
games. We could identify this through the teachers’ conversations, where they could be
more specific about opportunities and challenges the more they explored the games and
learned about their design mechanics and pedagogy. This knowledge is of great impor-
tance for practitioners in the field when implementing DGBL in classrooms. Second,
the workshop design included that teacher should assess a game that was specific to a
school subject. The outcomes of the study showed that the teachers were confident in
discussing a game’s subject-specific value, which enabled them to apply their pedagog-
ical expertise. This seemed to influence their interest and motivation to understand the
games’ subject specific value.

Acknowledgement. The authors direct their sincere thanks to all the teachers who participated
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DigitalComputerGames forLearning in theNordicCountries’, supported byNordplusHorizontal,
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Questions and Appraisal of Curiosity
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Abstract. Questions not answers drive innovative thinking. Yet pressure to pro-
duce answers often obscures the need to find questions that generate inquiry. To
overcome this paradox practicable ways to make questions and questioning cen-
tral to learning in educational and community settings are explored. A three-fold
model for enactment of question-led learning is presented within a ‘big ideas’
frame of mind. Means for appraisal of inquiries steered by curious questions are
articulated by drawing on well-established educational concepts and practices.
These means have potential to integrate question-led learning and appraisal as
interdependent partners in inquiries as well as in the acquisition and creation
of knowledge. Question-led inquiries have profound implications for innovation
and creativity as well as for the design, development, and implementation of
educational practices.

Keywords: Questions · Curiosity · Appraisal · Pedagogy · Curriculum · Change

1 Introduction

1.1 Educational Context

Questions and curiosity generate knowledge, understanding and capability across the
gamut of human endeavour. While the journey embodies a life-long dialogue with expe-
rience (Freire 1970; Dewey 1997; Vogt et al. 2003), questions often get lost in a mael-
strom of answers. They become swamped with the intention to seek clarity, insight and
innovation becoming a supreme irony (Haeleli 2016; Spencer 2017 and 2019). The ques-
tions teachers and educators ask are important, but learner questions are key (Chin 2002;
Murdoch 2013 and 2018).

Questions and questioning drive thinking and innovation (Ram 1991; Chappel 2008;
Thomas and Brown 2011; Project Zero 2015; Doherty 2018; Gregersen 2018; Sanitt
2018; Bouygues 2019; Classroom Nook 2020). TeachThought Staff (2019) put the
issue succinctly. ‘Questions are more important than answers because they reflect both
understanding and curiosity in equal portions. … To ask a great question is to see the
conceptual ecology of the thing’.

Curious questions are the heart of intelligence and key to generating wise answers
(Schank 1991). They connect us to phenomena of the life-world (Hood 2018) often
provoking creativity and imagination that opens new possibilities or different ways of
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seeing the world. Asking questions enables people to direct their learning and engage in
knowledge construction (Chin and Chia 2004; Chin and Osbourne 2008; Scardamalia
and Bereiter 2010, Tawfik et al. 2020). The process is integral to sensemaking (Weick
1995).

1.2 Curious Questions

Different kinds of questions can be distinguished by their intention (Fig. 1).

• Generic generative questions (GGQs) have the potential to be applied across all areas
of human knowledge, experience and endeavour. These questions direct inquiries.

• Consequent questions (CQs) emerge when GGQs are translated into the content of
specific subject matters. These questions shape agendas capable of investigation

• Pointed questions (PQs) are designed to elicit defined responses. These questions
address specific contextual issues within inquiries.

The GGQs in Fig. 1 expand those identified in the International Baccalaureate’s
Primary Years Program (IBO, 2000). Each of them has a label and a brief description
which differentiates their strategic direction. The Covid-19 pandemic is used to indi-
cate what translation of three selected GGQs into CQs and PQs might look like. The
shaded areas indicate the overall ‘movement of thinking’ as an inquiry unfolds. Sit-
uated challenges together with prior knowledge sharpen the selection of appropriate
GGQs. While ‘answers’ that emerge may address the initial challenge, they also open-
up understandings for future application or inquiry. The whole process is iterative, not
lock-step.

The unfolding of questions embodies three interdependent processes – a cognitive
search to make connections (Chiu and Linn 2013; Manogue et al. 2014; Maloney 2015),
an argumentative dialogue to construct and critique explanations (Berland and Reiser
2011; Ford 2012), and framing to synthesise thinking with prior knowledge and extant
personal understanding (Danielak et al. 2014; Kapon 2016). Amix of convergent (Stern-
berg 1986) and divergent thinking (DeBono 2007) as well as metacognition (Wellman
1985; Click 2020) is often in play, with tensions kindling imagination and inventiveness
(Bailin 1987; Bolger 2018). The implied dissonance creates a sense of instability that
promotes continual internalization of understanding, sometimes producing an ‘ah-ha’
effect (Conlin 2013).

As an inquiry progresses, initial questions are often revisited. Indeed, these recur-
rences may have a vexing dimension that keeps sensemaking going (Odden et al. 2019).
Addressing the subsequent puzzlement can be self-motivating, analogous to pleasur-
able discomfort derived from the pursuit of difficult or challenging questions (Jaber and
Hammer 2016).
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The questions in Fig. 1 are open-ended. They provoke interpretations and expla-
nations, ideas and possibilities, alternatives and speculations, and sometimes insightful
decisions and actions (Delgado 2019; Goodwin 2019). The process is one of ‘sensemak-
ing’ through which insights into what has happened or is happening, and possibilities
for action, are generated (Weick et al. 2005; Mason 2014; Colville et al. 2016). In so
doing, people:

• Construct unique interpretations of experience with no two people so doing in the
same way or at the same rate (Fosnot and Perry 1996; Pritchard 2009).

• Generate multiple realities of experience that echo combinations of personal assump-
tions and aspirations (Lidsky 2016).

• Produce diverse answers to the same question derived from different functioning,
structures and perceptions in the brain (Balkenius and Gärdenfors 2016).

• Employmetaphorical images to explain perceptions of experience and explore theories
for action (Lakoff 1993; Kosecki 2011).

While asking questions and questioning share semantic roots, they are different
(Koshik 2015). Questions are strategic means of directing and shaping inquiries whereas
questioning focuses on process and action: one is directional and the other an issue of
tactics (Table 1).

Questions direct searches for evidence and perspective, cause and effect relations,
explanations and justifications, assumptions, and uncertainties. As well, they guide
strategic generation of transformative ideas, hypothetical possibilities, and evaluative
procedures (Corley and Rauscher 2013). The reflective thinking evoked goes beyond
entanglement with experience or inquiry to solve pragmatic problems of the moment
(Turnbull 2004; Klein andMoon 2006; Chater and Loewenstein 2016). In contrast, ques-
tioning employs focussed processes like - querying, clarifying, predicting, speculating,
synthesising, view-pointing, contradicting, and challenging - to explore questions posed
(Lewis and Smith 1993; Palincsar 2011; Peterson and Taylor 2012).

Strategic questions and tactical questioning are typically in a synergistic state of har-
mony and dynamic contention. ‘Argument’ between them engages established and alter-
native perceptions of experience, as well as different conceptualizations, mental images
and imaginative possibilities (Donaldson 2010; Brogaard and Gatzia 2017; Gideonse
2019). ‘Playful dialogue’ does much to help resolve tensions between personal and sit-
uated dissonance and generate connections from critical and creative thinking (Wegerif
2007).

Curiosity is energized through questions and questioning (Oppong 2019). The diver-
sity of sensemaking engendered reflects personal perceptions intertwined with the ecol-
ogy of extant connections formulated from them. Practical problem solving may be part
of the process but the whole widens outlooks into the unknown and towards possibilities
for the expression of personal talents. With potential to know going beyond logic to
create intuitive and imaginative thoughts, and actions (Dalsgaard 2014).
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Table 1. Questions and questioning.

Feature Questions Questioning

Intention Determining directions for personal and
collective inquiries in real-life contexts

Engaging in processes and actions to
explore different aspects of challenges

Concept Shaping inquiries to focus on issues,
ideas, problems, and alternatives

Executing inquiries guided by strategic
directions and possibilities for
exploration

Emphasis Focusing on design, purpose, scope,
and forward-thinking possibilities for
inquiry

Concentrating on performing
investigations, tasks, actions, and their
practicability

Orientation Exploring challenges, understandings,
contradictions, feasibilities, problems,
possibilities, and novelties

Tackling investigations in the context of
needs, demands, situations,
circumstances, and conditions

Essence Strategic intention Tactical action

Figure 2 represents evolving relationships outlined in Fig. 1. Each of the four ele-
ments combine to form a propositional framework for inquiries built around questions.
The features identified for each element distinguish their roles and functions. GGQs
represent ‘starting blocks’ with CQs and PQs connecting them with life-world action.
Enactment of these questions often benefits from structured processes such as ‘action
research’ (Kemmis and McTaggart 1998), especially if they are appreciative of current
conditions yet mindful of future possibilities (Shuayb et al. 2009; Cooperrider 2016).

Fig. 2. Strategic questions to tactical questioning.
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Assigning a pivotal role to GGQs creates a means to add coherence, consistency,
and purpose to inquiries (Freestone 2018). Indeed, the ability to apply them in multi-
ple contexts and for diverse purposes could provide a life-long resource for question-
led learning. They create an innovative mindset that promotes design, insight and
practicability.

1.3 Intentional Exploration

Establishing an inquiry begins with analysis of the situational features and socio-cultural
practices in play. Once a clear picture is to hand two or three GGQs can be selected. A
few that best reflect the needs and intentions behind a prospective inquiry is advisable,
as too many can become unmanageable. With chosen questions in mind, investigative
processes can be devised; although, sometimes disordered thoughts, even confused or
messy thinking may instigate inquiries (Gregoire and Kaufman 2015; May-Li Khoe
2016).

A central intent is to perceive and construct connections that have value (Odden
and Russ 2018). The inherent complexity is seldom satisfied by investigating narrow
or detached sets of variables. Instead, an array of interrelated aspects are involved
(Madsjberg 2017).

• Exploring cultures – not just individuals or isolated events
• Investigating in depth – not just thin data or simplistic variables
• Focusing on real life – not just a smorgasbord or issues detached from experience
• Highlighting creativity – not just manufacturing or assembling thinking
• Building vision – not just searching for destinations or reputable endpoints.

Mental images are modified in the light of emerging experience (Frank and Scherr
2012; Danielak et al. 2014; Kapon 2016). Of necessity much of the thinking is imag-
inative, often tacit, and beyond extant silos of understanding. In the process, subtle
combinations of ‘wonderment’ questions (Aquiar et al. 2010; Perin 2011) and ‘vexing’
questions are helpful (Odden and Russ 2019). The whole is enhanced when people are
engaged in constructive learning communities (Eteläpelto and Lahti 2008), especially
where a tenor of improvisation and innovation prevails (Corbett et al. 2016).

Voltaire (1694–1778) posited: ‘Judge a man by his questions not by his answers’. The
limitless horizon of questions and questioning bespeaks the enormity of the challenge,
which is accentuated by the scope of the indicative ‘curious relations’ related to each
GGQ in Table 2. Each ‘curious relation’ counterpoints related concepts for exploration
(Erickson et al. 2014).Within thismilieu, questions around facts and procedures generate
little discussion whereas questions that evoke wonder provoke more thoughtful and
deeper conversations (Zambrano 2019).

This scenario is too multidimensional to be amenable to standardized testing. Even
tests like PISA, which purport to ask questions around concepts (NSTA 2009; OECD
2018), often evoke responses that are based on memory (Bennett 2016). As well, much
controversy exists around the capacity of multiple-choice testing to reveal deep learn-
ing due to guessing or choices being made on what appears to be ‘correct’ with little
thoughtful consideration (Biggs 1973; Beard and Senior 1980; Entwistle and Entwistle
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Table 2. Curious relations. (modified from Freestone 2018).

What is it like?
FORM

How does it work?
FUNCTION

Why is it like it is?
CAUSATION

How is it connected to other
things?
CONNECTION

Systems/Processes Designs/Intentions Consequences/Impacts Circumstances/Conditions

Mechanisms/Operations Effectiveness/Efficiency Contexts/Situations Initiatives/Opportunities

Materials/Properties Power/Energy Motivations/Inspirations Networks/Relationships

Performance/Functionality Processes/Mechanisms Causes/Effects Powers/Motivations

Structures/Purposes Roles/Elements Patterns/Sequences Intentions/Benefits

Wholes/Parts Systems/Maintenance Theories/Explanations Interoperability/Sustainability

How is it changing?
CHANGE

What is the role of place
here?
PLACE

Who might be
responsible?
RESPONSIBILITY

How could we care for each
other?
CARE

Adaptability/flexibility Cultures/Backgrounds Citizenship/Rights Empathy/Understanding

Factors/Influences Features/needs Justice/Prejudice Friendship/Compassion

Growth/Development Histories/Circumstances Opinions/Decisions Needs/Support

Movement/Flow Interactions/Relations Participation/Exclusion Teamwork/Collaboration

Cycles/Sequences Resources/Infrastructures Individual/Community Appreciation/Respect

Transformations/adaptations Sites/Locations Personalities/Affinities Rights/Responsibilities

Where is the ethical
reasoning?
ETHICAL

How is aesthetic sense
manifest?
AESTHETIC

How is the thinking
evolving?
THINKING

What might innovation add?
INNOVATION

Beliefs/Traditions Appeal/Attraction Alternatives/Possibilities Creativity/Improvisation

Outcomes/Benefits Designs/Structures Dependent/Independent Flexibility/Adaptation

Equity/Equality Images/Messages Critical/Creative Innovative/Pragmatic

Justification/Rightness Perceptions/Interpretations Imaginative/Inventive Ideas/Actions

Diversity/Difference Relationships/Linkages Issues/Problems Prototypes/Products

Values/Moralities Style/Flair Reflections/Contradictions Research/Trial

1992; Dulger and Deniz 2017; Weimer 2018). Differences in the values and cultural
backgrounds of responders are also overlooked.

Traditional means for assessing knowledge are based on demonstration of increasing
conceptual sophistication. Bloom’s taxonomy (1956) or variations of it are widely used.
Yet the scope and complexity of GGQs and their associated CQs makes dependence on
one, or even a few, means for appraisal problematic. Pictures of personal and collective
learning often become skewed by the means with important aspects of performance
omitted. A more authentic picture might be derived from profiling experience and per-
formance around observed realities, as distinct from a proxy sequence of preordained
levels or perceptions of expected performance.

1.4 Continuous Appraisal

In addition to issues of authenticity and reliability, appraisal of inquiries and questions
need to be comprehensive. Earl (2013) distinguished three kinds:
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• Process orientated appraisal as learning
• Progress orientated appraisal for learning
• Achievement orientated appraisal of learning

A balance between the three is integral to question-led inquiries. A strategic possi-
bility to meet the criteria of authenticity, reliability and comprehensiveness might be to
profile questions asked and enacted (Broadfoot 1987a and 1987b). The process could
take place in three stages.

Stage 1 – Profiling Possibilities. With the GGQs selected in mind, consider the pos-
sibilities embedded within the content and context of inquiries. What opportunities
might be available or created to explore – situated, conceptual, hypothetical, known
and unknown features? Exploration of these investigative possibilities might also reveal
other latent questions nested within those already identified.

Stage 2 – Collecting Evidence. To be authentic, not contrived, evidence needs to be
comprehensive and collected over the life of an inquiry. In so doing, it needs to encom-
pass as many aspects of the investigative processes as possible. A diverse repertoire of
strategies is available.

• Portfolios of work
• Data from conferencing
• Peer feedback
• Performance results
• Anecdotal records
• Discursive writings
• Conferencing feedback

• Photographic records
• Multimedia presentations
• Metacognitive perceptions
• Talents required
• Story telling or retelling
• Multimedia storyboards
• Self-assessment

Portraits of individual progress gained through an inquiry are enhanced when several
of these means are employed. Once a volume of evidence is to hand it can be culled to
select the most representative or indicative samples.

Stage 3 – Profiling Performances. Sensemaking performances can be appraised in
terms of the depth and breadth of curiosity. Analysis of the evidence collected against
specific criteria or backtracking to the goals behind an inquiry would expose:

• the sophistication of thinking, different kinds of thinking, integration across different
disciplines of knowledge and experience, and consistency of performance.

• the breadth of thought and action reflected in the organisation of tasks, the diver-
sity experiences encountered, and the opportunities created for cooperative or
collaborative activity.

‘On balance’, judgements across the range of evidence collected tend to provide
a more dependable assessment of the knowledge, capability, and innovative thinking
exhibited than attempts to identify the best or worst within the material that has been
accumulated.
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A summary record of development (James et al. 1988) could be distilled from evi-
dence of progress revealed through profiling processes. In so doing, a visual represen-
tation (Fig. 3) of the quality of question-led learning could be built around markers like
- depth of thinking, scope of subject matter, consistency of performance, collaboration
with others, and organisation of investigations. Such visualizations would be enriched by
illustrative samples of individual and collective work or annotated snapshots of activity.

Fig. 3. Visual record of development (indicative example).

If keeping records of development is to be doable, each person or group needs to
take responsibility for maintaining, and where necessary culling, their own record of
development. This process promotes reflection on the relative worth of ideas developed
and achievements accrued.

To gain maximum benefit from profiling a means of interpretation is required.
Figure 4 which draws on established theories of learning put forward by Vygotsky
(1978), Biggs and Collis (1982), and Bruner (1966) creates a possibility. The cascading
movement upwards through zones of proximal development (ZPD) bespeaks internal-
ization of intelligence. Increasing depth of learning through four levels of sophistication
labelled – descriptions, explanations, interrelations and extrapolations – can be observed
along the lines of the SOLO taxonomy (Biggs and Collis 1982). The horizontal spiral at
each level of sophistication describes movement from enactive or action-based to iconic
or image-based to symbolic or language-based activity.
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Fig. 4. Growth in learning.

Standards of thinking could be ascribed by observing progress from recall and
reproduction, to development of skills and concepts, to growth in strategic thinking,
to expansion of imaginative and innovative ideas and practices.

Appraisal of the questions people ask would be informed if the GGQs in Fig. 1 could
be articulated in terms of different foci or maybe ‘de facto’ degrees of sophistication.
Table 3 indicates increasing complexity in making observations, seeking explanations,
perceiving interrelationships, and extrapolating understandings to unrelated contexts.
The patterns are indicative with precise descriptions dependent upon their translation
into the content and context of particular inquiries.

Profiling is analogous to telling stories about performance. It provides a means for
appraising curiosity and questions posed in complex systems and ‘wicked’ problems,
and the inquiries emanating from them (Ollove and Lteif 2017). Insight into some of the
tacit, explorative, reflective and declarative knowledge being developed would likely be
gained (O’Toole 2011). Analysis of the language used and imagery evoked in the verbal,
written, visual or multimedia aspects of stories told would deepen these insights. (Lakoff
and Turner 1989).

Whenpeople think about how their thinking has evolved, they come to recognisewhat
they know and what they don’t know (Costa 1984 and 2011). The metacognitive insights
that emerge do much to inform the ‘next’ questions bubbling across the template of a
persons’ consciousness. And when ‘next’ is juxtaposed against the ‘previous’ more of
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Table 3. Complexity within GGQs.

Generic generative
questions

Focus
Indicative examples

Observation Explanation Interrelationship Extrapolation

FORM
What is it like?

Features of things
have similar and
different properties

Things are made up
of parts working
together for a purpose

Elements interact,
often harmoniously,
to form systems

Designs can be adapted
or transformed in
different contexts

FUNCTION
How does it work?

Different features in
natural or human
built systems work
together

How entities interact
in a physical or a
living system powers
its functions

Functions of a
system are shaped by
the roles and
performances of its
parts

Design principles on
which a system is based
informs future advances

CAUSATION
Why is it like it is?

Intentions, ideas, and
relationships affect
the value and impact
of actions

Consequences,
impacts and benefits
of ideas and actions
can be predicted

Relations between
entities reveals
causes and effects,
and ways to intervene

Ideas and actions reflect
human and ecological
values and their
implications

CONNECTION
How are things
connected?

Things have internal
links and external
interrelationships

Interconnections
between entities
affect value and
performance

Situated impacts and
performances reveal
needs and future
possibilities

Insights into
interconnectedness
informs action and
potential worth

CHANGE
How is it changing?

Change in each
context has specific
causes, effects, and
potential value

Context and purpose
affect the emerging
and latent effects of
change

Factors affecting
change vary in intent,
nature, impact,
magnitude…

Application of
strategies for change
affects intended benefits
and impacts

PLACE
What is the role of
place here?

Places have specific
features which vary
in nature, role, and
significance

The needs of each
place incorporate
specific purposes,
needs, and conditions

Knowing how things
work or could work
helps refine human
practices

Managing places
requires balancing
needs, intents, effects,
and actions

RESPONSIBILITY
Who might be
responsible?

Actions by people
and groups affect
how self and others
feel, and act

Personal choices
have consequences
that affect self and
other people

Balanced choices
combine purposes,
principles, and
obligations

Criteria and obligations
for making choices vary
in different contexts

CARE
How can care be
enacted?

Care for others
respects their needs,
desires, feelings, and
circumstances

Caring people can
empathise with
diverse personalities
and aspirations

Respect for the needs
of people and
communities creates
realistic support

Collaboration creates
nuanced ways to
support, respect, and
help others

ETHICAL
Where are the
ethical values?

Values behind ideas
and actions underpin
their worth and effect

Diversity in culture
and tradition often
underpins how
people think and act

Views of worth,
dilemma, and merit
evolve with time and
circumstance

Appreciation builds
respect for diversity in
values, beliefs, and
traditions

AESTHETIC
How is artistic
value evident?

Different ideas and
actions create
specific features,
images, and effects

Aesthetic concepts
echo personal
experience,
perspectives, and
intent

Artistic practices and
artefacts reflect
cultural, aesthetic,
and attractive value

Aesthetic ideas and
practices embody
imagination and
creativity

THINKING
Why are ideas
evolving?

Values, social
practices, feelings,
and emotions echo
experience

Reasoning and
sensemaking evolve
as reflections on
experience unfolds

Effective responses
to challenges often
grow from thinking
laterally

Tension amid critical
and creative thoughts
incite inventiveness

INNOVATION
How might new
ideas help?

Inventiveness
requires imaginative
application of ideas
in a context

Ingenuity searches
for new ideas and
fresh ways to apply
old ideas

Development of
innovative ideas and
actions is a
never-ending process

Original ideas or new
ways to apply old ideas
can change human
practices
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the unknown that needs to be explored comes into view. Indeed, metacognitive reflection
is a mix of personal appraisal, and growth (Zohar and Barzilai 2013). The process is
innovative in tenor as much as it is descriptive.

Much remains hidden within the personal knowledge people develop, which often
makes a person’s ‘next’ questions more enlightening than those already addressed.
Selected GGQs become refined and different CQs often emerge in response to personal
growth or collegial dynamics among people or shifting challenges within an inquiry
(Elkins-Tanton 2018). When ‘next’ is intermeshed with the evolving substance of an
inquiry a more profound picture of the sensemaking and the potential for further work
comes into view. An agile view of ‘where we are’ and ‘where to next’ ensues. Indeed,
curious patterns of - what is, what might be, what should be, and what will be – come
into being.

1.5 Emerging Pictures

When thinking and dialogical capabilities are illuminated the state of an inquiry is
revealed. A means to aid reflection on the maturation of performances from simple to
complex understanding and movement of dialogues from certainty to exploration of
uncertainty is presented in Fig. 5. The features for each ‘condition’ provide a lens for
analysing the ‘state of play’. Maps of the overall ‘condition’ that emerge may orientate
towards technicality, judgement, or complexity. The question is ‘where is the emphasis?’,
especially as all three would likely be involved to some degree in most inquiries.

Fig. 5. Thinking and dialogical capabilities (Inspired by Zimmerman 2001)

The appraisal processes argued here are underpinned by a concern to celebrate curios-
ity, imagination and innovation. They are appreciative borne on ‘can do’, as distinct from
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searching for what people cannot do or deficits in what they have done. Judgement is
part of the process, but accrued benefits focus on appreciative understanding of the
capabilities developed and expressed with an eye to further development.

2 Future Outlook

In this paper questions, curiosity and appraisal are viewed as an integrated whole that
provokes innovative thought and action. Encouraging question-led learning would do
much to light up curiosity and empower people and communities to deal creatively and
imaginatively with life-world challenges as well as address global issues of present and
future significance. ‘Wicked problems’ like the current pandemic, climate change, and
population growth will challenge humanity for the foreseeable future.

From a teaching and learning perspective, pedagogical strategies and much cur-
riculum practice would be enhanced if question-led inquiries were to become more
prominent. Finding ways to support action among communities of learners across the
spectrum of educational settings would be key.
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Abstract. The work described in this paper is a case study, which involved 3
computer science teachers and 29 students from secondary school programming
course, from 3 high schools. Informed consent was obtained from the students
(those of legal age and the rest from their Parents and Guardians). In this ini-
tial phase of the course, it is important to know if the students are motivated to
learn how to program and model objects, on the other hand it is intend that the
students have a learning experience immersed in a 3D environment to evaluate
the impact of this strategy in their willingness to learn. To carry out this study,
the following research question was formulated: What is the student’s perception
about learning 3D programming and modelling immersed in a virtual environ-
ment? Two questionnaires were applied, a pre-test before the intervention and a
post-test, immediately after the intervention. The results proved to be promising,
having verified that these environments allow students to collaborate and learn in
an intuitive and interactive way.

Keywords: Immersive web environments · Programming · 3D object
modelling · Collaboration

1 Introduction

The emergence of immersive web environments democratizes the access to these sorts
of environments and puts an end to some constraints, since the teacher has access to
a simple customization technology [1], any teacher from any area or teaching level
is able to design and customize an immersive web environment, adapting it to their
teaching practice, without having to know how to handle a programming language. This
environment runs on a browser, without the need to connect to any other device so that
students and teachers are able to share the virtual space and interact with each other.

Interaction, in an immersive web environment, is one of the most important aspects
of the interface, since it is related to the computer’s ability to detect the users’ actions
and react to them, modifying the environment [2, 3]. This allows leveraging some skills,
at a creativity level, in the replication of real spaces, or the creation of imaginary worlds,
using static or moving objects [2] and collaboration, by interacting with others in the
creation of these worlds.
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Engagement is a process that reflects the quality of the user experience, based on
the level of cognitive, temporal and/or emotional dedication employed in the interaction
with a digital system” [4]. For the author, engagement is a multidimensional concept and
is directly related to student participation during didactic activities. The more engaged
with the activity, the greater the motivation to develop it, therefore, the greater the
learning effectiveness. There is great concern on the part of interaction designers and
developers to create immersive web environments that create and keep users engaged
in tasks, otherwise, if the immersive environment does not have the ability to maintain
attention and improve the user experience, it tends to be abandoned.

Immersive experiences are engaging and create a sense of presence in students, as if
they were part of the virtual world. These experiences are useful to stimulate students’
interaction with learning activities and foster collaboration among them. In addition,
self-creation and interactivity within immersive environments allow the development of
activities close to reality, resembling the practices performed in learning labs [2, 5, 6].

A benefit of using these environments in education, is the possibility to manipulate,
visualize and explore the objects in real time using their senses and natural body move-
ments [2]. This type of interface allows the transfer of the student’s intuitive knowledge
with the physical world, to the virtual world. Traditional virtual learning platforms,
such as Moodle or Google’s classroom, are usually static and do not allow this type of
interaction.

Immersive web environments, such as Mozilla Hubs [7], FrameVR [8], Spatial[9],
among others, intuitively allow students and teachers to meet in a three-dimensional
space, build rich environments with personalised experiences, converse by voice or text,
together or separately, as well as enabling students and teachers to bring the constructs
of the virtual world into their real environment through augmented reality.

Immersive web environments may present themselves as ideal for schools to begin
exploring and researching the potential of these tools in distance education for experi-
ential learning - not as a substitute, but as a complement. This experiment arises from
the willingness of authors/teachers to study the potential and limitations of using this
technology in learning activities, and whether it brings benefits for students’ learning.

The work presented here was carried out by three computer science teachers and
twenty-nine first-year students of the Information Systems Management and Program-
ming course, from three secondary schools, located in different places of the country.
We intended to understand if students are motivated to learn how to program and model
3D objects but immersed in a virtual environment.

2 Methodology

An investigation always involves a problem, formulated by the researcher, and to
which there is no theoretical answer. In qualitative methodology, based on the
phenomenological-interpretative paradigm [10], the problem has the important func-
tion of focusing the researcher’s attention to the phenomenon under analysis, playing
a “guide” in the research, because it focuses the research on an area or domain, organ-
ises the project by giving it coherence and direction, delimits the study by showing the
boundaries, directs the literature review to the central question, provides a reference for
the drafting of the project and points to the data that will need to be obtained [11].
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For this intervention cycle, the following research question was formulated “What
are the student’s perceptions regarding the learning of 3D programming and modelling,
immersed in a virtual environment?” To answer the question the following specific
objectives were defined:

– To assess whether the student is predisposed to learning how to model 3D objects
through programming,

– To assess the students’ perception of their enthusiasm for programming.
– To assess whether students enjoy learning in immersive virtual environments.

Quantitative data were collected through a survey and qualitative data from the video
recordings made during the intervention. Notes were also collected (field diary) from
the participating teachers/observers [11, 12].

2.1 Pedagogical Intervention

In this experience we transposed the “traditional” classroom to an immersive web
environment (Fig. 1), using the Mozilla Hubs platform.

Fig. 1. Virtual classroom room in the Mozzila Hubs environment

Students were challenged to program their own 3D objects (Fig. 2), using the TinkerCad
Platform [13] to develop programming skills required in the curriculum of the Profes-
sional Course of Management and Programming of Computer Systems, in the subject of
Programming and Information Systems, whose module one “Introduction to Program-
ming and Algorithmics” this module was taught in a distance learning regime, using
a learning management platform (Moodle [14]) and the immersive web environment,
Hubs by Mozilla, with the following learning objectives:

– Apply instructions and logical sequences in problem solving.
– Learn concepts about programming logic
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– Identify the different types of data
– Identify variables and constants
– List and identify arithmetic, relational, and logical operators.

Fig. 2. TinkerCad: 3D programming software

The Mozilla Hubs environment is a collaborative web application that allows people
to come together in customisable immersive environments, for example for meetings,
for learning or simply for virtual socialising, and in which participants can join using
virtual reality glasses or by using a computer with a browser. We chose to create a space
in this tool that simulated the face-to-face classroom, as students moved into distance
education due to the pandemic. The aimwas tomake them feel as if theywere in a typical
physical classroom. In this environment two different spaces were personalised; a large
room, decorated with a worldmap, the periodic table, chairs and twowhiteboards. In one
of the whiteboards the teacher’s computer screen was projected, showing the code and
explaining its construction, line by line; in the other, the already programmed 3D object
was projected. In the second space it was decided to customise six smaller, collaborative
breakout rooms (Fig. 3), reserved for group work. These contained a table, six chairs
and three boards, one on each wall. On the boards the students shared the monitors of
their computers and discussed the solutions as they were programming the 3D objects.

Fig. 3. Breakout rooms
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TinkerCad, is a free online platform, provided and maintained by Autodesk, which
provides a set of online development tools. It allows you to create 3D objects in a
very simple and intuitive way, modeling 3D objects using the Codeblocks programming
language.

The students being physically in their homes and virtually in the immersive environ-
ment, shared their computer screen in the collaborative room. As shown in Fig. 3, two
students are interacting with each other, talking, and simultaneously viewing the two
screens, where the TinkerCad software is projected.

The experiment ran for three weeks, one fifty-minute lesson per week. In the first
lesson, the students attended, in the large room, a short briefing on navigating the Hubs
Mozila environment. They created their avatars and explored for a few minutes all the
spaces of the classroom environment. Next, they were invited to sit down to listen to
the instructions from the guiding teacher, after settling down and satisfying all their
doubts about the environment, the teacher taught the 3D object modelling programming
content. For that purpose, he shared his screen inside the 3D immersive environment
(most of the students didn’t know the block language andhadnevermodelled 3Dobjects),
after the explanation they went to the small rooms to program their objects, in the first
class they had to create a table (Fig. 2). On the second lesson, the students showed
more mastery and comfort in both navigation and procedures, they questioned less and
were more familiar with the environment, so the lesson flowed quite well. In this class,
the students entered, immediately went to the large room, and waited for the teacher’s
words. The teacher presented the lesson objectives, the programming content for the
second lesson, demonstrated the code and the modelled object. Then the students went
to the collaborative rooms and developed their activity, this time they had to program a
rocket. In the third and last class an Easter related activity was proposed, in this class
there was no previous explanation, being expected that the students would apply the
knowledge acquired previously. The final works exceeded the teachers’ expectations,
who expected most of the works to be Easter eggs decorated with other geometric
shapes, since it would be the easiest approach, however the students used their creativity
and ended up creating 3D artifacts with superior quality (Fig. 4), which revealed not only
application but also consolidation of knowledge. It was found that they only resorted to
the teachers’ help, after discussing the solution among themselves and with colleagues
from other classrooms.

Fig. 4. 3D object programming - Example of an artifact produced by the students
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2.2 Data Collection Instruments and Techniques

To carry out this experiment, the authors chose indirect observation, using video record-
ings, survey questionnaires and an unstructured grid to record everything they saw and
heardwithin the immersive environment. The interactions between students and teachers
were recorded in 30 video recordings of approximately 3 to 5 min each, these videos
were transcribed and analytically processed. Two strategies were developed to capture
the video recordings. One camera recorded in the common room, recording the interac-
tions in the large room. The other consisted of creating several camera avatars placing
them in the various work rooms (breakout rooms).

Two questionnaires were designed, the first (Q1), was applied in the first class, before
the students entered the immersive web environment of HubsMozilla and focused on the
expectations and prior knowledge of students regarding immersive web environments,
programming language and 3D modelling, the second (Q2), was applied in the third
class, after the conclusion of the experiment. The questions of the questionnaires were
similar, in order to allow the comparison of the students’ answers, before and after the
intervention. The questionnaires were answered online and consisted of six questions.
A 5-level Likert scale (1 - Strongly disagree, 2 - Disagree, 3. No opinion, 4- Agree, 5
- Strongly agree) and a non-mandatory open-ended question were used to collect the
student’s opinion about the experience. A 5-level Likert scale was chosen, to enable the
choice between two levels of negative and two levels of positive answers, and a neutral
level, for students who have no, or do not intend to give their opinion.

2.3 Results Analysis

Direct and Indirect Observation
First lesson in the Mozilla Hubs Immersive Web Environment: Students explored the
environment, configured their avatar, tested navigation, tried out the features available in
the environment (Screen sharing, placing 3D objects, images, videos), entered and left
the rooms, looked at the information displayed on thewalls and talked to each other. They
listened to the teacher’s instructions about 3D programming, they organised themselves
in teams and went to the breakout rooms; they programmed a table in 3 dimensions,
in Tinkercad, the students shared the screen inside the environment and talked amongst
themselves; A group of students left and entered the environment, the internet connection
was very unstable, so students were disconnected and lost workflow.

Second lesson: More dexterity in handling the platform was observed. The students
went to the “big” room as soon as they entered, they focused on the teacher’s instructions
in a more organized way (they sat on the chairs), they interacted with the teacher, asking
questions about programming and 3D modeling, more familiarity with teachers and
students from other schools, they organized the working groups and the strategies to
solve the proposed activity. The internet was more stable which allowed a consistent
work since the students were not disconnected. The students programmed a 3D rocket,
more complex compared to the table they programmed in the first class.

In the third class on the Immersive Web Environment: the students showed great
ease of navigation, they configured new avatars, avatars with webcam, which allowed
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the students to see each other’s faces. They kept the same behavior and interaction of
session two and demonstrated acquisition and application of the acquired knowledge,
they cooperated amongst themselves and between groups to complete the activity which
consisted in programming 3D objects allusive to Easter, the artifacts produced by the
students showed great quality.
Analysis of Students’ Answers of the Before and After the Experiment Question-
naires
It was of interest to the authors to find the students perceptions about this experience
in these immersive environments. To the statement “I like/liked learning programming”
(Table 1).

Table 1. I like/liked learning programming

Questions Q1 Q2

I totally agree 21 20

Agree 7 9

No opinion 1 0

Disagree 0 0

I totally disagree 0 0

In this matter, the differences of opinion before and after the experience are not
significant. Only one student, who had no previous opinion, gave a favourable opinion
after the experience, stating that he liked learning to program. On the question “I will
like/liked learning 3D Modelling” (Table 2).

Table 2. I will like/liked learning 3D modeling

Questions Q1 Q2

I totally agree 14 17

Agree 8 9

No opinion 5 3

Disagree 2 0

I totally disagree 0 0

It can be inferred that the students enjoyed modelling 3D objects using visual pro-
gramming, noteworthy that none of these students had programmed 3D objects before.
As it can be seen from the table, before the experiment, 5 students had no opinion and
2 students thought that they wouldn’t like 3D modeling. After the intervention the stu-
dents’ perception was more favourable. On the question “I will liked/like learning in an
immersive web environment.“ (Table 3).
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Table 3. I will liked/like learning in a virtual reality environment

Questions Q1 Q2

I totally agree 20 18

Agree 5 8

No opinion 3 3

disagree 1 0

I totally disagree 0 0

As can be seen the students had higher expectations regarding the virtual immersion
experience, perhaps it is due to the fact that they are used to the immersion of video games
and these present components of greater playfulness, when compared to educational
immersive environments.

In the questionnaire presented before the experiment the students were asked to
answer the following question “Tell in your own words what you expect to find in the
classroom in an immersive environment” The following answers were given (Table 4).

Table 4. What you expect to find in the classroom in virtual reality environment (Q1)

3D modeling

I would like to learn more about virtual reality since never had experience with it

Entertained

Don’t know

More “fun” ways to learn

A new challenge that is very interesting and fun

To have a real life like experience

Many 3D objects

Many interesting and diverging objects I hope it will be good

I honestly have no idea

Real things but in virtual reality

No idea

Learning to use virtual reality

A big space with many possibilities to learn new things in a more creative

New things in more creative ways

I hope to find new ways of learning about

Game programming and programming in general and how to

Create games in virtual reality

(continued)
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Table 4. (continued)

3D modeling

An open space with a menu where you can select objects and make objects, using them to
make something creative

A new world where I can be creating whatever I want

I hope to find new ways to learn to program, both in general and in games

A dynamic or different learning

I don’t really know

Some virtual reality goggles, and I green background so we can have a better view of the result

To have a healthy environment

The VR glasses

I hope I find something surprising

I hope to find something surprising

To be able to create objects

I hope to find a realistic classroom

Analyzing Table 4, we can see that of the 20 top written words by students (Fig. 5)
the words “learn”, “hope”, “objects” and “Virtual reality” stood out. It should be noted
that students had never experienced an educational activity in virtual reality and/or
3D immersive environment. Students were only informed that they would program 3D
objects in an immersive environment. Regarding expectations, some students associated
this type of environmentwith video games, otherswith a creative and funway of learning,
while others had no idea what they were going to find.

Fig. 5. Top 20 words mentioned by students (before the experiment)

After the experience the students were asked to answer the following question “Tell
in your own words what you found in the classroom immersive environment”. The
following responses were given (Table 5).

Table 5. “What you found in the classroom in the virtual reality environment” (Q2)

Good

In the virtual reality classroom, you can solve problems with the other people there and “see”
each other

3D objects

(continued)
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Table 5. (continued)

Good

Diversity

In the virtual reality classroom, there is not much distraction and I find it better

Very fun and an interesting experience

A classroom

Nothing special, it was just a virtual classroom

I don’t know

I found some classrooms, meetings, moved objects, boards etc.

A classroom

I was surprised, because I was not expecting all that

I found the possibility to find objects and different people in which we could create objects

It is very nice because we can feel ourselves in a new environment

My classmates, and others from other schools

A different emersion

Funny objects

Students

I found a good environment where all users could interact freely with each other

I found many things between animals and objects but I made a rocket

I created I blue rocket, many objects that we could interact with

Work, a camera going into the walls, my share flying and going through walls, making a rocket
and a table with the scheme that was on the board was interesting, the outside with a house and
the rest empty; and people who don’t talk coming in and out of the room

The students’ answers to the open question “what you found in the classroom in the
virtual reality environment” highlighted the words “classroom” and “objects” (Fig. 6)
as the most frequently mentioned. The students focused on the activity to be performed
(programming 3D objects), collaborating with colleagues from other schools, in a space
identical to the traditional classroom, but they refer to this space as less distracting.

Fig. 6. Top 20 words mentioned by students (after the experiment)
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In the questionnaire applied after the intervention, it was also asked if they agreed
with the following statement “I was inspired to learn more about programming after this
class in immersive environment” they picked the answer from a Likert scale that started
on “I totally agree” and ended in “I totally disagree as shown in Table 6.

Table 6. I was inspired to learn more about programming after this lesson in virtual reality
environment

Questions Q2

I totally agree 10

Agree 8

No opinion 3

Disagree 1

I totally disagree 0

Not all students answered this question, only 21 out of 29 and it was found that most
enjoyed and felt inspired to learn to program in an immersive web environment.

3 Final Remarks

The results show that the students interacted, collaborated, and learned with their peers,
however they had high expectations about using the Immersive Web Environment to
learn curricular concepts, on the other hand, the students enjoyed modelling 3D objects
using programming. The experience was classified as very positive, and they referred
that they would like to have more classes in this sort of environment. Despite the reduced
number of classes, only three of 50 min, the results were optimistic, and it is possible
to conclude that: i) students like programming, ii) students like modelling 3D objects
through programming, iii) students liked the immersion experience. The results allow us
to infer those students were motivated to learn programming, in this sense, this research
will start the next stage of development of an immersive experience under a theme to
be decided by the students, in which they will create the 3D objects to include in the
environment and customize it to their liking.

In conclusion, as indicated in the literature review, these environments have the
potential to provide a good learning experience, with several benefits for students, and
can be used as strategic resources to motivate and engage, as they offer the possibility to
collaborate and interact, allowing exploration and discovery. Themore involved with the
activity, the greater the motivation to develop it, therefore, the greater the effectiveness
of learning. It also enables collaboration between students from various institutions and
allows interaction between peers, or even, extend to collaborations between teaching
institutions [15].
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