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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings to appear just before the start of
the conference. The contributions thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. These papers provide academics, researchers, engineers,
scientists, practitioners, and students with state-of-the-art information on themost recent
advances in HCI. The volumes constituting the set of proceedings to appear before the
start of the conference are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s) of
the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2022 - Late Breaking Papers’ volumes of the proceedings to be published in
the Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2022 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as goodwill ambassadors for the
HCII conference.



vi Foreword

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

June 2022 Constantine Stephanidis
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Preface

Preliminary scientific results, professional news, or work in progress, described in
the form of short research papers (4–8 pages long), constitute a popular submission
type among the International Conference on Human-Computer Interaction (HCII)
participants. Extended abstracts are particularly suited for reporting ongoingwork,which
can benefit from a visual presentation, and are presented during the conference in the
form of posters. The latter allow a focus on novel ideas and are appropriate for presenting
project results in a simple, concise, and visually appealing manner. At the same time,
they are also suitable for attracting feedback from an international community of HCI
academics, researchers, and practitioners. Poster submissions span the wide range of
topics of all HCII thematic areas and affiliated conferences.

Four volumes of the HCII 2022 proceedings are dedicated to this year’s poster
extended abstracts, in the form of short research papers, focusing on the following
topics:

• Volume I: User Experience Design and Evaluation; Visual Design and Visualization;
Data, Information, and Knowledge; Interacting with AI; Universal Access,
Accessibility, and Design for Aging.

• Volume II: Multimodal and Natural Interaction; Perception, Cognition, Emotion, and
PsychophysiologicalMonitoring; HumanMotionModelling andMonitoring; IoT and
Intelligent Living Environments.

• Volume III: Learning Technologies; HCI, Cultural Heritage and Art; eGovernment
and eBusiness; Digital Commerce and the Customer Experience; Social Media and
the Metaverse.

• Volume IV: Virtual and Augmented Reality; Autonomous Vehicles and Urban
Mobility; Product and Robot Design; HCI and Wellbeing; HCI and Cybersecurity.

Poster extended abstracts are included for publication in these volumes following a
minimum of two single-blind reviews from the members of the HCII 2022 international
Program Boards. We would like to thank all of them for their invaluable contribution,
support, and efforts.

June 2022 Constantine Stephanidis
Margherita Antona

Stavroula Ntoa



24th International Conference on Human-Computer
Interaction (HCII 2022)

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at

http://www.hci.international/board-members-2022.php



HCI International 2023

The 25th International Conference on Human-Computer Interaction, HCI International
2023, will be held jointly with the affiliated conferences at the AC Bella Sky Hotel
and Bella Center, Copenhagen, Denmark, 23–28 July 2023. It will cover a broad
spectrum of themes related to human-computer interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as
novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will be available on the conference
website: http://2023.hci.international/.

General Chair
Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2023.org

http://2023.hci.international/ 

http://2023.hci.international/
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Abstract. Online learning plays a significant role for students. How-
ever, with the increasing number of online platforms such as MOOCs,
YouTube, etc. students can find it challenging to conveniently use them
for learning purposes. Here, technological solutions are yet to achieve
proper utilization of those platforms. Therefore, in this paper, we per-
form a mixed-method study through semi-structured interviews with 18
university students and an online survey of 239 university students from
an engineering university situated in Bangladesh. Our findings reveal sev-
eral influential factors, experiences, challenges of the conventional usage
of online platforms for learning. One of the noteworthy findings of our
study is that most students use multiple online platforms for an effec-
tive learning experience. These findings point to opportunities for design
interventions in existing platforms and a need for personalized online
platforms for learning purposes.

Keywords: Online learning · Platforms · Students · Survey ·
Interview

1 Introduction

Online Learning has many benefits, perhaps the most significant is widening
access to education to the reach of many in a flexible manner, thus allowing
learning to take place anywhere at any time. Like many other countries in the
Global South [10], the availability of the mobile Internet has made online learn-
ing easily available to the students of Bangladesh [1]. Massive Open Online
Courses (MOOCs), YouTube, discrete websites (Google, Bing, etc.) are some of
the online platforms which play essential roles in learning [3,7]. However, one of
the challenges of online learning is how to choose an effective platform for learn-
ing that meets learners’ expectations and requirements [6,9]. However, limited
research on the challenges faced while using those platforms and the increasing
potential of online learning in the Global South [10] have motivated us to explore
the online learning experiences of students in Bangladesh.

In this study, we perform a mixed-method study by conducting semi-
structured interviews and an online survey of students. Based on our interviews,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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we have taken the early steps to understand the influential factors, experiences,
challenges faced by students while using online platforms for learning and iden-
tified the design issues of the online learning resources, which cause limited
interaction. These will help HCI to better understand these issues. We have also
identified how current online platforms often fail to address these challenges of
the students and proposed some socio-culturally appropriate insights to increase
the convenience of students in getting the preferred type of learning resources,
which shows novel ways for HCI to address these issues.

2 Related Work

One of the main characteristics of online learning is that it requires learners’ abil-
ity to self-regulate their learning process to achieve a positive learning outcome.
Learners tend to adopt online learning that can fulfill their functional motive,
social motive, and emotional motive [11]. A study [6] examines the principal
factors for the use of online learning among university students where it is found
that perceived usefulness and perceived ease of use influence inclination for online
learning. Accordingly, researchers worked on showing the engagement, motiva-
tion, flexibilities, and impact on academics of different types of online platforms
such as MOOCs, YouTube, discrete websites [3,7,9]. These online platforms
enable learners of all ages, competencies, and preferences to look for information
or knowledge anywhere and anytime [8]. Studies on YouTube show that students
can understand and remember complex concepts much better when they are
exposed to a visual explanation video [7]. Websites offering learning resources
found to have diverse quality content and usability criteria for learning pur-
poses [3]. The impact of integrating MOOCs with traditional in-class learning
was discovered in a research [9], where researchers find that learning objectives
were in most parts better satisfied in this integrated way because students were
more involved and eager to learn. However, most of these researches focused
on specific types of online platforms or particular learning materials. They face
several challenges while trying to get an effective learning experience from these
platforms which varies with the social-cultural differences of the learners [12].
In a work [12], socioeconomic, sociocultural, and IT infrastructural factors are
categorized as challenges hindering the adoption of online learning. However,
most of these researches investigate the challenges of online learning in general,
not while they are using online platforms for learning. Moreover, it can be seen
that providing learners with the same learning resources may not create simi-
lar learning experiences. Instead, it may reduce learners’ learning performances
[5]. Additionally, learners’ motivations and influential factors vary because of
socio-cultural differences in different communities. This requires effective design
interventions considering learners’ motivations, expectations, experiences within
online learning environments, and socio-cultural differences [12].

Despite numerous benefits and usefulness of online learning highlighted in
literature [8], the majority are hesitant and reluctant to use online platforms for
learning in Bangladesh [4]. In a study [4], researchers find most of the students of
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Bangladesh at the university level have a positive perception of online learning.
However, there are constraints as well, for example, poorly designed learning
materials allow limited interaction. Therefore, it is imperative to investigate
the hardships learners face in Bangladesh with the conventional usage of online
platforms for learning.

3 Methodology

We framed our research from the perspective of students to understand the
usage of existing online platforms by surfacing the current usage challenges.
Therefore, we performed a mixed-method study which included semi-structured
interviews and an online survey. The target participants are undergraduate stu-
dents of an engineering university of department computer science and engineer-
ing in Bangladesh. The research study was approved by the Ethics Committee,
a part of the Integrity Strategy and Innovation, of the institution of the authors.
Firstly, we interviewed 18 engineering students. We maintained diversity in the
class standings (first, second, third, fourth), and gender during recruitment. 18
interviewees participated in 20 min to 40 min long semi-structured interviews in
the local language, i.e., Bengali. over phone calls or Zoom meetings. The inter-
views were audio-recorded with the permission of the interviewees. Out of 18
participants aged between 20 to 25 years, 10 participants reported being male
and 8 participants reported being female. Accordingly, the audio data of the
interviews were transcribed, anonymized, and translated into English. We used
thematic analysis and the open coding procedure [2] to discover various themes
from the transcripted audio data. Subsequently, we surveyed 239 students aged
between 20 to 25 following non-probabilistic sampling and snowball sampling.
Among our 239 participants, 156 reported as males, and 83 reported as females.
Among the survey participants, 15.48% were the first year, 20.92% were the
second year, 20.5% were the third year, 43.1% were the fourth year undergrad
students. The questionnaire of the survey was distributed using Google form
and it includes both open-ended and closed-ended questions. The options for
close-ended questions in the survey were placed with the help of responses of the
interviews since we surveyed after taking the interviews. Accordingly, the survey
questions were categorized into themes that were derived from the interviews.
From the interviews and survey, we discover the influential factors that motivate
them to take help from online platforms for learning, their preferred platforms,
challenges they face while using those online platforms.

4 Results

Here, we discuss our findings associated with the themes (Table 1) developed
from the interview study and the survey of participant students.
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Table 1. List of themes and descriptions associated with the interviews and the survey.

Theme Description

Influential factors The influential factors behind taking help from online
platforms for learning purposes

Usage Pattern The online platforms that are more preferable than others for
learning purpose and the reasons for this usage

Challenges The issues students face while they use online platforms with
learning

Expectations The expectations from online platforms with to meet
requirements

Table 2. Shows (a) influential factors to take help from online platforms for learning,
(b) challenges faced while using learning resources, and (c) challenges faced while using
online platforms by the students of the survey (n = 239)

Influential factors to take help from online learning platforms Survey (%)
Easier to understand 71.5
International standard 29.3
Availability of resources 56.1

Readily accessible 70
Numerous types of resources 51.5

Outcome of the learning resources 33.1
Less self-consciousness 11.7

(a)

Challenges faced while using online learning resources
Survey (%)

Lengthy course-outline 62.3
Lack of proper evaluation 33.5

Hard to navigate to previous sessions 19.7
Non-updated help page 26.4

Less interaction 32.6
Lack of consistent monitoring 13.4

Paid resource 38.9
Trust issues with less familiar resources 22.6

Instructors’ accent 8.8
(b)

Challenges faced while using online platforms
Survey (%)

Delay to find suitable learning resource 77.4
Inconsistent ranking of the links of preferred resources

38.89
Not showing important links if the entered keyword is slightly inaccurate

50.2
(c)
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Fig. 1. Shows (a) the number of MOOC platforms, (b) the number of YouTube edu-
cational channel, (c) the number of learning websites, students (n = 239) follow

28.9
2.5

5

11.7

18.4

33.1

47.3

0 10 20 30 40

No platform

DataQuest

Lynda

EdX

Udacity

Udemy

Coursera

22.6

47.7

18.8

4.6

3.3

3

0 10 20 30 40 50

0

1-5

5-10

10-15

15-20

>20

Count (%)
(a)

Count (%)
(b)

Fig. 2. Shows (a) the most used MOOC platforms by the students (n = 239), (b) the
number of online courses taken by the students (n = 239) through MOOC platforms

4.1 Influential Factors

All interviewed students expressed they take help from online platforms for their
learning purposes. From the interviews, it was revealed that several factors influ-
ence them to take online help which includes easier understandability than the
physical resources, numerous types of resources with the flexibility to choose
from them, the standard of the learning resources without any bias, availability
of the resources which gives them the flexibility to learn any time, the outcome
of the learning resources such as certificate after completion of a course, and less
self-consciousness while taking help online. Some participants mentioned they
feel comfortable interacting with others virtually rather than physically. Table 2
(a) informs the influencing factors related to the usage of online platforms for
learning from our survey results.
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4.2 Usage Pattern

All interviewed students mentioned that they are familiar with existing online
platforms such as YouTube, Google, MOOC, etc. We also wanted to know if
they believe those platforms help them in learning and most of them expressed
positive remarks. They also expressed the reasons to prefer a certain online
platform for learning purposes over others. Some of them said they prefer where
links of numerous platforms are being shown at the same time, which helps them
to choose any among them. Some mentioned they prefer platforms where visual
explanations are provided. To emphasize the preference for a specific platform
over others, P6 shared, “I often try to find and learn a topic in a short time.
YouTube helps a lot in this case”. Almost all of them said they use multiple
online platforms while learning a topic because sometimes only one platform
does not provide them with their required resources. Accordingly, our surveyed
students follow MOOC platforms, YouTube channels, discrete learning websites
for learning purposes (Fig. 1). We find out which MOOC platforms students use
most and the number of courses taken using MOOCs as well (Fig. 2).

4.3 Challenges

Our interviewed students depict how the existing online solutions sometimes fail
to fulfill all their requirements. According to them, limited search results shown
in some platforms make them switch between platforms frequently to find the
most suitable learning resource. It takes them a lot of time to find the exact
required resources. Often some important resources’ links are shown bottom in
the search results in some online platforms. Some platforms often fail to recognize
the keyword if they are entered incorrectly. However, some of them (n = 6)
mentioned they do not feel any lack in the existing learning resource platforms.
Interestingly, the participants who mentioned they do not face any issues with
the existing platforms are the first year (n = 3) and second-year (n = 2) students
except one. We discover the challenges our surveyed students come across while
using online learning resources and platforms (Table 2 (b) and (c)). Further, our
interviewees mention the disadvantages of taking this online help for learning
purposes. Some feel since many resources can be found, online plagiarism while
doing academic tasks has become common. Many lose interest to dive deep into
a certain topic since there are various types of resources available online which
make them confused and distracted.

4.4 Expectations

Interviewed students’ mentioned their expected characteristics in an online plat-
form, which will assist them to access their required learning resources with-
out any delay. They wanted their required resources’ links to be shown above
the search results, multiple types of resources being provided at the same
time, accessing their required resources without being familiar with so many
online platforms, etc. Mainly they wanted to mitigate the challenges they face
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while using online platforms. The interviewed students also came up with their
expected characteristics in learning resources, which include a short but in-depth
explanation, updated help page, easy navigation, communication among the
learners, availability of practice module, proper evaluation of the learners, the
international standard, updated frequently asked question, free of cost, etc.

5 Discussion

This study provided insights on the role of online platforms for learning purposes
by surfacing the challenges of students.

5.1 Influential Factors for Online Learning

We investigated the influential factors related to students’ using online platforms
for learning which contribute to prior research [6,11] on the adoption of online
learning. Our discovered influential factors can categorize into four categories- a)
social factors b) human factors c) system quality d) information quality. Students
look for trusted, credible, and familiar online platforms to search for resources.
They feel self-conscious while interacting with instructors, peers for learning
purposes physically, which is not in the case with virtual interaction. These are
social factors. Human factors such as easier understandability, ready accessibility,
gaining a certificate affect them as well. System quality factors include showing
preferred resources at the beginning of the search results, having an evaluation
system, etc. as well. Information quality factors such as high standards, more
structured resources with effective information motivate students to take help
from online platforms for learning purposes.

5.2 Managing Online Platforms Multiplexity for Effective Learning

Students use online platforms and communication media for learning purposes.
However, they are not satisfied as per expectation in terms of their required
needs. They feel there is less opportunity to customize a platform. They face
delays in finding suitable learning resources using existing online platforms. How-
ever, the challenges of engaging with online platforms for learners involve not
just one single platform, but a complex online learning ecosystem. Accordingly,
we provide evidence of how students perceive the effectiveness of different online
platforms for learning: Google was seen effective at showing numerous types of
resources at the same time, YouTube was seen as particularly useful for providing
learners opportunity to learn in a short time and MOOCs were seen effective at
aggregating detailed information about a learning topic. However, using multiple
online learning platforms requires time, a relatively stable motivation, collabo-
rations among peers for effective learning. Most learners are constrained in their
capacities to be able to manage and fully maximize the power of multiple online
learning platforms. These insights extend prior work [3,7,9] examining learners’
practices in specific types of online platforms for learning.
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5.3 Design Implications

Students’ expectations suggest that they need interlinking between platforms to
reduce delay to find their suitable learning resources and their required learn-
ing resources’ links should be shown at the beginning in the search results.
From these, we can propose a platform where learners can select which type of
resources they wish to get so that they do not need to search for a long time
to find the perfect resource. We can also propose a personalized search engine
for learning resources, where search results links will be shown with appropriate
ranking based on students’ preferences. These preferences will be derived from
students’ profiles, preferred resource types, students’ most used platforms. Thus,
this study extends our thinking of enabling interactions beyond the traditional
online platforms and yet to build a specific platform for learning with specific
needs that can make learners’ searching and navigation easier along with per-
sonalization. We find that most students do not prefer native resources and the
reasons specified are a scarcity of resources and low standards. Additionally,
challenges and design issues specified by the students can help to create future
design interventions. The content creators should keep in mind the design issues
while creating content for the learners.

6 Conclusion

Online platforms have become important for students to gain knowledge. We
conduct an interview study and an online survey to find out the usage pat-
tern, motivating factors behind their interaction with different types of online
platforms for learning purposes, and issues they identify while using those. We
present several insightful findings from our rigorous user studies. We find that
learners use multiple online platforms simultaneously for the effective learning
experience. We also discuss design implications to address the concerns of stu-
dents.
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Abstract. When communicating with second language learners, empathetic con-
versational partners that can convey a suitable amount of emotional feedbacksmay
play a facilitative role in instilling positive emotions and thus catalyze learner’s
production of the target language. On the other hand, facial expressions play a pre-
ponderant role in communicating emotion, intent, and even desired actions in a
readily interpretable fashion. Moreover, the facial feedback hypothesis, an impor-
tant part of several contemporary theories of emotion, suggests that facial expres-
sions play a causal role in regulating emotional experience and behavior. In this
study, we aim to investigate whether and how emotionally expressive computer-
based agents that emulate non-verbal facial expressions may convey empathetic
support to second language learners during communication tasks. To such extent,
we leveraged the Facial Coding Action System and implemented a prototype vir-
tual agent that can display a set of nonverbal feedbacks including Ekman’ six basic
universal emotions in addition to gazing andnoddingbehaviors. Then,wedesigned
a Wizard of Oz experiment in which second language learners are assigned inde-
pendent speaking tasks with a virtual agent whose feedbacks are indirectly driven
by the wizard’s facial expressions. In this paper, we present the outlines of our
proposed method and our experimental settings towards validating the meaning-
fulness of our approach. We also present our next steps towards improving the
system and validate its meaningfulness through large scale experiments.

Keywords: Virtual agents · Attentive listening · Facial feedbacks · Second
language acquisition

1 Introduction

In communication settings, nonverbal behaviors such as facial expressions, nodding
or eye gazing play a preponderant role in complementing and regulating interaction
among participants [1]. For instance, the facial feedback hypothesis [2], an important
part of several contemporary theories of emotion, suggests that facial expressions play
a causal role in regulating emotional experience and behavior. On the other hand, when
communicating with second language learners, empathetic conversational partners that
can convey a suitable amount of emotional feedbacks may play a facilitative role in
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instilling positive emotions and thus catalyze learner’s production of the target language
[3].

Moreover, the literature suggests that a conversational agent which has the ability to
effectively convey appropriate emotional responses greatly augment the illusion of life
because emotions are something that we find at the heart of what it means to be human
[4].

In this study, we aim to investigate whether and how emotionally expressive
computer-based conversational agents that emulate non-verbal facial expressions may
convey empathetic support to second language learners when carrying out independent
speaking tasks. To such extent, we propose a facial expressions generationmethodwhich
is based on the Facial Coding Action System [5]. Then, we implement a prototype vir-
tual agent that can display a set of non-verbal feedbacks including Ekman’ six basic
universal emotions [6] in addition of gazing and nodding behaviors. Here, we report on
initial insights regarding the meaningfulness of our approach towards eliciting second
language communication.

The rest of this paper is organized as follows. We begin an outline of the novelty
and main objectives of our work. Then, we provide an overview of the proposed facial
expression modeling and generation method. Later, we describe the pilot study and its
preliminary results. Finally, we present some concluding remarks and discuss directions
for future work.

2 Novelty and Research Goal

Nonverbal signals such as facial expressions, body language, eye-contact, etc. play a
central role in human communication, sending strong messages about one’s cognitive
and emotional state. Depending on their nature, these cues may put people at ease, build
trust, or they can offend, confuse, and undermine what the speaker is trying to convey
[7]. For instance, the use of facial expression enables virtual agents to engage with users
on an affective level, making them more capable social actors [8]. Hence, developing
an embodied conversational agent that is able to exhibit a humanlike behavior when
communicating with humans requires enriching the dialogue of the agent with well-
designed non-verbal communication signals. In addition, while several approaches have
been adopted to achieve such multimodal computer supported conversational agents, it
seems important to bear in mind that less effort has been expanded on devising conversa-
tional agents that could display empathetic non-verbal listening behaviors. Furthermore,
the potential of such nonverbal cues for fostering second language communication is
not clearly established.

For instance, independent speaking task is a storytelling like communication task
where second language learners are required to clearly express their opinion or thoughts
on a topicwithin a limited amount of time.However, some learners despite their linguistic
abilities may fail to perform at the best of their capabilities due to the amount of stress
associated with such resource demanding activity. As a promising approach towards
solving such issue, we are interested in investigating whether and how a virtual human
agent that can display empathetic listening behavior could help such learners overcome
their fear of failing, gain confidence, and communicate at the best of their linguistic
resources. On the lights of the above, the goal of this study is two-fold:
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• propose a method for achieving emotionally expressive computer-based agents that
could display attentive nonverbal signals while listening to human conversation
partners

• investigate whether such agents can convey enough empathetic support to the
extent of regulating second language learners emotional experience and fostering
communication task.

3 Proposed Method

To the extent of achieving the above-mentioned research goal, we propose a method that
enables a virtual human agent to display believable nonverbal listening behavior using
the following three types of nonverbal signals: facial expressions, nodding, and finally
gazing. We employed a digital human agent developed by Trulience [9], which offers
super realistic, interactive video avatars suitable for the high level of expressivity needed
in the context of this work.

3.1 FACS Based Empathic Listening Behavior Modelling

To achieve an attentive listening behavior, it is necessary for the virtual human agent
to display believable nonverbal feedbacks that are aligned with the status of the inter-
action. In our work, such attentive listening behavior is realized by endowing a virtual
human with the ability to convey specific emotions through facial expressions, nodding
and gazing behavior. To this end, we adopt the Facial Action Coding System (FACS)
[5] to design and code in a reliable fashion the virtual agent’s facial expressions and
movements.

FACS is an anatomically based system for describing all visually discernible facial
movements. It breaks down facial expressions into individual components of muscle
movement, called Action Units (AUs). Moreover, targeting such AUs is especially quite
interesting since it is believed that facial expressions for displaying basic emotions such
as happiness, sadness, anger, surprise, fear, and disgust are universal and can be coded
as combination of multiple AUs. For this reason, in this work, we adopted the method
described in [10] and carefully categorized our virtual agent’s face blendshapes so as
to target each of the 64 AUs identified in Ekman’s work. By combining some specific
AUs, we are able to enable the virtual agent to display each the Ekman’s six basic uni-
versal emotions in addition to nodding and gazing behavior, as illustrated in Table 1.
For example, surprise is generated from the combination of Action Unit 1 (Inner Brow
Raiser), Action Unit 2 (Outer Brow Raiser), Action Unit 5 (Upper Lid Raiser), and
Action Unit 26 (Jaw Drop). On the other hand, gazing and nodding behaviord are gen-
erated either from a single or combination of corresponding AUs. Figure 1 shows an
illustration of the different facial expressions implemented in the virtual human agent,
in addition to nodding and gazing.
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Table 1. Combining multiple AUs to achieve various nonverbal feedbacks signals, adapted
from [9].

Emotion/Feedback Action unit combination Description

Happiness 6 + 12 Cheek Raiser + Lip Corner Puller

Sadness 1 + 4 + 15 Inner Brow Raiser + Brow
Lowerer + Lip Corner Depressor

Anger 4 + 5 + 7 + 23 Brow Lowerer + Upper Lid Raiser
+ Lid Tightener + Lip Tightener

Surprise 1 + 2 + 5 + 26 Inner Brow Raiser + Outer Brow
Raiser + Upper Lid Raiser + Jaw
Drop

Fear 1 + 2 + 4 + 5 + 7 + 20 + 26 Inner Brow Raiser + Outer Brow
Raiser + Brow Lowerer + Upper
Lid Raiser + Lid Tightener + Lip
Stretcher + Jaw Drop

Disgust 9 + 15 + 16 Nose Wrinkler + Lip Corner
Depressor + Lower Lip Depressor

Gazing 61/62/63/64 Eyes Turn Left/Eyes Turn
Right/Eyes Up/Eyes Down

Nodding 51/52/53/54 Head Turn Left/Head Turn
Right/Head Up/Head Down

Fig. 1. Virtual agent displaying different facial expressions including Ekman’s six basic emo-
tions in addition to gazing and nodding.
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3.2 Triggering Specific Facial Expressions with a Wizard

In order to display a particular attentive listening behavior at a particular time of the
interaction in a natural fashion, it is necessary for the virtual agent to be endowed
with the ability of displaying facial expressions that are aligned with the content of the
ongoing conversation. This is not easy to achieve as it requires real-time processing and
understanding of the current state of the interaction. In other terms, it would be desirable
that the virtual agent aligns its facial expression with the contents of the interlocutor’s
speech at any time of the interaction in order in convey an empathetic and natural
listening behavior. For example, when the agent’s interlocutor is talking about a happy
or fun story, the virtual agent would be expected to display some facial feedbacks that
convey some happiness.

To achieve such challenging task and evaluate the meaningfulness of the proposed
system in a cost-effective fashion, we adopted a Wizard of Oz (Woz) [11] experiment
style and implemented a prototype version of the system where ideal timing and type
of displayed feedbacks are indirectly triggered by a wizard (i.e., an human being that
partially operates the agent behind the scenes), as shown in Fig. 2. The wizard’s face
expressions were detected in real time using a third-party face recognition API [12],
and based on the detected face expression, the virtual agent’s nonverbal signals were
generated. With such a setting, we designed an experimental environment in which
subjects (second language learners) interact with the virtual agent without being aware
that the virtual agent is actually being operated by the wizard.

Fig. 2. Overview of system implementation for Wizard of Oz experiment

4 Preliminary Evaluation

We conducted a preliminary evaluation of the proposed system in which the virtual
agent engages in a conversation with a human subject. Within this scenario, the human



Towards Emotionally Expressive Virtual Agent 17

subject, a second language learner is presented with an independent speaking task such
as “Describe any one of the best moments of your life”.While the learner is speaking, the
virtual agent displays some nonverbal feedbacks to the extent of achieving some attentive
listening behavior toward the subject.Weprepared three versions of the system, a first one
where non-verbal feedbacks were indirectly triggered by the wizard, as described in the
previous sections, a second one where non-verbal feedbacks were randomly triggered,
and a third one where the virtual agent was just in an idle state and did not provide any
facial feedbacks. Two undergraduate university students were recruited to evaluate the
usability of the system. After interacting with each of the three system versions, they
were asked to fill in a questionnaire survey about the naturalness of the virtual agent’s
listening attitude and their preference. Although, we do not have enough evidence to
confirm the effectiveness of the proposed system at the current stage of our study, still
we could observe that in general learners tend to prefer the system version involving the
wizard.

5 Conclusion and Future Works

It is well known that emotional expression transcends the barriers of race, ethnicity, cul-
ture, gender, religion, and age. However, whether an emotionally expressive computer
agent could have a beneficial impact for human communication is still to be demon-
strated. In this study, we proposed an approach that could help evaluate to which extent
nonverbal emotional signals displayed by a virtual agent could play a facilitative role in
instilling positive emotions and thus catalyze learner’s production of the target language.
Tendencies observed from a preliminary pilot study of the proposed system hinted at the
meaningfulness of our approach.

Futureworkswill be dedicated to conduct large scale andmore in-depth evaluation of
the proposed system.Wewill alsowork towards leveraging both the learner’s verbal input
as well as their facial expressions to enable the virtual agent to autonomously respond
in an emotionally meaningful way. In addition, although providing virtual humans with
features like affect, personality, and the ability to build social relationships is the subject
of increasing interest, little attention has been devoted to the role of such features as
factors modulating their empathetic behavior. Thus, we believe that a modulation of a
virtual agent’s empathic behavior through factors like its mood, personality, and rela-
tionship to its interaction partner will lead to the generation of more appropriate listening
behavior.
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Abstract. To represent how to play a guitar chord for beginners, our system
displays the following two 3D objects in virtual space using a mixed reality device
and a 3D game engine (Unity): (1) 3D guitar object displays a sphere at the
position of the string to be pressed where each color of the spheres represents
the finger to be used. (2) 3D hand object expresses an ideal finger shape when
playing the chord. Moreover, to visualize the goodness of pressing the strings, we
used a MIDI guitar controller which can acquire information on which string was
pressed during performance. After a performance, using the acquired information,
the system displays figures showing the correct way to press the strings and the
state of the strings pressed during the performance. Moreover, our system can
show how to correct mistakes using animation. A comparative experiment was
performed between our system and a general system by 14 test users. As a result,
it was shown that our system is superior in terms of clarity and users can learn
guitar chords by themselves.

Keywords: Guitar training · HoloLens ·Mixed reality

1 Introduction

For guitar beginners, when playing a guitar chord, it is difficult to know which string
to press down, which finger to use, and what hand shape to use. Furthermore, even if
a user intends to press down the strings correctly by himself/herself, he/she is not sure
if he/she is pressing the strings well. Therefore, many guitar training systems using a
mixed reality (MR) or an augmented reality (AR) have been proposed.

Löchtefeld et al. [1] have proposed a training systemwith amobile projector attached
to a guitar headstock. It can project colored light at the position of the string to be pressed
where the color is different depending on the finger to be used. In addition, it can display
information such as playing techniques on the fretboard. Rio-Guerra et al. [2] have
developed an AR-based app designed for guitar beginners to learn basic music chords
using a camera and a computer display connected to a PC. In the app, the fretboard is
shot with the camera, the mirror image is displayed on the display, the position of the
fretboard is recognized, and a colored virtual object is also displayed at the position of
the string to be pressed. As a result, it can realize a practice environment where a user
can play guitar while watching the instructional guitar in the mirror. When playing a

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1582, pp. 19–26, 2022.
https://doi.org/10.1007/978-3-031-06391-6_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06391-6_3&domain=pdf
https://doi.org/10.1007/978-3-031-06391-6_3


20 Y. Azuma et al.

music chord, these systems can provide information on which part of the string should
be pressed with which finger, but not on what hand shape to use.

Motokawa et al. [3] have developed an AR-based system which displays virtual 3D
hand objects on a guitar fretboard as a mirror image like the app [2] using an ARmarker
attached to the guitar fretboard so that a user can know what hand shape to use when
playing a music chord. Moreover, if the AR marker cannot be detected, to obtain the
position of the guitar, the boundary of the guitar image is detected by image processing
technique and used. Since these systems ([2] and [3]) require a guitar fretboard to face
the camera to some extent, even if the user wants to know the shape of the hand on the
back of the fretboard, he/she cannot see it. In addition, when playing guitar, the user
wants to check the hand holding the guitar, so it is necessary to look at the PC display
and his/her hand alternately in these systems. In this respect, the system [1] is excellent
in that performance information is displayed directly on the fretboard and the position
of the guitar is not restricted. On the other hand, in our preliminary experiment, it has
been found that when a virtual object is superimposed on an actual fretboard, the user’s
hand and the virtual object overlap, making it difficult to see the virtual object. From
this point of view, it seems that the representation method of these systems ([1, 2], and
[3]) is difficult for the user to understand.

When learning to play the guitar on your own, it is important for the user to know if
the strings are pressed with the correct fingering and the correct sound is being played.
Kerdvibulvech et al. [4] have proposed a system that can acquire the position of the
fingertips with colored markers on real time by integrating a Bayesian classifier into
particle filters. This system can check the correctness of the finger position in real time,
but it cannot check whether the correct sound is output. On the other hand, in the system
[2], it is also check whether the correct chord is played based on the frequency analysis
of the sound picked up by a microphone attached to the guitar. However, it is not easy
to identify the frequencies when multiple strings are ringing at the same time, and it is
considered difficult to accurately extract which string each finger is pressing.

Considering the shortcomings to the above-mentionedmethods, we develop a system
with the following features as a learning support system for learning basic music chord
performance for guitar beginners:

• Using an MR device and an AR marker attached to a guitar, our system displays 3D
virtual objects around the real guitar, instead of displaying the objects on the real
fretboard. Moreover, a mode for fixing 3D hand model in virtual space is provided so
that a user can see the hand model from various directions.

• Using a MIDI guitar controller, our system can acquire accurate information about
which position of the guitar a user pressing. After a performance, using the acquired
information, the system displays figures showing the correct way to press the strings
and the state of the strings pressed during the performance.

2 Guitar Training System

Our system consists of the following two systems:
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• Performance support system: This system displays 3D virtual objects expressing
fingering around a guitar by using an MR device.

• Performance evaluation system:After aMIDI guitar is played, this systemvisualizes
whether the strings was pressed correctly.

We explain the details of these two systems in the following sections.

2.1 Performance Support System

To display computer-generated virtual objects around a guitar, we use Microsoft
HoloLens2 as an MR device. This device is equipped with an optical see-through head-
mounted display, and it can superimpose and display a virtual object on objects in real
world space. In our system, to align virtual and real coordinate spaces, we use Vuforia
SDK [5] in Unity game engine [6] and an AR marker taken with the HoloLens camera.
The marker is attached to the headstock of a MIDI guitar controller (Artiphon INSTRU-
MENT 1). As a result, virtual objects can be displayed moving on with the marker. Here,
virtual objects are also generated using Unity.

Fig. 1. Overview of performance support system

To help guitar beginners play music chords, the system displays two virtual objects
(3D hand object and 3D guitar object) around the guitar headstock as shown in Fig. 1.
3D hand object expresses an ideal finger shape when playing the chord. This 3D model
is generated by using the hand tracking function of MRTK (Mixed Reality Toolkit)
provided by Microsoft. However, it is difficult to generate a precise hand model with
this function, and the system cannot accurately visualize where each finger is pressing
the string. Therefore, to accurately represent the position of the string to be pressed, the
3D guitar object is also displayed. This 3D object consists of a neck, frets, strings, and
colored spheres. Each sphere expresses the position of the string to be pressed and its
color expresses the finger to be used: blue is the index finger, red is the middle finger,
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green is the ring finger, and yellow is the little finger. These spheres are also displays at the
fingertips of 3D hand object so that a user can associate them. By using the performance
support system, a user can grasp the overall shape of the hand by looking at the 3D hand
object and he/she can check the exact positions of the strings to be pressed by looking
at the 3D guitar object.

Moreover, the virtual objects can be fixed in virtual space by hiding the ARmarker. It
can be realized by using the spatial awareness function of MRTK. This makes it possible
to observe the 3D hand object from various angles, such as checking the position of the
thumb on the back side of the fretboard.

2.2 Performance Evaluation System

Fig. 2. Overview of performance evaluation system

For a guitar beginner, even if he/she tries to play by imitating the appearance using
the performance support system, it is difficult to judge whether it is really pressing the
strings correctly. Therefore, to visualize the goodness of pressing the strings, we use
the MIDI guitar which can acquire information on which string was pressed during
performance. After a performance, using the acquired information, the system displays
figures as shown in Fig. 2 on a PC display. Here, the “Teacher” part shows the correct
way to press the strings, and the “MyGuitar” part shows the state of the strings pressed
during the performance. Here, white cubes mean their strings are pressed correctly and
reds incorrectly. If there is an incorrect part (red cube), the user can select it with up
and down arrow keys on the PC keyboard, the selected red cube is indicated by the gray
arrow, and the correction advice for it is displayed in text in the upper part of the display.
Moreover, the “Teacher” part can show how to correct mistakes using animation.

In addition, by playing the MIDI guitar connected to the PC, if the displayed chord
is played correctly, a sound indicating the correct answer will be generated. This allows
a learner to try to correct mistakes on the fly.
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3 Experimental Results and Discussion

Our system was developed by using the game engine Unity 2018.4.23f1 (Libraries:
Vuforia Ver.9.2.7 and Microsoft Mixed Reality Toolkit, Plug-in: MidiJack).

To verify the effectiveness of our system, we conducted an experiment on 14 guitar
beginners. As a comparative experiment with our system, we used a system that displays
a chord diagram and a photo expressing an ideal hand shape as virtual plane object (See
Fig. 3). In the experiment, the participants learned how to play the seven basic major
chords (C major, D major, E major, F major, G major, A major, and B major chords)
using both systems. Here, music chords are randomly selected and displayed in turn for
15 s for each. The experimental procedure is as follows:

1. Participants learn how to play the music chords for 5 min using the comparison
system.

2. Participants learn how to play the music chords for 5 min using our performance
support system.

3. Participants review how to play the music chords using the performance evaluation
system based on the information acquired by the above item (2).

4. Participants relearn how to play the music chords for 5 min using our performance
support system. In this experiment, the participants are asked to use two modes: one
is that the virtual objects move on with the guitar headstock, and the other is that
they are fixed in their favorite position in the virtual space. The participants are also
asked to play not only the MIDI guitar but also an actual acoustic guitar.

Fig. 3. Comparison system using a chord diagram

After the experiment, we asked the participants to answer the following 11 questions:

• Q01: Were the displayed chord diagram and photo easy to see for the comparison
system?
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• Q02: Were the 3D hand object and the 3D guitar object easy to see for our system?
• Q03: Did you understand how to play chords by using the comparison system?
• Q04: Did you understand how to play chords by using our performance support
system?

• Q05:Didn’t the virtual objects disappear or unexpectedly appear in an unusual position
for the use of the ‘AR marker mode’? (In this mode, the virtual objects move on with
the guitar headstock.)

• Q06:Didn’t the virtual objects disappear or unexpectedly appear in an unusual position
for the use of the ‘no marker mode’? (In this mode, the virtual objects are fixed in the
virtual space.)

• Q07: Was the interface easy to see and understand for the performance evaluation
system?

• Q08: Were the error correction animation and the text of advice easy to understand
for the performance evaluation system?

• Q09: Were you able to learn how to play chords by using the performance evaluation
system?

• Q10: For the experiment (4), were you able to play chords correctly compared to
before using the performance evaluation system?

• Q11:Were you able to play chords correctly using an acoustic guitar after the training?

As a choice of answers, a Five-grade evaluation of Rickert standards was used:
1: Disagree, 2: Moderately disagree, 3: Neutral, 4: Moderately agree, and 5: Agree.
Therefore, for all questions, the larger the value, the better the result. Table 1 shows the
evaluation distribution for questions where the value in each cell indicates the number
of participants who made the evaluation.

Regarding the questions fromQ01 to Q04, it is shown that our system is easier to see
the virtual objects than the comparison system, and it is easier to understand how to play
chords. When we asked the participants directly which system was easier to understand
how to play chords, 12 out of 14 responded that it was our system, indicating that our
system is superior.

Looking the results for Q05 and Q06, the ‘no marker mode’ can display the virtual
objects more stably than the ‘AR marker mode’. For the use of the ‘AR marker mode’,
HoloLens2must always track the moving ARmarker, which causes anomalous behavior
if themarker cannot be detected. As a result, 10 participants answered that the ‘nomarker
mode’ is easier to use.

Regarding the questions from Q07 to Q11, it is considered that the GUI of the
performance evaluation system is appropriate and users can learn how to play chords by
themselves.

Here are some of the comments received from the participants during the experiment
using our system:

• It was nice to be able to adjust the display position and angle of the virtual objects by
myself.

• Information that is not expressed in the music score is also presented, and I think that
users can learn efficiently.
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• It’s hard to get bored because users can practice like a game rather than practicing
while looking at the music score.

• The shape of some 3D hand objects was not accurate.
• It would be nice if the system could evaluate the performance in real time.
• The thick fretboard of the MIDI guitar makes it difficult to press the strings.

Table 1. Evaluation distribution for questions

4 Conclusion

To help guitar beginners learn how to play music chords efficiently, we have proposed
the following system: (1) The performance support system can display the virtual objects
(3D hand object and 3D guitar object) around the guitar headstock using HoloLens2, and
(2) the performance evaluation system by using a MIDI guitar can visualize whether the
strings were pressed correctly during the performance. The comparative experiment was
performed between our system and the comparison system displaying a chord diagram, it
was shown that our system is easier to understand how to play chords than the comparison
system. Moreover, it was shown that users can learn how to play chords by themselves
using the performance evaluation system.

The future works are as follows:

• We need to generate more accurate 3D hand objects.
• In our system, the performance is evaluated after all the performance is done, and
it cannot judge the goodness of the performance in real time while playing. In this
regard, improvements should be made so that judgment can be made in real time.

• Since thehandlingofMIDIguitars is different from that of acoustic ones, it is necessary
to propose a method that can judge whether the performance is correct or incorrect
even if an acoustic guitar is used.
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Abstract. Across English Language Arts classrooms in the United States many
students experience low reading comprehension and struggle to stay engaged
with their learning while working independently [1]. Our cross-functional team
partnered with middle school teachers and students to develop an educational
tool that provides reading skills support. Through three design thinking stages, we
present ourmethod, experiences, and initial outcomes developing a reading tool for
middle school English Language Arts classrooms. In Stage One, we empathized
with users to understand their needs and pain points and identified the problem
statement: students often do not work well independently and struggle to stay
engaged with reading. In Stage Two, we explored design solutions to address the
problem statement and engaged in iterative prototyping. At the end of this stage,
we developed an alpha version of our reading tool that included both annotation
and reading comprehension check features. In Stage Three, we conducted initial
user testing and evaluation of the tool inmiddle school classrooms (Teacher N= 3;
Student N= 171). Teachers found they were able to implement the tool flexibly to
fit their planned lessons and instruct students at different reading levels. Students
worked independently with the tool, reported that it was usable, and perceived
it would improve their reading comprehension. Overall, this study shows how a
tool with annotation and metacognitive-check features can support students in the
classroom, and offers next steps for the development of effective reading tools.

Keywords: User studies · Education technology · Reading literacy

1 Introduction

Low reading literacy among middle school students is a problem across the United
States. In 2019, 66% of 8th grade students read below a proficient level [2], and 27%
of those were below the basic level. Given the breadth of the reading skills needed to
be a proficient reader and the abundance of work in this area, there are many competing
theories, practices, and technologies. We engaged in a grounded, user-centered design
approach, and present work leading up to and including an initial implementation of our
tool in classrooms.
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1.1 Method Overview

Our interdisciplinary team implemented two key approaches to develop a solution to
support reading comprehension skills of struggling middle school readers: (1) user-
centered design [3] and (2) grounding in science and practice [4].While both approaches
have been usedwidely, their combination to address reading literacy in themiddle school
classroom created unique opportunities, challenges, andmethodological choices that our
team learned from, and we expect others could incorporate into their work.

In Stage One of the design thinking process we engaged in a discovery process
by conducting interviews with teachers and students to identify pain points and needs.
In Stage Two we explored potential design solutions rooted in learning science and
instructional design principles, and conducted frequent user tests to develop an alpha
version of the reading tool. Finally, in Stage Three, we conducted an alpha study of the
tool in classrooms with teachers and students to evaluate perceptions of usability and
preliminary evidence of effectiveness. All studieswere approved by IRB and participants
completed informed consent (see Stage Three for full study ethics).

2 Stage One: Empathize with Users and Define Problem

The work in stage one aligned with the first step in the HCI Design Process: research
and requirements gathering. We conducted surveys (n = 31), focus groups (n = 27),
and journey map interviews (n = 4) with middle school English Language Arts (ELA)
teachers. We also conducted surveys with students (n= 47). The two main outcomes of
StageOnewere developing an empathymap to understand teacher and student needs and
pain points, and using those to develop a problem statement to guide the development
of the learning solution.

Through empathy mapping, we established that middle school teachers would ben-
efit from support meeting the needs of learners at different levels, helping learners to
get started with their work, helping learners to feel empowered and encouraged to com-
plete work independently, helping learners feel engaged/excited to read, and providing
adequate and appropriate resources.

After summarizing themajor pain points ofmiddle schoolELA teachers and students,
we curated six problem statements and tested them with teachers (n= 3). Teachers rated
how much they identify with the problem statements and edited the problem statements
to align it with their actual needs. After this feedback, the team selected the problem
statement:As a general education 7th-grade ELA teacher, I am discouragedwhenmy low
reading comprehension students do not work well independently because they struggle
to stay engaged with their learning.

3 Stage Two: Explore Design Solutions and Engage Users
in Iterative Prototyping

Equipped with a better understanding of our users’ needs and experiences, in Stage Two,
we explored and collaboratively ideated on potential solutions. The problem statement
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served as our guide throughout this stage. The work in stage two aligned with the second
step in the HCI Design Process: Design and Prototyping.

First, we identified and considered applicable learning science research concerning
reading comprehension, motivation to read, metacognition, and self-regulated learning.
Given that teaching and learning related to middle school literacy is a well-researched
area, we wanted to ensure we incorporated insights from applicable learning science
research into our brainstorming, design thinking, and ideation work. We also reviewed
and incorporated applicable learning design principles (LDPs) and instructional best
practices while exploring design solutions.

To ground our work, we adopted the comprehensive Cognitive Based Assessment of,
for, and as Learning (CBAL) reading framework [5] as our primary learning framework
underpinning design solution exploration. Drawing from the framework, we divided the
reading process into the following dimensions: 1) preparing to read, 2) understanding
the text, 3) digging deeper or going beyond the text, 4) re-representing text information,
and 5) applying and reflecting.

Fig. 1. Screenshots of the ELAborate welcome screen with instructions, the text view with
annotation modal window, and the final theme response box.

Having established a strong learning science and instructional design foundation on
which to build, we ideated and created rapid prototypes. In Stage Two we regularly
conducted studies with students and teachers on our rapid prototypes to evaluate the
extent to which design decisions met their needs. The two key features we decided to
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focus on in the initial prototype were 1) annotation and 2) reading comprehension self-
check questions. Annotating text has positive impacts on student reading comprehension
through reading skill,metacognition, and socio-emotional learning [6]. Reading compre-
hension checks presented with the text have positive impacts on reading comprehension,
metacognition, and socio-emotional mechanisms [5].

Through exploration of design solutions and iterative, rapid prototyping, we inte-
grated insights from learning sciences research and instructional design principles with
the expertise of our users to create a functional prototype – ELAborate. In ELAborate
(Fig. 1), students: 1) view a demo video to help them understand how to use the tool as
well as the assignment instructions [7], 2) answer a guiding question [8], 3) read the text
while annotating via hashtags, highlights, and comments and review their annotations as
needed [9], 4) answer reading comprehension check questions [10], and 5) write a brief
summary about the story’s theme [11]. ELAborate had a single text, Thank you M’am
by Langston Hughes.

4 Stage Three: Initial Testing and Evaluation

In stage three, we conducted an alpha study of our prototype (ELAborate) to determine
the extent to which it was able to address needs identified in our problem statement.
The work in stage three aligns with the third step in the HCI Design Process: evaluating
designs.

4.1 Research Questions

Study goal 1 asked how do teachers choose to use the tool? There were two research
questions associated with this goal: 1) do teachers implement the tool in similar ways,
and 2) why did teachers implement the tool in the way they did? Study goal 2 asked how
students and teachers perceive the tool? There were two research questions associated
with this goal: 1) do users perceive the tool as usable, and 2) do users perceive the tool
as improving reading comprehension? For each research question, the prediction was
that there would be supporting evidence to support these questions, because ELAborate
was designed specifically to address these constructs. However, a main purpose of Stage
Three is to identify areas for improvement and optimization, so below we also use
exploratory analyses to probe when there is negative evidence for a research question.

4.2 Method

The studywas conducted inmiddle school (7th&8thgrade)ELAclassrooms.ELAborate
was implemented as a regular classroom activity. There were three teachers in the study,
with a total of 9 classes. A total of 171 students participated in at least a portion of
the classroom activities. Data collection was remote, and we only had contact with
teachers. Teachers chose how to implement the tool into their classroom instructions
and additional activities for their class around the reading. Teachers were paid $100
per hour for participation outside of classroom (e.g., training and interviews). Schools
were compensated $20 per student who completed the study. The full study design was
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approved by IRB, and approvalwas received for each school using their district protocols.
All participation was voluntary, and participants consented to participate. Students used
anonymous participant IDs assigned by teachers throughout the study, so all student data
was deidentified throughout the study. Teacher data was deidentified upon completion
of the study.

Students completedmultiple surveys in addition to their engagement with the ELAb-
orate prototype. Before using ELAborate, students were asked five questions to gauge
their motivation, reading habits, and comfort with technology. While reading, students
were given the goal of identifying the themeof the story.Use of the annotation featurewas
optional, but all reading check questions had to be answered correctly before moving on.
After using the tool, students completed usability items (System Usability Scale [SUS;
12], and perception of impact items. The perception of impact questions gathered stu-
dents’ agreement (1= Strongly disagree, 5= Strongly agree) that ELAborate supported
six outcomes the tool was designed to address: Overall text comprehension, vocabulary,
ability to annotate, motivation, engagement, and independent reading. Students also
rated agreement (1 = Strongly disagree, 4 = Strongly agree) with two reading assign-
ment specific items: needed support from teacher to understand 1) plot and 2) theme.
Teachers participated in follow-up interviews to discuss the implementation of the tool.

For teacher interviews, we conducted a thematic analysis. The implementation
themes were flexibility of implementation and logistics of implementation. We present
descriptive statistics for the survey items to illustrate the trends in the data. Additionally,
we use correlations and Bayes factors as exploratory analyses to probe the data. Finally,
where applicable, we present the interview and survey data together to put the survey
results in context.

4.3 Results

Study Goal 1: Teacher Implementation. (1) Do teachers implement the tool in similar
ways, and (2) why did teachers implement the tool in the way they did? All teachers
in this study implemented the tool differently. There were some similarities, such as
completing most of the reading independently. Notably, all teachers provided different
levels of support and structure during the reading component. As such, the key outcome
here is that teachers found the tool flexible to different implementations, and the tool
did not create limitations on their implementation plans.

Teachers who gave their students the most freedom to complete the reading inde-
pendently stated that they wanted to understand how students would naturally use the
tool. However, one of these teachers changed their implementation based on the reading
level of their students. For example, they varied how much annotation demonstration
they did. Another teacher chose to scaffold their students through the first use of the
tool in order to increase the likelihood they would understand how to use all the tool
features. They also indicated that with future uses they would increase the amount of
independent work in ELAborate.

Study goal 2: Perception of Usability and Impact of Reading Comprehension. (1)
Do users perceive the tool as usable? Overall, students gave the tool high usability
ratings. This aligned with teachers’ perceptions that the tool was easy for students to
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use. The System Usability Scale (SUS) score for ELAborate was in the “Good” range
(M = 74.14; SD = 15.23), which is especially high for the first classroom release of
ELAborate. SUS scores did not vary between teachers (BF = .10). ELAborate usability
can still increase, and one feature identified for improvement was that the process to
save annotations was cumbersome for certain students (“I believe it would be easier if
the quotations automatically save as you type them.”).

(2) Do users perceive the tool as improving reading comprehension? Overall, on the
six reading comprehension outcomes completed after using the tool, students perceived
that using ELAborate supported their reading comprehension (Fig. 2A), with each mea-
sure above the neutral point on the scale (p’s< .001). Importantly, these measures were
the same across teachers (BF range .47–.11) with one exception. For working indepen-
dently, one teacher’s students perceived the tool as not having a positive or negative
impact on working independently (BF = 1.53; working independent M = 3.2, SE =
.21). There was not clear evidence to explain this result in the implementation data, but
future work should explore this key outcome from the problem statement.

We ran correlations on the six reading comprehension outcomes, and allwere positive
(p’s< .05; min r = .21; max r = .75). However, annotation is one of the key features of
ELAborate, and critically most of the lower correlations include the item that ELAborate
would support students in “annotating more.” For example, the lowest correlation (r =
.21) is between annotating more and “understood text more,” which using Fisher’s Z
transformation is significantly weaker than the relationship between both vocabulary
and motivation with understanding (p’s < .05). In other words, students perceived that
reading the story in ELAborate supported their comprehension of the story, but that
annotation may have had less of a relationship with comprehension improvements than
other features in the tool. This appears to be driven by students who indicated the tool
allowed for a good understanding of the text (Fig. 2B), such that students who gave high
understanding ratings were more likely to give lower annotation ratings. Future research
with the tool should explore when annotations support comprehension.

Most students indicated they did not need help to understand the plot (M = 1.59) or
theme (M = 1.81) of the story (p’s < .001). However, there was one teacher for whom
students perceived they needed more help compared to the other two classes for both
theme and plot (BF’s> 1084). Importantly, their means were above the midpoint of the

Fig. 2. A. Bar graph of means for the student perceived outcomes items. Error bars are standard
error. B. Scatter plot of the outcomes understood text (x-axis) and annotated more (y-axis).
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scale (PlotM = 2.29; ThemeM = 2.79) and were a full point higher than the next score
on the four-point scale used. One potential reason for this is that this teacher discussed
each page of the story with their students before moving on to the next page, which
suggests implementation can impact perceptions of the impact of the tool.

5 Discussion

How can we help teachers in middle school ELA classrooms support students who are
struggling to read,work independently, and engage in their learning?Wedeveloped a pro-
totype reading tool (ELAborate) for use in classrooms through a three-stage research and
design process of 1) defining a problem statement, 2) designing a prototype, and 3) test-
ing the solution. In this report, we presented the method and key results/outcomes from
an interdisciplinary approach of frequent user testing and grounding solution features in
science and practice.

5.1 Implications

This study has implications both specific to ELAborate and learning tools, and to reading
broadly. For both teachers and students, it was important that the tool gave them flex-
ibility in implementation to fit their needs. However, the way the tool is implemented
is likely to impact its effectiveness, which means it is important for the development
team to understand this relationship and communicate it to teachers to support their
implementation and/or create features in the system to support students while working
independently. Also, students perceived that ELAborate’s features of annotation and
comprehension check questions supported their comprehension overall. However, the
perceived impact of annotation was weaker than some other components. As such, future
work will need to identify the unique impact of annotation features above and beyond
other potential areas for development.

5.2 Conclusion

Our teamdeveloped a unique solution to a highly complex problem (low reading literacy)
in a context with multiple users (students & teachers). Through the discovery phase
we identified annotation and reading comprehension checks as key features to support
student literacy. Initial testing of these features in ELAborate was positive, and identified
future development and research needed to create an effective reading solution. Our
approach to this work had aspects that were unique to the classroom context that we
hope other researchers focusing on classroom challenges can learn from.
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Abstract. Learning environments and the classroom setting abound with sonic
activity which may be desired or not depending on the listener context. Undesired
sonic activity is often perceived as noise and can result to loss of concentration,
disturbances to learning, and hearing issues related to health. Technology could
potentially be used to design tools that help regulate sonic activity in the classroom.
In this paper, we embark on a user-centred-design process to explore sonic activity
in the classroom and design and evaluate tangible prototypes that monitors sound
level in the classroom and gives ambient feedback to students and teachers. We
started by interviewing teachers from three schools and obtained requirements.
Regulating sonic activity turned out to be a complex process that requires the
participation and negotiation from both teachers and students due to the subjective
nature of sound perception. Furthermore, solutions based on smartphones are not
practical because they divert student attention. A tangible device coupled with
an ambient display may provide a viable solution. We sketched and evaluated
several possibilities which addressed the requirements as well as possible. Based
on feedback from teachers, we developed 3D printed tangible prototypes with
input controls that provide visual and sonic feedback and can be coupled to an
ambient display. These were further developed based on two iterations which
included evaluation in a controlled environment. The solution monitors sound
level and reports violations but also allows both students and teachers to report
annoyance due to noise to the rest of the classroom. Furthermore, it can be coupled
to an ambient display of sonic activity. The result from the iterations indicates
that monitoring and negotiation sonic activity in classrooms with an IoT device
can help teachers regulate the unwanted “noise” through enabling feedback from
students.

Keywords: Noise · Ambient feedback · Interaction design · Human-computer
interaction · Tangible device · Sonification · Sound monitoring · Sonic activity

1 Introduction

A common factor in classrooms around the world is sonic activity which can be wanted
or unwanted and originate in external and internal sound sources, as well as technolog-
ical devices: sounds emitting from laptops, screens, iPads, phones, smart watches, etc.
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Several research studies have shown that unwanted sonic activity has detrimental effects
upon children’s and teacher’s performance at school which include reduced memory,
motivation, and reading ability and degrades the learning experience [1, 2].

Smart classroom technologies are becoming ubiquitous nowadays. Interactive flat
screens, smart boards, laptops and tablets, assistive and video conferencing technologies,
and other audio/visual elements are incorporated into the classroom to make lessons
simpler, more interesting, and participatory. Research in smart systems for regulating
sonic activity seems limited. A system for regulating sonic activity may also find its
place in the smart classroom [3] and improve student-teacher interaction and learning
[3].

The rest of this paper is organised as follows. Section 2 presents the background on
the paper where we look at recent literature and how sonic activity can become a problem
and an overview of the research questions (RQs). Section 3 describes the methods we
used in this paper and the results including the informing, designing, prototyping, and
evaluating phases. In Sect. 4 we discuss the findings in relation to the RQs and Sect. 5
the conclusion.

2 Background

Sonic activity in the classroom may originate in several sources. Some are external
such as construction work, nearby roads and highways, or ventilations [1]. According
to the World Health Organization (WHO) in order “to hear and understand spoken
messages in a classroom” the background sonic activity level should not exceed 35 dB
in schools and preschools [4]. Long-term sonic activity above the recommended levels
will affect the learning environment in a negativeway [5, 6]. In particular, noise in schools
results in speech interference, disturbance of information extraction (e.g. comprehension
and reading acquisition), message communication and annoyance. Noise also increases
learners listening effort [7] and can also result in long term hearing loss. External noise
needs to be handled by room acoustics. Our focus is on sonic activity from the class
members in particular the students. Learners often generate their own sonic activity
based on their behaviour [8]. This may originate in sounds created while engaging
in different activities or interacting with each other or with computing devices. In a
classroom setting, such unwanted sonic activity may become an unpleasant disturbance
with a negative impact on students’ performance, focus and concentration. It also requires
intervention by teachers and may also put strain on their voice as they try to be heard in
the classroom [2]. It is this kind of sonic activity that we target in this work.

Among several interventions for enhancing learning in the classroom a few have tar-
geted regulating sonic activity. Lyk and Lyk [9] designed the robot Nao which functions
as an authority figure to help the teacher moderate the noise level in the classroom by
asking children if they could be quieter once the noise level reached a certain value. The
robot did not only have an immediate effect on the noise level, but also raised the general
awareness on the level of noise. Van Tonder et al. [10] used a SoundEar II device and
provided visual feedback on noise levels in real time using a LED based lighting sys-
tem with colours green, yellow, and red. Evaluation in three primary school classrooms
showed a 1.4 dB reduction in the average noise levels. Prakash [11] used a similar three-
color feedback approach and advised teachers to take action based on the indication
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and also registered positive changes in the learning environment. Reis and Correia [2]
created a serious game featuring characters presented on ambient displays that changed
their appearance depending on the level of noise. Student groups received points for
being quiet. They reported a significant reduction in noise level due to the intervention
in 3 out of 4 classes. However, the game did not have an impact in increasing students’
concentration. Finally, Tabuenca [12] presented a system for regulating sonic activity
that consists of a feedback cube [13] built on an Arduino microcontroller that provides
visual and audio feedback. Visual feedback is provided using a ring of LEDs that can
be controlled individually and a mini speaker plays sound. The color corresponds to the
sound level (green, yellow, red). Furthermore, their system includes a mobile app that
can calculate the noise level in dB. In an evaluation study, they found that their system
was able to help moderate noise levels, however the system was not equally effective
for all groups as some groups deliberately made noise to explore how the system works
and thus overall level increased.

2.1 Summary and Research Questions

We see that despite that unwanted sonic activity from class members is an issue in the
classroom relatively few interventions have been designed to help with its regulation.
Furthermore, the majority of the interventions focus on a simplified model in which
annoyance is associated directly with sound pressure level and a visual indication of
sound level is provided. Even systems that use gamification or tangible displays do
not cater for feedback from class members. This is not necessarily a valid approach as
the extent to which sonic activity becomes noise depends on several subjective factors.
Several activities in the classroom result in increased sonic activity which may also
be desired. Classifying whether sonic activity as unwanted is quite difficult to achieve
without input from teachers and learners as this is quite context dependent. Unfortu-
nately, existing monitoring systems1,2 do not have an option for receiving feedback
from learners to help with such disambiguation and were designed with limited input
from stakeholders in the design process. More input from stakeholders could lead to
further ideas about how to best design such systems.

The following research questions were defined which address designing the system
and negotiating sonic activity: (RQ1): “How to design a system for interactively regulate
sonic activity in classrooms?”, (RQ2): “What type of techniques can be used to “silence”
a loud room when it is too loud?”, (RQ3): “How can the negotiation of the sonic activity
between teacher and students be regulated?”.RQswere examined by involving teachers
in the design process and obtain requirements based on their input. We have applied
an interaction design process (lifecycle model) consisting of the following phases: (1)
informing, (2) designing, (3) prototyping and (4) evaluating [14]. We want to see if
this approach can lead to new understanding and ideas for systems assisting with the
management of sonic activity in classrooms.

1 https://pulsarinstruments.com/en/product/pulsar-nova-decibel-meters-models-43-44.
2 https://soundear.com/soundear3-300/.

https://pulsarinstruments.com/en/product/pulsar-nova-decibel-meters-models-43-44
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3 Designing Our Intervention

Informing: Two semi-structured interviews and a focus group were performed with
professional teachers with the goal to understand better how learners and teachers behave
in a classroom setting when sonic activity is high. The interviews were conducted using
a videoconference system and the focus group onsite at the school. Four teachers from
three different schools participated in the interviews. Two were from primary schools
in Norway and one from Nepal. Teachers were introduced to the problem statement,
answered questions, and participated in an informal discussion. Key aspects that were
mentioned by the teachers during the interviews were that: teachers wanted to decide
when sonic activity is an issue; using app as a tool was not a good idea; teachers wanted
something visual to show sonic activity; be careful with lights and sound feedback due
to some learners´ sensitivity; the solution could be both an automated and a semi-
automated system; and the teachers wanted to decide when to use the system and also
have control over the system. Based on this, we iterated ideas for a system with the
following requirements: (1) it should not attract too much attention, (2) it should be
possible to deactivate and operate in the background, (3) it should be controllable by the
teachers, (4) it should be able to visualise (ambient display) the sonic activity, (5) possibly
combine both sound and light to notify the activity, and (6) consider the sensitivity and
views of students.

Designing: Based on the results of the informing phase several ideas of a product design
were explored based on scenarios of learners disturbing each other during lecture hours
and group work. The conceptual design of the system and its components is shown in
Fig. 1.

Fig. 1. Design (1) concept, (2) sketches, (3) first prototype, and (4) second prototype.

The results of the informing phase led us to the conclusion that it is best to create
a system which can monitor sonic activity level based on objective measurement but
can also give students and teachers the opportunity to express whether they are getting
annoyed by sonic activity. Concerning interaction, it appeared that incorporating compo-
nents from tangible interaction design had the advantage of allowing for implementing a
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distributed system, supporting “active” engagement, without involving interactionwith a
screen-based interface during lecture hours (2). We then created several sketches which
converged in what is presented in Fig. 1 (part 2). The system consists of one central
device that monitors sound level and received input from the teacher and one or more
distributed devices that provide feedback to students and receive input from them. The
teacher and the students indicate that sonic activity reaches an unacceptable level using
a simple button on the device for ease of usability and less distraction. Light and sound
are used to show the objectively measured sound level and input from the teacher or the
students.

We have also brainstormed ideas about an ambient display. These ranged from simple
ideas using emoji’s to more complex displays using gamification. The latter involved
a visualization of different class groups to students in a game involving ascending a
mountain. The intention with the ambient display is to help students self-regulate their
behaviour to a lower level in addition to visual light effects and sound. Players advance
as long as others do not complain about their sonic activity otherwise, they retreat on
their ascent. An ambient display was desired by the teachers and was also found to help
reduce average sonic activity levels [8].

Designs were communicated to the teachers. There were some concerns from the
teachers that certain elements of the sketches could become a source of distraction for
the learners. These are related to the ambient display and buttons to be pushed. They
were less concerned about the last resort with sound notification.

Prototyping and Evaluation: Through iterative prototypingweexperimentedwith dif-
ferent ideas of sharable and tangible forms from low fidelity to high-fidelity digital mod-
els and refined our designs [9]. Prototyping was based on the scenario of group work in
an “Arts & Craft” lecture and involved two iterations. We prototyped two IoT devices
as shown in Fig. 1 (parts 3 and 4), one central sonic monitoring device equipped with
a microphone to monitor the sonic activity in the classroom and receive input from the
teacher and one distributed tangible device for obtaining and providing feedback on
sonic activity to students.

The central device was equipped with a red led diode and a loudspeaker to visualise
the current sonic activity and play an alarm if sonic activity exceeded accepted norms.
When the central device registers sonic activity above a user-configured threshold or
receives input from the teacher, it sends a signal to the student devices and activates the
red led light. The distributed feedback devices were equipped with a push button and led
diode light. If the students press the button on a distributed device, a signal is sent to the
central device which plays back a loud high-pitched tone into the classroom indicating
that sonic activity is too high. The learners are notified by the light if sonic activity level
exceeds threshold, or the teacher decides the sonic activity is unacceptable and if another
student presses the button audio feedback is generated. The auditory feedback plays for
a fixed duration and stops.

The prototype was put together in two prototyping rounds using BBC micro:bit3

controllers, a small sized computerwith easy input andoutput interfaces tomake software

3 Introduction | micro:bit (microbit.org).
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and hardware work together wirelessly. In the first prototyping round, we tested basic
functionality in the lab with respect to sound level monitoring, light activation, and
signal reception and transmission. The second round focused on hiding the electronics
and finalizing the distributed device. We made a new design and 3D printed a larger
casing to hide wires and the micro:bit IoT device in the learners’ feedback device.

An early version of an ambient display that present information thought emoji icons
based on sonic activity was also implemented. Different ambient display visualisation
is developed as a green smiley emoji, red upset emoji, and a smiley. Another version
we tested was a “talking” smiley emoji mimicking the lips movement according to
the noise level. The second prototype was tested in a controlled environment while
playing an engaging card game called War4 using the designed solution to demonstrate
how learners can regulate their sonic activity behaviour level. The system responded as
intended activating the red light when the students behaved loud (shouting etc.). The
teacher also responded by pushing the button to activate the sound feedback with a high
tone. The students were notified and regulated their activity and behaviour.

4 Discussion

To answer RQ1, we have investigated the design of a smart classroom solution to help
students and teachers regulate sonic activity in classrooms based on a user-centred design
process involving teachers. We found that it is important that students and teachers can
express their opinion on whether sonic activity is disturbing or not, and also be able to
interact with the system. In total, based on input from the teachers we ended up with
six requirements to implement the system. The system we designed allows students
and teachers to indicate whether sonic activity is exceeding acceptable levels but can
also monitor sonic activity level in the background and provide feedback as needed.
The system provides both visual and auditory feedback based on the level of asonic
activity and input by the students and the teachers. Furthermore, we have experimented
with designing an ambient display that gives the system a chance to monitor long-term
behaviour using principles of gamification.

Concerning RQ2 addressing type of techniques that can be used to “silence” a loud
room, we have found out that visual and auditory feedback may be used to indicate
the level of sonic activity locally at the devices used by the students and in an ambient
way using an ambient display which shows the behaviour emoji icons. We informally
observed a positive impact on the situation from our second test and evaluation.

Concerning RQ3, the two-way interaction between students and teacher using IoT
devices allows a simple but effective way to negotiate the perception of sonic activity and
communicate student and teacher perceptions using lights, buttons, emojis, and sound
in a classroom setting. We observed informally that allowing for negotiation appears to
increase the awareness of class members to sonic activity aspects during group work
and hope that this will have a positive impact on the learning experience.

Our project provided early prototypes and future work aims to come upwith amature
prototype. As a first step, we want to attempt a more systematic evaluation over a longer

4 War – Card Game Rules | Bicycle Playing Cards (bicyclecards.com).
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period in a classroom environment. We want to fine tune system parameters, evaluate
the usability and appropriateness of the solution, how well it is used by students and
teachers, and how well it can merge with the learning process. Furthermore, we want to
establish the relevance and importance of different ambient display designs.

5 Conclusion

We have designed and demonstrated early prototypes of IoT devices for helping students
and teachers regulated sonic activity.Our system recognizes the subjective nature of sonic
activity and in addition to providing objective measurements is also designed to allow
students and teachers to indicate whether they are using the design process method, we
can conclude that using such a system can be a positive contribution in helping teacher to
control and reduce the classroom sonic activity generated by the learners. Using a sonic
monitoring system with feedback mechanism and ambient displays can be a positive
supplement in classrooms to address sonic activity such as negative noise. Furthermore,
the health of both teachers and learners in their long-term exposure of sonic activity can
help reducing future health issues and hearing reductions.
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Abstract. Study with Me (SWM) is a popular type of in-real-life (IRL) stream-
ing among students nowadays. Existing research suggests that parasocial interac-
tion could potentially increase viewers’ learning productivity. However, limited
research examines how watching SWM streaming and parasocial interaction help
increase one’s learning productivity. This paper takes the initiative to investi-
gate how two types of SWM content influence participants’ learning productivity
through a two-week field study. Our data suggested three ways that parasocial
interaction with streamers influenced participants’ learning productivity – encour-
agement/ companionship, sense of guilt, and sense of ritual. Moreover, partici-
pants’ distraction time decreased after watching SWM content showing only body
parts and environmental sounds, and that female participants’ completion rates of
study plans increased after watching such SWM content. We discuss how SWM
streaming influenced participants’ learning productivity and perceived parasocial
interaction, and provide suggestions for further investigation on this topic.

Keywords: Parasocial interaction · Learning productivity · Study with me

1 Introduction

Recently, in-real-life (IRL) streaming is popular among the younger generation. Study
with Me (SWM), one kind of IRL content, is becoming a popular tool for students to
keep motivated while studying [21]. In SWM, the streamers livestream themselves while
studying, and this type of streaming content is prevalent worldwide. Research has found
that viewers of IRL streams would have parasocial interactions with the streamers [8].
This kind of relationship could provide support to the viewers and has the potential
to improve their productivity [1, 16]. However, research is limited regarding how IRL
streaming and its content components help people in the context of learning. This study
aims to conduct a field study to examine how SWM content and streamers influence
people’s learning productivity through parasocial interaction.
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2 Related Work

2.1 Effect of In-Real-Life (IRL) Streaming Content Components on Parasocial
Interaction

In-real-life (IRL) streaming is a popular way for the younger generation to build paraso-
cial relationships with streamers and other viewers [4, 8, 17, 22]. There are many cate-
gories of IRL content, includingE-sports games,makeup tutorials, and studying. In SWM
[21], streamers would livestream themselves while studying at the library or home.Most
SWM streamers are students, and some of them would share their study plans with the
viewers on the screen (e.g., preparing for an upcoming exam). Studies have shown that
the media performer’s bodily addressing style impacts the level of parasocial interac-
tion, and viewers perceive stronger parasocial interaction when performer’s face directly
looks at them [5, 7]. In the context of SWM streaming, streamers would show their faces,
parts of their body (e.g., hands), or only virtual figures to represent themselves. Physical
attractiveness has also been reported to be a statistically significant predictor of paraso-
cial interaction [7, 12]. Additionally, research has shown that each component in the
video has the potential to influence the viewers’ experience [19]. For instance, Lo-Fi
music in the video makes it easier for viewers to concentrate on their work and helps
reduce their anxiety. Timer on the screen provides synchronicity, which stimulates users’
perception of co-presence, and leads to the positive result of task impression in the CMC
context [15]. Additionally, sharing the study plan information helps learning become
more effective [20].

2.2 Effect of Parasocial Interaction on Productivity

Existing research has shown that parasocial interaction could potentially increase one’s
learning productivity, as it can enhance one’s intrinsic motivation while attaining a goal
[6, 14]. Although parasocial interaction was originally defined to describe the one-sided
relationship people form with television personas, new media such as in-real-life (IRL)
streaming videos on YouTube and Twitch have blurred the line between a real person
and a media personality [19]. Building on these empirical findings, the study aims to
examine how parasocial interaction with SWM streamers and SWM content components
help increase one’s learning productivity.

3 Methods

3.1 Study Design and Procedure

To examine how different SWM content influence people’s parasocial interaction and
learning productivity, two types of SWM videos were created by adapting existing videos
and obtaining permissions fromowners of two popularYouTube channels [13, 18]. These
two types of SWM videos contain different content components according to prior work
[5, 7, 15, 19, 20] (Fig. 1). Content A (for condition 2) features the streamer’s face,
environmental sounds, and the additional contextual information components (clock,
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study plans, Lo-Fi music) which were added to the original video during our post-
production editing. Content B (for condition 3) features only the hands of the streamer
and environmental sounds. To work with the SWM content available on the Internet
and for this study’s purpose, we focus on assessing how showing a streamer’s face
versus his/her body part (hands) and the additional contextual information components
influence users differently. We assume that content A with all components would yield
higher level of parasocial interaction and learning productivity based on prior studies [5,
7, 15, 19, 20].

Table 1. Overview of study design (three study conditions).

Condition Number of participants Week 1 Week 2

1 7 (P1 - P7) Make study plan Make study plan

2 8 (P8 - P15) Make study plan Make study plan + SWM (A)

3 8 (P16 - P23) Make study plan Make study plan + SWM (B)

Fig. 1. Screenshots of the two types of SWM content (Content A and B).

We conducted a 2-week field study to examine how watching SWM streaming influ-
ences participants’ learning productivity by randomly assigning participants into three
conditions – the control condition (condition 1) and two experimental conditions (con-
ditions 2 and 3) (Table 1). Twenty-four participants were recruited and consented to par-
ticipate in this study (12 males and 12 females, aged between 22 and 25). We recruited
people who: (1) are graduate students, (2) did not have prior experience of watching
SWM videos, and (3) are willing to spend 1.5 h studying every day. One participant from
condition 1 was excluded from data analysis due to data incompleteness.

In terms of study procedure, for the first week all participants across three study
conditions were instructed to set their daily study plan(s) that can be achieved in 1.5 h
every day. At the end of each day, they were asked to self- evaluate the percentage of
completion of their daily plan(s) (out of 100%), and provide a brief written response to
describe their progress. For the second week, participants in conditions 2 and 3 were
instructed to join a SWM streaming for 1.5 h every day via an invite link while fulfilling
their daily study plan(s). The procedure of setting daily study plans was the same as the
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first week, and the daily plans should be accomplished during the livestream. Participants
in condition 1 performed the same procedure as the first week.

3.2 Measurements and Post-study Interview

We collected both objective and subject data from participants regarding their learning
productivity to minimize bias [9]: (1) Objective data - participants’ daily smartphone
screen usage data during the 1.5-h study periods, as mobile phone distraction occurs
most frequently during studying [2]. Distraction time in minutes was then calculated
based on the total length of time when participants used applications not related to their
study plans. (2) Subjective data - participants’ daily self-reported completion rate of their
daily study plan(s) out of 100%. (3) Participants’ parasocial interaction scores using the
PSI scale on a 5-point Likert scale [3, 5].We also conducted post-study interviews with 8
participants from groups 2 and 3. Questions mainly focus on their feelings and reactions
toward the SWM content and streamers, as well as their study participation experience.

4 Results

4.1 Qualitative Results

Effects of SWM on Parasocial Interaction and Learning Productivity.Our interview
data revealed three ways the parasocial interaction with streamers influenced partici-
pants’ learning productivity –encouragement/companionship, sense of guilt, and sense
of ritual. First, some participants felt encouraged by the streamer, increasing their intrin-
sic motivation to study (“…… if he could make it, why could I not?”-P14). The feeling
of encouragement was also accompanied by the feeling of companionship (“I felt that
he was with me, so I was not alone.“-P22). Second, almost all of our interviewees men-
tioned that they were tempted to check whether live streamers focused on finishing their
plans when feeling distracted. By doing so, a sense of guilt occurred when participants
found the live streamers still strived to work hard (“Somewhat it became a pressure
because other people were still learning, and I felt bad for giving up.“- P19). Third, P9
and P19 mentioned that joining SWM was like a ritual to begin studying, and helped
them concentrate on finishing their daily plans (“Watching SWM streaming was similar
to pressing the ‘start’ button on my Pomodoro clock to switch myself into study mode.”-
P9).

Reactions Toward the SWM Content and Streamer. Some participants viewed the
streamers as their study partners, and paid attention to what the streamers were studying.
They would be more engaged if streamers were studying what was similar to them.
As for the audio component, most participants in condition 2 reported that the Lo-Fi
music helped them feel relaxed and focused (P12, P13, P14). However, the acceptance
of pure environmental sounds (e.g., sound of turning pages) in condition 3 varied by
participants’ personal preference and prior study habit. We received positive feedback
from our participants regarding the clock component. Paying attention to the clock made
it easier for participants to assess their time management and helped them conceptualize
their study efforts. Moreover, all participants found the streamers were hardworking, yet
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several participants in both condition 2 and 3 held subjective comments on streamers’
appearance (P9, P12, P15, P16). It appears that participants reacted positively to all
contextual information components (clock, study plan, Lo-Fi music), while streamers’
appearance is the only component involving mixed opinions.

4.2 Quantitative Results: Effect of SWM on Distraction Time, Study Plan
Completion Rate, PSI Score

The mean distraction time of those in condition 3 during week 2 was significantly lower
than week 1 (t(7)= 3.95, p= 0.01) according to the paired sample t-test.Watching SWM
in content B (streamer showing hands instead of face, no additional component added)
significantly decreased their distraction time.We also found that whether watching SWM
streaming or not did not influence participants’ self-reported mean completion rates of
the daily plans in general. However, we found that female participants in condition 3
had significantly increased their study plan completion rates during week 2 (t(7)= 3.18,
p = 0.03). Furthermore, our results suggested that the average PSI score of those in
condition 3 (2.45) was higher than those in condition 2 (2.13), though this did not reach
a statistically significant level.

5 Discussion

5.1 Effect of SWM on Completion Rate, Distraction Time and PSI Score

The mean completion rates of study plans did not increase after participants watched
SWM in conditions 2 and 3. Our qualitative and quantitative data suggested that this
was possibly driven by participants’ preferences toward the SWM streamers and content
(opinion toward streamers’ appearance influenced their engagement and thus learning
productivity). However, contrary to our original assumption, we found that SWM content
containing body parts (content B) instead of face helped increase the completion rates
of female participants in condition 3. Positive outcome was also observed in terms
of the reduction in distraction time during week two from participants in condition 3,
regardless of gender. To our surprise, participants’ PSI scores did not influence their
completion rate nor distraction time in conditions 2 and 3, contrary to prior studies
[5, 7]. Our interview data suggested this may be attributed to a lack of freedom to
choose their preferred streamer’s video (gender, appearance, content), or understanding
of streamers’ background. Importantly, although we found that certain SWM content
(e.g., streamer’s face/ body parts, clock, study plan) influenced participants’ perceived
parasocial interaction, the questions in the PSI scale used in this study did not capture
these effects. For instance, one question item asks about participants’ impression toward
the streamer’s appearance, yet it does not specify whether appearance refers to the face
or certain body part of the streamer. We believe this information is important to tease
out the factors influencing participants’ PSI scores in the context of SWM streaming.
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5.2 Participants’ Reactions Toward the SWM Streamer and Content

Ourdata suggested that showing streamer’s face or his/her bodypart positively influenced
participants’ parasocial interaction and their learning productivity. As prior studies did
not touch base on how one’s parasocial interaction can be influenced by streamer’s
face versus his/her body part(s) in terms of appearance [5, 7, 12], more research with
larger sample size is needed to see how our findings can be generalized. In addition,
participants in both conditions 2 and 3 showed their curiosity about the streamers’
study content. They indicated sharing similar study content is an important driver to
build parasocial interaction with the streamers, which is in line with prior studies about
sharing similar activities to perceive social support [10, 11]. Furthermore, although one’s
reactions to environmental sounds was primarily driven by his/her prior learning habits,
all participants in condition 2 indicated the Lo-Fi music helped them stay focused,
consistent with [19], but they hope the variety of music can be increased. As for those
in condition 3, one’s prior familiarity with environmental sounds such as white noise or
book flipping tend to influence one’s acceptance of these sounds.

6 Limitations, Conclusion, and Future Work

This study explores how SWM video content influences people’s parasocial interaction
and learning productivity via a two-week field study. There are two primary limitations.
First, a field study with a larger sample size is needed to help generalize our findings.
Second, the way we collected participants’ distraction time could extend from phone
usage data to other technology devices. We also plan to develop more diverse ways to
measure learning productivity. As part of the future work, we will further examine how
the gender of streamers influences people’s engagement and reactions, as well as to what
extent the effect of parasocial interaction on learning productivity can sustain over time.
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Abstract. In recent years, as smartphones have become a part of life
of young generation, opportunities to enter text using keyboards have
decreased, and the speed of keyboard text entry has declined. However,
it is still necessary for young children to use keyboards. In typing using a
keyboard, the correspondence between keys and fingers is defined; how-
ever, there is no practical system for learning fingering to press keys with
the correct fingers. A general typing learning software can only judge
whether the correct input has been given or not and does not consider
the correct fingering of the keys. If the system can evaluate fingering
when learning typing, the user can concentrate on typing without hav-
ing to judge the correctness of their own fingering. In previous research,
there have been methods to acquire fingertip coordinates by attaching
color stickers to fingers as markers or by using a distance camera, but
these methods lack versatility. In this study, we used a monocular cam-
era to acquire fingertip images on a keyboard. After obtaining images,
we used MediaPipe to perform hand tracking and obtain the position of
the fingertip. For each frame, the system calculates the distance between
each key coordinate and each fingertip coordinate, determines that the
closest finger hits the key, and feeds back the fingering information.

Keywords: Touch typing · Hand tracking · Image processing

1 Introduction

In recent years, smartphones and tablet devices have facilitated several tasks such
as e-mail, searching, and writing. As smartphones have become a part of young
people’s lives, opportunities to use keyboards to input text have decreased, and
the keyboard input speed of young people has declined [1]. However, keyboarding
remains a necessary skill in productive work. Keyboarding is also becoming
increasingly important at younger ages, as the Courses of Study were revised
in 2017 and 2018 and programming education was introduced into elementary
schools in Japan.

Keyboard typing practice software is already in use. However, existing typing
practice software can only determine whether the correct input was made and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1582, pp. 50–56, 2022.
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does not consider the correct fingering of the keystrokes, that is, whether or
not the keys were struck with the proper fingers. Because fingering decisions
are made by the user and not by the system, the learning of fingering is not
supported. If the system could automatically evaluate fingering when practicing
typing, it would be ideal for learning, allowing the user to concentrate on typing
without having to judge the fingerings themselves.

2 Related Research

To support the learning of fingering in typing, it is necessary to determine which
fingers hit the keys. Masson et al. have proposed a method of attaching vibra-
tion sensors to fingers [2]. Although the accuracy of recognizing the finger that
struck the key is high, the device has the disadvantage of being highly constrained
because of its glove-like shape. In addition to finger sensors, there are other meth-
ods that measure the position of the fingertip during keystrokes and use fingertip
position information to estimate the finger to be used for keystrokes. Soga et al.
constructed a system that recognizes typed fingers by attaching colored stickers
as markers to the fingertips of typing learners and using a webcam to capture
their hands as they type [3]. The authors have proposed a method to obtain
fingertip coordinates without markers using a distance sensor [4]; however, the
distance sensor is not widely used and the system lacks versatility.

In this study, we aim to maintain the simplicity of the system and estimate
the keystroke finger by acquiring fingertip coordinates without using a marker.

3 Proposed Method

3.1 System Overview

In this study, to learn proper fingering when typing, we construct a system that
supports learning by feeding back correct fingering information when typing with
incorrect fingering and prompting the user to type again. The configuration of
the system is shown in Fig. 1. A monocular camera is placed on the display to
measure the fingertip coordinates while typing, such that the keyboard is visible.
The process flow of the proposed method is shown in Fig. 2. First, an RGB image
of the hand on the keyboard is acquired using a monocular camera. Because the
keyboard and hands are not facing the camera, the acquired image is converted
to an image taken from above the keyboard by homographic transformation.
From the transformed image, the fingertip coordinates are estimated by machine
learning and compared with the previously acquired coordinates of each key to
estimate the fingers to be used for keystrokes. The fingers are compared with
the correct fingers, and the fingering information is fed back to the learner.
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Fig. 1. Configuration of the proposed
system

Fig. 2. Process flow of the proposed
method

3.2 Method Used to Obtain Key Coordinates

To estimate the fingers that hit the keys, the proposed system acquired the
coordinates of each key on the keyboard in advance. First, the displacement
vector dx of the key interval is calculated as

dx =
px − qx

n
. (1)

Because the keys on the keyboard are evenly lined in the horizontal direction,
the coordinates px and qx of the keys at both ends of each row were obtained,
and the displacement vector dx of the key spacing was calculated by dividing
the difference between the coordinates obtained by n and the number of key
spacings in each row. The remaining key coordinates were obtained by summing
dx for the key interval with the leftmost key.

3.3 Method Employed to Determine Fingering

To determine which finger struck a key when it was pressed, the distance between
the coordinates of each fingertip at the time the key was pressed and the coordi-
nates of the key that was pressed, ware calculated. The finger closest to the input
key is considered to have struck the key. To determine if the finger is the correct
finger, the correspondence between each key and finger is stored in advance, and
when a key is hit, it is compared with the finger to determine if the input is
made with proper fingering.

4 Implementation

In this section, we describe the implementation of the proposed system. The
flow-up to obtain the fingertip coordinates is as follows:
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Fig. 3. Image acquired from monocular
camera

Fig. 4. Image after hand tracking

1. Acquire an image from the monocular camera (Fig. 3).
2. Obtains the coordinates of the four corners of the keyboard and performs a

homographic transformation.
3. Flip the homographically transformed image left and right.
4. Perform hand tracking using the machine learning framework MediaPipe.
5. Flip the image left and right after hand-tracking (Fig. 4).

4.1 Homographic Transformation

We wanted to set up a camera above the keyboard and use the image taken
from above the keyboard as the input image for hand tracking; however, physi-
cal limitations prevented us from setting up a camera above the keyboard. The
keyboard is considered to be a plane, and a homographic transformation[5] is
performed to obtain an image captured from above the keyboard. The homog-
raphy matrix H is a 3 × 3 matrix, and the points (X, Y ) in the transformed
image corresponding to the points (x, y) in the pre-transformed image can be
found by:

λ

⎡
⎣

X
Y
1

⎤
⎦ = H

⎡
⎣

x
y
1

⎤
⎦ . (2)

If the correspondences between the four points are known, the homography
matrix H can be found, and the proposed system can determine the corre-
spondence of the points at the four corners of the keyboard. The coordinates of
the four corners of the image before homographic transformation were measured
manually and set such that the top left corner of the keyboard was at the top left
corner of the window. The result of superimposing the acquired key coordinates
on the image after homographic transformation is shown in Fig. 5. It can be seen
that each key coordinate was obtained correctly.
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Fig. 5. Result of superimposing key coordinates

Fig. 6. Hand landmarks [7]

4.2 Machine Learning Framework

In this implementation, we used MediaPipe [6] for fingertip detection from cam-
era images, which is an open-source machine learning solution framework pro-
vided by Google Inc. We used MediaPipe Hands [7], which is specialized for
tracking hands.

MediaPipe Hands assumes that the image is taken from the palm side by
the front camera of the smartphone and processes it; however, in the proposed
system, the image is taken from the dorsal side of the hand, so the left and
right sides are reversed. Therefore, if the camera image is input directly to the
MediaPipe, the detected hand orientation will be reversed. The input image
for hand tracking is flipped left-to-right and aligned with the image orientation
assumed by MediaPipe to compensate for the detected hand orientation.

MediaPipe Hands detects the palm from a single frame captured by a monoc-
ular camera and estimates 21 3D hand coordinates (Fig. 6) within the detected
hand region. The x and y coordinates are normalized from 0 to 1 according to
the width and height of the input image, and the z coordinate represents the
relative depth with respect to the wrist, which decreases the closer it is to the
camera.
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Fig. 7. Typing screen

4.3 Investigation of Device Configuration and Keystroke Finger
Estimation Performance

A monocular camera (C270n, Logicool) was used to capture the hands on the
keyboard. The frame rate of the camera was up to 30 fps and the size of the
acquired image was 640 × 480 pixels. Python was used to acquire images from
the camera and estimate the fingers, and Unity 2020.3.25f1 was used to build the
typing system. The system determines whether the finger used is the appropriate
one for the particular key.

To determine the degree of error between the fingertip coordinates of a key-
press and the key coordinates, a test was conducted three times to accurately
type 100 letters of the alphabet. The experimental results showed that the aver-
age distance between the fingertip coordinates of the typing finger and the key
coordinates was approximately 3.9 mm, with a standard deviation of approxi-
mately 1.8 mm, a high enough accuracy for the keyboard key pitch of 19 mm.
On an average, the finger was estimated to have an accuracy of approximately
99%.

4.4 Implementation of a Typing Learning System

The typing screen of the constructed typing-learning support system is shown
in Fig. 7. The white text in the upper center of the screen is the question text
and the red text is the user’s answer. If the user types with the wrong finger, the
character input fails, and the screen displays the correct finger in red, as shown
in the lower-right corner of Fig. 8, prompting the user to type the character
again with the appropriate finger. If an incorrect key is entered, the correct key
is displayed in red, as shown in the lower left of Fig. 9.



56 T. Kishimoto and M. Imura

Fig. 8. Feedback on fingering errors Fig. 9. Feedback on typing errors

5 Conclusion

In this paper, we proposed a system to support the learning of typing finger
motions by tracking fingertips using a monocular camera. Unlike conventional
fingering learning support systems, this system was developed with emphasis on
versatility, noncontact, and simplicity. Experiments have shown that the pro-
posed system is highly accurate in estimating keystroke fingers. In the future,
we will conduct evaluation experiments using the proposed system and a gen-
eral typing learning system to prove that learning using the proposed system is
more effective in learning fingering. We also aimed to acquire information on eye
gaze, which is important for learning typing, and to build a more efficient typing
learning system.
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Abstract. With funding from theNSF STEM+Computing Program, an interdis-
ciplinary team of faculty and student researchers collaborated on development of
our Scaffolded Training Environment for Physics Programming (STEPP). STEPP
is a synergistic learning environment for high school and college students in intro-
ductory physics courses to acquire physics concepts and Computational Thinking
(CT) through formative experiences modeling and simulating kinematics using
modeling tools based on Finite State Machines (FSMs). Three STEPP learning
modules have been developed on 1D kinematics, 2D kinematics, and the Newton’s
Laws ofMotion. Themodules have been field tested with physics teachers and stu-
dents at several high schools and auniversity and are available to the public. Theuse
of FSMs, coupled with the scaffolded approach of STEPP, allows STEPP to pro-
vide students with simulations that are physically accurate yet initially described
by natural-language states in accordwith their intuition. The STEPP architecture is
based on scaffolding. Scaffolding in the modules allows the student to understand
physics concepts through increasingly detailed module designs. Such concepts
include displacement, velocity, and acceleration. In each level of each module,
students model physics problems as FSMs and see the resulting simulations dis-
played in a variety of representation methods: animations, graphs, vectors, free-
body diagrams, numbers, and equations, all of which are displayed synchronously.
We focus on three user-interface features grounded in educational theories and
implemented in STEPP: FSM-based modeling, software-enabled scaffolding, and
multiple representations, all of which are applicable to educational applications
in many disciplines.

Keywords: Scaffolding · State-based modeling ·Multiple representations ·
Physics · Computational thinking · Simulation · Finite State Machine · STEM
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1 Introduction: STEPP

The Next Generation Science Standards (NGSS) [1] identify “Developing and using
models” and “Use of mathematics and computational thinking (CT)” as two core prac-
tices of science and engineering. Although educators, researchers, and policy makers
widely recognize the importance of modeling and CT or “the thought processes involved
in formulating problems and their solutions so that the solutions are represented in a form
that can be effectively carried out by an information-processing agent [2],” the introduc-
tion of these concepts into K-12 STEM education is still in an early stage. With funding
from the NSF STEM + Computing Program, an interdisciplinary team of faculty and
student researchers (graduate and undergraduate students) from Arts & Technology,
Computer Science, Physics, Science/Math Education, and Psychology, along with high
school physics and computer science teachers are collaborating on development of a
Scaffolded Training Environment for Physics Programming (STEPP). STEPP is a syn-
ergistic learning environment for high school and college students in introductory physics
courses to acquire physics concepts and computational thinking (CT) through formative
experiences modeling and simulating kinematics using modeling tools based on Finite
State Machines (FSMs).

Scaffolding is an instructional method with two key aspects: (a) providing structure
and support for completing the task, and (b) gradually removing supports so that the
student can independently solve the problem [3]. Finite State Machines (FSMs) [4–6]
are a method for state-based modeling and have been used to design algorithms and
teach programming and engineering in Computer Science. We have hypothesized that
FSMs are extremely effective in teaching CT because FSMs facilitate students to learn
all integral elements of CT that include abstraction, structured problem decomposition,
iterative/recursive thinking, conditional logic, efficiency, and debugging [3]. Scaffolding
and dynamic modeling with FSMs allow students to focus on the aspects of CT that sup-
port physics learning, e.g., problem decomposition, abstraction, and algorithms, instead
of the aspects that are mainly about programming.

The research team opted for minimal cost and ease of use to promote the adoption
of STEPP in physics classes across the United States and looked for portable, afford-
able, and readily available technology. The Unity game engine was chosen as STEPP’s
platform because Unity supports a variety of platforms and offers a wide range of ready-
to-use functions, components, and plug-ins for animations, simulations, interactions,
and user-activity data collection. Moreover, Unity is free for academic use.

Three STEPP learning modules have been developed focusing on 1D kinematics,
2D kinematics, and Newton’s Laws of Motion. STEPP is a web application ready to
run in a web browser on a laptop or a desktop computer using the Unity game engine.
The modules have been field tested with physics teachers and students at high schools
and a university and are available to the public at https://stepp.utdallas.edu. The use of
FSMs, coupled with a scaffolded approach, allows STEPP to provide students with sim-
ulations that are physically accurate yet initially described by natural-language states
in accord with their intuition. As physical concepts like displacement, velocity, and
acceleration are introduced at increasingly higher levels of each module, students learn
how their intuitive states of motion can be more rigorously defined in the language of
physics. In each level of eachmodule, students model physics problems as FSMs and see

https://stepp.utdallas.edu
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the resulting simulations displayed in a variety of representations: animations, graphs,
vectors, free-body diagrams, numbers, and equations, all of which are displayed syn-
chronously. Thus, STEPP is multi-representational. Here we present the following three
user-interface features grounded in educational theories and implemented in STEPP:
FSM-based modeling, software-enabled scaffolding, and multiple representations, all
of which are applicable to educational applications in many disciplines.

2 FSM-Based Modeling and Simulations

There are numerous simulation programs for understanding physics. One early platform
called Physlets is now in its 3rd edition [8]. Another major effort is the PhET interactive
simulations for physics [9]. Both Physlets and PhET are impressive in terms of scope
and ease of use. A main benefit is to supplement classroom instruction with simulations
that are interactive in nature. A student can learn about velocity, acceleration, and forces
through virtual experimentation on a computer.

The practice of interactive simulations fits within the field of modeling [10, 11]. The
simulations use models of physical behavior, in the form of pictures and animations.
There are no formal modeling techniques in Physlets or PhET other than equations or
equational terms. Equations and mathematical notation are the lingua franca of natural
science and physics, so the use of this notation for modeling is standard practice. And
yet, can we improve upon the modeling practice through insights gained from decades
of modeling and simulation, and the systems approaches therein?We oriented the design
of STEPP toward visual programming through the use of FSMs. The parlance of visual
programming is similar to system modeling where the system model is diagrammed.
The state machine comes from computer science and is found in academic subjects such
as digital design (sequential machines), software engineering (e.g. state diagram in the
Unified Modeling Language), and automata theory within the Chomsky hierarchy of
machines and languages.

An FSM is designed to achieve a task or series of tasks. It consists of a discrete set of
states and a set of conditions that trigger transitions between these states. The machine
can only be in one of these states at any given time. Figure 1 shows how an FSM built in
the first level of STEPPModule 1 with three states. In STEPP, transitions are represented
by green triangles and the current state is indicated by a yellow outline.

Fig. 1. FSM in STEPP with three states. (Color figure online)

The main hypothesis behind our grant proposal was that the state machine could
be a useful, discrete mathematical method for describing and learning about physical
behavior. Since classical physical quantities vary continuously with time, using FSMs
to model physical systems by way of sequences of discrete states separated by event
transitions is novel in high school physics classes. Since the inception of the project,
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the research team considered other types of models. For instance, object-oriented design
models were originally thought to be a useful way for the student to organize knowledge
about physical scenarios. While we have yet to employ this type of design, we have
embarked on a scaffolded modeling approach based on conceptual modeling [11, 12].
As described in the next section, the students begin with natural-language constructs
about the kinematic system. They gradually turn the natural language (e.g., moving left,
speeding up) into physics nomenclature (e.g., velocity, acceleration) and then construct
a linear state diagram where the states last for discrete time intervals and the transitional
events are based on Boolean conditions involving time, displacement, or velocity.

3 Software-Enabled Scaffolding

In this section, we will illustrate scaffolding using Module 1 (1D kinematics) which is
divided into five separate levels in our scaffolded approach. Figure 2 shows Level 1’s
interface and Fig. 3 shows Level 4’s interface. While a soccer ball was used to create the
screen capture in Fig. 2 and a chicken in Fig. 3, students can choose different character
objects such as a helicopter, a human, a car or a train. In the interfaces of all three STEPP
Modules, the upper panel displays the animation (simulation) when the play button is
clicked and displays resizable moveable removeable graphs that are dynamically drawn,
synchronized with the animation.

Fig. 2. Module 1 Level 1 Interface Fig. 3. Module 1 Level 4 Interface

While no graphs are available in Level 1, position, velocity, and acceleration graphs
become available in Levels 2, 3, and 4 respectively (Fig. 3). The middle portion of the
lower panel is used to create an FSM. When a state or transition is created or selected,
a variable table that is used to input values into the selected state or transition pops up
(Fig. 5, 7 and 9). Transitions are introduced in Level 3, and the number of variables
increases at higher levels. A yellow border appears around the current state when the
simulation (i.e. FSM) is running (Fig. 1), and the trail of the character object in the
simulation and graph lines are color-coded with the colors that match the colors of the
states (Fig. 2 and3).While only current time is displayed in the upper right corner inLevel
1 (Fig. 2), current time, position, velocity and acceleration are displayed in the upper
right corner in Level 4 (Fig. 3). STEPP uses a FSM, simulation, graphs, and numerical
data to represent the same physical situation; hence, STEPP is multi-representational.
Let us describe each level of Module 1 in more detail.

Level 1 provides students with pre-built states described in natural language (Fig. 4).
Students string these states together into an FSM and then run this FSM to produce a
simulation of a 1D system (Fig. 1). There is no variable to input at this level.
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Level 2 introduces displacement, the vectorial change in the position of an object.
The total distance traveled by an object is the sum of the magnitudes of the individual
displacements. States in Level 2 are described by their displacements, i.e., students enter
a single real number to assign the initial position of the first state and a single real
number to assign the displacement of each state (Fig. 5). Transitions between states are
implemented automatically after each displacement. The speed is fixed, so the time spent
in each state is proportional to the magnitude of the displacement. Students can watch a
graph of the position as a function of time (Fig. 6) as the simulation occurs.

Fig. 4. Pre-built states available
from a menu in Level 1

Fig. 5. A variable table for a
state of an FSM in Level 2

Fig. 6. A graph
of the position as
a function of time

Level 3 introduces instantaneous velocity, the time rate of change of displacement.
Speed is the magnitude of the instantaneous velocity, while the average velocity is the
total displacement over a time interval divided by the length of that interval. States in
Level 3 are described by their instantaneous velocity, which is constant within each state
but can differ from state to state. Students need to specify the velocity of each state, the
initial time and position at the start of the first state of the FSM (Fig. 7), the time or
position at which transitions between states occur (Fig. 7 and 8), and the time or position
at the end of the final state in variable tables for states. In addition to velocity and speed,
this level also teaches important CT skills by introducing the Boolean logic that governs
state transitions which are no longer automatic. Students can specify the time or position
at which transitions between states occur in variable tables for transitions (Fig. 9). The
system transitions between states (a change in instantaneous velocity) if the condition
specified for that event is satisfied. These conditions may not be satisfied, such as if a
state with negative instantaneous velocity is assigned to end when its final position is
larger than its initial position. Students are given helpful hints when transitions fail to
be realized, teaching them to “debug” models of nonphysical behavior corresponding
to FSMs that fail to reach the final state. Students can watch graphs of the position and
instantaneous velocity as functions of time as these simulations occur; the velocity is
stepwise constant while the position is a sequence of continuous line segments.

Level 4 introduces acceleration, the rate at which velocity changes with respect to
time. States in Level 4 are described by their acceleration, which is constant within each
state but can differ from state to state. Students specify the initial time, position, and
velocity at the start of the first state of the FSM, the time, position, or velocity at which
transitions between states occur, and the time, position, or velocity at the end of the
final state. In addition, students have the option to implement impulses or “kicks” that
change the velocity at transitions between states. Such kicks were automatic in Level
3, where the states were specified by different velocities, but in level 4, the velocity
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Fig. 7. A variable table
for a state in Level 3

Fig. 8. A transition between two
states of an FSM represented by a
green triangle. (Color figure online)

Fig. 9. Time or position
is specified as a condition

for a transition in a
variable table for a
transition in Level 3.

is continuous (linear momentum is conserved at transitions) unless kick are explicitly
specified. The more complicated motion (nonzero acceleration, kicks) implies that the
logic that determines whether transitions are achieved is more advanced in Level 4
compared to Level 3, helping the students to further improve their CT skills. Students
can watch graphs of the position, velocity, and acceleration as functions of time as these
simulations occur. The acceleration is stepwise constant, the velocity is a sequence of
line segments that are discontinuous at transitions with nonzero kicks, and the position
is a sequence of continuous parabolic segments. Level 5 is identical to Level 4, except
for the object moves vertically along the y-axis.

4 Multiple Representations

In STEPP, students model physics problems as FSMs and see the resulting simulations in
a variety of representations: animations, graphs, vectors, free-body diagrams, numbers,
and equations, all of which are displayed synchronously and many of them are color-
coded. A screen capture of STEPP Module 3 Level 4 on Newton’s Second Law in
2D space (Fig. 10) displays the full set of multiple representations: the area under the
velocity’s x-component graph (at 18.26 s into a 34-s simulation), the readings and slopes
of all graphs at this time, a free-body diagram (shown in the light gray square), and
the underlying equations powering the simulation. Blue is used to color the portion
of the simulation associated with the first state in the FSM, graphs, and animation of
a lunar landing module with a trail. Similarly, orange is used to color the portion of
the simulation associated with the second state. To avoid showing simulations that are
too short or too long for students to observe, STEPP plays back all simulations in 5 s
no matter how long the actual simulations are. Students can change the playback if
desired. To manage cognitive load, STEPP allows students and instructors to choose
which representations are displayed. In addition, STEPP allows users move and resize
many of the representations. Figure 10 and Fig. 11 show the same simulation while full
selection of optional representations are displayed in Fig. 10 and fewer representations
are displayed in Fig. 11.
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Fig. 10. Full set of multiple representations
(Color figure online)

Fig. 11. Fewer representations (Color figure
online)

5 Conclusion

The first three STEPP modules aligned with NGSS [1] and Texas’ standards [7] have
been developed and tested in university and high school classrooms. The topics covered
in these modules are commonly taught in introductory physics classes in high schools
and universities across the United States and, also, globally. STEPP is a web application
which does not require any special software, hardware, or programming knowledge.
Thus STEPP can be easily and affordably deployed in other schools, including ones with
higher rates of economically disadvantaged students. While useful for refinement of the
STEPP modules, field testing in the height of the pandemic complicated data collection.
We therefore are unable at this time to draw conclusions on the efficacy of STEPP for
simultaneous teaching of physics and CT. We intend to repeat the field test and continue
to anticipate that STEPP provides an opportunity to learn physics and CT that might
not otherwise be available. STEPP has the potential to transform K-20 education by
incorporating the synergistic learning of a STEM subject and computing into classroom
education. Moreover, the three features of STEPP’s user interface described above –
FSM-based modeling, software-enabled scaffolding, and multiple representation -- can
be replicated in many educational applications.
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Abstract. As one of the important components of digital products, serious games
have been applied to different learning areas to improve learning efficiency. This
paper describes the design of a serious game which reconstructs a traditional
Chinese mural Deer king Bensheng map using a mobile platform. The scaffolding
teaching theory is referenced and applied in the design of the game learning
process. Two future research directions were discussed (1) The evaluation of three
variables: learning efficiency, learning ability and learning motivation (2) The
comparison of differences in learning effects of scaffolding teaching theory in the
serious game and traditional animation.

Keywords: Serious game · Traditional culture learning · Scaffolding teaching
theory

1 Introduction

The serious game provides a new medium and method for the spread of traditional
culture. The combination of cultural heritage content and digital game technology has
formed a new form of dissemination. Ancient murals are one of important part of cultural
heritage, and it is the vital carrier of historical culture and ancient art. Ancient Chinese
murals have a unique artistic styles and aesthetic properties. In different periods of China,
the design of the patterns in the murals can reflect the changes in politics, economy,
culture and religion of the dynasties. As a compulsory course of art appreciation in
Chinese universities, ancientChinesemurals canmeet people’s spiritual needs for history
and aesthetics. Therefore, it is of great significance to study and spread the ancient
Chinese traditional murals in the form of serious games.

Previous studies have confirmed that Digital Game Learning (DGL) can enhance
learning motivation [1–3]. DGL is used to improve learning effectiveness and a vivid
learning experience in many areas [4]. Many researchers use the DGL approach to study
traditional cultural heritage in the area of education. These studies pay a lot of attention
to the construction of text-type heritage and architectural-type heritage [5, 6]. Serious
games in cultural heritage learning are mostly designed based on immersive digital
technology or narrative game process, and the purpose is to create scene reproduction
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experience or vivid storyline experience for players [5, 7]. In 2016, Yuan and Yun used
virtual technology to reconstruct traditional Chinese painting [8]. In 2020, Sheng Jin
et al. conducted an immersive scene design for the traditional painting Spring Morning
in the Han Palace [9]. These studies reconstruct traditional Chinese painting in a virtual
space. It can give players an immersive experience. However, this game model may
be suitable for museums or architectural sites, but it is inefficient for the heritage that
this article focuses on. Previous studies on cultural heritage have paid less attention to
the heritage of graphics and patterns, but they have historical and cultural information
and educational significance that cannot be ignored [10]. The most prominent feature
of Chinese cultural heritage is graphics and patterns [11, 12]. The graphics and patterns
of mural art are the most representative of cultural heritage. In addition, improving the
entertainment and participation of learners requires a combination of appropriate game
modes and learning content [13]. Role-playing games (RPG) are one of the common
forms of games, which can be applied to a variety of themes. It can also be used to
combine games and content better. Therefore, the RPG game format was used in this
study (see Fig. 1).

Fig. 1. Game scene and interface.

2 Background

Early digital mural works were generally presented using animation or screen touch
(e.g., Nine-Colored Deer and Deer Girl). These early works changed the communication
medium of ancient murals. These excellent works are animation creations based on-
screen experience and story continuity. The knowledge of ancientmurals is reconstructed
in the works. The viewer can better understand the Traditional mural. In 2018, the
companyNetEase launched a digital game, True depiction:Draw thousands ofmountains
with a wonderful brush adapted from ancient paintings. This digital game is based on
A Thousand Miles of Rivers and Mountains by Wang Ximeng, a famous painter in
the Northern Song Dynasty of China. The designer reconstructs the 2D picture into
a 3D scene in the game. The user moves and draws through a digital device in the
scene. However, the purpose is to provide entertainment for players. This game has no
clear direction in the process of spreading the knowledge of painting. In addition, the
information expressed by the pictures is broken in the game. Fragmented information
may affect learning effectiveness.
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2.1 Scaffolding Teaching Theory

Scaffolding teaching-assisted (STA) originally came from the area of education. STA
is a common method in the learning process. STA is also applied to serious games.
STA learning can help players complete learning goals and tasks through appropriate
prompts, and this method can provide feedback and task-related supportive learning
[13]. Some researchers have found that an appropriate educational strategy in serious
games will better achieve learning goals and improve learning outcomes, experience,
motivation and even cognitive ability [11]. In digital games, the role of the STA is to
give appropriate feedback after the player has chosen an answer [15]. However, STA is
rarely used in serious games of traditional cultural heritage learning.

2.2 Purpose

This study is mainly divided into two parts. The first focus is the original painting
of creative visual expression. The second focus is the combination of interaction and
knowledge learning based on scaffolding teaching theory. The purpose of this study is

(1) Construct a mural scene in the digital game space based on the original painting.
(2) Build a scaffold between the current level of knowledge and the expected level.
(3) The Scaffolding design can assist players in exploring and learning in the game.
(4) Players experience the potential to promote appreciation of traditional art and

culture.

3 Serious Game Design

3.1 Research Content

In this work, we mainly focus on traditional Chinese murals. These paintings mainly
differ from those from western in form (e.g., long scrolls versus canvases of regular
size), colour and composition techniques. Most of the most famous Chinese murals are
in Dunhuang Mogao Grottoes. In this study, we took the famous Chinese murals Deer
king Bensheng map as our design case. This mural was created during the Northern Wei
Dynasty in China. This mural exists in Cave No. 257 of the Mogao Grottoes. This mural
is a rectangle with a length of 385 cm and a height of 96 cm. The mural is divided into
five parts according to the composition. There are mainly four figures and trees in the
mural. The mural uses a composition from both sides to the middle. This mural tells the
story of Sakyamuni of past life. His past life was a nine-coloured deer. It saved a man
who fell into the water and told him not to tell others about the nine-coloured deer. But
the drowning man betrayed the nine-coloured deer. The drowning man was finally met
with retribution.

3.2 Content Design

In this study, the digital game prototype was developed through Unity 3D (Fig. 1). The
user uses the virtual joystick to control the characters in the scene to complete certain
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events or freely explore the virtual scene. This study divides the digital game into five
stages: save (S), gratitude (G), betrayal (B), crusade (C), and result (R),Based on the story
and composition of the murals. Players can enter the next stage when the game needs to
achieve the goal in the previous stage. The learning content is gradually increasing the
difficulty according to the stage. The game uses the method of rewarding the attributes
of the game character to encourage players to learn knowledge and explore the scene.

3.3 Scaffolding Teaching Design

This study divides the knowledge in the murals into three categories: history, shape and
colour in the digital game. Knowledge is divided into five levels based on complexity.
In the S stage and G stage of the game, the knowledge points are relatively simple. An
explanation of knowledge points will appear after the player controls the role of the
event. A problem is triggered after the player finishes learning the knowledge points.
The player is rewarded for the correct answer. Compared to the S stage, the G stage will
demonstrate some knowledge points. In stages B and C, the knowledge points will be
more complicated. The way the game will change during these two stages. Enemies will
appear in the game from stage B. The enemy will have questions about the knowledge
of murals. The player can destroy the enemy only by giving the correct answer. In the
R stage, the difficulty of the problem is determined by the performance of the past four
stages.

Theknowledgepoints in-gameproblems are designedbasedon scaffolding education
theory. This study divides existing knowledge and new knowledge into five levels. In
the first and second levels, the basic knowledge points of the three types of murals are

Fig. 2. The relationship between game stages and knowledge levels.
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mainly explained. When the player enters the third level, the brackets of the game will
use challenging tasks to learn knowledge, and the prompt of the scaffolding will be
reduced. In the fourth level, the player needs to find the answer by himself, and the
game scaffolding will not help the player. At the fifth level, the game will have random
problems recalling past knowledge points to achieve the learning goal (see Fig. 2 and
Fig. 3).

Fig. 3. The interface of mural knowledge learning.

3.4 Game Visual Expression

In previous studies, there is an important focus on the visual expression of cultural
heritage. This focus is about constructing the authenticity of the visual expression of
cultural heritage. In this study, the first challenge in the reality of mural reconstruction
is the reorganization of mural elements in space. There are two points to note in this
process: (1) The mural becomes incomplete in the long-term impact of the environment.
(2) The colours in themurals aremade of naturalmaterials (e.g.,minerals and plants). The
colours in the murals have faded in the long-term effects of the environment. Therefore,
this study finds many fresco samples in Dunhuang Research Institute for reference to
solve two problems.

The second challenge is character animation design. Interaction is a very important
feature in games. Many behavioural animations will be produced during the interaction.
A well-made animation has a positive impact on the user experience. The animation
design in this study refers to the animation in the video Nine-Colored Deer. This study
interviewed related researchers in the design of sound and scene dynamics.

In the study on the reproduction of traditional paintings by Sheng Jin and others, a
problem of perception of the artistic style of the original painting was mentioned [9].
It is a perception which includes colour, texture and overall painting style with space.
In this study, this perception is also an important concern. Sheng Jin and others tried
to restore the characters in the painting with high progress in a 3D space, but they got
negative results in the test [9]. This study tried to perform high-quality restoration in 3D
space during the G stage of the game. In the end, the following problems appeared in
the test: (1) There are many missing details in the murals. It is difficult to construct a
mural scene in a 3D scene. (2) The colour reproduction of the murals in the 3D scene
is low. (3) 3D scenes are more difficult to express the artistic style of Chinese murals.
Therefore, this study chose to build the game in a 2D scene.
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4 Conclusion

With the development of digital technology, serious games are increasingly being used
in various areas of learning. Therefore, it is very important to design a serious game to
achieve “Learning by playing” with high efficiency. This study explores how scaffolding
learning theory can be integrated into serious games to enhance users’ motivation and
effectiveness in learning about cultural heritage through the example of traditional Chi-
nese mural painting cultural heritage. Research has found that using scaffolding theory
in serious games can lead to better learning of traditional murals. The study provides
a design reference and basis for the design of serious games with cultural heritage as
content.

Future plans are to evaluate the cultural learning effects of this seriousness game
through empirical studies. Next steps in the study include (1) Compare the teaching
effectiveness of traditional teaching models and serious games. (2) Exploring difference
between scaffolding teaching theory in digital games and traditional teaching. (3) Testing
on the usability of the game teaching framework.

Acknowledgement. The work was supported by Liaoning Province Education Department
(JYT2020098), and teaching reform fund of Shenyang Aerospace University (2022).
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Abstract. Learning with involvement of haptic technologies can provide
advanced opportunities in digital learning. Especially over the course of the pan-
demic the value of digital learning solutions became more obvious. There are
attempts with various technologies, which can enhance the quality of learning
processes and refine the learning results. However, it should be remembered that
the sense of touch is not contained in all of them, even though it might be helpful,
e.g., in the medical field. To show how haptic technology may improve the digital
learning solutions, this paper will briefly define haptic learning and analyze some
haptic learning use cases using the Haptic Learning Model of Dörr et al. [2].

We describe haptic learning as the sum of all learning processes which use
haptic interactions to enhance the effectiveness and/or efficiency of learning pro-
cess. In this paper, haptic technology use cases which are not directly related to
learning or do not give any haptic feedback to the learners are excluded.

Keywords: Haptic learning · Digital learning · Haptic technology

1 Introduction

In the last decades digital learning increased rapidly, and the value of digital learning
solutions became more obvious. Especially learning with involvement of haptic tech-
nologies can provide advanced opportunities for many aspects of digital learning. There
are attempts with various technologies, which can enhance the quality of learning pro-
cesses and refine the learning results. Particularly in the medical field, there have been
increased approaches to incorporating haptic technologies for learning situations, such
as in Kaluschke et al. [3]. They developed a haptic virtual environment for dental stu-
dents and their teachers in which they can jointly test surgical procedures on patients’
teeth. This primarily addresses tactile and kinesthetic senses, which are considered nec-
essary for dental surgery to be able to perform various procedures as a dentist. The haptic
feedback is provided by force feedback from a haptic device called the 6-DOF Phantom
Omni and a head-mounted display to create a better immersion [3].

As shown in this example, technology can be used to implement haptic learning.
In this paper we will give examples of technologies that can be used to realize haptic
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learning. To achieve this, we draw on the understanding of haptic learning and the Haptic
Learning Model developed by Dörr et al. [2]. They define “haptic learning as the sum
of all learning processes that are didactically based on the use of haptic interactions to
increase or to support learning success. In this context, we make a distinction between
the use of haptics as an integral part of learning and the use of haptics to better convey
the content. The first case can be described as haptic learning in the narrower sense,
whereas the second case describes haptic learning in the broader sense” [2].

At the beginning of the paper, we will briefly describe the Haptic Learning Model
which will serve as a theoretical framework to analyze the selected use cases. In the next
step, we will analytically select the three use cases which will be further analyzed. The
Haptic LearningModel will be applied to analyze the use cases and pursue the aim of the
paper to show the variety of technological possibilities that can improve haptic learning.
The results of the analyses of the use cases will then be discussed by comparing them
with each other and based on the resulting conclusions, we will derive recommendations
for action for the technological use of haptic learning. At the end wewill give a summary
of the paper including the results of the analysis.

2 Haptic Learning Model

Fig. 1. The Haptic Learning Model developed by Dörr et al. [2]
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The model we will focus and base our use case analysis on within this paper is
the Haptic Learning Model developed by Dörr et al. [2] which can be seen in Fig. 1.
This model describes how haptic learning can be classified in one of three core areas,
whichmeans that haptic learning can take place during the learning ofmaterial structures,
motor skills or generally as an additional support while learning. Furthermore, themodel
defines fourteen elements that haptic learning may contain, each of them as part of
either the didactical or the technology domain. The elements additionally consist each
of two or three characteristics. For example, the knowledge type within haptic learning
can be implicit or explicit and the device can be holdable, touchable or wearable. The
elements can furthermore be divided in the analysis set and the result set. Referring to
the previously given examples, the first one would be part of the analysis set and the
second one part of the result set. Accordingly, the analysis set creates the basis for how
haptic learning should be implemented in the result set.

3 Use Cases

3.1 Selection of Use Cases

As a main part, this paper will analyze three studies taking the Haptic Learning Model
[2] into account. However, the question should be answered why these studies were
chosen to begin with. The first and most essential aspect was that the studies use any
kind of haptic technology within a learning scenario. However, we focused more on the
implementation of the learning scenarios e.g., a variety of technologies, and less on the
prerequisites of the study like its target group. This allowed us to show the wide variety
of possibilities how haptic learning can be used. Another decisive factor was the year the
studies were published. Especially regarding e.g., Virtual Reality (VR) a couple of years
canmake a huge difference, thereforewe decided for 2015 as the earliest possible point in
time for the use cases. Furthermore, the studies need to be distinguished between haptic
learning in real life and digital haptic learning using e.g., wearable devices. Since this
Haptic LearningModel focuses on digital haptic learning, only the latter were taken into
consideration. A final decision criterion related to the Haptic LearningModel rather than
the studies. To reflect the greatest possible range of applications and implementations,
each of the three core areas should be represented. Therefore, the use cases which come
in next section are selected.

3.2 Use Cases Analyses

First Core Area: Learning Material Structures. To further investigate the first core
area of the Haptic Learning Model [2] a use case was chosen that targets people who
are missing a leg/foot, with the goal to provide these people with the feeling of walking
on different types of floor surfaces [5]. This is done with the help of a head mounted
virtual reality display through which participants see the virtual legs of an avatar and
through haptic feedback which is transferred to the forearms of the participants via some
vibrators. These vibrators transfer different haptic cues to the users depending on the
floor on which the avatar is walking. Besides, these haptic cues follow two different
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patterns which reveal additionally if the avatar’s leg is in swing phase, or if the foot is
rolling on the floor while walking. During this experiment, the participants hear white
noise via their headphones so they are not influenced by the sounds of the vibrators [5].

The goal of this study is to provide the participants with the feeling of walking on
differentmaterials.We begin our analyses by considering this point and declare that since
this goal is achieved only after repeating a process and is supposed to become automatic
after having done some practice, the learning goal of this study is procedural. The
knowledge which is supposed to be learned in this study is a sensation, and each person
gains this knowledge through experience. Since sensations are not some documented
knowledge like facts or principles, we classify the knowledge type of this experiment as
implicit. The participants are actively engaged in the process and therefore, the learning
type of this study is active. However, they only receive feedback from the system in
form of haptic cues coming from the vibrators, but they do not give any feedback back
to the system. Therefore, we evaluate the learning control of this experiment as system-
feedback.

Moreover, by looking at this haptic system in terms of its usage, we take it as a
systemwithmiddle complicatedness because although users are not supposed to perform
extremely complicated tasks, the devices used in this study are no everyday devices that
each person is well familiarized with. Besides, complexity of this learning scenario is
also categorized as middle by us. This is because to experience different material is
not complex, but the participants are supposed to receive this sensation via additional
vibrators, which increases the level of complexity to middle.

Provided that users of this technology receive some haptic feedback from the system
and see the avatar via VR, we can confirm that there is an interaction between users
and the system, whereas there is not much interaction from the user-side. Therefore, we
consider the interactivity level of this design to be low.

Based on the results that Shokur et al. [5] presented within this use case, users got
on very well with this system and the combination of virtual leg and vibration (tactile
haptic feedback) let them feel as if it was their own leg.

Second Core Area: Learning Motor Skills. Another learning scenario got selected to
look into the second core area of Haptic Learning Model [2]. The motor skill the partici-
pants should learn within this learning scenario is a proper running style. The motivation
of Daiber et al. [1] to design such system was that the way runners land their foot on
the ground often causes them knee-related injuries. Therefore, to learn how to land their
foot is of high importance.

This learning scenario is designed using a wearable haptic device which is placed
under the shoe sole of the participants and transfers force feedback. This device also
consists of an electrical muscle stimulation which guides runners to land their foot with
an appropriate angle. This guidance is not limited to an assistance but goes further to
unconscious motor learning and helps learners to run with the appropriate angle even
after deactivating this assistance device [1].

Considering the elements of Haptic Learning Model [1], we start to analyze this
use case. The learning goal of this experiment is considered by us as procedural since
the participants learn how to perform a skill and to gain this knowledge, they repeat a
process which consists of acting, receiving feedback and then adapting their movement
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based on that feedback. The next element to analyze is the knowledge type which we
categorize as implicit. The reason for this categorization is that learning the proper
running style requires practicing and comes with experience. This learning process is
designed so that the participants are passively engaged in the experiment. Additionally,
the learning control element of this experiment follows a system-feedback pattern in
which the device used in this study gives feedback to the participants based on their
running style. This motor skill can as well be taught by giving verbal explanation, which
is a conventional method to teach runners how to run. However, this is less effective than
using the technology described in this experiment [1].

Another aspect to be analyzed based on the Haptic LearningModel [2] is the level of
complexity of the content aswell as the level of complicatedness in this learning scenario.
In this regard we believe landing on their mid- or forefoot while running may not be a
habit of runners, nevertheless, this is not complicated for them to learn. Moreover, the
devices used in this study are not complex to use and learners do not need high level
of knowledge to be capable of using these devices. As a result, we consider the level
of complexity and the level of complicatedness of this learning scenario as low. To be
done with the elements which belong to the didactic domain of the Haptic Learning
Model [2], we continue by analyzing the motor skill as open and the motor function as
gross. The reason for former is that there are other external factors affecting the learners’
performance such as the surface on which they run that makes them to land their foot
with different angles. And the reason for categorizing motor function as gross is that
large muscles of the body are involved.

With this experiment Daiber et al. [1] indicated a better learning outcome for those
who have worked with this approach compared to those who tried to learn the right
running style with the help of slow-motion videos or verbal explanations.

Third Core Area: Learning Using the Haptic Modality. In this third use case which
corresponds to the third core area of Haptic Learning Model [2], an experiment is
designed using the technology of a smartwatchwhich is not often considered as a learning
tool but brought good learning results in this scenario.

Seim et al. [4] designed this study to teach 10 letters of Morse code by using haptic
cues transferred via a Smartwatch. Learners hear each letter via headphones while they
are busy doing some distracting tasks unrelated to Morse code. The devices that have
been used in this study are the Sony Smartwatch 3 to transfer the haptic cues to the
learners as well as a headphone to announce each letter.

After receiving a verbal introduction about Morse code and taking a pre-test on that,
learners start the learning process in which they have a passive role, since they do not
focus on Morse code and haptic cues coming from the Smartwatch, rather on some
unrelated tasks. The study consisted of two groups that differed only in the duration of
the study (8 vs. 16 min). At the end, it is revealed that those who worked longer with
this system learned the Morse code better than the other group [4].

The representation of alphabet letters in Morse code is a knowledge which consists
of small components and by learning these components step by step, learners make
progress in mastering this knowledge. Having said this, we begin to analyze this use
case and based on the mentioned characteristic, we classify the learning goal of this
experiment as declarative. Moreover, since one can verbalize the output of this learning
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process and explain how it works, the knowledge type in this study is analyzed by us as
explicit knowledge.

Another characteristic of this learning scenario is that learning is done passively, and
learners do not play an active role in it. This characteristic is supported by asking the
learners to take care of some unrelated tasks. In this way, their learning is not supported
by any means other than the haptic cues provided by the smartwatch and the audio
announcement of the letters via the headphones.

Provided that the participants have no previous knowledge regarding Morse code,
the complicatedness of the learning scenario can be described as middle. Besides, since
there are several elements which should be analyzed and learned simultaneously, this
learning scenario is medium complex to go through. The smartwatch interacts with the
learners and not vice versa. Because of this one-way communication, we evaluate the
interaction level as low. However, the system communicates with the user through two
types of feedback namely audio and haptic. Regarding the latter, the system uses tactile
feedback.

Although this was a small-scale study, Seim et al. [4] achieved significant results
which show that using this system for learning Morse code enhances the learning effi-
ciency. Therefore,we believe this is a good example of learning using the hapticmodality,
whenever it is not about learning amotor skill, but rather having amore efficient learning
experience using haptic technology.

4 Discussion

After analyzing the three use cases, each related to one core area of the Haptic Learning
Model [2], we nowwant to take a comparative look at them to point out some similarities
and differences of these variations of the aforementioned Haptic LearningModel. In this
regard, we focus on the elements which correspond to the technology domain to mention
some helpful aspects to consider whenever a learning system using haptic technology
should be designed and implemented.

Table 1 summarizes the characteristics of different elements corresponding to each
of three use cases that we analyzed in the previous section. As we discussed the elements
related to the didactics domain in the analyses section, in this section we focus now on
the elements of technology domain. One aspect to consider is the level of interactivity.
Although its evaluation as well as categorization in low, middle, or high levels is some-
what subjective, it is an important element and should be characterized considering to
what extent learners are supposed to interact with the system to be capable of learning
the content. Based on our selected use cases it cannot be simply concluded that the
interaction level should be high as soon as touch is an essential part of learning. It rather
depends on the degree of communication and manipulation between the user and the
system. The higher these are for the user, the higher the level of interactivity should be.

Anotherworthmentioning aspect that goes hand in handwith the level of interactivity
is the feedback that should be provided by the system. Of course, as haptic learning
is to be integrated in the learning scenario, tactile and/or force haptic feedback need
to be included. Depending on the desired learning goal they can be accompanied by
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auditory and/or visual feedback. However, as the previously described use cases have
shown, providing e.g., visual feedback is not an essential feature a learning environment
has to have whenever haptics should be included. Therefore, not all learning scenarios
with haptic technology include a visual environment. Rather sensors or vibrators can
be sufficient to achieve the desired goal. Therefore, the decision for the appropriate
feedback should be based on the learning objective of the learning scenario.

Overall, we analyzed three wearable devices which transfer haptic feedback to the
user with a wide range of impact on learning. To be more precise, if we put all three core
areas of the Haptic LearningModel [2] on a spectrum, we believe bymoving towards the
first core area which is learning material structures, using haptic technology increases
the effectiveness level of learning. Thus, learners are more likely to gain the desired
knowledge. And if we move to the other end of this spectrum, using haptic technology
makes the learning experience more efficient for the learners.

Table 1. Classification of the use cases in the Haptic Learning Model

Virtual legs & floor
texture

Motor learning in
sports

Teaching Morse Code
using a smartwatch

Core area Learning material
structures

Learning motor
skills

Learning using the
haptic modality

Didactics domain

Learning goal Procedural Procedural Declarative

Knowledge type Implicit Implicit Explicit

Learning type Active Passive Passive

Learning control System-feedback System-feedback System-feedback

Complexity Middle Low Middle

Complicatedness Middle Low Middle

Motor skills – Open –

Motor function – Gross –

Body part Hand Foot Hand

Technology domain

Interactivity Low High Low

Visual environment VR – –

Feedback Visual/ Haptic Haptic Auditory/Haptic

Feedback technology Tactile Force Tactile

Device To wear To wear To wear
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5 Conclusion

In this paper we have shown some possibilities to implement different technologies for
haptic learning. Using the Haptic Learning Model by Dörr et al. [2], we systematically
analyzed three selected and previously justified use cases. It has been shown that haptic
learning can be used in any kind of learning scenario with different complexity, learning
objectives or feedback options, just to name a few. In the subsequent comparison of the
use cases, we have focused on the technology domain, as the aim of this paper is to show
the diverse use of technologies in haptic learning and their enhancing effect on learning
outcomes. In doing so, we want to pave the way for further research and promote the
use of haptic learning in general, as we think that the use of the Haptic Learning Model
[2] can greatly facilitate this process. We would like to encourage both researchers and
teachers to give more importance to haptic learning.
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Abstract. Augmented Reality (AR) is a novel technology utilized for merging
real and virtual elements, enhancing the physical world. Developing AR applica-
tions in Robotics has been of interest in recent years. The current paper proposes
a shared workspace for learning using Augmented Reality. The objective is to
implement this approach using robots, not to execute collaborative robotic tasks
but to establish a collaborative learning environment among students and social
robots. We use an Augmented Reality application to superimpose virtual objects
to the users’ real world, aiming to achieve joint attention at a common point of
interest among humans and social robots. The social robot perceives what occurs
in the augmented environment and interacts (e.g., sharing information, making
comments and gestures, giving constructive feedback to the users, etc.), intending
to support humans to achieve the learning goals of the activities. The virtual objects
are approached through AR with the aims and scopes of educational material in a
learning process. The environment that this paper describes will be the testbed for
exploring and further researching the proposed approach; handling virtual objects
as educational material and aiming to joint attention at a common point of interest
among humans and robots in this Augmented Reality shared world. In future stud-
ies, research and analysis of the characteristics and effectiveness of this approach
will be conducted.

Keywords: Augmented Reality · Socially Assistive Robots · Learning
environment · Shared workspace

1 Introduction

Developing AR applications in Robotics has been of interest in recent years. Up to
date, designing a shared workspace where humans and robots interact and collaborate
in Augmented Reality [1, 2] has included mobile robots, robotic arms, and aerial robots
[3]. The focus has been on; performing collaborative tasks [4], robot programming [5,
6], manipulation of virtual and/or real objects [7], visualization of the robot’s path [8],
motion planning and teleoperation [9].

Among other technologies, Augmented Reality has been a widely discussed technol-
ogy in Industry 4.0 [10]. Augmented Reality can be a valuable and effective approach
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for human-robot collaboration and interaction, providing visual cues through virtual
AR elements [4]. Especially for industrial robots, augmented reality technology allows
visualization of the robots’ motion plan, virtual obstacles, target position and other
information that can support Human-Robot Interaction (HRI) [11, 12].

The objective of developing a shared environment with robots is to achieve a high-
quality human-robot interaction [1]. According to Galin and Meshcheryakov [13],
humans and robots collaborating in a shared workspace is a stimulating characteristic
of Industry 4.0.

The aim of this study is to draw a parallel with the Industry sector and implement
collaborative augmented reality systems in teaching and learning. To be more specific,
the physical manipulation using industrial robots, such as robotic arms will be replaced
by cognitive manipulation of the virtual objects with the participation of social robots
in a shared workspace, where joint attention activities occur. The role of Augmented
Reality will be to enrich the information acquisition of the user’s real environment [14].
At the same time, the robot can act as a tutor [15], a companion in the learning process
[16], or an educational tool [17].

2 Related Work

2.1 Augmented Reality and Human-Robot Interaction in Shared Workspaces

Human-robot communication enhanced with augmented reality in a shared workspace
has already attracted the researchers’ interest. In Gao and his colleagues’ research [18],
visual and spatial information of real objects were fused in a shared workspace through
augmented reality technology [18]. Qiu and his fellow researchers [2] proposed a shared
augmented reality workspace that establishes active communication between the users
and the robots. In their designed AR system, the robot perceives and manipulates the
virtual elements, while actively interacting and inferring the utility of the human agent
[2]. In the experiment, the physical robot proactively assisted participants to perform a
given task successfully in the context of the augmented reality shared environment [2].

Augmented Reality has the potential to show the robots’ sensory data, resulting
to better understanding the robot’s perspective of the world around it [1]. Bolano and
his colleagues [19] developed a system utilizing augmented reality to project useful
information in the shared workspace, such as the robot’s motion intend. Their system
was evaluated in various settings. Results indicate that the visualization of information
and the display of plan changes achieves a more dynamic and efficient human – robot
interaction [19].

An augmented reality-based collaborative workspace was proposed by Materna and
fellow researchers [20], using methods such as persona and scenario. In their prototype,
users are able to program the robot and perform collaborative tasks effectively. The inter-
action occurs through an interface projected onto the table [20]. The interface includes
various elements to visualize the state of the robot and the task [20].

Effective and substantial human – robot interaction requires bi-directional communi-
cation. Chandan and his colleagues [21] introduced a novel Augmented Reality system,
called ARROCH, to facilitate collaboration between robots and a human. To be more
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specific, robots’ planned behaviors and state were visualized through Augmented Real-
ity technology for the user to comprehend the robots’ intentions. On the other end, robots
received feedback from the user, as well [21]. The results from the experiments indicated
that humans perform better using the AR system rather than following an approach that
does not include augmented reality technology and its potentials [21].

The interaction among humans and robots has been studied not only in the context
of industrial robots, such as robotic arms or mobile robots, but also in the field of Social
Robotics. Augmented Reality can be utilized to enrich and better study the interaction
[22] and support human– robot collaboration [23]. In their study,Bock and his colleagues
[24], presented an approach to enable the humanoid robot NAO to play a board game
against a human opponent. An AR marker was utilized to help localize the robot and
increase the accuracy of the robot behavior [24]. The humanoid NAO robot was also
used in Lahemer and Rad’s study [14]. The researchers implemented AR technology
and vision-based probabilistic landmark-based SLAM for the robot’s indoor navigation.
The proposed system recognized the location of NAO markers using NAO’s camera
and displayed the location information to the user’s environment through augmented
reality technology [14]. Results showed that adaptive augmented ellipsoidal SLAM can
improve robot localization and mapping [14].

2.2 Socially Assistive Robots and Augmented Reality in Education

Socially Assistive Robots (SARs), such as the NAO robot, have been widely used in
Education, being able to improve the educational experience of the students [25]. Socially
Assistive Robots in educational settings aim to supplement the efforts of educators
through engaging children in personalized educational activities [26]. Socially Assistive
Robots can be utilized so as to assist teachers in the educational settings, promoting
social interaction and improving the quality of education [27].

In addition to social robots’ positive outcomes in the field of Education, Aug-
mented Reality technology shows potential in making learning processes more interest-
ing and motivating for students [28]. According to Chang and his colleagues [29], inte-
grating robots into Mixed Reality environments improves students’ authentic learning
experiences.

In the present study, taking into account the literature, we discovered a gap regarding
the use of Socially Assistive Robots in an Augmented Reality shared workspace for
learning. Our objective is to achieve joint attention at a common point of interest among
humans and social robots, such as the NAO robot. Joint attention (JA) is deemed as an
important mechanism of social cognition, where “two persons can jointly attend to an
object by one person following another person’s gaze toward a given object or possibly
a third person” [30]. Responsive joint attention mechanisms evoke higher perceived
feelings of social presence of the robot in the context of mutual problem-solving tasks
[31]. Both the social NAO robot [32] and Augmented Reality technology [33] have
been used to assist students in joint attention activities. Thus, studying the integration
of augmented reality and social robots in an educational environment seems to be a
promising solution for students’ learning, interacting and sharing perception with social
robots [16].
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3 System Design

Based on the review of the literature, we recognized that augmented reality technology
is a useful solution for human-robot interaction in an environment where both users and
robots share their perception of the world and the events that occur in it. We propose
the implementation of an augmented reality system in which a social robot interacts
with humans not to execute collaborative robotic tasks, but to facilitate collaborative
learning and support the educational process, focusing on the cognitive exploitation of
the augmented elements.

The use of augmented reality technology appears to be a solution for human-robot
interaction in collaborativeworkspaces. To achieve that, software andgameengines, such
as Unity 3D have been utilized for the development of AR applications for smartphone
platforms [4]. In our proposed system, an AR application was developed using both
Unity 3D and Vuforia software. The designed AR application runs on Android devices.

For the superimposition of the additional virtual objects, the marker-based AR app-
roach was used. Each ARmarker represented a different planet. Robots also use markers
and landmarks to detect and recognize objects easier [34]. In an Augmented Reality sys-
tem, markers can be used to render a visualization of an augmented workspace area [4],
as well as for localization purposes [24].

In our system the humanoid robot NAO of Softbank Robotics was chosen. The
human-like characteristics of socially assistive robots, such as the NAO robot, can
enhance positive emotions in young students [35]. The NAO robot used in our study
is in version 5.0 with installed software NAOqi, version 2.1.0.19. The robot can connect
and communicate through Wi-Fi.

NAO robot’s landmarks, called NAOmarks, were used along with the AR markers.
They were placed in a table-like surface between the standing robot and the users. Both
the robot and the students pointed their attention in the same direction where the markers
were placed. The robot prompted students to scan the marker with the mobile device.
When themarkerwas detected,NAO robot shared interesting information,made gestures
and provided students feedback in relation to the cognitive objectives of the activities.
At the same time, the students observed the animated three-dimensional models of the
planets in the mobile device through the AR application, as shown in Fig. 1.

This is a work-in-progress. We are currently examining the connection of the NAO
robot with the AR application. The NAO robot is programmed using Python. The robot
acts as a server and receives coded actions from the AR application. The AR application
communicates with the robot using its IP address and sends messages, correlating the
events with the actions we wish NAO to execute in order to interact both with the virtual
elements of the AR application and with the users.
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Fig. 1. Student interactingwith theNAO robot, usingAugmented Reality in a shared environment

4 Discussion and Conclusions

Robotics research has been prevalent in recent years due to technological advances,
increased technological accessibility and reliability, as well as commercial availability
[36]. Working with robots and understanding their intentions is crucial for human-robot
collaboration, especially in the field of Industry [19]. Augmented Reality technology has
been studied to supplement the real environment with virtual information and enhance
communication between humans and robots [37]. Augmented and Virtual Reality pro-
vide users with immersive experiences, visualizing the procedures that occur during
human–robot collaboration [38].

An important parameter that needs to be taken into consideration when designing
an AR system for human – robot interaction (HRI) is the bi-directional communication,
with both users and robots participating actively [2]. This is one of our goals while
optimizing our proposed AR system.

Advances inAugmented, Virtual andMixedReality are laying the groundwork for an
alternative solution ofmediating human-robot communication [39]. The virtual elements
that appear in the real world through Augmented Reality can be used to improve the
communication [22] and the interactions between users and robots [40].

Augmented Reality systems may include a robot that aims at manipulating and
handling a variety of objects [4]. In our study, we propose the handling of the virtual
objects in the AR environment in a cognitive manner, aiming at more engaging learning
experiences for students.

Previous studies regarding the utilization of Augmented Reality technology and
social robots in educational settings is limited [16]. We are currently in the process of
designing and setting all the needed parameters for our AR system for learning with a
social robot. The robot has a socially assistive role, setting its attention in a common point
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of interest with the students. The social robot perceives what occurs in the augmented
environment and acts accordingly. The environment that this paper describes will be
the testbed for further researching the proposed approach; handling virtual objects as
educational material and establishing joint attention in the context of an Augmented
Reality shared world. In future studies, research and analysis of the characteristics and
effectiveness of this approach will be conducted.

Acknowledgements. This work is part of a project that has received funding from the Research
Committee of theUniversity ofMacedonia under theBasicResearch 2020-21 funding programme.
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Abstract. Being an executive function, cognitive flexibility is one of the skills
that allows a person to accomplish tasks, specifically the ability to change mental
states. Proper executive function is essential in a society centered on work and
productivity, especially with the increased demand due to the COVID-19 pan-
demic. This study aims to design and develop a point-and-click adventure video
game that teaches players about the role and nature of cognitive flexibility, and to
measure its effectiveness. Most people don’t understand that one’s surroundings
andmental state can affect productivity and executive functioning, and instead it is
stigmatized. By understanding the role that cognitive flexibility plays in everyday
life, people can better understand their own capabilities and limits. The game is
designed first by analyzing how cognitive flexibility is trained in childhood and
adolescence, then enforced in adulthood. Certain concepts of cognitive flexibility
are directly mapped to mechanics in the game, and puzzles are used to lead players
to understand the applications of cognitive flexibility. The game will be playtested
to measure whether participants gained any new insights after playing. They will
also be given the option to be interviewed two weeks after to measure whether
the techniques had any impact on their lives after the initial playtest. To illustrate
points of interest, a player’s mouse click activity while playing will be tracked.
This highlights which puzzles the players struggled with and how they approached
them, and can identify what aspects of the game’s designwere effective in relaying
information.

Keywords: Game design · Serious games · Games for education · Cognitive
flexibility · Executive function · Point-and-click adventure games

1 Introduction

Cognitive flexibility is the executive functioning skill defined as one’s ability to switch
betweenmental states, actions, and tasks, aswell as the ability to quickly adapt to changes
in a situation or environment [1]. Cognitive flexibility also allows one to identify the
steps building up to a task and to switch from one step to the next. Hence, issues with
cognitive flexibility result in getting stuck on a task and not knowing how to push forward
or adapt to the new plan [9]. Other issues that can stem from poor cognitive flexibility
are the inability to start on a complex task or switch between tasks in parallel. This
can be particularly challenging in a capitalistic society that demands productivity, quick
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solutions, and the ability to juggle multiple tasks and heavy workload. Therefore, it is
important that people are aware of cognitive flexibility, the role that it plays in their lives,
the barriers that may hinder it, and ways to enhance or properly maintain it.

Consequently, the aim of this study is to create a point and click puzzle adventure
video game and incorporate game mechanics that accurately communicate the different
tools for enhancing cognitive flexibility. This game will be targeted towards the demo-
graphic of young adults aged 18 to 25 as executive functioning skills can be developed
up until young adulthood, and it is during these years when the demand for performance
in these skills becomes more pressing [7]. We aim to test whether the game is effective
in educating players and helping them recognize the role of cognitive flexibility in their
own lives. The goal is to teach players strategies for assisting cognitive flexibility, rather
than enhancing their skills through simply playing the game.

Such strategies include breaking overwhelming complex tasks into smaller more
manageable tasks [7]. Tasks are easier to start once the steps are first identified. Breaking
tasks down into smaller tasks also makes progress easier to keep track of [9]. Another
way of enhancing cognitive flexibility would be to manage and navigate the factors
that inhibit it. It is true that genetics, learning disabilities, and brain injuries can cause
issues with cognitive flexibility [12], but even those without such issues can struggle
with cognitive flexibility due to their own circumstances. According to Diamond [3],
proper physical, social, and emotional health are crucial in maintaining good executive
function. Hence, lack of sleep, exercise, social activity, and emotional well-being are all
factors that can hinder one’s cognitive flexibility. Stress is also a common barrier that
can involuntarily prompt executive functioning skills to go offline [5].

Through gameplay and storytelling, we aim to inform players that the experience of
“getting stuck on a problem” or becoming overwhelmed by a big task is not a product
of laziness or any inherent flaws, but rather a product of external barriers that hinder
their cognitive flexibility. The game’s mechanics and puzzles were carefully designed
to reflect the factors that affect one’s cognitive flexibility, as well as the different ways
cognitive flexibility can affect one’s life and productivity.

2 Game Design Process

“To-Do: Break Down”, is a point-and-click adventure game that follows the protagonist,
Moxie, throughout their day as they attempt to finish their to-do list. They utilize various
coping mechanisms to overcome their struggles with cognitive flexibility, which are
represented in the game’s plot and mechanics.

The decision to educate using a point-and-click adventure game is inspired by
Mayer’s [10] suggestion that the gameplay loop—the series of actions that a game’s
core mechanics revolve around—can count as practicing an executive function skill
when designed with that intention. As players are repeatedly exposed and practiced in
the skills needed in the game, they gain a mastery of said skills as they continue to play.
Rather than simulating the actual usage of cognitive flexibility, this study will utilize the
gameplay loop to educate players on its nature and the tools they can use to develop it
(Fig. 1).
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Fig. 1. A portion of the game’s storyline. The protagonist is struggling with an unexpected
schedule change and acknowledges that this is due to an issue with cognitive flexibility.

The game itself was designed by analyzing how cognitive flexibility is trained in
childhood and adolescence, then enforced in adulthood [1, 5, 7]. We then looked at the
different techniques used, and with the assistance of a licensed psychologist specialized
in this field, designed the game’s mechanics around helping the player become aware of
these practices and how they work.

The nature of the proposed point-and-click adventure game will require players to
juggle multiple tasks at once and make use of previously gained clues to solve puzzles
later on in the game. The genre’s focus on exploration and experimentation [4] will allow
them the space to make use of the tools they are given, and the focus on puzzles will
afford them the chance to focus on figuring out the game’s internal logic [8], which will
in turn be based on the logic of cognitive flexibility.

The game’s overarching structure follows an expand-collapse pattern. The puzzles
would start out simple, with limited solutions as to allow the player to familiarize them-
selves with the game’s mechanics. After learning how to navigate the gamespace, the
puzzles would then ‘expand’, growing in number and gradually becoming more com-
plex. As the player progressed through the game, the puzzles would then ‘contract’ once
more as they are resolved one by one [6] (Fig. 2).
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Fig. 2. A screenshot of the game. At this point in the game’s progression, players are given
multiple tasks to finish in parallel. The task displayed here is a bathroom that the players will need
to clean.

2.1 Mapping of Game Design Elements to Psychology Concepts

Due to the educational nature of the game, when designing the mechanics and puzzles,
we aimed to illustrate two things: how to improve cognitive flexibility and the role that
cognitive flexibility plays in our lives.

The main in-game tasks were categorized and summarized in the Table 1 below:

Table 1. The game’s mechanics and its associated concept on cognitive flexibility.

Associated mechanic How to improve cognitive flexibility Uses of cognitive flexibility

Energy Bar Taking care of yourself improves brain
functions

Finding alternative solutions to
problems and working on several
puzzles in parallel

Notepad Breaking tasks down into smaller steps
improves cognitive flexibility by
making shifting between tasks more
manageable

Requires cognitive flexibility to
break down tasks and shift
between them

To-Do List Planning and arranging tasks make it
easier to know where to start

Requires cognitive flexibility to
make a plan

Puzzles Solving in-game obstacles that reflect
the real-life effect of unseen barriers to
our cognitive flexibility skills can help
players recognize their own personal
barriers
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There are three techniques to enhance cognitive flexibility that the game focuses
on. The first is breaking down large goals into smaller, clearly defined steps [7]. The
game’s puzzles require the player to complete their tasks one step at a time, using hints to
clearly define the next steps they have to take. The second technique is encouraging the
exploration of alternative solutions to problems [5]. Different puzzles may have different
solutions, all of which require the player to be flexible in their thinking. The last is the
ability to recognize barriers that can impede cognitive flexibility [2]. Solving the puzzles
will require players to recognize that difficulty in completing goals may also be caused
by the existence of ‘barriers’ like external distractions or unattended physiological needs.

These three techniques are reflected in the three main mechanics of the game. The
point-and-click exploration, the ‘Notepad’ mechanic, and the ‘Energy Bar’ mechanic.

Point-and-Click Exploration. The player primarily interacts with the game using the
mouse, which is used to point and click on what they want the character to interact with.
The character will then either interact with the object, commentate on it, or pick it up.
Items in the character’s possession will be stored in their inventory, and can be used to
interact with other objects onscreen.

The emphasis on trial-and-error and exploration encourages players to think of cre-
ative ways to solve the puzzles. This ties into how cognitive flexibility aids with thinking
of alternative solutions to problems.

Notepad. For certain tasks, merely clicking on two objects is not enough to incite
the proper reaction from the character. Instead, the player must give more granular
instructions to help assist the character in understanding how to proceed. This is also
meant to introduce the concept of breaking down tasks into smaller actions.

The interaction starts with the character expressing confusion at their intended action
(ex. the player tries to interact with a washing machine, to which the character says “I
don’t know where to start with this.”). It should be noted that this dialogue should be
distinct from regular pieces of dialogue that indicate that the player is going in the wrong
direction (ex. the player uses the wrong item, to which the character replies “I don’t think
that would work.”).

The player is then meant to interact with it using their Notepad, which will pop out
in the bottom-right corner with a list of set verbs. The screen will switch to a more
zoomed-in version of the specified area. Rather than just clicking on the environment,
the player must first pick a verb then interact with the environment (ex. clicking ‘open’
then clicking on a cabinet, rather than just clicking on the cabinet). Different scenarios
may also produce different sets of verbs (ex. a segment about doing the laundry has
different of verbs from a segment about repotting plants).

Moxie comments on each of the players actions, giving feedback as to whether they
are making progress with the task or not (Fig. 3).

Energy Bar. Certain scenarios will require the player to expend energy in the energy
bar. They will be given a choice between certain actions that cost varying degrees of
energy and will produce varying results. This means the player must budget and manage
their energy so that they get satisfactory results with their limited resources. For example,
theywill be given a choice between different methods ofmeal preparation, which require
and replenish different levels of energy.
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Fig. 3. A puzzle that makes use of the Notepad mechanic, in which the game’s protagonist must
launder their clothes in a washing machine. Players must perform this task step by step.

If the character runs out of energy, theywill no longer be able to continueworking and
mention that they need a break. Energy can be replenished by doing relaxing activities or
having a meal. This emphasizes how cognitive flexibility is reliant on a person’s overall
wellbeing.

3 Future Work

We have so far established a way to design a point-and-click adventure game as an
educational tool on cognitive flexibility. The design proposed involves using a storyline
to present players with the different tools for coping with issues in cognitive flexibility,
and a series of puzzles meant to give them the opportunity to practice these tools. We
discussed how these mechanics take full advantage of the strengths of point-and-click
adventure games, as well as how the mechanics map to concepts of cognitive flexibility.
The game has been fully developed, and so the next step is to proceed with the user
testing sessions.

We will measure the game’s effectiveness as an educational tool through a series of
playtests. Each user testing session will consist of a pre-test, a playtest, a post-test, and
a delayed post-test. These tests will be used to determine whether or not the participant
was able to demonstrate a greater understanding of cognitive flexibility after playing the
game. Participants will undergo a short interview after the post-test, in which they will
be asked to identify which aspects of the game they struggled with or found helpful.
Two weeks after their initial testing date, they may also opt to join a delayed post-test
interview. This will be used tomeasure whether or not they were able to apply the game’s
concepts to their own lives.
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The game will record each mouse click that the participant makes within the game,
and those overseeing the user testing session will be taking notes of how participants
react to and understand the game’s mechanics and story. Both these notes and the mouse
click data will be used to identify what solutions the participants tend to use, and if they
managed to utilize the game’s mechanics effectively.

Overall, future efforts will be dedicated to determining the effectiveness of the game
as an educational tool, and what specific aspects contribute to its effectiveness or lack
thereof.
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Abstract. Due to topographical and meteorological features, floods and
landslides occur frequently in Japan. Therefore, disaster prevention edu-
cation is essential. When considering natural disasters such as floods, it
is important to learn the concept of watersheds. In this study, we devel-
oped the teaching material using a tablet device that enables students
to learn the concept of watersheds by extending their learning about the
action of running water in elementary schools. A three dimensional (3D)
topographical map is displayed on the screen of the tablet device, and
when a student touches the screen, a ball that looks like rainwater falls at
the touched point. After the ball falls, it rolls over the topographic map,
drawing a trajectory. In two learning modes, students learn by repeat-
edly observing the ball’s path. In the basic learning mode, they learn
about the basic properties of running water. In the developmental learn-
ing mode, they learn about watershed concepts and disaster prevention.
This paper describes the development of two learning modes and a trial
verification of the basic learning mode.

Keywords: Watershed · Teaching material · Tablet device

1 Introduction

Japan is located in one of the world’s rainiest regions and has many steep moun-
tainous terrains. These land conditions make Japan prone to floods, so dis-aster
prevention education is essential [2].

With the revision of the Courses of study in 2019, the study of natural
disasters was enhanced in elementary school science courses in Japan [1]. This
revision provides increased opportunities for learning about the action of running
water as part of disaster prevention education for such things as floods. In reality;
however, it is difficult to learn about both of the effects of running water and
in-depth disaster prevention in a limited amount of class time.

Since floods occur in watersheds, Sugawara et al. point out that if many
people are aware of the concept of “watersheds,” they will be able to think for
themselves and evacuate proactively in the event of a disaster. In other words,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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when considering natural disasters such as floods, it is important to learn the
concept of watersheds. However, while the current Japanese course of study
includes an elementary study of the concept of watersheds in units that deal with
the action of running water in science, it does not specify the word “watershed”
or the content of an in-depth study of watersheds.

The purpose of this study is to develop a teaching material that enables
students to learn the concept of the watershed by extending their learning in
elementary school about the action of running water.

2 Existing Teaching Materials

The following are existing teaching materials for learning the concept of water-
sheds, each of which has its problems for students to learn. The first is teaching
materials using a 3D topographical map model and marbles. Generally, several
students use one material during class time when using teaching materials using
such large models. This makes it difficult for them to learn at their own pace.
Furthermore, 3D topographic models have lines drawn in advance to indicate
rivers and watersheds, so there is a little element of independent thinking by
students.

The second is a water education program, Project Wet “Discover a Water-
shed.” The use of this material requires qualified instructors, so it limits students’
learning opportunities. In addition, learners must work within a limited time, so
it is difficult for them to deepen their learning at their own pace.

The third is a video for study review. Using the video materials, students
can reflect on their learning about the action of running water in science class
and learn the concept of the watershed in relation to the content of the class.
However, viewing videos is not a hands-on learning experience like experiments
and observations, making it difficult for students to learn while thinking inde-
pendently.

3 Guidelines and Design of the Teaching Material to Be
Developed

3.1 Guidelines for the Teaching Material

To achieve better learning by following the purpose of this study and solving the
problems of existing teaching materials, we developed the following guidelines
for the development of teaching material.

1© To enable students to acquire basic knowledge of the action of running
water to study the concept of watersheds.
2© To enable students to do developmental learning about the concept of
watersheds and local disaster prevention.
3© Fewer restrictions on learning opportunities, allowing students to work at
their own pace.
4© To enable students to learn independently, such as through experiments
and observations.
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3.2 Design of the Teaching Material

A Target Unit. According to the Japanese Courses of study, students learn
about the action of running water in fourth and fifth grade. In the fourth grade
unit “Where rainwater goes and how the ground looks,” students acquire the
knowledge that “Water flows from a high place to a low place and collects,”
which is the elementary knowledge to understand the concept of a watershed.
As a result, we selected this unit as the target, and developed teaching materials
that enable students to learn about the concept of watersheds by extending the
basic study about “Water flows from a high place to a low place and collects.”

Form of the Teaching Material. In the 2018 Programme for International
Student Assessment by the Organization for Economic Co-operation and Devel-
opment, the proportion of students who said they did not have access to the
Internet at home was less than 5% [3]. It indicates that digital devices, such as
access to the Internet, are familiar to students.

In Japan, through the GIGA School Initiative promoted by the Ministry of
Education, Culture, Sports, Science, and Technology (MEXT), tablet devices for
each student have already been delivered in more than 95% of Japan’s regions.

Currently, tablet devices are standard learning tools for students with few
restrictions on learning opportunities. Students can study independently at their
own pace in an environment where each student has one device. Therefore, we
select tablet devices as the form of the teaching material because it satisfies
Guideline 3©.

A Reference Teaching Material. The teaching material using a 3D topo-
graphic map model and marbles is close to the real phenomenon and concisely
expresses the basic item to be learned, “water flows from a high place to a low
place and collects.” Despite its brevity, this teaching material is easy to imple-
ment, from the acquisition of basic knowledge to the developmental study of
watershed concepts. As a result, we refer to teaching materials using a 3D topo-
graphic map model and marbles to develop the teaching material. Furthermore,
by referring to teaching materials that allow for actual experiments and observa-
tions, students can have a similar experience on a tablet, so it satisfies Guideline
4©.

4 Development of the Teaching Material

4.1 Outline of the Teaching Material

We refer to teaching materials using a 3D topographic map model and marbles,
and develop the teaching material. First, a 3D topographical map is displayed
on the screen of the tablet device. A ball that looks like rainwater falls at the
touchpoint when a student touches the screen. After the ball falls, it rolls over
the topographic map, drawing a trajectory. A student learns the basic properties
of running water and the concept of watersheds by observing the path of a ball
that resembles rain repeatedly.
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4.2 Development Environment

Using the Unity game engine, we develop the teaching material. We use maps
published as open data by the Geospatial Information Authority of Japan.

4.3 Composition of Teaching Materials

The teaching material have a basic learning mode and a developmental learning
mode.

The basic learning mode is for acquiring the basic knowledge necessary to
understand watershed concepts, and it satisfies Guideline 1©. In the basic learn-
ing mode, students learn the following three study items.

(A) Water flows from a high place to a low place.
(B) Running water collects.
(C) At a certain point, water flows separately.

In addition to (A) and (B), which are to be studied in the target unit, students
also learn (C), which is necessary to understand the concept of watersheds.
At first, three study items (A), (B), and (C) are displayed on the screen. The
appropriate terrain for each study is displayed when a student selects a study
item. Students study by repeating observations.

The developmental learning mode is for learning about the concept of water-
sheds and disaster prevention, and it satisfies Guideline 2©. Students select an
area they want to study and observe the path of a ball on a topographic map of
the respective area. Through repeated observations, they learn about the concept
of watersheds and the composition of local watersheds.

4.4 Functions of Basic Learning Mode

To support students’ learning, the basic learning mode has the following func-
tions.

Switching perspectives
A student switches between two perspectives by touching the icons on the
screen (Fig. 1a, Fig. 1b). The perspective from above, with a broad view, is
suitable for observing the confluence and separation of multiple balls. The
perspective following the ball is suitable for observing how balls that resemble
rainwater roll in more detail.

Multitouch viewpoint manipulation
Students can move viewpoints with multitouch operations (Fig. 1c): one-finger
swipe to translate, two-finger pinch-out to zoom in, two-finger pinch-in to
zoom out, two-finger swipe to rotate around the horizontal axis, and two-
finger rotate to rotate around the vertical axis. Students can observe the
path of the ball at arbitrary positions and angles by operating in the same
way as general map applications.
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Display hints for study
When a student touches the icon for displaying hints, a sentence indicating
the point of learning is displayed to clarify the points to be focused on in each
item (Fig. 1d). By displaying hints in the middle of the study, a student can
recognize the points to be focused on and repeat the observation of balls, so
they acquire knowledge without fail.

(a) Perspective
from above with
a broad view

(b) Perspective
following the ball

(c) Viewpoint
manipulation

(d) Display hints

Fig. 1. Functions of the basic learning mode

4.5 Functions of the Developmental Learning Mode

In addition to the same multitouch viewpoint manipulation as the basic learn-ing
mode, the developmental learning mode has the following functions.

Display of watershed images
The watershed image can be switched between showing and hiding (Fig. 2a).
When the image is hidden, students can learn independently by observing the
ball while predicting where the watershed boundaries are. When the image
is displayed, they observe balls while being aware of the actual watershed
boundaries. Students confirm how rainwater collects within a watershed and
can learn deeply to understand the concept and composition of watersheds.

Comment function
When students touch any point on the screen, an icon is placed at the touched
point (Fig. 2b). When they touch the icon, a comment box for writing com-
ments appears. Students write their repeated observations and predictions of
possible disasters in the comment box.

Display of hazard maps
he hazard map for the selected area can be viewed (Fig. 2c). Students com-
pare the hazard map to their predictions, which are written by the comment
function. Students can determine whether their predictions were consistent
or not, and notice risks that they were unable to predict.
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Pen function
Students can freely draw lines on the screen when the pen function is enabled
(Fig. 2d). They draw lines on the predicted trajectory of the balls and the pre-
dicted watershed boundaries. The pen function supports independent learning
by making the student’s predictions visible.

(a) Display of
watershed images

(b) Comment
function

(c) Display of
hazard maps

(d) Pen function

Fig. 2. Functions of the developmental learning mode

5 A Trial Experiment of the Basic Learning Mode

A trial experiment was conducted with fourth-grade elementary school students
to evaluate the user interface and the level of comprehension of the three study
items in the basic learning mode.

5.1 Experimental Procedure

Students used each of the three study items in the basic learning mode for five
minutes each. Three students use one device per person, and two students use
one device per two people. In order to confirm that the students could operate
the user interface without any confusion, their hands were recorded with a video
camera.. Furthermore, we asked the students to fill out a questionnaire to test
whether they could learn what they needed to learn while using each learning
item.

5.2 Experimental Results

Evaluation of the User Interface. We confirmed the students’ learning
through video camera recordings. There was some misunderstanding about nota-
tion and the function of the user interface to switch perspectives. Regarding the
notation, there were some situations in which the students had difficulty under-
standing the Japanese kanji notation and the meanings of words. The student
had to drop the ball and then touch the icon for the perspective switching opera-
tion, but one student touched the icon and then drop the ball. Other operations
were generally performed without difficulty, and we confirmed that the students
were able to use the functions proactively.
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Evaluation of the Level of Comprehension of the Three Study Items.
From the students’ responses to the questionnaire, we examined whether they
understood what they should learn in each study item.

Study item A: Water flows from a high place to a low place
The three students who studied in the one device per person environment
responded that they understood what they needed to learn. The two other
students did not give specific responses. Three of the students immediately
understood how to use the material and were fully studied within five min-
utes. Two students, on the other hand, initially struggled with reading kanji
characters. Furthermore, they observed slowly while talking with each other,
so it is considered that they could not learn enough in five minutes.

Study item B: Running Water collects
One student responded that she understood what she needed to learn. Three
of the four other students wrote about the phenomenon that balls stop. We
consider that the undulations of the terrain were so small that the balls did
not roll enough to observe the confluence event.

Study item C: Water flows separately at a certain point
One student responded that she understood what she needed to learn. By
displaying the hints at the beginning of the study, she understood what she
needed to focus on. Three of the other four students saw the hint after about
three minutes, and one student saw it just before the end of the study, but
they did not notice anything that needed to be learned in the latter part of
the study time.

5.3 Consideration

One reason for the lower comprehension of learning items B and C compared
to learning item A might be the difference in the clarity of the terrain. The
terrain used in study item A was relatively smooth, with clear differences in
elevation, making it easier to clearly understand what was to be learned. On
the other hand, the terrain used in study item B was less sloped and had many
undulations, so the balls did not converge at the confluence that was assumed
during the study’s development.

Differences in comprehension were also affected by differences in the proper-
ties of the study items. The students’ responses to the questionnaire tended
to focus on the properties of individual balls, such as rolling, stopping, and
the speed of rolling. There were few descriptions of the relationship between
multiple balls, such as their coming together or separation. While study item
A is a property of a single ball, Study Items B and C are properties that are
considered in terms of the relationship be-tween multiple balls. The reason for
the differences in comprehension might be that the students could not consider
the relationship between multiple balls due to the small number of balls they
dropped, or that it is difficult for them to learn by focusing on the relationship
between multiple balls.
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6 Conclusions

We developed a teaching material using a tablet device that enables students to
learn the concept of the watershed by extending their learning about the action
of running water in elementary school. Students can acquire basic knowledge to
understand the concept of watersheds in the basic learning mode. The devel-
opmental learning mode allows students to learn about watershed concepts and
local watersheds.

The results of a trial experiment in the basic learning mode showed issues
with the user interface and the topography and functions of each study item. In
the future, some functions need to be improved based on the issues identified.
Furthermore, to verify that the teaching materials are sufficiently useful, it is
necessary to conduct large-scale evaluation experiment.

By using open data topographic maps of regions around the world, the devel-
oped teaching materials can be used for learning in other areas. It is expected
that many students will learn the concept of watersheds in connection with their
basic study of the action of running water and will acquire knowledge about dis-
aster prevention.
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Abstract. Learning rhythm in a language, which is an element of pro-
nunciation, is challenging when the rhythm differs from that of the native
language. In this study, we developed Rhythm-Wan, which is a support
system for learning English rhythm via physical exercise, to achieve an
effective learning method for obtaining English rhythm using a computer-
based method. This system focuses on the acoustically non-isochrony of
the English language and supports the learning of English rhythm by
linking the swaying movements of the body with reading English text
aloud in the stressed syllables of the text. The results of the Rhythm-
Wan experiment indicated a positive outcome. Although a more precise
verification is required, the results are promising for the effect of rhythm
acquisition.

Keywords: English prosody · Isochrony in English rhythm ·
Stress-timed language

1 Introduction

In terms of rhythmic typology, all languages can be classified as either syllable-
timed or stress-timed [1]. In the former, each syllable is uttered simultane-
ously. In the latter, the time between the stressed syllable and the subsequent
one is approximately the same. When native speakers of the syllable-timed
rhythm learn a foreign language with a stress-timed rhythm (e.g., English), they
find learning pronunciation difficult partly because of the rhythmic differences
between the two languages [6].

Learning a language’s rhythm is effective in improving speech intelligibility.
However, when learning a language with a different rhythm, it is more difficult
to master pronunciation than when learning a language with the same rhythm as
one’s native language. Acquiring a rhythm that differs from one’s native language
requires not only knowledge of the correct rhythm but also repeated practice and
feedback. The best way to obtain feedback is to be guided by a teacher who is
familiar with the language’s pronunciation. However, there is a limited place and
time for taking instructions. To address these problems, this study examines
a computer-based method that is independent of the instructor. Further, this
study achieves an effective learning method for acquiring the rhythm of language
through computer-based methods.
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2 Acoustic Characteristics of English

English is a stress-timed rhythm language. Each syllable is uttered simultane-
ously in the syllable-timed rhythm. However, the time between a stressed syl-
lable and the subsequent one has approximately the same utterance duration
in the stress-timed rhythm. Abercrombie [1] used the term foot to describe the
isochronous of English, where each time length between stress and the subsequent
stress is equal. The rhythmic structure of English is now explained theoretically
in the same way as that of music. In music, the measure corresponds to the foot.
However, actual foot lengths are extremely uneven when measured rigorously. In
Lehiste’s view, native English speakers perceive the actual physical foot lengths
to be evenly spaced [4].

Chants are exercises, in which English words or sentences are re-cited repeat-
edly as music or rhythm. However, chants cannot cope with the acoustically
non-isochrony of the stress-timed rhythm. Chant-based rhythm education is well
known, but these rhythm-teaching methods assume that English is isochronous
at the foot level. Since English is not acoustically isochronous, the difference
between the rhythm of chants and natural English speech is problematic.

3 Related Research

Murao [5] examined the effect of learning language rhythm by reading sentences
aloud. The experimental results showed that neither parallel reading nor rep-
etition was effective for learning the rhythm of the language. Thus, this study
employs an approach that incorporates multiple methods rather than just read-
ing aloud. Additionally, this approach only provides feedback when the instructor
is present, limiting the place and time for taking instruction; thus, an approach
that does not require an instructor is used in this study.

Lappe et al. [3] demonstrated that using auditory and motor skills during
rhythm training is more efficient than using only auditory skills. Based on these
results, this study employs an approach that combines auditory and motor activ-
ities.

4 Rhythm-Wan, an English Rhythm Learning Support
System

4.1 Approach

To address the issues of each study described in Chapter 3, this study eliminates
the need for an instructor. Additionally, physical exercise is incorporated into
the approach of this study because related studies have shown that combining
physical exercise and reading aloud is effective in acquiring rhythm.
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4.2 Design Guideline to Solve the Problems of Existing Studies

To address the problems of the chants described in Chapter 2, this study follows
guidelines that satisfy the following conditions:

– Make the user aware of isochrony
– No acoustic isochronism required

4.3 System Overview

Rhythm-Wan is a system for practicing English stress-timed rhythm by manip-
ulating a dog character using body swaying movements and performing a well-
timed vertical throw-up of a ball. Users read aloud the given English text and
made the dog shoot the ball by swaying their body at the timing of each stressed
syllable. A Balance Wii Board was used to obtain body sway.

4.4 System Configuration

The Rhythm-Wan system consists of a display, a computer, Google Cloud Plat-
form Speech-to-Text, a wired microphone, and a Balance Wii Board.

The Balance Wii Board is used to obtain the user’s body sway and is con-
nected to the computer via Bluetooth; it uses OpenSound Control protocol to
send data. The microphone is used to record the user’s voice while reading
aloud. The obtained voice is transcribed into text using Google Cloud Plat-
form’s Speech-to-Text, and the text data are used to evaluate the system’s read-
ing aloud. The screen is a large display; this enables the user to easily look at the
screen while swaying. Unity was used to develop the system. The model speech
voices from native speakers used in this system are from a dataset of native
speakers of American languages in the database of Japanese students’ spoken
English (UME-ERJ) [2].

4.5 Usage

The system has two phases: 1© and 2©.

1© This phase involves practicing reading aloud the target phrase or sentence
in English.
2© This phase involves practicing reading aloud the target phrase or sentence
using body sway (Fig. 1)

In phase 1©, the user reads the target English phrase or sentence aloud into
a microphone after a model speech voice. The user proceeds to phase 2© after
reading aloud an arbitrary number of times. In the phrase, the same voice reading
as in phase 1© is played first. The users read aloud and sway their bodies while
looking at the English text, dog, and ball displayed on the screen. While reading
aloud the English sentence displayed on the screen, the users manipulate the dog
to hit the ball by swaying their body at the moment when each stress occurs in
the sentence.
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The ball flies over the dog’s head at the timing of each stressed syllable. The
ball rises vertically into the air when hit at that time. The time between the
ball rising to the air and coming back over the dog’s head represents the foot
length. In other words, the longer the foot length, the higher the ball flies and
the longer it suspends in the air.

For example, the sentence “This is the house that Jack built” stresses on
“This,” “house,” “Jack” and “built.” As the user reads this English sentence
aloud, they make body swaying movements at the timing of these syllables being
read aloud (Fig. 2).

Fig. 1. A screen where the user performs
rhythm learning

Fig. 2. An expression of isochrony

4.6 Function

Foot Length Calculation Function Based on User’s Utterance Dura-
tion. The system calculates foot length based on the user’s utterance duration.
First, the foot length ratio of each target English sentences is calculated. As foot
length is never uniquely determined, its ratio is calculated and recorded based
on the number of seconds at which each syllable is pronounced in the audio file,
which is manually recorded in advance. Further, the system obtains the time
taken to read a sentence aloud from the user’s speech during oral reading prac-
tice in phase 1©, as described in Sect. 4.5. The ratio of the time taken to read
aloud to the pre-determined foot length is used to calculate the length of each
foot in the target English sentence.

Foot length = time taken to read a sentence aloud× time taken to pronounce
a particular foot in the audio file of the target English sentence÷ the length of
the audio file of the target English sentence.

The calculated foot length is reflected in the height at which the ball rises
when moving from phase 1© to 2©.
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Function to Obtain Body Sway and Operate the System. A Balance
Wii Board is used to obtain body sway and the user’s centroid. As the centroid
changes significantly when the body sways, the values of the centroid obtained in
each frame vary from frame to frame, and swaying is determined when the values
exceed an arbitrary threshold value. The centroid is expressed in two-dimensional
coordinates in the vertical and horizontal directions. Because vertical swaying is
more natural than horizontal in terms of body motion, the evaluation is based
on the vertical values. The dog is manipulated to hit the ball based on the
determined body sway.

Function to Evaluate the Timing of the User’s Body Swaying. The
following is used to evaluate the timing of the user’s body swaying:

(A) distance between the ball and the dog’s head
(B) time the ball touched the top of the dog’s head overhead

If the timing of the body sway is earlier than the appropriate strength timing
(i.e., if the swaying operation is performed when the ball is above the dog’s head),
(A) is used. As mentioned earlier, the distance between the ball leaving the dog’s
head and returning over the dog’s head via a vertical throw-up represents the
foot length; thus, the appropriateness of the timing can be calculated from the
distance between the ball and the dog’s head.

Further, (B) is used when the timing of the sway is later than the appropriate
strength timing, which is the time since the ball touched the top of the dog’s
head. This time is retained and used for evaluation.

The user receives feedback from displaying effects that depict whether the
timing of their body sway was appropriate or not, based on (A) or (B).

5 Evaluation Test

5.1 Test

Subjects and Evaluators. The subjects were 10 university students (six males
and four females) and two native Canadian speakers (both males) as evaluators.
The subjects were asked to experiment, and the evaluators were instructed to
listen to the audio recordings obtained during the experiment for evaluation.

Experimental Procedures. The experiment consists of a pre-test, rhythm
training, and post-test, simultaneously. First, in the pre-test, the subjects were
instructed to read aloud the target phrases and sentences, and their speech was
recorded. Next, in the rhythm training, they practiced the phrases and sentences
15 times each for three consecutive days using the Rhythm-Wan. Finally, in the
post-test, they were instructed to read aloud the same Materials in the same way
as the pre-test, which was then recorded. Furthermore, the evaluator compared
the voice recordings between the pre-test and post-test and evaluated the results.
The subjects were given a questionnaire survey after the post-test.
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Target Phrases and Sentences. Experiments will be conducted on Materials
1, 2, 3, and 4. Materials 1 to 3 will be used throughout the pre-test, rhythm
training, and post-test, whereas Material 4 will not be treated in the rhythm
training but will be used for comparison.

Material 1 Market closing time
Material 2 This was easy for us.
Material 3 Please give us your name first.
Material 4 I will be ten years old this month.

Evaluation Items

– Intelligibility
– Idiomatically rhythmic

Intelligibility is the degree of agreement between the speaker’s intended message
and the listener’s understanding. This can be measured on a five-point scale;
one denotes “difficult to understand” and five is “easy to understand.” Idiomat-
ically rhythmic indicates the degree to which the speaker is rhythmic in terms of
English speaking, which is a stress-timed rhythm language. It can be measured
on a five-point scale; one means “not rhythmic” and five implies “as rhythmic
as a native speaker.” In the pre-test and post-test of the experimental proce-
dure, the subjects’ oral readings were recorded, respectively. These recordings
were submitted to the evaluators who rated their intelligibility and idiomatically
rhythmic. The average of all raters’ scores on each item is used in the analysis.

5.2 Questionnaire Survey

The subjects were given a questionnaire after the post-test. On a five-point scale,
the first item asked whether the subjects enjoyed learning with Rhythm-Wan to
understand their effective evaluation of the Rhythm-Wan system. Furthermore,
on a five-point scale, the second item asked whether the subjects think they have
effectively mastered the rhythm using Rhythm-WanWan to understand how they
perceive the learning effect. The other columns are for free-writing feedback.
Additionally, the demographic items included whether the subjects had studied
abroad and the duration of their study. They were asked whether they had taken
the TOEIC (L&R) test and what their scores were, considering the possibility
that the results might differ depending on their English proficiency level.
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5.3 Result

Experiment

Tests Between Pre-test and Post-test. Wilcoxon signed-rank tests were
conducted between the pre-test and post-test from Materials 1 to 4; a significant
difference was observed for intelligibility in Material 2 with a 5% dominance
level, but not for the others. We assumed that this is because the number of
subjects was insufficient and that some subjects had mastered the rhythm from
the beginning.

Tests Between Materials 1 to 3 and Material 4. The results of the test
of the increase from the post-test to pre-test scores (post-test minus pre-test
score) between Materials 1 to 3 and Material 4 demonstrated that the increase
in the pre-test from the post-test scores was statistically significant in the case of
either intelligibility or idiomatically rhythmic with a 5% dominance level. This
comparison was effective because more subjects had a greater increase in the
score for Materials 1 to 3 than for Material 4.

Observation of Rhythm Training During the Experiment. The following
are the behavioral that managed and characterized the subjects’ rhythm training
during the experiment:

– Pattern in which the subjects mastered the correct rhythm
• Cases in which the subjects skipped some syllables while reading aloud

– Pattern in which the subjects mastered incorrect rhythm
• Cases in which the subjects could not synchronize body sway and reading

aloud
• Cases in which the subjects synchronized body sway and reading aloud,

but misunderstood the rhythm

In the pattern of correctly learned rhythm, the most characteristic case was that
a subject skipped some syllables while reading aloud. In the case of the dropout
while reading aloud, the subject performed the swaying and reading aloud at the
appropriate time, but occasionally skipped some syllables in the foot. When we
inquired why this happened, the subject explained that she was too conscious
of the timing of the swaying by gazing at the ball on the subtitle, and did not
pay attention to the content of the text being read aloud.

In the case of the subject who failed to synchronize the swaying with the
reading aloud, the subject correctly recognized the foot break and read aloud,
but unsuccessfully synchronize the swaying with the stressed syllables until the
end. As the target sentences were read aloud with the stress in the wrong posi-
tion, it implies that the correct timing of swaying was not achieved because
the timing of the stress was incorrectly recognized, although the respective foot
break was recognized. In the case where the subjects synchronized swaying and
reading aloud but misunderstood the rhythm, they learned with an incorrect
understanding of the breaks in the foot. This may be because the position of the
stressed vowel could not be accurately presented.
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5.4 Analysis of Results

Although there was no significant difference between the pre-test and post-
test for each Material, there was a significant difference between Materials in
which the subjects conducted and did not conduct rhythm training, indicating
that learning with Rhythm-Wan was effective. Precise verification is required by
increasing the number of subjects. The effective evaluation in the questionnaire
survey implies that the effect on the affective side was observed. Additionally,
because the subjective evaluation of the learning effect in the questionnaire sur-
vey and the observations during rhythm training show that the correct rhythm
information was not accurately presented, it is crucial to improve the method
for presenting information on the foot break, making it more obvious.

6 Conclusion

In this study, we focused on the effects of isochronous and acoustically non-
isochronous English and the effect of rhythm acquisition by the body, and we
developed a device to support the learning of English rhythm through physical
exercise. Further, we developed a system for learning English rhythm by master-
ing body sway using a Balance Wii Board and swaying the body at the timing
of stressed syllables while reading English text aloud. The results of the exper-
iment using Rhythm-Wan were effective. Although a more precise verification
is required, there was a significant difference between the phrases and sentences
that were practiced using Rhythm-Wan and those that were not practiced, indi-
cating that there is an effect of rhythm acquisition.
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Abstract. This study investigates a new design pedagogy with remote instruc-
tion in a virtual teaching and learning environment. Ever since the pandemic cri-
sis forced shifting online and remote instructions, there were chaotical concerns
about whether the present digital tools and instructional models were applicable
to all disciplines in higher education. Design education is traditionally comprised
of the studio hands-on basis where students interact with a peer group. Even
though face-to-face in-person instruction replaced video conference in remote
instruction, there were still limited interaction and communication tools for learn-
ing and teaching in a virtual environment. This study developed an experimental
pedagogy and instruction model and measured the effectiveness of learning and
teaching outcomes in comparison to three semesters. The analysis of implemented
instruction models was compared with the in-person instruction and open-ended
survey responses were discussed for improvements and developments of instruc-
tional tools and models. In finding, this study found that design discipline can be
driven by remote instruction more effectively even though there is limited access
for the physical facilities in their creativity. This study also addresses the signifi-
cance of new design pedagogy in preparation for the new paradigm of a working
environment in the design profession.

Keywords: Remote instructions · Virtual classroom · Self-directed learning

1 Introduction

The nature of art and design education refers to various “hands-on creativity studios”
[3] as a part of the critical-thinking-development. “Studio Art and Design” is interpreted
as a tangible space [9] not only providing facilities for creativity but also accommo-
dating students to interact with each other for the group works in each course [5]. In
pedagogical semantic, “Studio Art and Design” provides students’ learning attitude with
“attention, inspiration, and motivation” as an effective learning climate [2, 12, 15]. Since
the COVID-19 pandemic enforced a higher education shifting to the ‘emergency remote
teaching’ [1], ‘emergency eLearning’ [17], ‘complex environment of online teaching’
[18], studio art and design instructors have dealt with technology issues to accommodate
students learning in virtual studio classroom which appears as a significant limitation
of class activities and a lack of interaction in learning [4, 10]. A few video conferenc-
ing tools such as “Zoom,” “Webex,” and “Google Meet” introduced a new paradigm
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of expanding virtual classrooms. Many instructors had to challenge remote-instruction
guidelines given by their institute and it has become instructors’ responsibility to learn
how to use digital tools effectively for keeping students’ learning activity as same as an
in-person class. This learning environment, especially digital media education including
graphic design disciplines has been critical to examine the viability of current programs
towards the new technological resources and instruction [16, 19].

According to the report in 2016 from Princeonomics Data Studio, 75% of the top-
ranked higher education institutes in the United States has offered online degree while
offering online degree in art and design discipline appeared as low [8]. Moreover, the
2017 US News reported that only five colleges were offering an online undergraduate
degree in Graphic Design discipline. This significant fact also depicted that many edu-
cators and design students could not see effective social interactions whether students
may obtain equivalent quality in their learning experience through the online course
[11]. Dreamson [6, 7] articulated that it is an appropriate time for adopting a digitally
networked learning environment for learner’s connective experiences such as “meta-,
inter-, trans-, and extra-.” Therefore, we need to revisit existing online courses to inves-
tigate the issues faced by instructors and students in teaching and learning through a
virtual environment.

2 Method

This study focuses on the investigation of the current issues of remote instructions for
online teaching and learning art and design education. Among several studies related
to online design education, Fleischmann [8] demonstrated five key strategies for effec-
tive online design course through the investigation of students’ attitudes towards online
learning: 1) instant feedback from instructors; 2) idea exchanges between instructors and
students; 3) receiving instant peer feedback; 4) checking work progress; 5) direct col-
laboration.This study applied the five strategies to measure and analyze the limitation of
the current graphic design studio-based learning and teaching. The research method for
the comparisons between remote and in-person instruction was demonstrated by sequen-
tial analysis with three phases: P1) Online instruction and tools: analysis effectiveness
of interactive pedagogy in a virtual environment, P2) Experimenting a new pedagogy
with remote instruction: Discussion for a new teaching and learning methods in various
aspects of online studio art and design disciplines, and P3) Learning outcomes and
assessment: Discussion with survey responses in regards to remote and self-directed
learning in creativity.

3 Analysis and Findings

The study measured and analyzed the effectiveness of remote teaching and learning
instruction in the studio-based discipline. The data and samples were collected from
GRC 470 Graphic Design Studio IV that was taught by the researcher in the 2020
Spring Semester.
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3.1 Analysis of Online Instruction Tools and Methods

Prior to the COVID-19 pandemic, online courses in higher education appeared as mostly
vocational disciplines by learning digital tools such as graphic design, illustrations, and
web design [8]. It is not clearly specified yet between online and remote instruction even
though the term the “remote instruction” was appeared by the online face-to-face meet-
ing [13]. However, Bozkurt and Sharma [1] referred to ‘distance education’ as a process
characterized by ‘distance in time and/or space’ and to ‘remote education’ as a context of
‘spatial distance.’ The concepts of online teaching and learning are significantly consid-
ered to redefine the characteristics of online environments and connectivity manipulated
by technology [14]. Table 1 is an analysis of terms between online and remote instruction
that describes different characteristics and conditions in teaching and learning. Remote
instruction is more likely arranged by synchronized meeting time and place which is
based on approaching the in-person class instruction. In contrast, online instruction pro-
vides students more flexible time and self-directed learning progress beyond assessment
methods for students’ learning accomplishments.

Table 1. Analysis of terms in instruction methods

Method Online term Remote term

Condition Unsynchronized Synchronized

Schedule Flexible Fixed

Meeting Virtual Drive/Archive Virtual Face-to-face Meeting room

Communication Indirect Direct and indirect

Resources Indirect Direct and indirect

Learning style Self-directed In-directed

Effective learning model Tutorials and Lecture Basis Critical-Thinking Problem-Solving,
Critique

According to the nature of user-interaction and user-communication in a virtual face-
to-face environment, audio and video access is a primary tool for exchanging information
and content (Fig. 1). This is an essential standard to deliver effective communication
and interaction of social, cognitive, and teaching [9]. Moreover, art and design classes
demand dynamic interaction between students during a critique and brainstorming. Car-
rillo and Flores [4] recently conducted research to review the literature on online teaching
and learning and analyzed 134 papers for educational experience based on the seven cri-
teria. The findings show that only nine papers appeared most relevant with the ‘use
and effects of video,’ but 27 papers discussed ‘interaction among participants’ in online
learning. Referring to the result, this research collected further samples and data in com-
munication tools and applications through online research. Several online applications
have introduced common functions and tools, but it was found a little different feature
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in terms of competitive distinctions. Besides, instructors and students were given lim-
ited choices to meet their class from a few particular profit-oriented platforms in which
resources remain more private enterprises than public goods [17].

Fig. 1. The current standard of virtual meeting room structure for instruction and communication
methods between users.

3.2 New Experimental Pedagogy by Remote Instruction

Since all class shifted the online or remote instructions due to the pandemic emergency in
March 2020, most schools considered one of the pre-oriented video conferencing tools
as a top priority for replacing in-person instruction into the virtual learning environ-
ment. Schwartzman [14] discussed the phenomenon of pandemic pedagogy that impor-
tantly reflected next p as probing pandemic pedagogy. While asynchronous instruction
has set for convenient accessibility and connectivity through several online education,
synchronous instruction provided studio-based education with various advantages for
engaging with classmates and instructors in real-time simultaneously interacting face-
to-face communication with each other. Table 2 shows a comparison of the instructional
model between two semesters (Spring and Fall 2020) shifted learning instructions for a
major graphic design studio that focuses on User Experience Design (UXD) taught by
the author.

Table 2. Comparison of Instructional model

Instruction (I)* Spring 2020 (R)** Spring 2020 Fall 2020
Lecture S G S
Brainstorming S G S
Feedback (Process) S, G S, E, G S

Critique S S, G S
Assessment E E G

S (Face to Face Synchronized), E (Email), G (Google Drive), *I (In-Person Instruction), **R (Remote Instruction)

This comparison is significant to be ongoing pedagogical development for the effec-
tive learningmodel. The color on the table cell indicates that therewere significant differ-
ences in effective learning interaction based on the given condition of each instructional
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model. From the findings of ineffective instruction methods for learning and teaching
with digital tools in Spring 2020, the class has introduced a revised instructional model
in Fall 2020. The lecture was more effective in synchronized remote instruction because
students appeared comprehension level better on the live lecture in which instructors can
interact/engage with students for instant discussions and questions. Like the problem-
solving process in the design discipline, developing design concepts and idea requires
high demands in face-to-face live brainstorming. Even if students were given for further
discussion with any suggestions and comment through the shared documents in “Google
Slide” (Fig. 2) considering their flexibility, it appeared as not effective due to less engage-
ment and commitments. Group critique and peer evaluation also appeared less effective
in synchronized instruction. Flexible self-directed participant on the sharing documents
was more successfully engaged with peer groups to continue discussions.

Fig. 2. WebEx virtual meeting room in screen shared mode and google online tools

3.3 Measuring Learning Outcomes and Accessing Remote Instruction Models

This study fundamentally identifies the importance of the effectiveness in student learn-
ing, and instructor teaching methods and tools because remote instruction has more
limited interaction and communication compared to personal instruction. At the end
of Spring 2020, the survey for learning effectiveness through remote instruction was
distributed to 20 students, and 18 responses were collected.

Firstly, this study found a significant lack of self-motivation for making progress
in their design process. Figure 3 was the survey responses from the question, “Q1.
During a remote instruction, what was the most/least your challenge to accomplish the
learning objective?” Most students felt that time management and self-directed work
progress were the most challenging while given flexibility for face-to-face individual
virtual-meeting and other communication methods regardless of class schedule appear
less challenge for their learning.

Even though students were working alone at home, communication methods, or
sharing their working progress and getting so feedbacks from the peer group became
an important learning task. For the survey question, “Q2. For getting some feedback
from working progress, which communication tool was the most effective from your
experience?” 77.8%of students responded thatwritten statements and visual descriptions
through email and shared drive appeared as the most effective tool and method rather
than a virtual live meeting. The reason was found from the following question, “Q3.
what was the reason for your answer to Q2? Surprisingly students felt that online digital
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Fig. 3. Analysis of challenge in remote instruction

communication tools and methods were more rapidly delivered (72.2%) and effectively
accessible as needed (83.3%).

Additional concerns and other issues were collected from the exit interview. Most
students at the final groupmeeting expressed that virtual face-to-face meeting was work-
ing properly, but it was not preferred due to the unstable internet connection and lack
of direct interaction through the video conferencing. A few students were positive with
the virtual face-to-face meeting in terms of better attention to the computer screen with-
out any interrupted circumstances. Also, many students believe that remote instructions
can accommodate most graphic design disciplines as equivalent to the in-person design
studio if accessibility, flexibility, and interactivity are considered for working progress
in course instruction. This depicts those students would be engaged better with a studio
group work if the instruction is more flexible and condensed rather than obligating entire
class hours.

Another interpretation is that remote instruction may have an issue with only limited
time consuming for the concentration to the work and discussion. Comprehension level
of learning subject matter and the problem-solving process appeared as “effective.” This
finding addresses remote instruction as a positive method with supplemental resources
delivered through an online environment such as live screen sharing and google drive.
Moreover, most students responded to positive experiences in effective flexibility and
accessibility by using “Google Slide” that provides interactive tools and functions to
tack the communication in a peer group. This is another reason whymost students prefer
email and shared drive as the most effective communication tools in remote instruction.
Synchronized virtual meeting such as video conferencing is necessary for a live lecture
or individual/small group meetings on feedback and critique.
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Table 3. Assessment summary of learning effectiveness of remote instruction methods

Effectiveness for Remote Instruction ME E M L LE
Comprehension 
Self-Motivation
Time-management

Synchronized virtual meeting
Lecture
Feedback
Critique

Unsynchronized Communication tools Email
Shared Drive

Color density indicates the preference
80%~ 60~80% 40~60% 20~40% 0~20% 0%
M (Most effective), E (Effective), M (Mutual), L (Less effective), LE (Least effective) 

From both big and small group meetings, students felt that a small group (4 students
per group) is more effective to interact with online communication in limited time and
space. A few students also expressed that missing shared camera views from some
classmates are not easy to interact with a sense of effective responses such as body
language, facial expression, and climate in dialogue. This author had the same experience
with lectures and group critiques when the meetings were held on a shared screen.

4 Conclusion and Discussion

This study investigated a virtual learning environment for studio-based education. The
“pandemic pedagogy” as becoming a new term in higher education, this study initially
reviewed a few profit-oriented platforms that most instructors and learners were adopted
by their institutes. Through collected data from the empirical teaching design studio
and survey responses, this study found answers to the early research questions. Art
and design studio-based learning activities have shown significant limitations in general
due to the absence of accessing studio facilities and space, but learning and teaching
activities such as lecture, critique, and group work are still possible to make it effec-
tive and tangible like in-person instruction. Another finding, comparing synchronized
and unsynchronized class meetings in a design studio, has shown significant values that
support the importance of developing new pedagogy for the face-to-face studio class
through virtual meeting space and digital tools. Meeting characteristic as a “real-time”
can be easily replaced in virtual spatial but interactive communication in “real-time” is
not yet seen as effective values compared with in-person meetings or communication.
This underpins that the virtual meeting environment is still lacked by other necessary
or essential attributes of the n teaching and learning model, especially cognitive and
perceptive interaction via video conferencing. This study, however, was difficult to find
an assessment tool for students’ learning outcomes due to the absence of accuracy in
learning and teaching objectives based on different disciplines. According to the design
studio-based disciplines without required studio space for their creativity, it is recom-
mended to create an assessment rubric different from in-person class to be objectively
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measured for effective teaching and learning model. Therefore, the findings of various
limitations and constraints in studio-based teaching and learning by remote instruction
reflect the future study to develop a virtual studio-based learning environment and tools.
This study continues cultivating new design pedagogy through virtual studio learning
for art and design education.
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Abstract. Learning throughGames is amature teachingmethod, which hasmany
applications in the field of e-learning through gamification, Intercultural learning
or Promoting global empathy and interest. This study takes role-play as the main
teaching idea and aims to understand the relationship between product andmateri-
als technology, structure design and appearance design frommultiple perspectives
by substituting students into different roles (designer, engineer and design director)
in product engineering process.

This case work is a part of product design course of China Central Academy
of Fine Arts (CAFA). It takes reverse engineering as the medium and teaches
sophomores. In the process of dismantling and reconstructing products, the team
members had a clear division of labor according to the requirements in advance,
including project manager, engineer, designer and recorder. They worked closely
with each other to interpret the pre-set problems of the course from different
perspectives, so as to solve various problems encountered in reverse engineer-
ing. Finally, through the form of questionnaire, the teaching method of Learning
through games based on role play has been verified by the form of evaluation ques-
tionnaire. The results show that most students have reached the cognitive level of
reverse engineering.

We see this period of work as practical study, aiming to verify the possibility
of using role-play to intervene in product design courses. In the second stage of the
study, we will systematically deepen role-play characters, environmental scenes
and design props.

Keywords: Role play · Learning through games · Reverse engineering

1 Introduction

In today’s economic situation and complex social production relations, each individual
needs to play the role in his own post, so as to ensure the smooth progress of socialized
mass production. For instance, in the product design field, the birth of each product is
actually the result of the close cooperation between designers, engineers, project man-
agers and other roles. Cannot leave the “role” given by the society or the enterprise, many
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graduates grow up quickly after leaving campus. And it is in such a real environment
that talents in all walks of life can grow rapidly.

The way of communication between people (especially unfamiliar relationships),
the efficiency of communication and teamwork will also have a profound impact on the
whole design process, which is relatively lacking in school, especially in Chinese design
education. However, the “strange relationship” in the society leads to the tendency of
people to work with familiar people. In the “non-acquaintance” environment, people
usually choose to keep a certain distance in body and language, and even a considerable
number of people today suffer from social phobia. This, however, runs counter to the
frequent communication that is common in design jobs.

Therefore, in the actual education process, compared with the traditional teaching
mode of teachers speaking and students listening, we should try to use immersion learn-
ing to enable students to effectively learn professional knowledge. And learning through
role play is a very good way. Through design to simulate a real character, and with other
strange classmates in class based on the study of product design task, students can not
only learn the necessary professional knowledge, but also exercise the comprehensive
ability, such as team consciousness, cooperation ability and so on.

2 Literature Review and Theoretical Background

2.1 Role Play in Education

Role playing is a very effective teaching method, which has been proved by teaching
cases in many countries in the world. Here we have three examples, from learning
chemistry by playing the role of a game designer, learning the Code of Hammurabi by
playing the various professions of ancientMesopotamia, and developing global empathy
by experiencing the lives of people around the world through computer games.

Between 2010 and 2013, about 40% of test takers inMalaysia were unable to achieve
high grades due to the abstract nature of chemistry concepts, which is generally con-
sidered a difficult and undesirable subject. To solve this problem, the researchers put
students in the role of game designers, trying to develop digital games while studying
chemistry. Quasi-experimental non-equivalent control group and pre - and post-test con-
trol group were used in this study. The subjects were 138 middle school students. The
results showed that the treatment group was superior to the control group in the chem-
ical achievement test. The results suggest that involving students as game designers in
chemistry learning can help students gain a deeper understanding of chemistry, develop
chemistry skills for the 21st century, and improve students’motivation to learn chemistry.

In GameDesk’s “Time- LARPs” course, students and teachers play fictional charac-
ters set in ancient Mesopotamian Settings during the reign of Hammuraby (1779 to 1715
BC). Students played the roles of the existing various professional, the businessman, the
governor, astrologers, and the priest), Interacting with each other in the characters to
achieve goals in the game, and a deeper understanding of the social norms and cultural
practices. In essence, spontaneous, co-creation, role-playing involves scenes, and one
of the best ways to introduce this concept into the classroom is through LARPs. LARPs
stands for Live Action Role-play, which is part performance, part historical immer-
sion/interaction, and part system modeling. Through this systematic teaching model,
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students are encouraged to enjoy and retain their knowledge in their experience. It uses
emotion as a mechanism for students to personalize key knowledge, processes and con-
cepts. It involves concretization and situational modeling, leading students not only to
study the Code of Hammurabi, but to actually experience it (Fig. 1).

Fig. 1. The LARPs in GameDesk’s “Time-LARp” course1.

To cope with an increasingly interdependent world, empathy was seen as a particu-
larly important ability to cross national boundaries and cultural divides, and to understand
others. However, it is difficult for people to empathize with different people in different
cultural and geographical contexts. “Real Life” is a computer simulation game in which
players experience personal lives around the world. Compared with the control group,
students who used simulation games as part of their course showed more global empa-
thy and were more interested in learning about other countries. Identification with roles
in real life is also positively correlated with global empathy. In this way, role-playing
helps realize mutual identification among people from different cultural backgrounds
and makes people more empathetic.

Through the above three cases, it can be found that role playing plays a strong role in
enhancing people’s cognition of unfamiliar areas. This learning method has been widely
used around the world, especially in the field of education, with many successful cases
and very high value.

Role playing has an important enlightening significance for learning, which can be
summarized as follows:

In science teaching, chemistry is regarded as a boring subject due to the abstractness
of its concepts.However, through the fun of role-playing and the immersive experience of

1 Source: https://journals.sagepub.com/doi/abs/10.1177/1046878111432108.

https://journals.sagepub.com/doi/abs/10.1177/1046878111432108
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letting students play as game designers, they can have a deep understanding of chemistry
knowledge and become more enthusiastic.

In the field of religion, situational learning and role playing enable students to
effectively learn the Code of Hammurabi.

In the field of culture, people from different regions can understand each other by
experiencing the lives of people from different parts of the world, which solves the
problem of mutual incomprehension and lack of empathy between different parts of the
world.

2.2 The Necessity of Role Playing in Industrial Design Education

The complexity of today’s society and design activities requires designers to have strong
comprehensive ability, people who create products and services have to be generalists,
they need to know something about everything. However, there is still a lack of enlighten-
ing and systematic teachingmethods to train students’ product cognition ability, structure
understanding ability and other abilities centered on understanding and memory.

From an extensive literature review, few scholars have attempted to relate the concept
of role-play-based learning through play to design learning. However, we find that this
direction is very worthy of discussion, because through good experience, students can
deeply understand the necessary knowledge at the undergraduate stage, so that they can
adapt to the society more quickly in the future social practice and improve the speed of
individual growth.

In the traditional teaching mode, for example, teachers use pdf. to impart knowledge
to students. In fact, students get a single and boring experience. This leads to a lot of
necessary knowledge cannot be effectively conveyed, or students’ experience is not deep
enough to effectively learn, resulting in poor information. In this reverse engineering
class, students can learn the knowledge of industrial products from the game roles of
designers, engineers, project manager and so on. This method not only enables students
to quickly master the necessary knowledge and fill the gap of product cognition, but
also exercises the ability to cooperate with each other and become more comprehensive
talents.

3 Method

3.1 Experimental Method

As can be seen from the above theoretical basis, it is an effective method for students to
learn in the form of role-playing in games. This experiment is a part of product design
course of China Central Academy of Fine Arts (CAFA). It takes reverse engineering
as the medium for the sophomores. In the process of dismantling and reconstructing
products, the team members had a clear division of labor according to the requirements
in advance, including project manager, engineer, designer and recorder. They worked
closely with each other to interpret the pre-set problems of the course from different
perspectives, so as to solve various problems encountered in reverse engineering.

In the process of the experiment, three kinds of problems that studentsmay encounter
are fully considered in advance, which are: (a) technical problem, (b) lack of knowledge
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reserve, and (c) teamwork problems. These categories of problems are the potential
learning content of this project. By exposing random problems and solving them, the
purpose of solving the cognitive gap problem of students is achieved, and it is also the
simulation of common problems encountered in future practical projects.

3.2 The Experimental Process

First, the game is divided into four distinct roles, the product manager, the product
engineer, the product designer and the recorder.

Each role has its own clear tasks, such as product engineers to solve complex research
on product structure and materials, product designers to interpret product functions and
man-machine design from the perspective of design, and so on.

The process of the experiment can be divided into three steps, which are divided into
(a) Grouping, (b) Disassemble and (c) Restructuring (Fig. 2).

Fig. 2. The game process and work groups.

a) Grouping

This course is made up of sophomores from different freshman classes who are willing
to learn product design. At the same time, the ratio of boys to girls in the class is close
to 1:1. Therefore, the following principles are adopted in the grouping:

1. Do not form groups with your classmates (try to cooperate with strangers)
2. It must be a mix of boys and girls
3. Mix according to different characters/areas of personal expertise (learn through

games) (Fig. 3)
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Fig. 3. The grouping and roles to choose.

In this way, the original relationship between classmates was broken, and the rela-
tionship between “groups” and cooperation is transformed into a new one. The grouping
time was controlled within 10 min, and each individual matched with other members
through self-introduction, thus breaking the inherent relationship for the first time and
establishing a new partnership. Take a group of four as an example, two boys and two
girls from four classes formed a temporary group based on their respective roles in a
strange relationship with each other.

b) Disassemble

The process of disassembling is the main part of the game, After the joint research, and
under the planning of the product manager, the “waste products” brought by the team
members were disassembled. Because the knowledge of the product structure and mate-
rial is not understood, the engineering aspects of the project are solved by the “engineer”
role, and the students who play the role need to give the corresponding strategies, such
as how to disassemble a part, or how the department is assembled in a fixed way to
find the corresponding tools for disassembling. In the process of disassembly, designers
need to analyze from the perspective of design, what function the parts of the product
are composed to accomplish, and what component composition and structural design
are supported by this function. The idea of realizing this function needs to be fully dis-
cussed with engineers and other team members. The product manager and the recorder
are responsible for the overall task assignment and the auxiliarywork/record dismantling
process respectively.

After disassembly, each group will leave the disassembly process drawings recorded
on the table, put the disassembled parts in order, and then draw lots in the hand of the
professor. The whole group will be transferred to other group’s table.

c) Restructuring

Now each team is faced with the task of disassembling and reassembling, which is an
important part of reverse engineering. According to the left records from the former team
(manuscripts and pictures, text), the product manager again leads the group to study the
“explosion” of products, through reverse thinking, each role play to their advantages,
engineer according to the basic principle of structure and material of “reconstruction”,
Designers push back from the point of view of function and design and so on. Finally,
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reverse engineering is completed with the concerted efforts of the whole group to restore
the disassembled industrial products.

3.3 The Evaluation of the Experiment

In order to verify the value of the experiment, we conducted a centralized survey and
sampling of students afterwards, so as tomake a horizontal comparisonwith the results of
the same type of courses in previous years. Mentioned by more than 86% of the students
in this experiment, and shows the content of the learned to be lively, by disassembling,
reassembling, touching the product itself, checking documents and learning in person,
and cooperating with the teacher’s PPT before class, the content they learned was deeply
impressed and more solid. And in the whole process of disassembly and reorganization,
the problems encountered and knowledge learned are actually dominated by compre-
hension, such knowledge is difficult to learn through simple explanation, but through
active learning hands-on practice, namely exercise on the actual product, students can
more deeply understand the knowledge, which also increased the interest in the product
design.

4 Discussion

4.1 Discussion of Experimental Results

Based on observations and follow-up interviews, students found the tool to be very
helpful in learning and to be able to stimulate their subjective initiative to some extent
and achieve their learning goals in an immersive experience. Through role-playing, they
can clearly see what they have to do and try to solve various problems based on the
character’s attributes. Most of the students can well integrate into each role, but due to
the different professional background of each student, there will be different reactions
and solutions to the problems, but due to the modular design of the task, finally achieve
the goal of learning.

In conclusion, the toolbox is generally available, and the actual results of the exper-
iment are close to the prediction. The user group of this toolkit is suitable for students
just beginning their study of industrial design. Through this tool kit, students can master
the necessary professional knowledge and cognition more quickly. Therefore, our task
kit has more vivid and intuitive advantages than the traditional teaching methods.

To sum up, this study disassembled and analyzed the concepts and related theories of
role-playing-based learning through games, and reflected them into corresponding toolk-
its to achieve the purpose of research and learning. Through the process of experiments,
students have a preliminary understanding of purely theoretical knowledge, which can
help their subsequent study and work in the future.

4.2 Future Works

At present, we have preliminarily verified the possibility and rationality of toolkit in
teaching tasks, but there are still many unfinished parts, including the development of
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more role-playing-related models to adapt to different teaching contents and tasks. At
the same time, the follow-up will strengthen the guidance of the game process, to help
users better understand the task and scene. The effectiveness of teaching, including
whether the tool kit can be used to stimulate students’ learning and understanding of the
profession as a whole, It needs to be verified and evaluated.
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Abstract. “Programming education” is an education to foster compu-
tational thinking. Children acquire the logical thinking skills necessary
to have computers perform the intended process through hands-on pro-
gramming experience. In this study, we developed a learning game “Logi-
Corock” that can be played intuitively. This game supports the learning
of computational thinking at home. We chose a simple physical phe-
nomenon as the game’ s subject to allow it to be played with little prior
knowledge of the rules and language. Users play the game with block-
shaped tangible interfaces. This game contributes to acquiring computa-
tional and logical thinking at home.

Keywords: Computational thinking · Programming education

1 Introduction

The demand for programming education is increasing in Japan, as programming
education has become compulsory in elementary schools. Programming edu-
cation refers to learning to develop “computational thinking,” where children
experience programming to make computers perform the intended processing
and acquire the logical thinking skills necessary to do so. In programming edu-
cation, children need to experience the fun of programming, using computers,
and a sense of accomplishment. It is also necessary to promote “awareness” of
the functions and advantages of computer programs and foster an “attitude” of
attempting to solve problems by skillfully using computers.

In this study, we developed a learning game “Logi-Corock” that can be played
intuitively. This game supports the learning of computational thinking at home.
This paper reports on the design and implementation of our game.

2 Existing Methods of Programming Education

There are two main types of programming education: pseudo-language and
unplugged methods.
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Pseudo-languages are not programming languages for program development,
such as C or Java, but for describing algorithms. Two types of pseudo-languages
are used in programming education: visual and text-based programming lan-
guages. Visual programming languages, such as Scratch [4], allow easy program-
ming by combining functions such as building blocks. Although these languages
are easy to work with, even if the user is not accustomed to typing, the user is
required to understand unique rules such as the types of blocks and their com-
bination. Text-based programming languages are more versatile for skilled users
but require basic skills with keyboard and other operations, and an understand-
ing of the language.

Unplugged methods are programming education methods that do not use
personal computers (PCs), such as Hello Ruby [3]. Unplugged methods are an
easy way to start programming education at the elementary school because they
do not require the use of PCs. In most cases, they use games, quizzes, puzzles,
and stories. Thus, a user does not need to be consciously engaged in logical
thinking and can begin without prior knowledge. Furthermore, since specialized
knowledge is not required, differences among instructors are unlikely to arise.
However, it is difficult to satisfy the learning of “awareness” and “attitude”
because no computers are used.

3 Design of Our Learning Game

Based on the above-mentioned educational issues, we design a learning game
with the following two points as design guidelines:

– Users can playfully take on tasks at their own pace.
– Users can experience hands-on programming with minimal prior knowledge.

3.1 Content Design

We adopted a simple physical phenomenon as the subject of the game to enable
users to playfully take on tasks at their own pace. Specifically, the content
involves creating a course that guides a falling sphere from the start to the
goal according to physical phenomena.

3.2 Learning Flow

Computational thinking is the ability to think about the combination of func-
tions corresponding to each movement to realize one’ s desired activity and think
logically about improving such combinations. After discovering a problem to be
solved, a user seeks to solve it through trial and error.

Figure 1a shows the learning model of computational thinking. Based on this
model, we modeled the learning flow of this game, as shown in Fig. 1b. Based
on the given mission, a user thinks about the path of the falling sphere from the
start to the goal. The user uses blocks to create a path for the sphere to roll
down, aiming to clear the stage.
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(a) Computational thinking (b) Our learning game

Fig. 1. Learning models.

3.3 Device and User Interface

A tablet PC is used as the device of our learning game. The tablet PC can be
easily handled by children because it can be operated by simply touching the
screen.

To minimize prior knowledge of the rules and language, a tangible user inter-
face [2] is adopted for program input. In this research, a special block is developed
to catch a sphere that falls under the action of gravity. By using blocks, a user
need not learn most of the computer-specific operation rules, such as a mouse,
keyboard, and various commands, and can apply the operation rules in the real
world.

4 Development of the Learning Game “Logi-Corock”

4.1 Overview

“Logi-Corock” is a game in which players place special tangible blocks on a
tablet PC and complete a course that leads a falling sphere from the start to the
goal (Fig. 2). The game consists of several stages. A player discovers, analyzes,
and solves problems in each stage, aiming to clear each stage through trial and
error.

Fig. 2. Operating the Logi-Corock.



Logi-Corock 131

4.2 Special Block

Four types of blocks with different functions were developed specifically for this
game: path, warp, jump, and condition blocks (Fig. 3). The path block catches
the falling sphere and serves as a path to guide the sphere. The warp block
instantly moves the sphere between two points when it touches the block. The
jump block moves the sphere in the direction indicated by the block, and the
distance traveled can be adjusted by extending or retracting the block. The
conditional block can relate two path blocks so that one input state can be
switched when another one is touched.

Fig. 3. Design and function of the special blocks.

These blocks were implemented using a capacitive marker [1]. The capacitive
marker is a technology for detecting the position and orientation of a physical
object based on the pattern of multiple conductive parts placed on it. In this
research, a three-point marker was developed (Fig. 4).

Fig. 4. Placement of capacitive markers in each block.

4.3 How to Play

The user first selects a stage and checks its mission. Next, the user plans a route
to carry the sphere from the start to the goal and draws a line by tracing it with
a finger. Then, based on the planned route, a user places the special blocks and
starts to drop the sphere. If the mission is not completed, the route of the sphere
is re-planned and the stage is cleared. Once a stage is cleared, the user moves
on to the next stage.
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4.4 Stage Construction

The game consists of the four stages shown in Fig. 5. Each stage has different
restrictions on the use of special blocks and different goals for acquiring items.
All stages were designed to encourage trial and error by users.

Fig. 5. Stage construction.

5 Conclusions

In this study, we developed a learning game “Logi-Corock” that can be played
intuitively with a tablet PC and special blocks. This game supports the learning
of computational thinking at home. We designed a game based on a physical
phenomenon to cultivate computational thinking playfully with a minimum of
prior knowledge. The input interface is a physical block implemented with elec-
trostatic markers.
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Abstract. Disaster prevention education covers disaster risks and their manage-
ment, and practice in disaster escape. The aims of this study were to integrate
internet of things (IoT) programming education into mudslide disaster preven-
tion education and to explore the effects of this approach on elementary students’
mudslide concepts and computational thinking. This study had a quasi-experiment
design. Four classes of fifth-grade students (n = 105) in one elementary school
participated for 10 weeks. Two classes comprised the experimental group, and
the other two classes comprised the control group. Students in the experimental
group had significantly higher computational thinking test scores than did stu-
dents in the control group; mudslide test scores did not differ significantly between
groups. These results the use of IoT programming in mudslide disaster prevention
education to improve children’s computational thinking.

Keywords: Programming education · IoT programming · Computational
thinking ·Mudslide disaster prevention education

1 Introduction

Many countries are focusing on the promotion of STEMeducation for elementary-school
students via the internet of things (IoT). Programmable IoT kits can enable children to
make their own IoT tangibles, with an educational purpose. Many tools are available for
children to employ programming languages to operate IoT objects. Physical computing
interfaces for children, such as Scratch [1], and robotics toolkits have been used in
primary schools [2]. The research and industry communities have worked actively on
the development of blocks for IoT tangible programming, such as Project Block by
Google [3] and Web:Bit programmable sensors [4].

IoT tangibles have become the edge of innovation in STEMeducation. The enjoyable
and exciting challenges that they bring into the learning experience have been deemed
instrumental for overall educational purposes [2]. Children display understanding and
engagement during the design stage when performing IoT programming [2]. Moreover,
children who have experience with different programming tools, such as Lego WeDo,
MBot and Arduino, are strongly involved in dealing with complex challenges and have
developed computational thinking [5]. Robertson et al. [6] found that children could
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identify various devices containing chips, including tablets, smartphones, video cam-
eras, traffic lights and watches. According to Piaget’s cognitive development theory
[7], children are entering a phase in which they begin to develop logical thinking and
problem-solving skills, and thus can only understand and conceptualise programming
associated with real-life contexts.

A mudslide is defined as the movement of a mixture of surface materials down a
slope. Taiwan is a mountainous country underlain by the Eurasian and Philippine Sea
plates; typhoons and heavy rains cause occasional mudslide disasters in several areas
of the country. We found that a low-polygon virtual reality game developed for chil-
dren to learn about mudslide disaster prevention improved fifth-grade students’ moti-
vation, presence and attitude questionnaire scores [8, 9], but that students need a more
hands-on approach to learn about mudslide concepts. Thus, this study was performed to
extend previous research, with the integration of IoT programming learning into mud-
slide disaster prevention education.We explored the effects of this approach on children’s
conceptualisation of mudslides and computational thinking.

2 Related Works

Lee, Liew, Khan and Narawi [10] reported that 13-year-old students who participated
in an IoT programming and mBot robot operation workshop found the STEM learn-
ing experience to be very interesting and had slightly increased interest in the field of
robotics. Five of the six student groups could use the IoT sensors, and two groups could
solve very difficult problems involving multiple sensors. Saez-Lopez, Sevillano-Garcia
and Vazquez-Cano [5] found that the integration of robotics and visual programming
into didactic mathematics and science units for sixth graders significantly improved
the students’ understanding of mathematical and computational concepts. Mertala [11]
reported that young children’s perceptions of ubicomp and the IoT could be shaped
and refined by providing them with computers and internet access, and having them
apply this new knowledge to a design task, but that most children’s perceptions were
superficial, rather than profound. Research on the use of the IoT and mudslide disaster
prevention interventions involving computational thinking for children is limited.

3 Methods

3.1 Design, Participants and Procedure

This study had a quasi-experimental design. Four classes of fifth-grade students (n =
105) in one elementary school in Taipei City, Taiwan, participated in it for 10 weeks.
Two classes (n = 50 students) were allocated to the experimental group and used the
Webduino programming language and the IoT Web:Bit microboard and sensors for
mudslide simulation, and the other two classes (n = 52 students) were allocated to the
control group, which learned Webduino without application to a specific context. The
students learned about mudslides by watching videos and PowerPoint presentations.
Each student was provided with a PC in the computer laboratory.
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3.2 The Webduino Programming Language and Web:Bit Kits

The students in the experimental group used the block-based Webduino programming
language to operate Web:Bit toolkits including a microboard and three sensors from
their screens for mudslide simulation. An ultrasonic sensor measured the distance to a
mudslide area by emitting ultrasonic waves and converting the reflected sound into an
electrical signal; students used this information to escape the mudslide. For mudslide
prediction, a temperature and humidity sensor collected rainfall data and a soil moisture
sensor measured the soil volumetric water content. When the parameters were correct,
the mudslide animation was displayed on the screen (Fig. 1).

Fig. 1. The Webduino programming language interface. (1) Programming area (left) and (2)
mudslide animation area (right).

3.3 Computational Thinking Tests

The Bebras Computing Challenge (International Challenge on Informatics and Compu-
tational Thinking) was administered to the students before and after the intervention.We
administered the 12-item Benjamin task for fifth-grade students (total possible score =
300).

3.4 Mudslide Test

A 10-item test on mudslides was administered before and after the intervention (total
possible score = 10). The discrimination index for this instrument ranged from .30 to
.70, and the difficulty index ranged from .24 to .78.

4 Results

4.1 Students’ Computational Thinking Performance

Students’ scores on the computational thinking tests were analysed by the Analysis of
covariance (ANCOVA). The results revealed that computational thinking scores were
significantly higher in the experimental group than in the control group (Ma, 132.14 vs.
112.75; F = 4.08, p < .05; Table 1).
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Table 1. ANCOVA results for computational thinking data

EG (n = 50) CG (n = 52) F

Pre-test Post-test Ma Pre-test Post-test Ma

M SD M SD M SD M SD

117.20 50.42 135.39 57.96 132.14 105.66 45.92 109.52 55.97 112.75 4.08*

Note: CG: control group; EG: experiment group

4.2 Students’ Mudslide Knowledge Performance

Mudslide test scores did not differ significantly between groups (ANCOVA, F = 1.29;
Table 2).

Table 2. ANCOVA results for mudslide test data

EG (n = 50) CG (n = 52) F

Pre-test Post-test Ma Pre-test Post-test Ma

M SD M SD M SD M SD

6.67 1.54 7.56 1.49 7.48 6.48 1.64 7.32 1.62 7.15 1.29

5 Conclusion

The present study revealed that the use of IoT programming in mudslide education sig-
nificantly improves children’s computational thinking. This result coincides with recent
findings regarding the benefits of the IoT and programming in elementary education.
Several studies have provided evidence that this approach improves students’motivation,
leading to the promotion of its use in schools [5, 10, 11].

Our preliminary results indicate that the IoT design was more suitable for disaster
prevention education than was traditional instruction. Additional research conducted
with larger samples and various IoT tools for mudslide prevention education is needed
to validate this approach.
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Abstract. Learning analytics (LA) is an emerging field of science due to its great
potential to better understand, support and improve the learning and teaching pro-
cess. Many higher education institutions (HEIs) have already included LA in their
digitalisation strategies. This process has been additionally accelerated during the
COVID-19 pandemic when HEIs transitioned from face-2-face learning environ-
ments to hybrid and e-learning environments and entirely relied on technology
to continue operating. Undoubtedly, there was never a time when so much stu-
dent data was collected, analysed, and reported, which brings numerous ethical
and data protection concerns to the forefront. For example, a critical issue when
implementing LA is to determine which data should be processed to fulfil ped-
agogical purposes while making sure that LA is in line with ethical principles
and data protection law, such as the European General Data Protection Regulation
(GDPR).

This article contributes to the discussion on how to design LA applications that
are not only useful and innovative but also trustworthy and enable higher educa-
tion learners tomake data-informed decisions about their learning process. For that
purpose, we first present the idea and methodology behind the development of our
interdisciplinary Criteria Catalogue for trustworthy LA applications intended for
students. The Criteria Catalogue is a new normative framework that supports stu-
dents to assess the trustworthiness of LA applications. It consists of seven defined
Core Areas (i.e., autonomy, protection, respect, non-discrimination, responsibil-
ity and accountability, transparency, and privacy and good data governance) and
corresponding criteria and indicators. Next, we apply this normative framework
to learning diaries as a specific LA application. Our goal is to demonstrate how
ethical and legal aspects could be translated into specific recommendations and
design implications that should accompany thewhole lifecycle of LA applications.

Keywords: Learning analytics · Learning diaries · Ethical values · Data
protection · GDPR · Human-centred design · Pedagogy · Educational technology
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1 Introduction

Higher education institutions (HEIs) reveal a growing interest in Learning Analytics
(LA) as the next step to digitalisation. Within the project “Learning Analytics - Students
in Focus”, we develop and evaluate LA tools that enable higher education learners to
make data-informed decisions about their learning process and support self-regulated
learning. To achieve our goals, we brought together an interdisciplinary team of LA and
pedagogy researchers, TEL-practitioners, data scientists, and ethics and data protection
experts.

When designing, developing, and usingLA, a critical issue is to determinewhich data
should be processed to fulfil pedagogical purposes while ensuring that LA is in line with
ethical principles, the data protection law such as the European General Data Protection
Regulation (GDPR) [4], and also beyond it considering, for example, the European
Declaration onDigital Rights andPrinciples for theDigitalDecadeCOM(2022)28 [5]. In
the past years, there has been a rise in the number of ethical frameworks on LA proposing
a set of principles, values or core issues regarding LA. Slade and Prinsloo [11], Drachsler
and Greller [2], Slade and Tait [12], Khalil and Ebner [10] are just few of the many
scholars who have developed such frameworks. While all these frameworks are relevant
and provide a valuable contribution to the LA community, most of them generally focus
on the level of principles. Against that background, our goal is to develop a normative
framework in the form of an interdisciplinary Criteria Catalogue for trustworthy LA
applications that goes beyond the level of principles.

The proposed Criteria Catalogue distinguishes itself from existing frameworks in
three aspects. First, it places students in focus. It represents a tool that could help stu-
dents assess the trustworthiness of LA applications that they are using or would like to
use in away that is easier and user-friendly.Moreover, it ensures that students have actual
control over their own data. With this, students are given more power and knowledge
regarding the LA products they are using to support their learning process. Second, even
though data protection constitutes an integral aspect of the normative framework, the
Criteria Catalogue does not represent a mere translation of existing legal requirements.
It goes beyond the compliance level and examines what more could be done regarding
the design and use of LA applications. The rationale for such an approach is that for
designing trustworthy technologies and fostering trust among all affected stakeholders,
acting within the bare legal minimum is just the first step. Namely, as Floridi argues in
the context of the Digital “compliance is necessary but insufficient to steer society in
the right direction” [6]. This means that legislation does not and cannot cover every-
thing, and there are situations when it does not always give straightforward answers.
This is something that digital ethics and digital governance could do. Third, the Crite-
ria Catalogue follows the well-known “value-sensitive design” approach according to
which moral and societal values should be considered throughout the whole life cycle
of the product, including the design, implementation, and deployment phases. The app-
roach uses a tripartite methodology consisting of conceptual, empirical, and technical
investigation [7].

In this article, we present the idea and methodology behind the development of our
normative framework in the formof aCriteriaCatalogue for trustworthyLAapplications,
consisting of seven core areas, i.e., transparency, privacy and good data governance,
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autonomy, non-discrimination, respect, responsibility and accountability, and protection.
Next, we exemplify the application of the core area responsibility and accountability to
learning diaries (LDs) as a specific LA application, thus exposing the process of moving
from abstract core areas to criteria and indicators of trustworthiness.

2 Proposing an Interdisciplinary Criteria Catalogue
for Trustworthy LA Applications Intended for Students

The development of the proposed LACriteria Catalogue will follow a hierarchical struc-
ture, as depicted in Fig. 1. On the first level are the core areas, which reflect the values
that should be considered in the design, development, and implementation of LA tools.
Since the core areas are very abstract, in the next step, they are broken down into criteria.
The criteria aremore concrete than the core areas, nevertheless, they are still not concrete
enough to be easily measured. As a result, in a third step, the criteria are broken down
into corresponding indicators.

Fig. 1. The hierarchical structure of the LA Criteria Catalogue.

The process of identification of the core areas started by analysing prominent ethical
LA frameworks in the literature, e.g., Slade and Prinsloo [11], Drachsler and Greller [2],
Slade and Tait [12], Khalil and Ebner [10], Kay, Korn and Oppenheim [9], Slade and
Boroowa [13], and creating a matrix with the principles and terms that dominate these
frameworks. This matrix helped to identify any potential gaps in the frameworks. Next,
an in-depth ethical analysis was conducted, where the most relevant ethical issues and
challenges were analysed regarding the design and use of trustworthy LA applications.
The research resulted in seven core areas,whichwere then defined from the perspective of
each participating discipline in the project, i.e., ethics, law, pedagogy, computer science,
and educational technology. Table 1 presents the definition of the interdisciplinary LA
core areas, which combines the perspectives of the five disciplines.
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Table 1. The interdisciplinary LA core areas.

Transparency: LA tools should be provided in line with HEIs information obligations for the
purpose of achieving greater information transparency. This includes communicating
information to all relevant stakeholders that is meaningful, comprehensible, useful,
user-friendly, and easily accessible

Privacy and good data governance: LA tools should be designed to empower students and
enable them to determine for themselves the disclosure and use of their personal data to
prevent unjustified and uncontrolled surveillance practices. At the same time, privacy should
be understood more than just in terms of data. Students should feel respected in their privacy
and be given intimacy in their learning and thus enjoy space for personal development

Autonomy: Students should be considered as autonomous agents whose self-determination
and self-organisation is respected by providing them the opportunity to make informed and
voluntary decisions regarding the use of LA tools. One way to do so is by providing LA to
students as a voluntary service that they can choose whether to use it or not. At the same time,
the functional scope of the LA tools, i.e. their degree of automatisation and the range of
possible automatisation-related tasks they can perform, should be appropriately considered and
addressed

Non-discrimination: LA tools should be designed and implemented to avoid cases of
algorithmic bias and unjustified (data-based) discrimination. Additionally, such an approach
ensures the provision of discrimination-free LA recommendations and interventions which are
sensitive to different groups of learners (accessibility)

Respect: LA tools should be designed to respect the students as autonomous persons with
specific individual interests. Accordingly, students should not be regarded as mere data
producers, but as agents actively involved in the design, implementation, and evaluation of LA
tools. Additionally, when providing LA interventions or recommendations, students must not
be reduced merely to their data. For establishing positive learning environment, teachers
should ensure that the use of LA in course descriptions and examinations is transparent to
(prospective) students. The ultimate decision to use LA tools ought to rest with the students

Responsibility and accountability: Whenever LA tools are used in an educational setting,
there should be a clear allocation of roles and responsibilities among relevant stakeholders for
the purpose of preventing harms and damages as well as ensuring accountability in cases when
these occur. In that sense, HEIs should acknowledge their duties towards students arising from
the implementation of LA, take appropriate measures to facilitate and promote responsible use
of LA and are able to demonstrate this proactively (accountability). This includes not only
compliance with legal obligations, but also consideration of ethical issues, didactic aspects as
well as taking appropriate technical measures. Teachers should be considered responsible for
the use of LA tools in their area of decision-making. At the same time, students as autonomous
agents ought to retain a certain degree of self-responsibility for the organisation and success of
their studies

Protection: HEIs should take appropriate measures to protect students from harm that could be
caused by the implementation of LA tools. This includes measures to protect the data that is
collected, processed, and made available as a result of interaction with LA tools. Moreover, it
also includes the protection of students’ mental health, students’ motivation, and the need to
ensure that their rights and interests are not violated
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3 Application ofCriteriaCatalogue toLearningDiaries – fromCore
Areas to Criteria and Indicators of Trustworthiness

In this section, we exemplify the process of translating the core areas into criteria and
indicators of trustworthiness and applying them to a particular LA application. For this
purpose, we use as an example a Learning Diary (LDs) tool and the core area “responsi-
bility and accountability”. LDs are a didactical practice that fosters the learner’s ability
to reflect upon their learning process [1] and enhances awareness of their behaviour,
enabling them to change learning habits [3]. LDs typically collect large amounts of
data, e.g., the number of entries, time spent studying, details about a learning activity,
thoughts and feelings, insights, and action plans. The data collected within LDs is con-
sidered personal data and thus must be guided by ethical and legal considerations to
ensure a trustworthy, accepted, and successful LA application.

The design and use of LDs in an educational context come with the involvement of
different actors with whom various obligations lie. Therefore, a clear and transparent
allocation of roles and responsibilities between all relevant actors is required. Deter-
mining these roles and responsibilities is not only a matter of compliance with legal
requirements but also consideration of ethical issues, didactic, and technical aspects. In
what follows, we will briefly look into the concepts of responsibility and accountability
in the context of LDs from an ethical, legal, didactic, and technical perspective. This
will shed more light on how we arrived from the disciplinary to the interdisciplinary
understanding of this core area, as depicted in Table 1.

In philosophy, a distinction is made between forward- and backward-looking respon-
sibility. One way to talk about forward-looking responsibility is in the sense of respon-
sibility as duty [14]. In the context of LDs, this would demand identifying the relevant
stakeholders towhom responsibility could be allocated aswell as their roles and tasks that
derive from those roles. This would include, for example, (a) the HEI, which introduces
LDs as a tool to support students in their studies and ensures that students’ privacy and
personal data is thereby protected, (b) the company or organisation developing the LA
application and its developers, (c) teachers opting to use LDs in their courses as well as
(d) students as prospective users from whom a certain self-responsibility as autonomous
agents could be expected regarding the organisation and success of their studies. On the
other hand, responsibility as accountability is one type of backward-looking responsibil-
ity, where the focus lies on the moral obligation of the agent to account for one’s actions.
To realise responsibility as accountability certain mechanisms should be put in place by
the HEIs that would enable, for example, students to seek and gain redress for harms
caused by the use of the LD. For both forward- and backward-looking responsibility, it
is also essential that the allocation of responsibilities and the existence of mechanisms
is clearly communicated by the HEIs to students and other affected parties.

Legal aspects of responsibility and accountability in the context of LDs can be found
primarily in data protection law. The GDPR explicitly refers to an allocation of responsi-
bilities (Recital 79 GDPR) and defines the concepts of controller (Article 4 (7) GDPR),
processor (Article 4 (8) GDPR) and data subject (Article 4 (1) GDPR). From the perspec-
tive of data protection law, the controller is liable for material and immaterial damages
incurred to data subjects due to data protection violations. The controller is the person or
entity that decides on the purposes and means of the processing and is also accountable
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for compliance with the data protection principles (Article 5 GDPR) when processing
personal data as part of an LD. Responsibility of any person who processes personal data
on the controller’s behalf and instructions, such as employees as subordinates or proces-
sors, is attributed to the controller in the sense of a central concentration of responsibility
(Article 29 GDPR). However, if several individuals or institutions decide on processing
personal data, they may also be considered jointly responsible (Article 26 GDPR). Sup-
pose LDs are offered as a service in a higher education environment, providers, HEIs,
and teachers can all be involved in deciding on the purposes and means of processing
and thus be individually or jointly responsible. However, who is responsible under data
protection law must always be agreed in the specific individual case. Where LA applica-
tions are offered as a service, the right to data portability (Article 20 GDPR) should be
underlined, according to which the data subject can receive “his/her” personal data and
reuse it for own purposes and for different services. The change of the service provider
would subsequently entail a new (additional) controller under data protection law.

Responsibility and accountability from a didactic perspective are particularly rele-
vant when LDs are used as LA service at HEIs. The allocation of roles in the higher
education context reflects an interplay between HEIs, teachers, and students regarding
the tasks and duties that arise in the teaching and learning process. HEIs must facilitate
and promote the responsible use of new educational technologies, such as LA. However,
HEIs should offer LA as a purely voluntary service [8], which teachers and students can
adopt to enhance the teaching and learning processes. In this context, HEIs are respon-
sible for offering further training measures for teachers and providing didactic support
to ensure the pedagogically meaningful use of LA application. Teachers should provide
students with suggestions and assistance to support their learning processes based on the
data. It also implies a certain degree of student responsibility while using LA service.

From a technical point of view, responsibility and accountability arise in all phases of
the LDs system development life cycle, i.e., requirement analysis, design, development
and testing, implementation, documentation, and evaluation. Therefore, it is necessary
to define the areas of responsibility of individual persons, e.g., team leaders, developers,
testers in the sense of personal accountability. Also, it is vital to include the ethical,
legal, and didactic requirements for the LA tool, which should be reflected in the design
and development of the LD. These requirements compliance should be validated before
rollout.

Having discussed responsibility and accountability from an ethical, legal, didactic
and technical perspective, we can now move from the level of the core area to the level
of criteria. Figure 2 illustrates few examples of criteria that we derived from the core
area responsibility and accountability as well as few examples of indicators derived from
one selected criterion. The indicators can be formulated either as statements or yes/no
questions and should be easily understandable, operationalisable and measurable for
developers to implement them into practice.

Based on what has been said so far, several observations can be made. First, the core
area responsibility and accountability presents an important prerequisite in the efforts
to design trustworthy LA applications. Nevertheless, as the disciplinary and interdis-
ciplinary understanding(s) showcased, it also overlaps with aspects of the other core
areas as presented in Table 1, in particular with transparency, privacy and good data
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Fig. 2. Examples of criteria derived from the core area responsibility and accountability and
examples of indicators derived from one selected criterion.

governance, and autonomy. Second, as the input from law demonstrated, the allocation
of roles and responsibilities in relation to technology but also in particular with LA is
not a new endeavour. The GDPR is very concise on this matter (e.g., Article 12 & 13
GDPR). What could be considered new is the need to communicate not only clearly and
more transparently data protection specifications but also aspects concerning ethical,
didactic and technical responsibilities and allocation of roles to affected stakeholders
such as students. For example, this would require embedding the matrix of roles and
duties allocation as a design requirement in the LDs application.

4 Conclusion

In this paper, we presented the idea and methodology behind the development of our
normative framework in the form of a Criteria Catalogue for trustworthy LA applica-
tions. As part of the Criteria Catalogue, we identified seven core areas from which we
derive corresponding criteria and indicators that should be considered in the technical
development of LDs as an LA service, and thus should facilitate the implementation of
values already in the design process. Moreover, it is important for the future that such
core areas, criteria and indicators find their way into the specifications of LA applications
in the form of design requirements that are easily understandable, operationalisable and
measurable for developers to implement them into practice. At the same time, it should
be ensured that they are preserved and taken into account throughout the entire life cycle
of the system.
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Abstract. The purpose of this research is to measure the effect of the Academic
Monitoring Service between peers through a web application of the Universidad
de la Costa on the academic performance of students. The academic results of 463
students from different engineering programs at the CUCuniversitywere analyzed
for the periods 2021–1. Prior to the analysis, the permanence and the number of
mentoring provided by the peer monitor to the student were taken into account in
order to establish two (2) groups. A group with three or fewer mentoring sessions
was compared to a group with four or more mentorings at three different times
in the 2021–1 semester. For the data analysis, the statistical software SPSS ver-
sion 22 was used. The Kolmogorov-Smirnov test was applied to determine if the
data came from a normal distribution and the two groups were compared in each
moment of the semester using Mann-Whitney U, which showed that for the first
and second evaluation moments there were no significant differences between the
groups; however, for the third evaluation moment, there were statistically signif-
icant differences with a p-value < 0.05. Findings suggest that the continuity and
intensity of assistance in monitoring through the web application have a positive
impact on the academic performance of students.

Keywords: Web application · Peer to peer mentoring · Online learning ·
Academic performance

1 Introduction

TheWorld Health Organization stated COVID-19 as a pandemic [1], as a result, changes
in education systems worldwide were required to reduce the impact at all levels of
education and thereby hundreds of students [2]. This forced educational programs to
transit to methodologies associated with the remote access modality to help meet the
objectives of education.

The Universidad de la Costa conceives the evaluation of learning as a permanent and
continuous process that allows decision-making aimed at the continuous improvement
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of teaching-learning processes. In this sense, institutional evaluation at the university
has the following purposes:

• Analyze the performance of the students, in order to contribute to decision-making
for the reorientation of didactic and pedagogical strategies.

• Reflect on the learning processes to contribute to their strengthening.
• Provide information to training programs and systems to strengthen their academic
quality from curricular perspectives.

Within this framework, institutional efforts have been oriented towards an integra-
tion of actions around the formative and summative function of evaluation, recognizing
that in the teaching-learning scenario, teachers and students are essential for its achieve-
ment. With remote learning, instruction extends beyond the teacher-students [3]; rather,
students can support with other learning material available and with peers and mentors.

Taking into account the above, and as a result of the pressure exerted by the Covid-19
pandemic, the university moved from a face-to-face teaching-learning model to a remote
virtual model, forcing, among other things, that many institutional processes be seen
forced to travel in that direction. In accordance with this, in 2021 the TARA application
(Tutorials, consultancies, reinforcement and accompaniment) is consolidated,whichwas
born from the need to integrate into one place all the information regarding the students
who are part of the strategy of monitories and thus optimize the method of consultation,
attendance record and evaluation of satisfaction with the service offered.

The application was created and designed by instructors from the systems engineer-
ing program as part of a classroom project for one of their classes. In addition, it is born
from the need to satisfy the need of the student community, which did not have a tool that
would allow viewing the existing monitors by program and subject. It should be noted
that information on eachmember was included in this tool, such as the hours of operation
and interactive access icons to the institutional mail and chat of the Microsoft Teams
application, which would allow the monitors to be contacted in an agile and effective
manner and, in turn, to hold the meetings remote.

The Teams application made it possible to create interest and academic support
groups to be able to exchange complementary material and video recordings that ben-
efited students who could not connect to the meetings to see the explanations of these
monitors in asynchronous time.

The TARA platform, in addition to displaying the information of the monitors in
an organized and friendly way for students, also allows managing the academic offer
of the subjects to establish the number of monitors according to trend analysis between
subjects with the greatest loss and withdrawal and other aspects of their own. of each
faculty and program. Nominate by the teachers the monitors who have the profile to
exercise this role and accompany the process in a systematic and effective manner.

2 Methodology

The research approach of this study is quantitative (Hernández-Sampieri et al., 2014).
In this sense, and considering that the objective of the research is to identify the effect
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of one variable on another, the scope of the study is descriptive and has an experimental
design. The sampling is probabilistic, of an intentional type, since the students who will
be part of the study are premeditatedly decided (Otzen and Manterola, 2017).

2.1 Sampling

In the 2021–1 period, a total of 5,179 visits weremade by the academicmonitors through
the TARA platform, which represent 772 students who were taken as the study popu-
lation. Of this total, a sample of 463 students was intentionally chosen, assigning as
a criterion that after the engineering programs and also that the qualifications of the 3
evaluation moments applied by the university for each academic cut were obtained. It
should be noted that these academic programs were chosen since they were the ones that
reflected the platform with the highest number of students served.

2.2 Procedure

The present study was applied through the following steps:
STEP 1 - In the first step, the assistance registered by sessions in the TARA platform

was downloaded, the information was organized and the sample represented in 463
students of the different engineering programs of the university in the analyzed period
was taken. This sample was classified into two groups according to the number of visits
made. In this sense, the first group consists of 411 studentswho attended threemonitoring
sessions or less at each evaluation moment of the semester versus a second group made
up of 52 students who attended four monitoring sessions or more at each evaluation
moment.

STEP 2 - Immediately afterwards, a descriptive analysis of the data was carried out,
to determine the mean, median and standard deviation of each group at each evaluation
moment, to contrast from this point of view in terms of trend and variability.

STEP 3 - The qualifications of the students of the selected sample were taken and
an analysis was carried out taking into account the permanence of the students in the
attention process within the framework of the monitoring and the results obtained at
each moment of evaluation of the academic period 2021–1. We proceeded to analyze
whether the scores of the two groups to be contrasted at each evaluation moment come
from a normal distribution. For this, the Kolmogorov-Smirnov test was used at first.

STEP 4 - Subsequently, the non-parametric Mann-Whitney U test was used to check
whether there were statistically significant differences by a group for each evaluation
moment. The analyzes were performed using the statistical data analysis software SPSS
version 22.

3 Results

A total of 463 students attended the engineering program distributed as follows: 2 from
agroindustrial engineering, 36 fromenvironmental engineering, 5 fromcivil engineering,
52 from systems engineering, 16 from electrical engineering, 19 from electronic engi-
neering, 30 from industrial engineering and 9 mechanical engineerings (see Fig. 1). The



Peer-to-Peer Monitoring in Pandemic Times 149

classification was made into two groups according to the amount of attention received
by the students, distributed as follows (see Fig. 2):

– Group 1: Less than 4 mentoring received.
– Group 2: 4 or more mentoring received.

Fig. 1. Total sample distributed by academic programs.

Fig. 2. Number of students per study group, according to the number of visits.

A descriptive analysis is carried out (see Table 1) where the means, medians and
standard deviations of each group can be visualized at each evaluationmoment analyzed.
Observing that moment 1 and 2 of each group remains homogeneous without distinctive
changes. But the 3rd moment we can glimpse an increase in both groups with respect to
the first two.
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It should be noted that it is always observed that group 2 is always above group 1
in the mean and median. Regarding the deviations, it can be noted that group 2 had a
significant decrease in the 3rd moment, this being important in the following analysis of
the results. Table 1 shows the grade’s average for each summative evaluation respectively.

Table 1. Mean, Median and Std. Deviation (academic period 2021–1).

Summative evaluation 1 Summative evaluation 2 Summative evaluation 3

Group 1 Group 2 Group 1 Group 2 Group 1 Group 2

Mean 4.07 4.05 4.07 4.09 4.09 4.3

Median 4.2 4.4 4.2 4.4 4.3 4.6

Std. Deviation 0.68 0.83 0.68 0.79 0.7 0.59

Through the Kolmogorov Smirnov test for the three cuts, it is inferred that the
student’s grades do not come from a normal distribution with p values at 0.000 all less
than 0.05, so we proceed to work with the non-parametric U test ofMannWhitney where
it is appreciated that there are no significant differences between groups 1 and 2 during
the first two cuts; however, the statistically significant differences are evident in the third
period (see Table 2).

Table 2. U de Mann Whitney Test

Z Asymp. Sig. (2-tailed)

Summative evaluation 1 −1.723 *0.085

Summative evaluation 2 −865 *0.387

Summative evaluation 3 −266 **0.008

*Value of p indicates no significant difference between the compared data (p> 0.05); **Value of
p indicates significant difference between the compared data (p ≤ 0.05)

4 Discussion

The findings from analysis of participation, permanence and number of sessions within
the peer mentoring revealed varying patterns across the three evaluation moments.

To start with, data from analyzing the effect of the Academic Monitoring Service
between peers through a web application of the Universidad de la Costa on the aca-
demic performance of students showed that the service has statistically significant dif-
ferences on academic performance when considering the permanence and number of
sessions through a range of time. However, literature in this field is limited; therefore,
the growth has been proven on generic competencies such as leadership, self-awareness
and confidence [6–8] rather than specific competencies.
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In the same sense, the increase in the academic performance by the third evalua-
tion moment might suggest a relation between the peer mentee and the topic-related
knowledge, mainly when the topics addressed include learning activities [9]. This is
coherent with research that suggests the relevance of peer mentoring to empower peers
on engaging in their own learning and development [10–12].

Overall, results from the study reflect on the relevance of the web application as a
tool to enhance peer mentoring. As stated by DeLamar and Brown, the web application
facilitated the process of requesting and programing a session for mentoring those stu-
dents who were having difficulties with a specific topic or were at risk of failing a course
and needed additional interventions and support [13].

In the same sense, online mentoring provided an opportunity to reduce the gap
between the students and the mentors; mainly, because of the overall availability and
accessibility, both features reported by Murrell et al. [14]. The transition from face-to-
facementoring to onlinementoring prompted a boundaryless scenario where the impacts
of economic, social and cultural factors decreased [15–18].

5 Conclusion

Overall, research showed that for the summative evaluation 1 and 2 no statistically sig-
nificant differences were found in the process between both the groups evaluated (see
Tables 1 and 2). Contrary to this, for summative evaluation 3, statistically significant
differences were evidenced, showing a greater increase in the medians of the academic
performance of the group with 4 or more interventions carried out (see Table 1). How-
ever, evidence suggests that there is a degree of coherence among time transcurred and
academic performance, as can be seen for summative evaluation number 3.

The greater the number of actions carried out, an increase in the results of the
academic performance by subject is reflected.

Moreover, the web application helped to optimize the process and to have greater
scope and coverage in the service provided. Prior to its implementation, the average of
mentoring requested by students was 3000, whereas with the web application it went up
to 5000 average.

To conclude, this study was relevant to identify that peer mentoring can be suc-
cessfully employed in online settings as a strategy to develop student approach and
understanding of knowledge in remote learning scenarios.

Finally, the study suggests that implementing the mentoring program online con-
tributes to improving academic performance and wellbeing in university students, which
could have an impact, yet to be explored, on the retention of students.
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Abstract. In universities, online lectures are becoming more common.
Online lectures are advantageous but there is a problem that a cer-
tain number of students do things unrelated to their studies during lec-
tures; this reduces the quality of learning. We focused on sound feedback
because it allows students to notice warnings when they are looking at
something other than the computer screen. To explore suitable sound
feedback for warning during online lectures, we compared four types of
sound feedback in terms of noticeability and pleasantness: 1) presenting
a buzzer sound, 2) alternating between presenting and muting the lecture
audio, 3) gradually reducing the lecture audio, and 4) muting the lecture
audio. The experimental results confirmed that feedback types of 2–4
are preferable in terms of the balance between noticeability and pleas-
antness. This finding contributes to enhancing online lecture systems and
improving the quality of online learning.

Keywords: Sound feedback · Unrelated task · Online lecture

1 Introduction

Online classes are becoming more common in academic institutions worldwide
due to the change in learning styles and the pandemic. Particularly in univer-
sities, online lectures are becoming more common. Online lectures have two
advantages. First, they prevent the spread of infections. During online lectures,
students and a teacher are not in contact with each other because they gather
in an online environment. This decreases the risk of infections. Second, online
lectures can save commuting time as students can attend them from any loca-
tion, such as their home. As previously stated, online lectures are advantageous,
however, there is a problem with them. Due to the lack of in-person monitoring
by teachers, a certain number of students do things unrelated to their studies
during lectures and this reduces the quality of learning. It does not matter at
face-to-face lectures because a teacher can monitor each student regardless of the
number of students by glancing over a classroom. However, in online lectures,
if there are a lot of students, it is hard for the teacher to monitor all of them
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simultaneously. This is why the teacher cannot monitor each student easily in
online lectures and students’ temptation to do unrelated tasks follows on it.

In this paper, we solve this issue using sound feedback. We focus on warning
students doing unrelated tasks during online lectures using sound feedback lead-
ing them to stop voluntarily. The sound feedback should be noticeable, but at
the same time, it should not be overly unpleasant. In general, there is a trade-off
between noticeability and pleasantness in sound feedback. To explore suitable
sound feedback for warning during online lectures, we conducted a preliminary
experiment to compare four types of sound feedback in terms of noticeability
and pleasantness. Based on the experimental results, requirements of warning
sound feedback for online lectures are discussed. This discussion contributes to
enhancing online lecture systems and improving the quality of online learning.

2 Related Work

In previous studies, sound feedback is presented with many purposes. Kayukawa
et al. used sound feedback to help blind people avoid collision with nearby people
[1]. In their proposed system, the user and nearby people who have a potential
risk of collision with the user are warned using sound. Some studies focus on
sound feedback to use in situations related to vehicles. Fagerlönn et al. explored
the usefulness of notifying drivers in the early stages of a threatening situation
using sound [2]. According to this study, manipulating radio sound is useful
to notify drivers. They also focused on combined auditory warnings to convey
driving-related information [3].

3 Research Goal

As mentioned before in the first chapter, several students do things unrelated
to their studies during online lectures. In this paper, we focus on using sound
feedback to warn such students. Our goal is to explore suitable sound feedback
for warning during online lectures in terms of noticeability and pleasantness.

4 Experiment

4.1 Purpose

In this experiment, we evaluated various types of sound feedback and analyzed
how efficient these are for warning students doing unrelated tasks during online
lectures.
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4.2 Types of Sound Feedback

We selected four types of sound feedback as follows.

– Feedback 1: presenting a buzzer sound.
– Feedback 2: alternating between presenting and muting the lecture audio.
– Feedback 3: gradually reducing the lecture audio.
– Feedback 4: muting the lecture audio.

Feedback 1 was selected because of its noticeability. This feedback presents a loud
buzzer sound for 5 s. Feedback 2, 3, and 4 were adopted with reference to related
studies. Fagerlönn et al. used sound feedback that reduces the sound level of
radio. They discussed that it can be used as an early warning in graded in-vehicle
warning signals [2]. In Feedback 2, the lecture audio alters between presenting
and muting for 15 s. In Feedback 3, the lecture audio gradually becomes quieter
for 15 s and remains quiet for the next 15 s. In Feedback 4, the lecture audio is
muted for 15 s.

4.3 Lectures for the Experiment

We prepared four lecture movies. Each movie comprises a lecture part of at least
five minutes followed by an announcement part. The lecture part was performed
by a professional lecturer specializing in information science. The topics of all
lectures were related to programming methods to realize artificial intelligence.
The spoken language was Japanese. The face and name of the lecturer were not
disclosed. The content of the lectures differed in each movie. The announcement
part announced the end of the lecture.

4.4 Participants

We recruited 100 participants for each feedback method using a crowdsourcing
platform. This experiment was conducted in a between-subjects design. They
were paid 250 JPY for each feedback method. Participants had to meet the
following conditions.

1. University student or graduate student between the age of 20–40.
2. Be fluent in Japanese.

4.5 Environment

This experiment was conducted online. Each participant was in his or her own
room and had access to a stable network. They used his or her own computer
(desktop or laptop, with at least a 10-inch screen) and smartphone. They placed
the computer on the desk and listened to the sound output from it through
headphones (wired or wireless).
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4.6 Procedure

The experimental procedure was as follows.

– Step 1. Each participant watched the movie describing the overview of the
experiment.

– Step 2. Each participant started to watch the lecture movie on the computer.
– Step 3. Following the instruction of the text message that appeared on the

computer screen two minutes after the start of the lecture movie, each par-
ticipant began to perform an unrelated task (reading news articles) using the
smartphone.

– Step 4. About four and a half minutes (4 min 40 sec for Feedback 1, 4 min 32
sec for Feedback 2, 4 min 20 sec for Feedback 3, and 4 min 35 sec for Feedback
4) after the start of the lecture movie, one sound feedback randomly selected
by the experimenter was presented.

– Step 5. Each participant recorded the time they noticed the feedback.
– Step 6. Each participant completed the questionnaire described below.

4.7 Questionnaire

The questionnaire comprises seven questions.

– Q1. Did you notice the sound feedback? (yes / no)
– Q2. When did you notice the sound feedback? (time)
– Q3. Did you think the sound feedback was noticeable? (1: unnoticeable - 7:

noticeable)
– Q4. Did you think the sound feedback was pleasant? (1: unpleasant - 7: pleas-

ant)
– Q5. Did you think you were forced to stop doing the unrelated task? (1: forced

- 7: unforced)
– Q6. Did you stop the unrelated task voluntarily? (1: involuntarily - 7: volun-

tarily)
– Q7. Describe how you felt about the sound feedback. (an open-ended format)

Participants who answered “no” to Q1 (i.e., did not notice the sound feed-
back) reviewed the scene of the sound feedback, and completed Q3-7.

4.8 Results

After eliminating invalid responses (e.g., responding a time much longer than
the length of the lecture video in Q2), we obtained 80–90 valid responses for
each feedback. In detail, 80 (male: 37, female: 43) responses for Feedback 1, 80
(male: 37, female: 41, other: 2) responses for Feedback 2, 82 (male: 36, female:
44, other: 2) responses for Feedback 3, and 90 (male: 43, female: 45, other: 2)
responses for Feedback 4 were obtained.
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Figure 1 shows the elapsed time from the time the feedback started to the
time the participants noticed it, as derived from the responses to Q21. The
average elapsed time for Feedback 1, Feedback 2, Feedback 3, and Feedback 4
is one second, four seconds, 12 s, and four seconds, respectively. The one-way
ANOVA test with EZR2 at a significance level of 0.01 showed that there were
significant differences between Feedback 3 and each of other types of feedback.

Fig. 1. Elapsed time from feedback start to noticing (Feedback 1: N = 65, Feedback
2: N = 49, Feedback 3: N = 63, Feedback 4: N = 67).

Figure 2(a) shows responses to Q3 (Did you think the sound feedback was
noticeable? ). Feedback 1 revealed the highest rating among all types of feedback.
The Steel-Dwass test with EZR(see footnote 2) at a significance level of 0.01
showed that there were significant differences between Feedback 1 and each of
other types of feedback.

Figure 2(b) shows responses to Q4 (Did you think the sound feedback was
pleasant? ). Unlike the case of Q3, Feedback 1 revealed the lowest rating among
all types of feedback. The Steel-Dwass test with EZR(see footnote 2) at a sig-
nificance level of 0.01 showed that there were significant differences between
Feedback 1 and each of other types of feedback.

Figure 2(c) shows responses to Q5 (Did you think you were forced to stop
doing the unrelated task? ). Feedback 1 revealed the lowest rating among all types
of feedback. The Steel-Dwass test with EZR(see footnote 2) at a significance level
of 0.01 showed that there were significant differences between Feedback 1 and
each of other types of feedback.

1 Negative values indicate that participants mistakenly believed that the feedback was
presented before it began.

2 EZR [4] is a graphical user interface for R (The R Foundation for Statistical Com-
puting, Vienna, Austria). More precisely, it is a modified version of R commander
designed to add statistical functions frequently used in biostatistics.
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Figure 2(d) shows responses to Q6 (Did you stop the unrelated task volun-
tarily? ). Feedback 1 revealed the highest rating among all types of feedback.
The Steel-Dwass test with EZR(see footnote 2) at a significance level of 0.01
showed that there were significant differences between Feedback 1 and each of
other types of feedback.

(a) Distribution of responses to Q3. (b) Distribution of responses to Q4.

(c) Distribution of responses to Q5. (d) Distribution of responses to Q6.

Fig. 2. Distribution of responses to Q3-6 (Feedback 1: N = 80, Feedback 2: N = 80,
Feedback 3: N = 82, Feedback 4: N = 90).

4.9 Discussion and Limitation

Based on the experimental results, Feedback 1 is suitable in terms of noticeabil-
ity. However, this feedback is not preferable in terms of pleasantness.

This indicates that Feedback 2–4 are preferable in terms of the balance
between noticeability and pleasantness. At this moment, we cannot determine
which feedback is suitable because the questionnaire results have not been fully
analyzed.

5 Conclusion

In this paper, we explored suitable sound feedback for warning students who
perform unrelated tasks during online lectures. The experimental results con-
firmed that the buzzer sound feedback is not suitable in terms of pleasantness.
Other types of feedback need further detailed analysis.
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Abstract. With the spread of mass media such as televisions (TV) around the
world, more young audiences watch television on various devices at an early age.
Subsequently, researchers noticed that children in many countries watch televi-
sion too much, which is unhealthy. It was indicated that television viewing is
significantly associated with subsequent attention problems and poor academic
performance. The current study focused on the relation between television view-
ing time and 4–7-year-old children’s learning and behavioral habits. We used the
data from the China Family Panel Studies (CFPS) in 2018, which is a national,
large-scale, multidisciplinary social follow-up survey project. The result showed
that children’s televisionviewing timewas significantly associatedwith their learn-
ing and behavioral habits. Thus, parents should realize the harm of excessive TV
viewing and emphasis the limitation of children’s TV viewing. The study seeks
to remind parents that excessive TV viewing may be adverse to children’s good
learning and behavioral habits.

Keywords: Television viewing time · Learning habits · Behavioral habits · CFPS

1 Introduction

With the popularity of mass media such as televisions (TV), smartphones and tablets,
the users have an irrepressible tendency towards younger age. Data show that 97% of
families with young children aged 0–8 years have at least one smartphone, 75% of
families have at least one tablet in their own home, 46% of children aged 2–4 years, and
67% of children aged 5–8 years have their own mobile devices [1]. This shows that a lot
of young children have easy access to televisions or movies nowadays.

Digital devices and screens are now ubiquitous and universal in children’s lives
around the world. In many countries and regions of the world, there is a problem that
children spend too much time watching TV. According to the results of the Common
Sense Media (CSM) survey of media use in children aged 0–8 years, children aged
2–4 years reported 2.5 h of media use per day, while children aged 5–8 years reported
3.05 h of media use per day. Importantly, watching TV and videos as children’s primary
activity on screen devices accounted for 73% of the whole screen time. The American
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Academy of Pediatrics (AAP) recommended that children aged 3–4 years spend nomore
than 1 h of sedentary screen time per day [2]. In 2016, the Canadian 24-h Movement
Guidelines recommended that children aged 5 and over should not spend more than 2 h
per day on screen entertainment [3]. Still, a Canadian survey showed that only 24.4%
of children met this requirement [4]. A study focused on preschool children in Portugal
showed that only 20.3% of children followed the guidelines’ restrictions on screen time
[5]. Years ago, a lot of 6–12-year-old children in India watched more than 2 h per day
on television [6].

Coupled with the increase of social employment pressure and the boosting family
economicpressure, lots of parents leave their children to televisionmedia,mobile phones,
tablets, etc., thus squeezing out time to engage in their own work or other activities [1].
However, parents hardly recognize the danger of television parenting. The majority of
parents keep a positive attitude towards the effect of mass media on children’s develop-
ment, including learning, behavioral performance, and so on. For example, most (72%)
parents believed that their kids’ use of media contributes to their kids’ learning, while
only 8% believed that using media could be harmful and adverse to learning [1]. It is
indicated that, even though preschool education is a critical period to develop good habits
[7], most parents are not yet aware of the negative impact of their children’s excessive use
of the screen on the development of children’s learning during the preschool period, and
they would hardly realize that children’s poor academic performance in primary school
later may relate to their own television parenting behavior in earlier years. Given that
television viewing accounts for significant time of children and parents’ attitude towards
that, exploring the relation between television viewing time and children’s development
is especially necessary.

Many researchers have explored the relation between children’s TV viewing time
and children’s development previously. On the one hand, previous studies have shown
that children’s TV viewing time is related to physical development, such as the relation
between TV viewing time and childhood obesity [8], the relation between screen-usage
time and children’s brain development [9]. On the other hand, it has also been proved that
screen viewing time is related to children’s mental health [8], executive function [10],
attention, etc. For instance, a survey found that infants who spent more than one hour
watching TV per day had undesirable social-emotional outcomes (e.g. prosocial behav-
ior, empathy) [11]. And it was indicated that excessive television viewing was adverse
to individuals’ development of creativity [12]. Another study found that the increase in
TV viewing time of children aged 5–11 years was associated with attention deficit in
adolescence [13]. Research by Tamana et al. [14] has shown that increased screen-time
in preschoolers was associated withmore severe inattention problems. Besides, there is a
longitudinal researchwhich indicated that both the time of TV viewing in young children
at age 1 and 3were able to predict their attention problems at age 7 [15]. In addition, some
studies also explored the relationship between television viewing and relevant variables
for child development in other aspects. For instance, there are studies exploring the rela-
tion between television viewing and children’s academic performance, the results are
not consistent. According to the result of a survey in Japanese, television viewing had
no negative impact on children’s academic performance in school [16]. On the contrary,
the result of another study showed that television viewing time is negatively associated
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with preschoolers’ school readiness skills [17]. School readiness requires good learning
and behavioral habits, which could contribute to children’s adaption to primary school
life in advance [18]. The learning habits and behavioral habits of young children, who
are confronting with transition from kindergarten to primary school, are quite plastic.
Hence, parents and teachers should pay special attention to the factors that may affect
children’s habits [19], as far as possible to prevent the occurrence of adverse effects.
However, according to Deng’s [20] survey, both primary teachers and parents believed
that the biggest problem with freshmen enrollment was not being equipped with good
learning habits.

Habits refer to an individual’s external and stable tendency during activities [7]. The
definition of the concept of learning habits and behavioral habits by different researchers
is different. One of the main points of view is the “behavioral tendency theory”. Lin [21]
believes that learning habits are individuals’ automatic behavioral tendency to achieve
good learning results, which is consistent with the way that behavioral habits are defined.
Good behavioral habits also mean an individual’s self-disciplined actions [7]. In addi-
tion, being equipped with good behavioral habits could contribute to adapting to social
demands and promote an individual’s positive development [22]. Besides, there are
pieces of evidence showing that students’ learning habits and academic performance
are positively correlated [23]. Good learning habits are believed crucial as the basis of
children’s successful development [24], which could promote children’s learning auton-
omy [25]. The purpose of school construction is to encourage and promote children to
form good habits of individual development [26]. And good behavioral habits are the
focus of schools’ activities [27]. Forming good behavioral habits could contribute to
an individual’s development over a long period [28]. To sum up, developing learning
habits and behavioral habits plays a sustained and essential role in education. Hence, it
is of significance to focus on the relation between television viewing time and young
children’s learning habits and behavioral habits. Given that plenty of studies focusing on
school-aged children has been conducted previously, the present study aims to focus on
both school-aged children (7 years old) and preschool children (4–6 years old), not only
tends to explore the correlation between television viewing time and learning habits and
behavioral habits, but also seeks to respectively make a comparison of the differences
in TV viewing time, learning habits and behavioral habits between children in different
school stages.

In summary, the research focusingon the relationbetween the 4–7-year-old children’s
television viewing time and their learning and behavioral habits is highly crucial and
urgently needed in China. By comparing the difference between children in different
school stages and analyzing the relation between the children’s television viewing time
and learning and behavioral habits, this study aims to arouse parents’ attention to the
management of children’s television viewing time and remind parents to encourage
children to spendmore time on other activities instead of TVviewing, which is extremely
beneficial and essential to the development of children’s good learning and behavioral
habits.
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2 Methods

2.1 Participants

The current study used data from the China Family Panel Studies (CFPS) in 2018.
CFPS is a national, large-scale, multidisciplinary social follow-up survey project, which
focuses on the economic and non-economic welfare of Chinese residents, as well as
economic activities, educational achievements, family relations and family dynamics,
population migration, health, and so on. Conducted by the Institute of Social Science
Survey (ISSS), CFPS employs computer-aided Survey technology tomeet diverse design
needs, improve Survey efficiency and ensure data quality. As a major project funded by
Peking University and the National Natural Science Foundation of China, CFPS aims
to provide a data base for academic research and public policy analysis. Characteristics
of 4–7-year-old children in the valid sample of the present study are: the average age
of the children is 5.52 years old, the proportion of boys is 53.2%, and girls account for
46.8% of the whole children, 160 4-year-old children (17.1%), 288 5-year-old children
(30.8%), 326 6-year-old children (34.9%), 160 7-year-old children (17.1%).

2.2 Measures

All the main variables were measured with the 2018 Child Proxy Questionnaire, which
is one of four main questionnaire types in CFPS. The respondents of CFPS involved all
members of the families under investigation, including children. Child Proxy Question-
naire was provided for those children who were under 10 years old, and the questions
were answered by their guardians in Child Proxy Questionnaire.

The variables in this study include children’s “television viewing time”, children’s
“learning habits” and “behavioral habits”. The “television viewing time” refers to the
total time children spent watching TV, movies and other videos every week except
holidays, which was obtained from a fill-in-the-blank question. Children’s “learning
habits” were measured by three questions, which focused on their homework habits,
such as checking their work after finishing by themselves, etc. Children’s “behavioral
habits” were measured by four questions, which focused on their rule consciousness,
attention, etc. Those seven questions all use 4-point scales, ranging from 1 to 4, referring
to totally disagree, disagree, agree and totally agree. The higher the total score is, the
better children’s learning habits is, which is the same as behavioral habits.

2.3 Statistics Processing

Based on the demands of the study, we selected the data reported by family members
of children aged 4–7 years, and we excluded invalid data by SPSS26.0, such as missing
values and samples with equivalent values of “do not know”, “refusal to answer” and
“not applicable”. Finally, a sample size of 934 was obtained. Also, we used SPSS26.0
and processed the descriptive statistics, correlation analysis, and difference testing.
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3 Results

We obtained children’s average score of learning habits and behavioral habits through
a descriptive statistic. Children’s average score of learning habits is 8.55 (SD = 1.55).
Specifically, boys’ average score of learning habits is 8.42 (SD= 1.54), and girls’ is 8.69
(SD = 1.55). 4-year-old children’s average score of learning habits is 8.30 (SD= 1.59),
5-year-old children’s is 8.54 (SD = 1.49), 6-year-old children’s is 8.71 (SD = 1.55), 7-
year-old children’s is 8.49 (SD = 1.61). The average score of behavioral habits is 11.42
(SD= 1.77). Specifically, boys’ average score of behavioral habits is 11.23 (SD= 1.69),
and girls’ is 11.64 (SD= 1.84). 4-year-old children’s average score of behavioral habits
is 11.25 (SD = 1.80), 5-year-old children’s is 11.51 (SD = 1.76), 6-year-old children’s
is 11.40 (SD = 1.78), 7-year-old children’s is 11.47 (SD = 1.76).

We also obtained children’s average television viewing time through descriptive
statistic. Children’s average television viewing time per week is 11.33h (SD = 9.73).
Boys’ average television viewing time per week is 11.87h (SD = 10.27), and girls’ is
10.71h (SD = 9.05). Television viewing time of 4-year-old children per week is 11.7h
(SD = 11.70), that of 5-year-old children is 10.95h (SD = 8.85), that of 6-year-old
children is 11.7 h (SD = 10.41), that of 7-year-old children is 10.87h (SD = 8.22).

As independent-samples t-test on the gender differences in the learning and behav-
ioral habits, there was a significant gender difference in the score of learning habits (t=
2.69, p < 0.01), and the score of girls’ behavioral habits was significantly higher than
that of boys (t = 3.49, p < 0.01). One-way ANOVA results showed that there was no
significant difference in the television viewing time among children of different ages (p
> 0.05), there was no significant difference in the learning habits and behavioral habits
among different ages, either (p > 0.05).

A bivariate correlation between children’s television viewing time and their “learning
habits” and “behavioral habits” revealed that children’s “television viewing time” and
“learning habits score” were significantly negatively correlated (r = −.120, p < 0.01);
and the children’s “television viewing time” and the “behavioral habits score” were
significantly negatively correlated (r = −.097, p < 0.01).

4 Discussion

To conclude, the analysis results showed that children who watched the television for
more time had worse learning habits and behavioral habits. This may be due to the
longer time children spend on TV and movies, the less time and energy they spend
on learning [29]. In addition, children with a more average TV time would develop
poor attention [30]. It has been shown that screen viewing time may aggravate young
children’s attention defects and further affect attention-related actions [31], such as
learning activities, reading comprehension, etc. It was found that students with lower
television viewing time hadmore learningmotivations, although the internal mechanism
needs further study[32]. Moreover, the information transmitted by mass media, such as
televisions, tends to be intuitive, which is not conducive to the development of children’s
ability and habits of independent thinking, indirectly resulting in the reduction of their
interest in learning and poor development of learning habits [33]. Hence, parents are
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supposed to spendmore timewith children instead of leaving them to televisions. Parents
should also cultivate children’s self-control ability, so that children can reasonably plan
and manage TV viewing time and frequency on their own. In addition, the present study
also found that girls scored significantly higher than boys in both learning habits and
behavioral habits. This may be because girls are quieter and better than boys under social
expectations and requirements [24]. Therefore, parents and teachers should strengthen
the cultivation of good habits of boys. The results also showed no significant difference
in television viewing time among different age groups, making cautions that parents are
supposed to manage and guide children’s TV viewing behavior from children’s early
age.

Importantly, the study also found no significant difference in learning habits and
behavioral habits among different ages. The result shows that the effect of habit culti-
vation conducted by preschool teachers and parents seems to be limited, which means
children’s enrollment preparation is not sufficient. As mentioned before, bad learning
habits and behavioral habits may lead to poor performance of new students in the lower
grades of primary schools.On the one hand, before young children enter primary schools,
preschool teachers and parents should pay attention to the cultivation of kid’s habits to
help young children adapt to the learning and life in primary schools in advance; on the
other hand, for young children with poor learning habits and behavioral habits, primary
teachers should also take effective measures to help them establish good learning habits
and behavioral habits, such as encouraging young children to learn from others in the
upper grades, giving a positive assessment of young children’s behavior. In addition,
teachers and parents are models for children, so they should manage their own words
and deeds and insist on being a good example for children [21].

5 Strengths and Limitations

In summary, the study seeks to remind parents that excessive TV viewing may be harm-
ful and adverse to children’s good learning habits and behavioral habits, tending to
attract parents’ attention to limit and manage children’s television viewing time. Ini-
tially exploring the national duration of children’s TV viewing time and its relation with
4–7-year-old children’s learning habits and behavioral habits, the study further provides
an elementary basis for understanding how Chinese children are affected by TV viewing
in the development of learning and behavioral habits, and further exploring the internal
mechanism of human-computer interaction.

There are still several limitations in terms of the present study. First, the study didn’t
focus on children’s television viewing contents. It has been found that the correlation
between television viewing and children’s development relies on the type of programs
[34]. Future research could simultaneously focus on the relation between TV viewing
time and content and young children’s learning habits and behavioral habits. Moreover,
there is another limitation which is also unavoidable in plenty of studies, the television
viewing time is reported by informants instead of observed by researchers. However, due
to the range and character of respondents of CFPS, the method is relatively appropriate.
Future studies could further explore more objective measures else, such as reporting the
videos time recorded by devices.



166 T. Zhang et al.

References

1. Rideout, V., Robb, M.B.: The Common Sense Census: Media Use by Kids Age Zero to Eight.
Common Sense Media, San Francisco (2020)

2. Willumsen, J., Bull, F.: Development of WHO guidelines on physical activity, sedentary
behavior, and sleep for children less than 5 years of age. J. Phys. Act. Health 17(1), 96–100
(2020)

3. Tremblay, M.S., et al.: Canadian 24-hour movement guidelines for children and youth: an
integration of physical activity, sedentary behaviour, and sleep. Appl. Physiol. Nutr. Metab.
41(6), S311–S327 (2016)

4. Chaput, J.P., et al.: Proportion of preschool-aged children meeting the Canadian 24-Hour
Movement Guidelines and associations with adiposity: results from the Canadian Health
Measures Survey. BMC Public Health 17(5), 147–154 (2017)

5. Vale, S., Mota, J.: Adherence to 24-hour movement guidelines among Portuguese preschool
children: The prestyle study. J. Sports Sci. 38(18), 2149–2154 (2020)

6. Arya, K.: Time spent on television viewing and its effect on changing values of school going
children. Anthropologist 6(4), 269–271 (2004)

7. Wu, X.F.: To realize the positive migration of living habits to children’s learning habits. J.
Shanghai Educ. Res. 12, 89–90 (2011)

8. Nieto, A., Suhrcke, M.: The effect of TV viewing on children’s obesity risk and mental
well-being: evidence from the UK digital switchover. J. Health Econ. 80, 102543 (2021)

9. Horowitz-Kraus, T., Hutton, J.S.: Brain connectivity in children is increased by the time they
spend reading books and decreased by the length of exposure to screen-based media. Acta
Paediatr. 107(4), 685–693 (2018)

10. Martins, C.M.D.L., et al.: A network perspective on the relationship between screen time,
executive function, and fundamental motor skills among preschoolers. Int. J. Environ. Res.
Public Health 17(23), 8861 (2020)

11. Lu, S., Cui, Y.,Wang, Z.Y., Li, Y.Q., G,W.T., Liang,X.: The relationship betweenTV time and
infant language and emotional social development: a follow-up study. Stud. Early Childhood
Educ. 11, 15–26 (2018)

12. Mukherjee, S.B., Gupta, Y., Aneja, S.: Study of television viewing habits in children. Indian
J. Pediatrics. 81(11), 1221–1224 (2014)

13. Landhuis, C.E., Poulton, R.,Welch, D., Hancox, R.J.: Does childhood television viewing lead
to attention problems in adolescence? results from a prospective longitudinal study. Pediatrics
120(3), 532–537 (2007)

14. Tamana, S.K., et al.: Screen-time is associated with inattention problems in preschoolers:
results from the CHILD birth cohort study. PLoS ONE 14(4), e0213995 (2019)

15. Christakis, D.A., Zimmerman, F.J., DiGiuseppe, D.L., McCarty, C.A.: Early television
exposure and subsequent attentional problems in children. Pediatrics 113(4), 708–713 (2004)

16. Kureishi, W., Yoshida, K.: Does viewing television affect the academic performance of
children? Soc. Sci. Japan J. 16(1), 87–105 (2013)

17. Clarke, A.T., Kurtz-Costes, B.: Television viewing, educational quality of the home
environment, and school readiness. J. Educ. Res. 90(5), 279–285 (1997)

18. Liu, B.L.: Talk about the senior class enrollment work in the kindergarten. Stud. Early
Childhood Educ. 05, 32–33 (1995)

19. Sun,N.: The formation of behavioral habits of newprimary school students. J. Teach.Manage.
29, 8–10 (2012)

20. Deng, Y.: Research on the initial adaptation of primary school freshmen from the perspective
of primary school connection. East China Normal University (2010)



The Relation Between Television Viewing Time 167

21. Lin, C.D.: The Encyclopedia of Chinese Middle School Teaching. Education volume.
Shenyang Press, Shenyang (1990)

22. Luo, S.L., Wang, Z., Zhang, D.J., Chen, W.F., Liu, G.Z.: The relationship between chil-
dren’s psychological traits and their good behavior habits and problem behaviors. Stud. Early
Childhood Educ. 04, 56–63 (2017)

23. Gong, J., Lu, Z.T., M, J.Y.: Does higher parental expectation means better child grades-
empirical analysis? - based on CFPS (2016) data. Shanghai Educ. Res. 11, 11–16 (2018)

24. Tian, L.: Empirical analysis of the learning habits of urban pupils—survey of 5,600 students
in 17 schools in 5 provinces and cities. J. Shanghai Educ. Res. 09, 46–49 (2010)

25. Liang, S.X.: Effective strategies for developing good study habits. J. Chin. Soc. Educ. S2,
123–124 (2016)

26. Gao, D.S.: Rethinking habit and habit forstering. J. Educ. Stud. 15(03), 17–27 (2019)
27. Zhu, C.Y., Shi, X.H.: Construction and practice research of classes Self-Management mode

in primary school. Theory Practice Educ. 35(08), 24–26 (2015)
28. Mo, X., Wang, Z., Shao, J.: Parent-child attachment and good behavior habits among Chinese

children: chain mediation effect of parental involvement and psychological Suzhi. PLoSONE
16(1), e0241586 (2021)

29. Ennemoser, M., Schneider, W.: Relations of television viewing and reading: findings from a
4-year longitudinal study. J. Educ. Psychol. 99(2), 349 (2007)

30. Ray, M., Jat, K.R.: Effect of electronic media on children. Indian Pediatr. 47(7), 561–568
(2010)

31. Calleja-Pérez, B., et al.: Trastorno por déficit de atención/hiperactividad: Hábitos de estudio.
MEDICINA (Buenos Aires). 79(1), 57–61 (2019)

32. Amin, S.N, Mattoo, M.I.: Influence of heavy and low television watching on study habits of
secondary school students—a study. New Media and Mass Communication 3 (2012)

33. Li, M.Y., Wang, Q.: Investigation of three-to-six-year-old children’s use of multimedia at
home in Beijing. J. Educ. Stud. 10(06), 95–102 (2014)

34. Wright, J.C., Huston, A.C., Murphy, K.C., St. Peters, M., Piñon, M., Scantlin, R., Kotler, J.:
The relations of early television viewing to school readiness and vocabulary of children from
low-income families: the early window project. Child Dev. 72(5), 1347–1366 (2001)



HCI, Cultural Heritage and Art



Follow the Blue Butterfly – An Immersive
Augmented Reality Museum Guide

Jessica L. Bitter, Ralf Dörner, Yu Liu, Linda Rau, and Ulrike Spierling(B)

Faculty of Design, Computer Science, Media, Hochschule RheinMain, Unter den Eichen 5,
65195 Wiesbaden, Germany

{jessicalaura.bitter,ralf.doerner,yu.liu,linda.rau,

ulrike.spierling}@hs-rm.de

Abstract. We present our concept and prototypical implementation of an avatar
guide that helps museum visitors to navigate to chosen points of interest. The
prototype shows an animated butterfly with interactive behavior that is controlled
by a state machine. The avatar’s path can be pre-defined at an authoring stage,
by walking the space with the head-mounted display and by placing path nodes
interactively, or it can be generated at runtime, in which case the whole area needs
to be scanned and processed beforehand. As the app is iteratively redesigned and
tested with first-time users for accessibility, we report on first lessons learnt.

Keywords: Museum navigation system · Augmented reality · Head-mounted
display · Avatar guide

1 Introduction

In the last decades, consumer use of Augmented Reality (AR) apps in museums and
exhibitions has become more and more commonplace, while the current state of the art
mostly allows employing off-the-shelf smartphones with simple touch interactions. In
our project “presentXR”, we extend this state of the art by exploring future applications
of more advanced tracking and immersive technology, such as increased precise local-
ization (SLAM and room scanning) and hands-free human-computer interaction styles
of head-mounted displays. We design and prototype several museum use cases, using
the Microsoft HoloLens 2 as an example hardware. We explore accessibility issues in
the application domain of museums, where we cannot rely on user training. While the
whole range of interaction possibilities needs to be simplified, the aim is to let visitors
experience the fascination of being immersed in spatial AR overlays of the real world
and museum artefacts.

One central use case of this concept is the real-world navigation while walking
through an exhibition. We present our concept and prototype of an avatar guide – an
animated 3D butterfly – that leads visitors to chosen points of interest in a museum. The
abstract adaptable concept allows future authors to exchange avatar geometry and its
locomotive movements, while the overall interactive behavior is controlled by a state
machine. The avatar’s paths can either be pre-defined at an authoring stage, by walking
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the space with the head-mounted display and by placing path nodes interactively, or
it can be generated at runtime, in which case the whole area needs to be scanned and
processed beforehand. As the app is iteratively redesigned and tested with first-time
users for accessibility, we report on first lessons learnt.

2 Related Work

Indoor navigation with AR so far has been mainly implemented on handheld devices
(HHD) [1]. With new generations of such devices, an increased number of research
endeavors propose guiding applications based on varieties of sensors [2]. Many of them
use the game engine Unity [3] and its built-in navigation and pathfinding system called
NavMesh [4]. One part of the NavMesh system is a Navigation Mesh (“NavMesh”) that
refers to geometry defined as a walkable area. Unity’s NavMesh has also been used
previously to create a guiding application for head-mounted devices (HMD) [5].

In the context of exhibitions, HMDs promise new immersive visiting experiences [6,
7]. For the Microsoft HoloLens 2 as a state-of-the-art example, indoor navigation also
works with so-called spatial anchors, which are fixed points of reference in the physical
world [8]. Bachras et al. [9] investigated their use for AR-based navigation. They found
that while authoring a pathway with spatial anchors increases the development effort, it
is essential to use them to avoid drift over longer distances.

Guiding applications formuseum scenarios often consider the learning experience of
visitors [10]. To enhance this experience, the integration of an avatar can be helpful [11].
These virtual museum guides often mainly present narrative content, as for example in
the Egyptian MuseumEye project that includes four virtual characters as guides [12]. In
these cases, the appearance of an avatar provides the main interface to the visitors, and
its visual affordance plays an important role to support the understanding of interactions
[13]. As avatars and navigation systems are there to help users, it is of utmost importance
to make their behavior easily understandable [5]. For the display of situated behavior of
animated characters, state machines as a concept are widely used in the games industry
[14].

We base our work on several of these concepts and integrate indoor navigation and
abstract avatar behavior on head-mounted displays to create an immersive navigation
guide.

3 User Requirements for Real World Navigation in a Museum

Augmented Reality on head-mounted display so far has beenmainly introduced in indus-
trial or other professional fields, in which skilled users get training on how to act with
the unusual interfaces. This is different from museum visitors, who come unprepared,
and who do not want to spend a long time for learning how to interact. Their visit is
usually framed in a short time leisure experience, and it is a voluntary action. If visitors
encounter difficulties while using the application, they probably collect negative expe-
riences and will stop using it, which is also contrary to the idea of providing them with
the intended fascinating perception of the spatial augmentations of artefacts.



Follow the Blue Butterfly 173

Using the avatar to get guidance can be enjoyable but also challenging. The visitor
should first be able to interpret the behavior of the guide to be able to follow. Then,
visitors walk through the museum at different individual speed, which the tour guide
needs to take into account. Further requirements of visiting include that various exhibits
next to the path may raise interest; the visitor may also be interrupted and inattentive,
or needs to take breaks. The guiding logic should be adaptable to these situations and
tolerate mistakes from user actions. Further, visitors may want to skip the guiding and
ask for new destinations or topics to visit, which results in the necessity to converse with
the guide. Consequently, a natural and lifelike behavior of a virtual guide may need to
get complex. In our ongoing project, the first concept includes the options to start the
guide, choose a destination and follow the avatar to the set goal.

To account for variations in walking speed and interruptions, we thought of several
states in the adaptable avatar behavior, which we draft as a state diagram in Fig. 1. So
far, the guiding functions of our prototype address the following basic use cases. The
user starts the guiding app and finds the avatar at an idle position. The avatar offers to
guide the visitor, who confirms and follows it, partly intermittently, partly with pausing
and resuming, until arrival at the goal.

4 Behavior Concept of the Virtual Guide

For guiding a visitor to a point of interest, we developed a state machine concept for the
avatar’s behavior. The goal is an abstract framework that can be applied to various forms
of guides. The avatar’s shape currently consists of 3D geometrywith several brief canned
animation cycles that correspond to each behavioral state. Hence, different models with
associated animations can be designed and easily exchanged. For example, a walking
insect could replace our flying butterfly. We are in the process of defining the design
parameters that need to be followed by avatar modelers to make new models fit into
the framework. We first used role-playing methods to identify a minimum of necessary
behavior states for a guide in a museum, so that it is easy to follow, taking into account
possible interruptions or visitor concerns. We identified six states that we claim to be
universal to a guide, be it virtual or physical.

We use an abstract blue flying butterfly that fits our environment of a natural history
museum. The state diagramwill be explained with this example in the following (Fig. 1).
Before the butterfly starts, it should wait at a specified position for the visitor to join. We
call this state “idle”. This state includes an animation that makes the avatar look vivid.
After starting the navigation, the avatar determines, depending on its distance to the user,
whether it needs to move slowly, fast, or even needs to wait for the visitor to let them
catch up. In the authoring phase, various reference distances between a visitor and the
guide can be defined that trigger the transitions between these states when the values fall
below or exceed that threshold. Throughout the guiding process, the system constantly
calculates the distance and adjusts the speed accordingly. If the guide is already in the
waiting state and the user moves even farther away, the guide will move back towards
the user. When the avatar undercuts the maximal distance to the goal, it shows an arrival
animation, and then returns into the idle state.

Figure 1 shows four values (a–d) that need to be defined for the state machine to
work. The value (a) indicates the closest distance between the guide and the user that
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Fig. 1. State diagram of the guiding state machine.

makes the avatar move faster if fallen below, or conversely, more slowly if it is exceeded.
Value (b) specifies a threshold that defines the limits for waiting, which should of course
be a greater distance than (a). Therefore, with greater distance the avatar will first move
slowly, before it enters a waiting state. Value (c), which again should exceed value
(b), defines at what distance the avatar transitions from the waiting state to moving
back towards the visitor. Lastly, value (d) sets a maximum distance from the final goal,
defining arrival with some tolerance.

5 Authoring and Calculating Pathways

We explore two distinguished options to author and calculate the avatar’s pathways. The
first option is to pre-define all pathways at an authoring stage, by walking the space with
the head-mounted display and by placing path nodes interactively. Our second option
is to calculate navigation paths at runtime, in which case the whole area needs to be
scanned and processed beforehand. We implement both options using the game engine
Unity [3] and describe them in detail in the following.

5.1 Authoring Pathways Based on Nodes and Goals

Figure 2 (left) illustrates an example result of an authored path. This track is composed
of four nodes, of which one is the final goal (number 4). At each corner or whenever the
path changes direction, one node is placed and connected to the prior node. The last node
is connected to the pathway’s goal. The authoring application, running on the Microsoft
HoloLens 2, visualizes nodes with location markers (Fig. 2, left).

The nodes are anchored in the real world using spatial anchors [15]. These are
positioned by an author wearing a HoloLens, walking along an intended visitor trail
in the real space and placing appropriate nodes directly at suitable positions. When a
visitor starts the guiding process, the butterfly moves along the resulting path while
automatically aligning itself with its defined front towards the goal.

The nodes from different pathways stay independent from each other and are not
connected. Therefore, currently the avatar cannot calculate new ad-hoc paths based on
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nodes from different existing paths. Users can only follow one predefined pathway and
switch to another one, if that starts near the user’s current location. If a visitor leaves
the track, the avatar waits, or the guiding process can be stopped. Our prototype cannot
calculate yet if there is another (probably faster) pathway, or how to get back to the
original pathway. This could be approached by implementing a wayfinding algorithm
that calculates a new path based on existing nodes at runtime. Tomake this work, authors
could specify possible cross-connections between close nodes, e.g., in a table. Care must
be taken to prevent the avatar from flying through walls. This makes authoring more
complex as it would be easy to forget certain connections when authoring the table.

Fig. 2. Left: HoloLens 2 screenshot of the authoring app with four visible nodes and the butterfly
avatar following the path. Right: The visitor’s view with nodes invisible.

5.2 Navigation Based on a Pre-processed 3D Scan of the Environment

To be able to calculate a pathway at runtime, knowledge about the environment is nec-
essary. Instead of connecting nodes on tracks as described before, we enable a less rigid
navigation by scanning the environment beforehand and by using this scan data as a base
for ad-hoc calculations. In this section, we describe our test implementation.

We scanned our office floor as test environment using an indoor mobile mapping
system by NavVis [16] and created a 3D object from the scan data. We then processed
the data to create a Vuforia area target [17]. Based on an area target, the tracking library
Vuforia detects and tracks real-world areas so that virtual objects can be positioned into
them. To achieve this, we place the avatar at a specific position on the virtual area target’s
floor in Unity, so that the avatar will appear at that corresponding position on the floor
in the real world. Without an area target or a spatial anchor, virtual content appears in
a position relative to the HoloLens’ initial position. The area target allows to position
and orient virtual content in the real world, regardless of the HoloLens’ position and
rotation.

When running the HoloLens app, Vuforia anchors the 3D model of our scan data
to the area target, mapping its geometry with the real world to create an approximate
overlay. The 3D model is then made invisible, while it enables to calculate the pathway
at runtime based on Unity’s NavMesh system [4]. By adding a NavMesh, we define our
3D model as a walkable area. Our prototype application bakes the NavMesh at runtime
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when the 3D model is overlaid with the real-world area. Figure 3 shows the 3D scan of
our model in real-world colors with the floor as a NavMesh in blue. The illustrated path
(the red line) from the avatar’s position to the goal is then calculated at runtime.

Authors only need to author one or several goals, because the pathway can be cal-
culated automatically based on the NavMesh. However, other challenges need further
exploration. For example, calculating a path is only possible at places where there is a
NavMesh. In case it would have large holes, this would lead to the calculation of strange
paths from the point of view of a user, as the avatar always needs to be on the NavMesh.
In our prototype, area targets demanded much computing power, partly making avatar
calculations and rendering not satisfying. We then used the area target only to initialize
the 3D model’s position and orientation and then anchor the 3D model with a spatial
anchor. We regularly check if position and rotation still fit and update it.

In the future, we expect that this approach is more flexible than the node-based one,
for example to ad-hoc take into account variable optimized paths. These could depend
on situational parameters, such as temporary crowds, or on individual needs, such as
step height or pathway length.

Fig. 3. Pathway calculations based on a pre-processed 3D scan. A 3D model of the environment
is anchored to the real world using a Vuforia area target (real-world colors). This 3Dmodel is then
overlaid with a NavMesh (in blue), to calculate a pathway (red line). (Color figure online)

6 Evaluation

We tested the avatar guide application with the primary goal to understand whether
visitors can follow the virtual avatar properly to the destination, and how the behavior
with its different states can be understood and recognized. The tests so far have been
performed with the prototype of the authored node-based path. We asked 30 students to
serve as individual subjects. They were asked to follow the butterfly across a university
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corridor to find a goal, while wearing the HoloLens 2. In each individual walkthrough,
two helpers took notes or served as support in case of problems. We used the qualitative
results and comments of the testers for the iterative redesignof parameters and indications
for future work. Further, we tested the guiding app in a big museum of Natural History
with a longer distance navigation.

Overall, the test results confirmed that the concept of using the butterfly guide on a
HMD is fascinating and enjoyable. It showed that a virtual avatar using our state-based
behavior concept could support users to navigate through an indoor space, while it also
revealed some challenges.

First, it is essential that theremust be a reason to follow a guide, because the direction
of a point of interest is unknown. With a goal within eyeshot, testers abandoned the
butterfly and moved on independently. If several points of interest are in one room, it
is more effective to present locative indicators to guide visitors, than an avatar moving
between them.

The general moving speed of the butterfly influences the guiding experience. When
the speed is too slow or too fast, users have difficulties following. In the first instance,
the general speed was too slow, so that users did run into the avatar with the feeling to
push it. Further, the initial parameter settings need to be different according to the room
size. The parameters from the tests in the office floor did not work for the big museum
space. With our authoring tools, these parameters can be tweaked while wearing the
HoloLens, but still, it is necessary to start with reasonable default values.

Another confusion occurred with the state-based behavior when visitors were not
moving. The users recognized that the avatar waits for them, but it did not change states
when the distance stayed the same. Hence, our test showed a necessity to base the change
of the waiting state also on the time passed while waiting, and to include even a further
state, in order to show more liveliness or start to interact with the user.

Our test also illustrated the difficulties of novice users to handle the HoloLens’ hand
menu that is part of the operation system. For a future museum application, we plan to
overcome these with the implementation of a kiosk mode with tailored interfaces.

7 Conclusion and Future Work

We presented early prototypes and concepts of immersive AR museum navigation that
can be used to engage and guide visitors in museums. It is part of a project to analyze the
possibilities and limitations of employing head-mounted displays in this domain. While
the first prototype had the focus on the basic behavior possibilities of a guiding avatar,
there are many important issues to solve before this navigation becomes feasible in any
museum situation. For example, the guide should detect moving obstacles that block the
path, e.g. other visitors, and circumvent them. We want to include spatial mapping into
the navigation process so that the butterfly can recognize and sit on a surface on the way,
or wait at corners for the visitor. On a more nice-to-have note, we want to extend the
state machine to enable a richer, more lifelike behavior.

Acknowledgments. This work has been funded (in part) by the German Federal Ministry of
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“presentXR”, contract number 13FH181PX8.
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Abstract. As a preliminary study for painting AI development work, we con-
ducted experimental creations based on human-AI collaboration. The materials
for creation were from Chinese Shanshui paintings and Western landscape paint-
ings. Various experimental methods, such as AI painting, human hand-painting,
and human-AI collaboration painting, were tried. The creation themes included
line drawing, colorization, deconstruction and reconstruction, and the experimen-
tal results were discussed from the aspects of visual cognition, visual expression,
and visual imagination. Rethinking the relationships of human, AI and art proba-
bly help us find the better paradigm of painting AI. We suggest designing painting
AI centered on the human-AI joint subject to stimulate more creativity and deepen
aesthetic experience.

Keywords: Painting AI · Chinese Shanshui painting ·Western landscape
painting · Human-AI joint subject

1 Introduction

Although visual style transfer provides an effective means for picture simulating [1], it
is not feasible to create professional hand-painting works. Researchers have tried the
following approaches to improve the computing framework: training the model based
on manually annotated categories for texture enhancement [2], or splitting the genera-
tion process into sketch transfer and pixel-to-pixel translation [3]. But the results were
still unsatisfactory. We hypothesize that a framework based on human-AI collaboration
would open ambitious applications for the professional painters. Therefore, the focus of
this study is to explore the relationship between human and AI in painting creation.

Whether in the East or West, the driving force behind the development of painting
art lies in the evolution of human’s visual perception and cognition. The Song Dynasty
and Yuan Dynasty were the critical periods for the maturity of Chinese Shanshui paint-
ing. Around the same stage, the West entered the Renaissance and landscape painting
gradually developed into an independent art form. Western landscape painting at that
time had a strong ability to depict the nature, while Chinese Shanshui painting had the
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characteristic of non-realistic representation. The research on these classic works would
lead to an understanding of human’s visual imitation and representation in painting,
thereby providing support for painting AI development work.

In this paper we present our explorations to this important new topic. First, we con-
structed a study framework for paintingAI based on painting history and art style analysis
theory. Second, we designed experiments involving different approaches to examine the
performance of human and AI in different painting scenes. Third, we investigated dif-
ferent AI architectures and adapted the frameworks of Vgg19 [1], AC-GAN [2] and
Pix2Pix [3] for painting.

The rest of the paper is organized as follows. Section 2 discusses the experimen-
tal results of line drawing together with our view on what the connecting of Chinese
and Westen paintings could be. Section 3 presents the experimental results of different
colorization pattern. The experimental results of deconstruction and reconstruction are
discussed in Sect. 4. Finally, we conclude in Sect. 5. Due to space limitations, this paper
mainly introduces the experimental creation part related to Chinese Shanshui painting.

2 Line Drawing

Chinese paintings aremostlymade of lines. Chinese painters pay attention to the changes
in the trajectory, length, width, twists, and turns of the lines, and change the combinations
of lines to present the structure. Lines can further develop into line strokes,which are used
to express the veins and textures of mountains, rocks, and trees. In the Five Dynasties,
Dong Yuan created flexible and long line strokes named “Hemp-fiber”. During the Yuan
Dynasty, Ni Zan liked using neat and dry line strokes called “break-belt”, and in the Qing
Dynasty Yuan Ji draw line strokes like snakes. The patterns of lines and line strokes are
the main features of Chinese Shanshui painting.

We trained AI to learn a variety of lines and line strokes from famous paintings
(see Fig. 1). Based on the enhancement of human hand-drawn drafts, as well as model
training, AI partly captured the outlines and the distribution of line strokes in classic
works.

Line drawing plays an important role in both Chinese and Western paintings. As
Wolfflin said, the Renaissance was the art of lines. Raphael’s lines were elegant and
gentle, Michelangelo’s lines were powerful. Subsequently, lines blended with color and
light. In the post-impressionist period, Gauguin’s and Van Gogh’s paintings had clear
lines again. Some of Van Gogh’s later paintings could even be seen as dynamic combi-
nations of long and short lines. At this point, Eastern and Western paintings established
an essential connection.
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Fig. 1. Experimental creations of line drawing. Left column: hand-drawn draft created byHuiwen
Liu. Middle column: examples of different lines and line strokes. Top, created by Hui Wang, Qing
Dynasty. Middle, created by Yuanzhi Wu, Jin Dynasty. Bottom, created by Yuan Ji, Qing Dynasty.
Photo credit: Taipei Palace Museum. Right column: Outputs of painting AI.

3 Colorization

Chinese painting often uses simple tones. The colorization of Chinese Shanshui painting
can be roughly divided into several main modes, such as light wash ink, light ocher, teal,
gold-and-teal. The light ocher Shanshui adds ochre and other colors on the light wash
ink, and often expresses the scene of autumn. The teal Shanshui is thinly applied azurite
and stone green. Gold-and-teal Shanshui is based on teal and depicts mountain profiles,
pavilions, colorful clouds, etc. with mud and gold.

We trained AI to learn the main coloring mode. Part of the results are shown in
Fig. 2.AI learned some rules of assigning colors to categories in Chinese painting, that
is, dividing objects in paintings into several categories and assigning one color to each
category.
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The use of color in both Chinese and Western paintings is beyond natural scenes,
and the colors in paintings are either lighter or stronger than reality. In human’s visual
cognition the outline and movement of objects occupy the more important positions
than color; but in human’s visual expression, color most directly carries the painter’s
emotions. This is also an important perspective for cross-cultural research of painting
AI.

Fig. 2. Experimental creations of colorization. Left column: hand-drawn draft created by Huiwen
Liu.Middle column: examples of main colorization modes. Top, light ocher. Middle, teal. Bottom,
gold-and-teal. Photo credit: internet public resources. Right column: outputs of painting AI.

4 Deconstruction and Reconstruction

The above experiments are all based on hand-draw drafts. In viewing, people grasp
the world and process it as a picture. A hand-draw draft is the person’s cognition,
construction, and visual representation of the world model. For AI, such a draft is the
given semanticmap that specifies the structure and elements of the image.AI still does not
have the ability to create imageswith high-level semantics based on its own observations.
This means that AI cannot complete creative painting independently.

To investigate deeply into the image consciousness of human painter, the study
observed how human deconstruct and reconstruct images between Chinese andWestern
paintings. We tried experimental creations in two ways: one is to change Dong Yuan’s
famous work “Sandbanks in the Cold Forest” into a Western landscape painting; the
other is to change Corot’s famous painting “The Scenery of Fontainebleau Forest” into
a Chinese Shanshui painting.

During deconstructing and reconstructing, the human painter extracted the key ele-
ments, such as mountains, sandbanks, trees, houses, and bridges from the original work
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and changed the Chinese vertical composition into a Western style composition which
emphasizing on the fixed-point perspective (see Fig. 3). The ground that appears erect
in the original work now is back to the level. The water surface in the near view and
the sky in the far view each occupies about one-third of the picture. The sandbanks in
the middle shot are the focus of the depiction. The trees on the left sandbanks break the
symmetry, so that the picture is no longer monotonous and repetitive. The colorization
way of impasto is also like the western landscape paintings. The bleak mood revealed
by the original work turns to bright.

Fig. 3. ChangeChinese Shanshui painting intoWestern landscape painting. Large picture: created
by Xinmiao Song. Small picture: Sandbanks in the Cold Forest created by Dong Yuan, Five
Dynasty. Photo credit: Japan Kurokawa Institute of Ancient Culture

When deconstructed the Western landscape painting “View of the Forest of
Fontainebleau”, the painter chose some elements in the original work and deleted the
figure and the details of close-up depictions (see Fig. 4). Composition that emphasizing
details and perspective changed into the composition of flat and far.

The new picture is sparse and open. The compositional units embedded to each
other in the original work now are relatively independent. In terms of colorization, the
oil painting impasto is changed to water ink lines and line strokes. The mountains and
trees are thickly inked, and the rocks are represented with strokes named “Axe-cut”.
Water is outlined with few curves, combining with the white space and light ink. Thus,
the sweet mood of the original picture is turned to plain and quiet.
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Fig. 4. ChangeWestern landscape painting intoChinese Shanshui painting. Large picture: created
byHuiwen Liu. Small picture:View of the Forest of Fontainebleau created by Camille Corot, 1830.
Photo credit: National Gallery of Art

Transcending the space at this moment with visual imagination has always been the
commongoal pursued by bothChinese andWestern painters. Chinese painters use scatter
perspective to construct flow scenes, andWestern painters use fixed-point perspective to
construct deep scenes. This is the third important perspective for cross-cultural research
of painting AI.

5 Conclusion

Through experimental creations, our main findings are as follows: First, in terms of
visual understanding, painting AI cannot create a new world model independently, and
needs to refer to the semantic map provided by human painter, such as manuscripts or
photographs. Second, in terms of visual expression, painting AI’s outputs of Western
landscape painting is more complete and better than that of Chinese Shanshui painting.
This means that on the one hand, AI has certain visual imitation capabilities; on the
other hand, AI does not have the ability of non-realistic representation. Third, as far
as visual imagination, the proven AI imagination comes from combining pre-existing
images, rather than deep foresight or serendipitous inspiration.

Jing Hao, the father of the majestic Shanshui style, once expressed his painting
thoughts in “Bi Fa Ji”: Taking the image and then extracting the truth. At present,
painting AI can take the image to some extent, but it may not extract the truth. Human
painters can create world model freely and express it in eitherWestern or Chinese styles.
The ability to transfer from concrete cognition to abstract concept and then to creative
practice is the advantage of human painter. Therefore, human-AI joint subject is the
more applicable subject for painting AI. It could be embedded in the heart flow of
human painter, embodied physically, emotional, and sensitive to cultural background,
which allow painting AI to retain its artistic origin and avoid from becoming a simple
technical system.
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The main research tasks from now to the future are as follows: 1) In terms of cross-
cultural computing theory for painting, to find more inclusive representation and com-
puting way for painting; 2) In terms of human-AI collaboration framework, to con-
struct embodied and self-supervised framework centered on the human-AI joint sub-
ject. Our goal is to build AI aesthetics which can make aesthetic decisions in a similar
taste as human, generate artworks extending creativity of human, and deepen aesthetic
experience [7]. The methodology of Human-AI collaboration will help us achieve this
object.
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Abstract. There are more and more previous works and mobile applications
related to the cases of gamification deign and augmented reality applied tomuseum
guide system. However, most of these studies only explored whether digital guide
systems can improve users’ learning effectiveness and attitudes, and seldom paid
attention to the interactive design aspects of guide systems in museum spaces.
Therefore, the objective of this study used a practical case of system prototyping,
invited 12 users to use this guide system integrating gamification and augmented
reality. After a set of behaviour coding analyses, this paper proposed and discussed
the interactive behaviour modes of this system, which can be used as references
for the development of museum guide systems.

Keywords: Mobile guide · Gamification · Augmented reality · Coding schema ·
Qualitative analysis

1 Introduction

The development andmaturity of digital technology andmobile devices have an obvious
influence on the way of museum guided tours. Technological tools can mediate visi-
tors’ experience with objects. Technology when used well they should disappear, letting
the narrative come forward or object speak for itself (Thomas et al. 1998). Handheld
museum guide tours dictate particular ways of navigating and experiencing a museum,
to the exclusion of other ways (Thom-Santelli et al. 2005). The mobile guide system is
mainly loaded on mobile devices which combine high portability with powerful com-
puter functions and allow visitors to choose their favourite exhibits at any time and any
place, so as to meet the needs of different visitors when selecting workshops. In addition,
in recent years, augmented reality (AR) technology hasmatured and started to be applied
in many different fields. There are more and more cases of introducing AR application
into museum guide experience. This kind of immersive visiting experience is different
from the traditional display mode, bringing novelty and participation to visitors, and
often becomes the highlight in the exhibition hall. AR has the advantage of combining
the virtual and real world. It can bring visitors in a three-dimensional environment to
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interact with objects that cannot actually be brought to the exhibition hall, cannot be
touched or need to be enlarged in real-time, prolong the stay time of visitors in front of
exhibits, and connect the knowledge that the museum wants to convey with the experi-
ence of visitors. It serves as a communication medium between the museum and visitors
(Ma et al. 2017).

The application of gamification mechanism in learning situations are also important
research topics. Sharma (2014) suggested that motivation and engagement are important
factors driving learning through the application of gamification concepts. Quinn (2000)
defined games as intrinsic motivation and interesting, which makes the potential cogni-
tive process easier to understand and think about. In the game-oriented teaching method,
computer games can arouse students’ learningmotivation because of their characteristics
of challenge, curiosity, and fantasy (Malone 1980). Most studies held that gamification
has a positive impact on learning (Lee and Hammer 2011; Simoes et al. 2013). In 2015,
the NewMedia Consortium (NMC) put forward some examples of gamification applied
to museums, and thought that this trend could enhance the audience’s exhibition experi-
ence, and also pointed out that how to enhance the creative experience process is a great
challenge for such tour design in the future (Johnson et al. 2015). The game system can
stimulate learners’ emotions and promote a better feeling and connection between peo-
ple and technology interfaces (Roy et al. 2009). Besides, the integrated use of interactive
technology and interactive design also involves the management of aesthetic experience
(Locher et al. 2010). To some extent, the viewpoint of interactive aesthetic management
can also provide considerable inspiration for how digital tools can be integrated and
applied to gamification activities.

2 Problem and Objective

As there are more and more literature and preliminary applications on the research
and case studies of the gamification concept and the application of AR techniques to
museum guides, the diversity and importance of this research topic are observed. The
vigorous development of museum education research in recent years, coupled with the
impact of new technologies and concepts of AR and gamification on the experience of
mobile guide service, museums, which play a vital role in social education, also try to
find a new social orientation in this new era and seek to make the influence of museums
penetrate the lives of the public. In addition, museum librarians or researchers also found
that the application of digital technology can attract the attention of visitors, increase the
diversity and interactivity of exhibitions, and improve exhibition satisfaction. In terms of
museum education and learning functions, museums have a more attractive effect than
static billboards and dynamic TV screen images. Through the display technology of
interactive digital technology, museums can provide more vivid and interesting learning
methods and entertainment effects, and digital technology has substantial effects on
enriching visitors’ experience in visiting museums.

At present, as there are more and more cases of the interactive mobile guide appli-
cation in museums, the application of designing the gamification concept in museum
education is also gaining popularity. However, most of these studies only discussed
whether digital guide systems can improve users’ learning effectiveness and attitude
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while paying little attention to the interactive design of guide systems. Therefore, this
study used a practical case of system prototyping, invited 12 subjects to use this guide
system integrating gamification and AR. After a set of behaviour coding analyses, this
paper discussed the interactive behaviour mode of this system, which can be used as a
design reference for the future development ofmuseumguide systems. This system com-
bines the concept of gamification, designs the museum guide service with the design of
gamificationmechanism and the adoption of game elements, and uses the new interactive
technology of AR to enrich the experience situation of museum guides.

3 Methodology and Steps

3.1 The Selection of Guide Contents

In the museum selection of experimental field, the Chinese Wooden Architecture Exhi-
bition Hall of the Ancient Mechanical Science and Technology Museum established by
Southern Taiwan University of Science and Technology in 2016 was adopted as the main
research field. The exhibits in the exhibition hall include the Dougong structure research
and physical component design, the restoration of five-story wooden pavilions and day
and night wheels, and the research and guide design of Song-style costumes. Two series
of exhibits, namely exhibition walls and physical objects, were selected as the direction,
which is the form of exhibits displayed in most museums. The contents of the exhibition
wall include “Timeline Wall”, which describes the life introduction of Sicheng Liang,
a puzzle solver of Chinese wooden architecture, as well as “Song Dynasty Costume”
with rich historical knowledge. The physical models include a 1: 3 Dougong model
describing the ten styles of Dougong in Yingzao Fashi (rules of architecture), and an
assembly experience model with high interaction of exhibits, “Dougong Instruction”.

Table 1. Museum guide exhibits list and introduction.

No Display form Exhibition
theme

Exhibition
introduction

Exhibition contents

1 Display planes Timeline Wall Introduction to the life
of Chinese wooden
architecture puzzle
solver Sicheng Liang

Sicheng Liang began
to study Yingzao
Fashi in 1930 and
completed the first
draft of Yingzao
Fashi Notes in 1963,
which made great
contributions to the
research and
protection of Chinese
traditional
architecture. See
Fig. 1a

(continued)
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Table 1. (continued)

No Display form Exhibition
theme

Exhibition
introduction

Exhibition contents

2 1:3 physical models Dougong
Group

1:3 Dougong
model-Yingzao Fashi
ten Dougong styles

Dougong is a symbol
of ancient Chinese
traditional
architecture and an
important element in
oriental architectural
structure. See Fig. 1b

3 Display planes Song Dynasty
Costume

Song dynasty
costume analysis

The clothing
characteristics of
officials in the Song
Dynasty are divided
into several main
parts: scarves, official
clothes, leather belts,
fish symbol, and
official shoes. See
Fig. 1c

4 1:6 DIY models Dougong
Instruction

Dougong mouth
assembly model

The Dougong mouth
continues the rule of
single Dougong,
which is a horizontal
one-way component.
If it needs to be
combined with
longitudinal
components, it needs
to add Huagong in the
longitudinal direction
to become a cross,
see Fig. 1d

The information and introduction of these four exhibits are sorted out in Table 1, and
the situation presented by the exhibits is shown in Fig. 1.

3.2 The System Mode of Augmented Reality and Gamification System Design

Mobile guides are an experience situation formed by the real environment and virtual
information. It can make visitors easily get exhibition-related information, search for
information and conform to visitors’ experience. In this study, the AR technology was
presented to cooperate with the guide system. Visitors use smartphones to scan physical
exhibits through the lens. When the system detects the corresponding pictures, digital
iconswill be augmented on the screen of smartphones to remindusers to click on the icons



190 Z.-R. Chen and Z.-Y. Chen

Fig. 1. Guide content exhibit. a. Timeline Wall; b. Dougong Settlement; c. Song Dynasty
Costumes; d. Dougong Instruction.

and watch the guide information. The guide system designed in this study is divided into
two modes. One is the guide mode. Users scan target exhibits through AR technology to
obtain relevant exhibit introduction information. The other is a gamificationmode. Users
can understand the interactive mode of each game level through task prompts. When
the corresponding exhibit is detected by a smartphone lens, the smartphone screen will
display the game button. By click the game button, users can play the game and complete
tasks.

Guide Mode. The guide mode of this system contains the initial screen at the begin-
ning of the application, previous story plot, related guide function keys, and augmented
reality guide content. The guide function icons include “task list” and “puzzle-solving
illustration”. The guide content can use augmented reality technology. When exhibits
are detected, the symbol “⊕” will appear. After clicking, the interface will display more
exhibit information. See Fig. 2.

Fig. 2. Guide mode interface design a. Initial screen b. Previous story plot; c. Task list icon; d.
Solving puzzles icon; e. Guide content icon detection and display.

Gamification Mode. In the gamification mode, when scanning exhibits with smart-
phone lenses throughAR technology, a symbol of game buttonwill appear. After clicking
the symbol, users will enter the game task, which includes game task plot description,
game task description, and game result reply. Figure 3 takes “Timeline Wall” as an
example. When the user enters the game mode, a game task plot description will appear
to guide the user into the game situation and explain the game progress mode according
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to the game task. Finally, the system judges whether the game passes or not, and gives
a reply. If the task is successfully completed, it will be rewarded and the game will be
ended. If the answer is wrong, you can choose to return to the game task page to continue
challenging or end the game.

Fig. 3. Game interface of timeline wall

3.3 Coding System of Using Behavior

This study used AR technology and gamification concept to complete a prototype of an
interactive mobile guide system. The purpose of this study was to understand how users
use this guide system, and to observe and examine whether this system is usable through
user behavior analysis, and to apply it to museum guides. Therefore, this step proposed
a guide system behavior coding schema as the basis for analysis. This coding schema
is referred to the coding system proposed by Chang et al. (2014) for the mobile guide
system for art museum painting appreciation combined with AR. The topic of this study
was the design purpose of a guide system applying AR and gamification. Therefore, see
Table 2 for the codes of extended guide and gamification mode function operation.

Table 2. The code schema of augmented reality and gamification guide system behavior.

Code Behavior of subjects Behavior classification

A1 Look, observe, and focus on an exhibit
(more than 5 s)

Human-situation (exhibits)
interaction

A2 Browse an exhibit roughly (less than 5
s)

A3 Touch and interact with the physical
exhibits (assemble the bucket arch)

B1 Operating mobile device Human-computer (device)
interaction

(continued)
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Table 2. (continued)

Code Behavior of subjects Behavior classification

B1-navi-1 Use the guide function keys (open the
task list, open the puzzle guide)

B1-navi-2 Use guide content (click/close AR
guide content)

B1-game-1 Use the game function keys (turn on
the game button and turn off the game
mode)

B1-game-2 Use the game task keys (perform game
tasks, select/drag/pair objects)

B1-game-3 Use the game completion key (confirm
the completion of the game task and
judge whether it passes or not)

B2 B2-game Read and listen to the guide content
(exhibit information)

B2-game Read and listen to the game content
(level task plot, level description)

B3 Operate the image recognition
function of the mobile device camera
(AR detection and recognition)

C1 Seek help from the exhibition servicer Human-human interaction

D1 Walk/Move

D2 D2-1 Other acts
View other exhibits (view non-target
exhibits)

D2–2 Watch the introduction of the main
venue in the exhibition hall (instead of
the introduction of a certain exhibit)

4 The Results of Behaviour Analysis

This system was designed to guide users to visit museums, first observe and focus on
the exhibits in the museum in the actual environment, then know the contents of the
exhibits through the task list and puzzle-solving illustrations, and turn on AR to detect
and identify exhibits. Then, guide content was used to read and listen to the guide
information of relevant exhibits. After completing the guide mode stage, users may
go back to AR to detect the situation, open the game function key to enter the game
mode, start the game task level, read and listen to the game content, use the game button
to select objects, drag objects or assemble teaching aids according to the game task
content, and finally press the game completion button to judge whether they pass the
game or not. fter analyzing these four exhibits through the behavior code schema, two
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user behavior patterns were obtained. One is for users in the process of game mode.
There is the behavior pattern which did not touch the exhibits. The exhibits of Timeline
Wall,DougongGroup, SongDynastyCostume are all of this category. The other behavior
mode that user touched the exhibits. The exhibits of Dougong Instruction is this category.
Because in the game process, the physical model needs to be assembled before it would
be detected and identified by the mobile device, and the game task would be passed after
it was confirmed to be correct, so the game behavior will increase the behavior mode of
touching and interacting with the physical exhibits (A3).

5 Conclusion

In this study, the design of the game-based guide system considered the interac-
tive forms of different exhibits. It can be divided into two types of game lev-
els: Human-situation/exhibitions interaction and human-computer/device interaction.
Through behavioral coding analysis, the use of device and the use behavior of the game
process interacting with exhibits were divided into two behavior patterns, and a prelimi-
narymodelwas put forward for developing amuseummobile guide systemof augmented
reality and gamification design. The behavior of its framework includes that users will
browse the physical exhibits first, use the guide mode of the mobile guide system to
watch the guide content of this exhibit, and finally enter the game mode to complete the
game task developed for this exhibit. Please refer to Fig. 6 for detailed behavior flow,
and this model can be used as a design reference for system developers to design an
augmented reality and gamification system of museum guides in the future.

Fig. 6. Preliminary design model of augmented reality and gamification applied to museum
mobile guide.

According to the user test, this study collated three aspects for discussion, including
the suggestion of applying AR to guide system, the suggestion of applying gamification
to the interface of AR guide system, and the suggestion of game content design, which
are explained as follows:

• Application of AR to guide system: In the interview part of the subjects, it is difficult
for subjects to eliminate the problems encountered during detection, so researchers
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should help them deal with them. It is suggested that the information of detection
points of each exhibit should be displayed on the map of the guide system, or photos
or icons of correct detection should be added in the guide system, which can reduce
the detection problems encountered by users during the guide.

• Gamification application for the interface of AR guide system: The test results showed
that because the subjects need to use smartphones to detect, their concentration will
be scattered between the smartphones and exhibits, and the text introduction on the
guide system is less thoughtful to read. It is suggested that the text should be presented
in the form of voice or animation, which will make it easier for visitors to enter the
situation when experiencing the exhibition.

• Game content design: Subjects prefer game content with high feedback, such as the
game tasks of “Dougong Textbook” and “Song Dynasty Costume”. The interactive
mode of hands-on operation and pairing can give the subjects fun in the guide process,
but the subjects deemed that the way of asking questions and finding parts is boring.
It is suggested that the interactive mode with high feedback and easy understanding
should be better when designing games so that visitors can have a good interactive
experience when experiencing the exhibition.

• Future studies: In order to know whether the usage mode provided by the design of
the game-based guide system in this study can meet the actual use of visitors and
whether we can get information from this guide system combining augmented reality
and gamification, future research can invite subjects to use this game-based guide
system. Pre-test and post-test can be adopted to detect the learning effect of users.
Future research can also investigate the usability of users in the operating system
to further understand the design model of the guide mobile application developed
by gamification thinking and AR proposed in this study, and its suitability for use
behavior and applications in museum guides.
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Abstract. By analyzing the development status of cultural and creative products
of museums in China, this paper puts forward a set of theoretical framework that
accords with national conditions and conforms to the growth power of cultural and
creative products of museums. Based on the new growth theory, this paper applies
it to the research on the power of cultural and creative products in museums. By
comparing two excellent cultural and creative product design cases – the Palace
Museum and the British Museum, this paper analyzes the development mode of
their existing cultural and creative products in China, and verifies whether the
theoretical framework of the hypothesis is practical. This study compares the
advantages and disadvantages of the Palace Museum and the British Museum in
terms of the growth power of cultural and creative products, and holds that the
theoretical framework of the growth power of cultural and creative products of
museums has certain feasibility, hoping to bring reference and learning value to
museums in other provinces.

Keywords: Cultural and creative product power · Theoretical framework · New
growth theory · Comparative study

1 Introduction

For now, the development of the museum itself is limited. The most critical limiting
factor is the shortage of funds [1]. Since 2008, museums and memorial halls across
the country have been open to the public for free. Now the era of “Internet Plus” has
arrived, and 2020 is the first year of the birth of “5G”. Cultural and creative products
seem to embrace unprecedented new opportunities. The development of cultural and
creative products of museums is no longer limited to the sales of physical cultural and
creative shops, but begins to cooperate with newmedia to innovate and cooperate. Online
marketing mode has become the main camp of museum development.

2 The Theoretical Framework of the Growth Power of Museum
Cultural and Creative Products

2.1 The Basic Meaning of the New Growth Theory

New growth theory is a branch of economics that addresses the root causes of growth.
In his book “Design and the Creation of Value”, John Heskett has combed through the
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interpretation and refinement of the concept of the “new growth theory” by economists
at various stages. The extended model of the theory produces innovation in three direc-
tions based on innovation strategy, namely product innovation, process innovation and
transaction innovation. Innovation in these three directions is essential for growth, as
is the growth power of cultural and creative products. Especially at present, cultural
and creative products of museums are on the rise. It is of certain reference value to put
forward a set of theoretical framework suitable for the growth of cultural and creative
products of museums.

2.2 The Basic Meaning of the New Growth Theory

As shown in Figs. 1 and 2, on the basis of the new growth theory, we are going to product
innovation, process innovation, transaction innovation is applied to the museum on the
research of product creation, the “product innovation” corresponding “cultural and cre-
ative product innovation”, “technological innovation” corresponding to the “technolog-
ical innovation” and “Marketing model innovation” corresponding “marketing model
innovation”, The three innovations constitute the basic theoretical framework of the
growth power of museum cultural and creative products.

Fig. 1. The evolution of the corresponding relationship among the three innovations of the new
growth theory

1. First of all, the most important thing in museum cultural and creative product design
is the innovation of the concept of cultural and creative product itself, and excellent
cultural and creative product innovation should conform to the following points:

– Make full use of the museum’s historical and cultural resources. Museums are
not short of rich historical and cultural resources, and each museum has its own
regional cultural characteristics. Therefore, every object displayed in themuseum
may become a source of inspiration for designers, but the design team should
step by step when extracting creative elements. We can start from the “treasure
of the museum” that consumers are familiar with, and analyze its shape, pattern,
function and other multidimensional exploration.

– Dig deep into the history behind the museum. Visitors to museums follow the
guides to discover the stories behind their artifacts, not just skim them. In contrast,
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as a design team, it should be more like this, simply copying the patterns of
cultural relics is only superficial. In-depth excavation of cultural relics, more than
curators and other senior people to exchange and understand the historical figures,
customs and habits or anecdotes of that period, these will become exclusive
creative resources in the hands of the design team [2].

– Design practical products in line with modern aesthetics. Cultural and creative
products are always for the use of consumers and need to meet their aesthetic
standards. This is illustrated by the revival of Chinese fad, which applies local
Chinese culture to trendy brands and cutting-edge technology to achieve cross-
border collaboration. Shan Jixiang, director of the Palace Museum, has stressed
more than once that “cultural creation of the PalaceMuseum should be combined
with the needs of the people” and “cultural creation should care about society and
the people”. No matter how precious cultural relics are, they are also preserved
for people. No matter how gorgeous the culture is, it is also created for people.
Therefore, the Palace Museum launched cultural and creative products, requiring
a combination of functionality, practicality and culture.

2. Secondly, a good design scheme of cultural and creative products needs appropriate
technology to present, so excellent technological innovation should conform to the
following points:

– A combination of various processes. The final landing molding of cultural and
creative products needs the cooperation of various technologies. In many cases,
artisans are required to follow up the production process of cultural and creative
products in order to highlight the special technology of cultural and creative
products and restore the true appearance of techniques and techniques. It also
needs modern mature technology to support and ensure product quality.

– Immersive technology experiences. Immersive experiences were initially used in
3D films, but have since expanded to games, exhibitions, restaurants and hotels.
According to the 2020 White Paper on the Development of China’s immersion
Industry, the total output value of China’s immersion industry reached 4.82 billion
yuan in 2019. In recent years, the cultural industry has also embraced immersive
experiences. On December 29, 2019, The Confucius Temple Scenic Area, in
collaboration with Tencent, launched an immersive experience of traditional cul-
ture, attracting many visitors with its unique pavilion design. Then the collision
between museum cultural and creative industry and immersive experience will
be wonderful.

3. Finally, excellent cultural and creative products need the cooperation of multiple
marketing modes. New media in the era of “Internet plus” provides strong back-
ground support for cultural and creative industries, and excellent marketing mode
innovation should conform to the following points:

– Propaganda and education platform. If any product wants to sell well, the direct
listing will certainly fail to achieve the expected effect, and the same is true for
cultural and creative products. In the early stage of the official launch, cultural



Comparative Study on the Growth Power of Cultural 199

and creative products need large-scale platform publicity, such as online Wechat
public account push, offline shopping malls and subway advertising space, etc.
It is worth mentioning that, different from the cold marketing methods of other
commercial products, the publicity of cultural and creative products can be com-
bined with the regional cultural background to achieve the publicity effect of
cultural and creative products while spreading history and culture [3].

– Preheat the platform before sales. When the publicity effect of cultural and cre-
ative products reaches the expected, it will be immediately upgraded to the prod-
uct warm-up stage. Here have to mention Taobao double eleven preheating, one
month in advance of the preheating period can be seen everywhere. The preheat-
ing of cultural and creative products can learn from Taobao and other platforms,
but can not be scripted. The preheating of cultural and creative products only
needs to be targeted at the youth groups mentioned above, and can be preheated
through their frequently used apps, such as Taobao home page, Wechat video
number, Tik Tok, Kwai, RED and other popular apps.

– Product sales platform. After two stages of publicity and education and pre-
sale warm-up, we are fully prepared for the preliminary work of improving the
strength of cultural and creative products power. In the initial stage, cultural and
creative products of the museum can be sold on designated authorized platforms
or transferred to designated platforms through links from other platforms. On
the one hand, large e-commerce platforms have wide traffic and high consumer
recognition; On the other hand, the museum can save the investment cost, so that
the investment capital can be quickly recovered. In the mature stage, when the
museum has sufficient liquidity, the museum can consider establishing its own
official e-commerce platform to create a big-name IP culture.

– Interactive feedback platform. In the era of “Internet plus”, the museum estab-
lishes an interactive feedback platform to interact with users in a timely manner
and select high-quality user feedback [4]. Consumers’ feedback on the use of

Fig. 2. The theoretical framework of the growth power of museum cultural and creative products
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products can be said to be an important factor in the success or failure of prod-
ucts. Good feedback is the affirmation of cultural creation and design. Of course,
there is no need to be discouraged by bad feedback.

3 Demonstration and Analysis of Excellent Museum Cultural
and Creative Products Power

3.1 Cultural and Creative Product Innovation

China’s youth group is a large and main consumer group, and the Palace Museum is
the main consumer object. The Palace Museum is China’s largest museum of ancient
culture and art, mainly collecting cultural relics and treasures from the Ming and Qing
dynasties. The unique advantages make it no problem for the PalaceMuseum to innovate
cultural and creative products. Take the Palace Museum’s Taobao as an example. Its
Tmall flagship store mainly sells cultural and creative products of the Palace Museum.
As shown in Fig. 3, the serious and dignified historical figures in the Ming and Qing
Dynasties of the Forbidden City are “made cute”. The royal cat and dog in the palace
are “anthropomorphized”, with an official hat on top of her head and a neon dress on her
body, which poked at the adorable point of consumers [5]. The Palace Museum is rich
in historical and cultural resources, which can be described as a source of inspiration
for cultural and creative design. It is necessary to make full use of the precious cultural
heritage resources to enhance the power of cultural and creative products.

Fig. 3. Cultural and creative products of the Palace Museum taobao flagship store

Compared with the British Museum, although the main reason for its entry into
the Tmall flagship store is that the British Museum cannot sustain itself with the funds
allocated by the British government, its development in the Chinese cultural and cre-
ative market is unequivocal. Flagship store in the British museum as an example, the
store mainly selected the gaia Anderson cat bronze statue, Rosetta stone, Louis chess
series, “fu yue thirty-six views” surf in kanagawa hokusai woodcut printmaking etc.
Characteristics of coloured drawing or pattern of classical cultural relics as the main
text and the development of object, and considering the beautiful sex and practicability
of the product. As shown in Fig. 4, the element of the Bronze statue of Gaia Anderson
cat is “adorable” into a series of derivatives: practical products such as mobile phone
stand, shawl blanket, arm-warm pillow and U-shaped pillow, etc. Fun products such as
weather bottles, stickers, key chains and trinkets are designed to match the shape of gaia
Anderson.
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China’s youth group is a large and main consumer group, and the Palace Museum
is the main consumer object. The Palace Museum is China’s largest museum of ancient
culture and art, mainly collecting cultural relics and treasures from the Ming and Qing
dynasties. The unique advantages make it no problem for the PalaceMuseum to innovate
cultural and creative products. Take the Palace Museum’s Taobao as an example. Its
Tmall flagship store mainly sells cultural and creative products of the Palace Museum.
As shown in Fig. 4, the serious and dignified historical figures in the Ming and Qing
Dynasties of the Forbidden City are “made cute”. The royal cat and dog in the palace
are “anthropomorphized”, with an official hat on top of her head and a neon dress on
her body, which poked at the adorable point of consumers. The Palace Museum is rich
in historical and cultural resources, which can be described as a source of inspiration
for cultural and creative design. It is necessary to make full use of the precious cultural
heritage resources to enhance the power of cultural and creative products.

Fig. 4. Cultural and creative products featuring Gaia Anderson cat (photo from Tmall flagship
store)

3.2 Technological Innovation

A product from the creative to the final landing, the quality of the process is a key factor
in the presentation of high-quality cultural and creative products. Taking the embroidery
calendar of the Palace Museum’s flagship Store on Taobao as an example, the designer
carefully selected more than 300 woven and embroidered cultural relics from the Palace
Museum according to the seasons for the creative design of the calendar. As shown
in Fig. 5, the embroidery calendar covers the combination of handicrafts and a variety
of modern handicrafts, and is interpreted from the perspectives of patterns, colors and
materials, fully demonstrating the beauty of the embroidery relics in the PalaceMuseum.

The British Museum has also launched an element calendar for 2021. As shown in
Fig. 6, the Shell of the Rosetta Stone contains twelve themes, each of which represents
a theme. Compared with the Palace Museum’s taobao embroidered calendar, the British
Museum’s calendar is a little less creative, but its high-quality texture can be seen in the
printing process.
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Fig. 5. Embroidery calendar (photo from Tmall flagship store)

Fig. 6. 2021 collection elements annual calendar (photo from Tmall flagship store)

3.3 Marketing Model Innovation

In domestic drama “the new, the Forbidden City,” as an example, the national Palace
Museum in addition to the joint Beijing television, also combined the headlines today
launched the vote of innovative products, as long as a majority reach a certain audience
can immediately on a new, so on the one hand, enhance the participation of the audience,
on the other hand, ensures that the purchasing power of the new arrival. However, con-
sidering that the British Museum is a foreign culture, it is not easy to enter the Chinese
market. It is one of the strategies to seek strategic partners to authorize its IP in the
Chinese market, and high-quality joint cooperation can enable the British Museum to
quickly obtain economic benefits. “Egyptian Culture” makeup series is the first collabo-
ration between the British Museum and Chinese beauty makeup. The packaging design
of one powder cake even won the German Red Dot Design Award. Its brand effect, star
endorsement, design award and traffic platform publicity are all factors contributing to
the success of this product, and it also achieves good sales volume every month.
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4 Conclusion

The development of cultural and creative products of museums in China is still in its
infancy, so many researchers or practitioners are constantly trying to promote the devel-
opment of cultural and creative industry of museums in a faster and better way. Based on
the three aspects of cultural and creative product innovation, technological innovation
and marketing model innovation, this paper deeply analyzes the cultural and creative
product strength of the Palace Museum and the British Museum, and explores whether
their advantages conform to the theoretical framework set, and whether their disad-
vantages do not follow the theoretical framework set. Finally, it is concluded that the
development of museum cultural and creative products needs to combine new ideas, new
technology and new marketing mode to create a competitive model that can adapt to
the development of The Times and improve the power of museum cultural and creative
products. This paper hopes to bring some reference and inspiration to the develop-
ment of cultural and creative products in museums around China through research and
demonstration of the theoretical framework.
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Abstract. We present an interface for creating art using tools from arti-
ficial intelligence and artificial life. The interface is tested and validated,
through an online experiment with the aim of investigating how AI algo-
rithms can be used for enabling humans - able or disabled - to express
their artistic creativity. The interface uses evolutionary algorithms to
generate images and videos of life-like patterns of pixels, based on rules
describing local updates for cellular automata. Participants were asked
to select a sequence of rules, either randomly generated (control group)
or assisted by an interactive evolutionary algorithm which takes into
account the participant’s previous choices (test group). Our results show
a significantly higher satisfaction of the test group with a significance
level of 95% and a power of 82%. Finally, we also discuss the usefulness
of such an interface for people with disabilities and limitations.

Keywords: Human-computer interface · Artificial life art · Cellular
automata · Interactive evolution · Creative universal design

1 Introduction

Scientists and artists share one common ideal trait, being creative. As both must
be able to come up with their own original concepts, they should have the ability
to push boundaries to pursue greater knowledge and creativity. But what could
possibly happen when science meets arts?

Some authors already talked about artificial life in art in the late 90s (Ascott
1993; Rinaldo 1998). Mitchell Whitelaw has provided an elaborated inspection
of the emergence of artificial life art by undertaking an extensive study through
a book called Metacreation: Art and Artificial Life (Whitelaw 2004), which was
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released in 2004. According to Whitelaw, “Artificial life (or ALife) is a young,
interdisciplinary scientific field concerned with the creation and study of artifi-
cial systems that mimic or manifest the properties of living systems”. Artificial
life, over the years has been found quite engaging and people were fascinated
especially with the none-player game called Game of Life (Berlekamp et al. 2004)
created by the British mathematician John H. Conway. Since then, ALife inspired
other studies focusing on a deeper perspective of what life is, how it functions
and how it could be created in artificial systems. However, Whitelaw in his book
was able to show how ALife could as well be stretched out to other fields, such as
in the arts. Hence, artists could create some artworks where interaction between
technology and the study of life is achievable.

Originally, the term artificial life was introduced by Christopher Langton, an
American computer scientist considered one of the founder of the said field in
the late 80s. According to Langton, artificial life is “the study of natural life,
where nature is understood to include rather than to exclude, human beings
and their artifacts” (Langton 1986). It is said to be a multidisciplinary field of
research including computer scientists, philosophers, biologists, engineers, math-
ematicians, and artists among the many others. This paper aims to investigate a
simulated artificial life environment where interactive evolution can be used as a
tool for supporting the universal design for art creation. Through our online plat-
form inspired by MergeLife1, we aim at providing a possibility for art creation
and understanding the process of human creativity, regardless of humans’ dis-
abilities and limitations, following equitable use principle from universal design.

In Sect. 2 we present the methodology and describe the experiment as well
as how the interface is implemented (front end and back end). Section 3 includes
the main results, and their statistical analysis and Sect. 4 concludes this article.

2 Methodology and Experimental Design

2.1 Evolutionary Algorithms for Artificial Life

One of the most significant models for investigating Artificial Life are cellular
automata (CA) (Dorin 2014). A CA consists of a grid of cells with their internal
states, which are updated based on their current state and that of the closest
neighbors. In our experiment the cells are the pixels of an image and the CA
rule governs how the color of each pixel evolves in time. Modern extensions to
the simple elementary CA are so-called neural CA (Mordvintsev et al. 2020;
Nichele et al. 2017; Variengien et al. 2021), where CA rules are replaced by a
neural network, and Lenia (Chan 2020), a continuous CA capable of producing
self-organizing life-like designs.

In this paper, we use a framework inspired by MergeLife (Heaton 2019), which
allows to produce full color dynamic animations based on the aesthetic speci-
fications by the users through an evolutionary algorithm, a bio-inspired algo-
rithm that mimics the process of evolution by natural selection (Darwin 1859).

1 https://github.com/jeffheaton/mergelife.

https://github.com/jeffheaton/mergelife
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Fig. 1. Sketch of the experimental design for testing the HCI for artificial life art.

In particular, MergeLife CA are encoded as simple 16-byte update rules that are
graphically rendered and selected through a fitness function which incorporates
aesthetic guidelines from a user.

2.2 Experimental Setup

Each participant is exposed to a sequence of selections which may - or may not -
appear aesthetically pleasing to the users. The sequence of selections is prepared
in two different ways depending if the participant belongs to the control or to
the test group. In the control group, the users will be provided with a sequence
of randomly generated MergeLife rules producing life-like CA art where their
choice will not influence the random generation. In the test group, participant’s
choices will be used through an interactive evolutionary algorithm to recombine
the life-like CA rules and produce similar “offspring” in the next iteration. An
overview of the experimental design is given in Fig. 1.

We have recruited a total of 28 participants, each one performing the exper-
iment for both the control and the test group. The participants were in the age
range 25–45 years old, mainly from an academic institution (Oslo Metropolitan
University). All ethical requirements were approved by the Norwegian center
of data protection Norsk Senter for Forskningsdata (NSD) under the applica-
tion with reference number 885778. Prospective participants are directed to a
consent form through where additional information such as the purpose of this
experiment is introduced. Their names and email addresses have been asked for
contacting purposes, only, and deleted after the data collection period. Figure 1
shows the experimental design used in this study.

The two experiments consist of the control and test group which are illus-
trated in Figs. 2a and 2b respectively.
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Fig. 2. Initial set of images, from which participants select two out of eight to evolve
into a new set of images (see text). (Top) First part of the online experiment in the
online interface (control group). (Bottom) Second part of the experiment (test group).

2.3 Implementation of the Experimental Interface

The interface is accessed online by the participants using their preferred browser.
A short instruction will be shown, explaining how the experiment will be con-
ducted. The 15 participants out of the total 28 started with the control group
followed by the test group experiment. While the rest of the 13 participants
started with the test group being followed by the control group experiment.
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In the initial step of our online platform, the update rules are set randomly by
generating hexadecimal rules consisting of 8 sub-rules. These rules correspond
to random MergeLife update rules (16-byte digits derived directly from their
hexadecimal strings).

At each step, participants are asked to select two, out of eight, real-time
executions of MergeLife CA rules, according to their aesthetical evaluation. Ten
subsequent sets of eight MergeLife CA will be provided, either randomly (control
group) or following the evolutionary algorithm (test group).

For the control group, the CA rules are applied randomly. For the test group,
MergeLife update rules will combine crossovers and mutations of the two rules
generating the selected executions. In other words, one generates new executions,
which are somewhow “offsprings” of the previous ones, produced by recombina-
tion of the previous rules. The selected parents are always shown in the next
iteration. For more information on the mutation and crossover operations, please
refer to the original work describing the implementation of MergeLife (Heaton
2019).

The canvas size that refers to each box containing its corresponding MergeLife
update rule has a width and height of 250 cells. Such resolution, together with the
usage of 8 of them at each step is motivated by the typical screen’s compatibility.
We want all the 8 canvases to be visible right away without using the scroll bars
for the ease of the participants, requiring them only with less physical effort in
using the mouse or the mousepad. In addition, we want all the MergeLife update
rules’ executions to be seen at the same time, while scrolling up or down will
make the participants miss some of these canvases.

2.4 Follow-Up Questionnaire

A short online survey follows each one of the two experiments where participants
are required to input their answers from this questionnaire:

Q1 Concerning the last set of images, how satisfied are you with your artwork’s
final result? Possible answers: (++) Very satisfied; (+) Satisfied; (0) Neutral;
(−) Not so satisfied; (−−) Not satisfied at all.

Q2 How much do you feel that your selections influenced the process of selecting
the sequence of images? Possible answers: (++) Strong positive influence; (+)
Weak positive influence; (0) No influence; (−) Weak negative influence; (−−)
Strong negative influence.

Q3 Concerning the last set of images, please select from the following charac-
teristics THE ONE that best describes your artwork’s final result. Possible
answers: (i) Still images; (ii) Geometric images; (iii) Random images; (iv)
Periodic or repeating patterns; (v) Lifelike patterns or shapes.

Questions Q1 and Q2 are quantitatively mapped into a score scale from 1
(lowest class) to 5 (highest class) to carry out power analysis and hypothesis
testing.
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3 Results and Discussion

Our test hypothesis is that the average score μt of the test group for questions Q1
and Q2 together is significantly higher than the average score μc for the control
group. The null hypothesis is μt = μc. To better quantify these claims we carry
out a power analysis (Schellenberg et al. 2021) of our results. The overall results
are given in Table 1 and Fig. 3.

From the values of the means and standard deviations for both groups in
Table 1, we can estimate the effect size D as

D =
|μc − μt|

σ̃
, (1)

where σ̃ is the pooled standard deviation, σ̃ =
√

(σ2
c + σ2

t )/2. From power anal-
ysis standards, the value D = 0.62 of the obtained effect size points towards
rejection of the null hypothesis. Indeed, assuming Z-scores with a significance
level of 1 − α = 0.95 and a power of 1 − β = 0.8, a minimum sample size in each
group should be

N ∼ (Zα + Z1−β)2

D2
� 17 . (2)

Moreover, introducing in Eq. (2) N = 28 and fixing a significance level of 95%,
yields a power Z-score of Z1−β , i.e. a power of 1 − β = 0.82.

Figure 3 shows the comparison of the control and test group’s short survey
scores from the 28 participants being presented in the two box plots where the
first one on the left shows the average scores of the control and test group’s
question 1 and 2 while on the right shows the separate scores for each question
1 and 2 for the control and test group.

For question 3 comparison, the control group which has been provided with
random images or random MergeLife update rules, a total of 3 out of the 28
participants chose the one that best describes their artwork’s final result is with
“Random images” and the majority answered that it’s like “Lifelike patterns
or shapes” with a total number of 9 participants. Since the MergeLife update
rules are like animated images which start with a different color, pattern, shape,
size and then evolve after a few seconds, thus, most participants might have

Table 1. Results of the online experiment (questions Q1 and Q2) for 28 participants.

Control group Test group

Mean μc = 6.11 μt = 8

Stand. dev. σc = 3.47 σt = 2.67

Pooled stand. dev. σ̃ 3.07

Effect size D [Eq. (1)] 0.62

Sample size for α = 0.05, 1 − β = 0.8 [Eq. (2)] 17

Power for α = 0.05 and N = 28 participants 0.82
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Fig. 3. Short survey of questions Q1 and Q2, comparing control and test groups. (Left)
The sum of the scores of both questions. (Right) The score of each question separately.

interpreted these images as lifelike patterns or shapes. In the test group, the total
number of participants who chose the characteristic “Lifelike patterns or shapes”
is higher compare with the control group, with a total number of 10. There is
also a total of 10 participants under the test group that perceived that their final
artwork’s result is with “Periodic or repeating patterns” simply because under
this group, crossovers and mutations of their selected images would be provided,
thus, the similarities of these said images are present.

4 Conclusions

We presented the results of an online experiment to test how evolutionary algo-
rithms can help to assist humans in artistic expressions through combinations
of images according to their preferences. From a total of 28 participants, the
results reject our null hypothesis up to a confidence level of 95% and a power of
82%, having an effect size of D = 0.62.

While showing such promising results, our framework can serve as a bench-
mark to future developments towards interfaces for artists with special needs.

Acknowledgements. Authors acknowledge all students and employees at Oslo
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Abstract. In the post pandemic era, both design and design curation pay con-
siderable attention on UN sustainable goals due to the social and environmental
crisis. Based on the analyzing on nearly hundred exhibitions before and after the
pandemic, this article concluded trends, methodologies and models for curatorial
actives responding to emergencies and massive challenges of this era. Firstly, the
author proposes the layer-cake model as the foundation of the curation. Secondly,
the trends of the exhibition theme were concluded according to the analyze of
typical sixty-six design exhibitions. Thirdly, the author innovates seven models of
curatorial approaches dealing with uncertainty of the crisis age. The aim of this
article is to draw attention of the necessity to bring up innovative and dynamic
methods in face of the special era in both design and curatorial dialogue.

Keywords: Post-epidemic era · Design curation · Sustainability ·
Methodological model

1 Introduction

The 17 Sustainable Development Goals (SDGs) set by the United Nations in 2015 are a
milestone of theworld’s development and environmental issues. Compared to the several
rounds of relatively independent elements of goals set by the UN before, the goals of
SDGs are interdependent with each other. Especially after the epidemic, a new wave
of advancement and implementation of sustainability issues has been launched by all
stakeholders in society, no exception with the field of design exhibition curation. The
high frequency curatorial terms in the post-epidemic era are “restoration”, “ecology”,
“margin”, “community with a shared future of mankind” etc., as with the theme of the
59th Venice Biennale of Art, “The Milk of Dreams”. Based on the analysis of nearly
100 design exhibitions, this paper, firstly, proposes the method of building value model
of design exhibitions as the preparation of design curation. Secondly, it summarizes the
trend of the themes of design exhibitions. Thirdly, it concludes s as well as innovates a
new model of design curatorial methods.

2 Layer-Cake Model for Design Exhibition

To begin with, the author proposes the “Layer-cake Design Curatorial Value Model” in
response to the complex and non-linear development in the social crisis context after

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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the epidemic. This model superimposes diverse layers of aspects to form the necessity
and value of design exhibitions. On the one hand, the exhibition is the result of the
overlapped layer-cake. On the other hand, the exhibition has reflection and suggestive
effect on different layers. This model is based on the “layer-cake method”, or “suitability
analysis”, which was coined by Ian McHarg, the father of ecological design. Originated
in the 1960s, it is mainly applied in the field of landscape architecture. The value of
this model is that different disciplines are integrated and discussed together to lead to
the final design solution for the first time visually and spatially, involving layers such as
hydrology, topography, biodiversity, etc.

As the model applies to design curation, different layers in the era interwove the
background and foundation of the curation, which could consist of current social issues,
economic issues, political environment, climate issues, pioneering technologies, site
conditions, etc. Taking the present time as an example, factors listed in the layer-cake
could be prominent social issues such as hunger, unstable educational conditions, rising
inequality; economic downturn and prevalence of local protectionism; increased efforts
to control carbon emissions and encouragement of employing new energy; frequent
occurrence of extreme climate. One exhibition may cut one slice of the cake vertically,
thick or thin, as the foundation. The layers should not less than five, nor the slice too thick.
Otherwise, the effect of the layer-cake will not be achieved to generate a comprehensive
enough model as the foundation of the exhibition.

The model could generate the following forms in design curation. First, curators
arise from different fields. For instance, the 23rd Milan Triennale in 2022, “Unknown
unknowns-an introduction to mysteries”, will be curated by astrophysicist Ersilia Vaudo
from the European Space Agency. Secondly, the exhibitions echo with important con-
ferences. TheWorld Economic Forum in Davos was held in conjunction with the design
triennial “Nature”, and exhibition “TheAge ofWaste” responded COP26. Finally, muse-
ums and institutions from various fields collaborates. A case is that the London Design
Museum’s national net-zero emissions research programme, namely the Future Obser-
vatory, works with the UK government’s department of Business, Energy and Industrial
Strategy, department of the Arts and Humanities Research Council, and the department
of UKResearch and Innovation. The project focuses onmoving towards a net-zero emis-
sions future, bringing design research to scenarios as a catalyst, linking it to industry
development as well as policy to have a greater impact on the challenges facing the UK.

3 Trends in Curatorial Themes of the Design Exhibitions

In the last decades, design has completely transcended its initial role to become a tactical
response to social challenges at different scales [1]. Design as an attitude in response
to emergencies has become a consensus. As Alice Rawsthorn, former director of the
Design Museum in London, has used design curation to respond to an era of intense
economic, political, and ecological instability [2]. Similarly, GustavMetzger, the former
curator of Extinction Marathon of Serpentine Gallery, believed that artists and designers
should create works that addresses the urgent dangers the society faced with [3]. Good
contemporary design is about connection, empathy, anticipation, and projection of the
real world [4], where both the live and the unlive are Hyper-Objects, leveraging in
complex networks.
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Based on the research and summary of the important design exhibition institutions
till 2022, this paper finds shifts and trends in curatorial themes of the design exhibi-
tion. The study samples are drawn from 66 exhibitions at seven design museums that
have thrived since 2010, including the Design Museum in London, the Cooper Hewitt
Design Museum, MOMA, V&A, V&A Dundee, Het Nieuwe Instituut(HNI), and Z33
(see Table 1). Around 2010, there was a proliferation of design museums and exhi-
bitions with disruptive influence, growing as with the establishment or restructure of
several design galleries and museums. In 2008, exhibition “Design and Elastic Mind”
opened in MOMA, expanded the meaning of design to the resilient, elastic, socially
responsible and futuristic one. Around 2010, Z33 gallery began to take technology, fic-
tion, fabrication, nature, and material as important curation aspects. In 2012, the NAi,
Premsela and Virtueel design institutions in the Netherlands united as HNI, a compre-
hensive, interdisciplinary design museum and research institute. In the same year, the
London Design Museum moved to new site to meet the growing demand.

First of all, the statistics reflect a clear tendency of the themes of exhibitions. Exhi-
bitions about nature, materials, and resources account for 31% of the exhibitions, with
as many as 17% of them in the materials category. For example, HNI curated a series
of exhibitions about materials from 2013, including wood, glass, plastic, and lithium.
Materials are also discussed in the new exhibition “Design for Our Times-Material inno-
vation for our contemporary age” at the V&A dundee in 2021, and a special exhibition
on plastics in 2022. The other major exhibitions are related to technology, machines,

Table 1. The Proportion of theme types of design exhibition. The data are collected from Design
museum, HNI, Z33, Cooper Hewitt museum,MOMA, V&Amuseum, V&ADundee museum etc.
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design for the future and design for special people, with technology accounting for 14%.
Some representative exhibitions include “Thinking Machines: Art and Design in the
Computer Age, 1959- 1989” curated byMOMA in 2017, and V&ADundee’s exhibition
“Hello, Robot: Design Between Human and Machine” in 2019.There is also a large
category of regional design, which accounts for 15%. For instance, in 2017 the Design
Museum launched a discussion on the design phenomenon in Silicon Valley, titled “Cal-
ifornia: Designing Freedom”. In addition, exhibitions on the meaning of design, objects,
and dwelling also account for about 5%. Discussions on living focused on sustainable
living and the future of living space. Niche but increasingly important topics include cri-
sis, epidemic, crime, design fiction, etc. MOMA curated the exhibition “SAFE: Design
Takes On Risk” in 2005 for the first time, and “Design and Violence” in 2013. Since
2020, almost every museum has curated exhibitions that address the social landscape of
the post-epidemic era. Some of these are creative responses by designers to the crisis
era, such as “Design and Healing: Creative Responses to Epidemics” by Cooper Hewitt
Museum in 2021 and “@design.emergency” curated by Paola Antolini, senior curator
of the design section at MOMA. Some are discussions of life-shifting and interpersonal
relationships, such as the “Now Accepting Contactless-Design in a Global Pandemic”
by V&A Dundee in 2021.

Secondly, the themes of exhibition emerged iteratively from the perspective of
time. Topics related to sustainability were prevalent around 2010. Important exhibi-
tions include “Design and Elastic Mind” at MOMA in 2008 and “Sustainable Futures”
at the Design Museum in London in 2010. In 2013 and 2014, there was a focus on
speculative design, such as “design fictions” and “social design for wicked problems”.
From 2019 onwards, the focus on nature, materials and resources becomes more intense.
After 2020, reflections on epidemics gradually increase. The discussion of technology,
started at 2001, range from internet to cyber intrusion, machines, and manufacturing,
occurs intermittently over two decades. From another perspective, the given theme of
annual residency has also been evolving since 2016 according to the hot topics of the
year. Taking the London Design Museum as an example, the topic of residency from
2016 to 2020 were “Open”, “Support”, “Dwelling” and “Care”.

To sumup, curatorial themesof design exhibition is amappingof changes in the social
order. Design exhibitions have shifted to the focus on social events, especially social
emergencies that affect future human development, such as climate change, resource,
social violence and security, sustainable development, epidemic and health, crisis and
resilience, technology, and the future, etc. The exhibitions regarding to social emer-
gencies thrive from scratch to phenomenon, acting as a thread linking problems and
proposing solutions to major human challenges.

4 Seven Models of Design Curatorial Methods

To keep pace with the increasingly prominent sustainable issues, contemporary design
exhibitions have innovated strategies that varied from traditional design curatorial
approaches. The author summarizes these contemporary strategies as seven models,
for addressing issues such as climate change, hunger and food security, new energy and
materials, and the circular economy as seven models, borrowing ecologically relevant
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terms. It is undoubted that much of the wisdom in “ecology” is both a key to sustainable
development and a reflection of the situation of the times, such as “dynamic balance”,
“decentralization”, “evolution”, etc.

The seven models are: Curate as successing, Curate as ecology, Curate as tipping
point, Curate as landscape, Curate as process, curate as evolution, and curate as evolution
(see Table 2).

Table 2. Models of Design Curation and key words

Curation Methods Key words

Curate as Successing Transformation, new structure

Curate as Ecology Multi-players, dynamic balance

Curate as Tipping Point Extreme condition, collapse

Curate as Landscape Panorama, vision

Curate as Process Open-ended, exploration

Curate as Evolution Culture, grow

Curate a a Nutrient Flow Role play, visible-invisible

4.1 Curate as Successing

Succession, in ecological terms, refers to the process by which the structure of a bio-
logical community evolves over time, namely the gradual replacement of old species
structures by new ones. Curating as evolution is the result of the interaction between
curators, designers and artists as inner factors, and the social environment as outer fac-
tors. There is a transformation of the focused attention area of them. Curators are asking
bigger questions than “what is the good design”, such as how climate change challenges
the role of designers, scientists, and museums themselves [5]. Exhibitions have pushed
designers to collaborate creatively with scientists working at the forefront to address
fundamental issues such as habitat loss, mass extinctions etc. For example, marked
by the Copenhagen COP15 in 2009, art and design activities at each subsequent COP
have responded to multiple climate change issues, selected diverse creative sites, filtered
complex creative media, built cross-disciplinary collaborative projects, and catalyzed
multi-level institutional action [6]. As the focusing topics evolves, curating as a strategy
for dealing with an uncertain future has gradually become a consensus among many
curators [7]. Designer Eli Blevis observes that “We can think of a design as a plan for
the future, making us responsible for our designs and the designs we choose.” [8].

4.2 Curate as Ecology

One of the most striking features of ecology is the way in which countless elements
interact and influence with each other in the environment. In contrast to the traditional



A Model for Sustainable Design Curatorial Approach 217

museums as an isolated brand, contemporary design museums tend to being a part of
a network of partners rather than inaccessible. Exhibitions transferred from “object-
centered” to “education-centered” to “audience-centered” to “polycentric” finally [9].
For example, the curatorial principle of HNI is not focusing on the so-called “star design-
ers”, but rather shifting the focus from the designers to the viewers or users themselves
[10]. Another case is that one initiative of Z33 is to create a platform to connect with
different partners to collaborate in the long term. Usually, subsequent projects are much
larger than the scale of the exhibition itself, with following activities such as temporary
projects in public spaces, debates, performances, and education. These initiatives will
allow the institution to go further.

4.3 Curate as Tipping Point

Ecological tipping point is a state that reaches the edge of equilibrium, beyond which the
state collapses. The tipping point is uncontrollable, unpredictable, and unrecoverable.
Guus Beumer, former director of HNI, argues that design curation should focus on
massive conflicts in society to address tipping points in advance [10]. For example,
exhibition “The Coming World: Ecology as the new Politics 2030–2100” discusses the
tipping points of 2030 and 2100. In 2030, the remaining oil resources will be depleted.
While in 2100, the human being will be forced to find dwellings on another planet.
Another exhibition “Waste Age: What can design do?” divides waste into Peak Waste
and Post Waste. Peak Waste includes plastics, rubber, steel, electronics, etc. Post Waste
includes new materials such as mycelium, bioplastic PLA, and agricultural waste. The
exhibition “Designing Scarcity: Design and Innovation in Times of Scarcity”, on the
other hand, discusses the extremes in times of resource scarcity.

4.4 Curate as Landscape

Landscape here is not related to scene nor territory, but rather vision, a panoramic insight
in a certain field. Curate as landscape, is commonly an exhaustive list and summary. For
example, the Cooper Hewitt Design Museum’s triennial “Nature” summarizes the seven
types of strategies designers can use to work with nature, namely “Understanding”,
“Stimulate”, “Salvage”, “Facilitate”, “Augment”, “Remediate”, and “Nurture”. Exhibi-
tion “Our Broken Planet: How We Got Here and Ways to Fix It” in 2021 listed three
panels “Eating the Earth”, “Nature for sale” and “Climate emergency”. Another exhi-
bition “Designing Scarcity: Design and Innovation in Times of Scarcity” will use 11
key words to conclude the design methods: extension, collage, recycling, multi-purpose,
super-use, substitution, imitation, repair, conservation, and resilience throughout the
exhibition.

4.5 Curate as Process

Curate as a process is not a retrospective or a summary of the design products of the
market, but a new type of research ahead of the market. This is highlighted in the
curatorial program of HNI, where research-based curation responds to the innovative
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ideas and the development of designers as researchers. For example, exhibition “FOOD:
Bigger than the Plate” divides the study of food into four sequential processes, namely
“compost”, “farming”, “trading” and “eating”. The exhibition takes visitors on a journey
through the food cycle, from reusing waste to producing, to growing food, transporting
it, and serving as a meal. The research is not an answer but a discussion of possibilities
that will need to be verified over a longer period. Some cases include how to cultivate
food in harsh environments, how to grow underground salads in the lab, how to exact
proteins from soil molds, how to make cheese from human bacteria, etc. On the other
hand, the designers have designed futuristic foods according to human eating habits in
the future. For example, there is a growing agreement on insects as an alternative source
of protein. Also “digital condiments” allow us to experience the taste of food from the
brain rather than the taste buds. The more speculative designers believe that humans
will evolve into the species, with a modified digestive system that can digest wasted and
decaying food.

4.6 Curate as Evolution

Exhibitions nurture as well as incubate design works, making them triggers, catalysts or
facilitators [11]. In 2004, Bruce Mau’s exhibition “Massive Change” posed the question
“Will this be a design for destruction or for a sustainable new world that we can safely
hand down to our children and our children’s children?” [12] as a starting point for
design thinking. The exhibition “Redesign for Circularity and Waste Age: What can
design do?” are curated not to see wastes as the end of life, but rather to find value in the
edge of application. The exhibition focuses on creative economic models that transform
mined materials into planted materials, sparking a broader economic transformation.

4.7 Curate as Nutrient Flow

Nutrient flow refers to how different substances in the flow transmit information and
transform energy, such as the transformation of nitrogen in the environment. It is to
find out the visible and invisible clues to understand the elements in different scenarios.
The point of this approach is to bring new perspectives to the narrative, driving the
public’s attention to new perspectives on old issues or new perspectives on new issues.
For example, “the Edible Futures” exhibition offers a dual perspective on reality by
providing a “consumer” and a “producer” view. Also, “Plastic: Remaking Our World”,
which will open in 2022 in V&Amuseum, re-tells the story of our lives through the lens
of plastic.

In conclusion, these curatorial strategies are like Swiss Army Knives in the socio-
cultural system, proposing strategies that are both diverse and precise, both local and
international, both present and future oriented. As a result, a multi-dimensional think
tank is formed rising from different contexts of industry, life, culture, society, and future,
responding to contemporary crises with innovative approaches. In this open framework,
the exhibition topics ferment and rebound, inspiring strong emotions of the audience,
catalyzing innovative prototypes of interdisciplinary collaboration.
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5 Conclusion

The epidemic has changed the order of human society, with all fields converted their
original perceptions of health, resources, and life. If the second industrial revolution
gave birth to modern design, with the peak of curatorial period since 1990s, then the
epidemic was another turning point for design curation. In the era of crisis, a broader
dimension of design exhibitions is urgent to develop, with continuous breakthroughs in
form, content, audience, and impact to respond to the challenges of sustainable human
development. As Bjarke Ingels said “A sustainable future is not a political dilemma, nor
a typological dilemma, I really think it is a design challenge” [13].

This study hopes to initiate a new system of design curatorial research through
a preliminary exploration of design curation in the post-epidemic era. The power of
design curation will serve as a research method to gather imagination, speculation and
hope to shape a better era in the midst of crisis.
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Abstract. The permanent collection of the Teloglion Fine Arts Foundation
includes important artworks of Modern Greek and European art, constituting it
one of the most important in Greece. The Foundation collects, records, and studies
cultural heritage, organizes exhibitions in collaboration with other institutions in
Greece and internationally, as well as provides the audience with the chance of
getting familiar with artwork via tours and educational programs. In this light, the
Foundation constitutes an extroverted, open, and -most of all- interactive Museum
that combines research, education, art, culture, and science. To that end, the Tel-
oglion Foundation, in close collaborationwithAristotleUniversity of Thessaloniki
and Tessera S.A., are developing innovative ICT applications in the framework of
the ARTECH project (“digitAlize aRt and culTural hEritage for personal experi-
enCe via innovative tecHnologies”), so as to highlight and promote its permanent
collection to the wide public and specialized groups of visitors. The aim is to
enhance the experience and the experiential learning – entertainment of visitors
through interactive, modern educational and multimedia methods. One method
employed to fulfill this ambitious task is by designing a Virtual Reality (VR) envi-
ronment based on 3D data of Teloglion premises, captured through state-of-the-art
laser scanners as well as a photogrammetry mapping drone. Furthermore, selected
artworks are digitalized through a structured light 3D handheld scanner and are
hosted in the given VR environment, forming 3D virtual tours where visitors and
researchers can zoom, analyze and receive information at certain hot spots. The
capabilities and advantages of 3D scanning and 3D printing in the conservation
of artworks are also investigated by presenting case studies of digitalized dam-
aged exhibits and restoration procedures in open workshops where participants
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will have the chance to conserve and synthesize a 3D copy work of art. Finally,
experiential education and entertainment are further amplified through multime-
dia games that challenge and enrich visitors’ knowledge, concerning the artist, the
story and the symbolism of the artifacts.

Keywords: Digital culture · Virtual museum · Experiential education ·
Visitor-computer interaction

1 Introduction

The partnership of this project consists of a Research and Knowledge Dissemina-
tion Organization - the Aristotle University of Thessaloniki (AUTH) -, a company -
TESSERA S.A. which is primarily active in the provision of research and development
services for interactive multimedia applications - and Teloglion Fine Arts Foundation
AUTH which is a center of art, research and culture in Northern Greece. The Collection
of the Fine Arts Foundation is of historical importance, as it includes important works
which mark key developments of Modern Greek and European art. The object of this
project is the design and development of experiential actions and applications to high-
light the iconic works of the permanent collection of the Teloglion Art Foundation SA.
to the public and to specialized groups of visitors as well as to form training educational
workshops. These actions will aim to enhance the visitor’s experience as well as the
experiential learning and entertainment through interactive, modern educational, multi-
media methods. In particular, applications have been designed and implemented which
will enable the following; three-dimensional virtual tour and interaction of the visitors
within the premises and around the exhibits, learning experience of maintenance - dig-
ital and real - works of art and empirical education and entertainment via multimedia
educational applications.

2 Methods

2.1 3D Virtual Exhibition

An application is being designed for virtual tour of visitors in the external and internal
areas. The tour will initially allow the visitor to explore the Foundation’s premises and
will be accompanied by audio-enhanced descriptive information about the Foundation.
For the three-dimensional rendering of the interior premises of the Technological Insti-
tute of Arts a laser scanner was used in combination with panoramic shots from a full
frame 50 Mpixels camera attached to a mechanical stabilizer (gimbal) at two different
heights in order to achieve the fairest photorealistic texture. In addition for the three-
dimensional rendering of the surrounding space and the building exterior, a laser scanner
was also used combined with an unmanned aerial vehicle with a full frame 45 Mpixels
camera. Finally, for the 3D representation of the artifacts, a structed light scanner was
employed. The technologies that were deployed as well as their purpose are summarized
in Table 1.
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Table 1. Differentmethods used for 3D rendering of premises and artifact’s geometry and texture.

Technology Purpose Advantage Model Resolution

Laser scanner Interior &
exterior
geometry

Large data
capture

Focus 3D s120 3 mm

Camera
photogrammetry

Interior &
exterior texture

High quality
texture

Canon EOS 5DSR 50 MPixels

Drone
photogrammetry

Exterior
texture &
geometry

Unreachable
data

Matrice 300 RTK 2 cm

Structured light
scanner

Artifact’s
geometry &
texture

High resolution Artec Eva 0.1 mm

Results of the 3D rendered building are presented in Fig. 1. The following procedure
was followed: Measurement of photo fixed control points (Ground Control Points or
GCPs) inside and outside of the building, followed by scan with 3D laser scanner and
aerial photographic images for the exterior of the building and its surroundings. As a
final step, photographs of the facades of the building (external and internal) were taken
along with panoramic photographic images for optimum texture quality. All the data are
combined in the Reality Capture software to create the 3D model of the building and the
surrounding area with a photorealistic texture.

(a) (b)

Fig. 1. (a) View of the intersection of the model within the institution (b) view from the model
that results photogrammetrically using DSS, the positions of aerial shots and photo stationary
points in the courtyard of the institution are also shown.

Three-dimensional handheld scanners that emit light rays or laser beams for iden-
tification of a point cloud are widely used for cultural heritage reconstruction [1]. An
example of an artifact and its final rendering is presented in Fig. 2. The procedure starts
with repeated scans on different sides and angles until the number of points acquired can
portray the exhibit. Through specific algorithms and point-deletion commands, unnec-
essary information is removed with the aim of facilitating later steps as well as reducing
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the volume of files. Mesh integration and scan alignment follows where the data are
combined. Eventual holes due to incomplete data acquisition are filled. Finally, texture
is implemented to form the final 3D model.

(a) (b)

Fig. 2. (a) Photograph of an artifact (b) 3D representation produced by employing a structured
light scanner.

2.2 Art Conservation

The 3D printing and scanning technology has been utilized to print exhibits with three-
dimensional characteristics (e.g. carvings) and damaged parts, so that they can be main-
tained and restored [2]. This technique avoids much of the strain of authentic exhibits,
as all the tests are carried out on printed copies. Moreover, the final application of the
optimal solution to original works also involves significantly less stress compared to tra-
ditional methods of restoration. In this project digital 3D printer maintenance techniques
will be exposed to visitors and researchers through educational workshops during which
participants will be able to analyze, document, maintain and virtually compose a work
of art on 3D replicas. A qualified conservator will guide the process and perform (both
himself and the participants) the maintenance of the 3D copy - work of art in a natural
way. This will further enhance the experience of trainees in the methodology and main-
tenance stages of an artwork (data identification, examination, diagnosis, development
of maintenance methodology, maintenance) and acquire knowledge through practical
engagement with the object. In addition the concept of preservation and maintenance of
artifacts can be replaced by the concept of their reproduction in their digital forms (as an
image, a digital or a three-dimensional representation). The contribution of digitization
is crucial for collections that are heavily damaged and cannot be fully restored. The
digital image and representation is also easier to manage, process or restore, without
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any intervention in the work itself which favors any educational or recreational process.
Examples of the used techniques are presented in Fig. 3. Figure 3a presents a method
for restoring an artifact. The procedure begins with 3D scanning and reconstruction of
the artifact. The missing piece is then identified and 3D printing can be employed to
recreate it. Figure 3b presents a digital reconstruction method where all broken pieces
are scanned and smoothly blended to recreate the original form of the exhibit.

(a)

(b)

Fig. 3. (a) Digital restoration of an artifact by scanning its parts and identifying the missing piece.
(b) Digital reconstruction of an artifact by smoothly blending the broken parts.

2.3 Multimedia Technologies

In recent years, serious games have been developing enormously. Serious games have
been given several definitions, but they are mainly characterized as games with educa-
tional goals, supported by entertainment. Their purpose ismore complicated than normal
games, as they aim at providing fun combined with educational elements that lead to
knowledge acquisition. [3]. Within the framework of the ARTECH project, multime-
dia educational applications were implemented. The applications facilitate the under-
standing of concepts related to culture and arts, thus contributing to enriching visitors’
knowledge and cultivation of their personality. The educational applications developed
are Art Explorer, Paint it, Smart Quiz, and hot spot presentation shown in Fig. 4 and are
described below.
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(a) (b)

(d)(c)

Fig. 4. Multimedia applications (a) smart quiz (b) paint it (c) hot spots presentation (d) art explorer.

Paint it: The player can either select the desired painting himself or press the ‘random
painting’ option and display a painting. Once he has painted the painting, the original
artwork can be compared with the ‘new’ and some educational content information are
provided.

Smart Quiz: There will be multiple choice questions with sound rewarding the right
response of the participant. Topics related to the style, art stream and theme of the work
of art and the techniques used will be covered. The questions will be related to both
morphological and conceptual issues (e.g. sections: religious scenes, still life, portraiture,
urban landscape, landscape, war/peace, symbolism/allegories, expressionism, etc.). The
trainee will also be able to interact with basic concepts and terms of the History of Art
and understand the link between the visual creation and the historical context.

Art explorer: The user will observe the painting and try to find the objects that are
requested. For greater assistance, there will be a magnifying glass, which will make it
easier to see the board, while the contested spot will be shown brighter. The player will
be able to zoom anywhere on the board. Any object found will be clickable. At the same
time, there will be a button with important information (creator, style, art stream, theme
etc.) for the painting to enhance his experience and knowledge.

Hot spot presentation: For selected projects, there is a possibility to focus on points
of particular interest ‘hot spots’, to which the person concerned can draw his attention,
bring closer to focus, and to analyze as well as to receive important information.
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Abstract. Rapid advances in information technology have facilitated the develop-
ment of cultural heritage, and digital networks have become the largest repository
of cultural heritage information, containing millions of works and cultural knowl-
edge data. The generous interface serves as the primary contact point for users to
communicate with cultural heritage information, and its display form is essential
for users to understand digital cultural information. Many designers have used the
concept of generous interfaces for digital cultural heritage, but the design spec-
ifications of generous interfaces are still limited. Therefore, this study explores
the design principles of generous interface for digital cultural heritage by case
analysis and evaluation. Three design principles were identified: guiding princi-
ple, hierarchical principle, and information visualization principle. This research
aims to provide a practical reference for the design of the digital cultural heritage
interfaces and assess the role of the generous interface.

Keywords: Digital cultural heritage · Design principle · Generous interface

1 Introduction

Digital collections have become a common feature of many cultural heritage websites.
It represents an important achievement of the transformation of global institutions from
physical institutions to digital institutions over the past few decades. However, digital
displays are different from those in traditional museums, galleries, etc., in that the users
must deal with large and complex amounts of cultural data. At the same time, informa-
tion researchers point out that many users do not have a fixed information goal when
browsing the cultural heritage interfaces, but come from their curiosity or pursuit of
new experiences [1]. Therefore, it is essential to provide users with effective informa-
tion content in the cultural heritage interface, and Mitchell Whitelaw refers to generous
interface design forms in his research [2]. The interface organizes and arranges the mas-
sive amount of digital cultural heritage information, adding information navigation tips
so that users no longer seek functional satisfaction of the information they need, but also
pursue a sense of spiritual pleasure. This interface design form is of great significance for
the dissemination of cultural heritage information and strengthens the communication
between the users and the interface. Therefore, the design specifications of the generous
interface need to be explored.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1582, pp. 227–233, 2022.
https://doi.org/10.1007/978-3-031-06391-6_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06391-6_30&domain=pdf
https://doi.org/10.1007/978-3-031-06391-6_30


228 Q. Li et al.

In digital collections, the interface is the window that makes digital cultural heritage
information available to the general public [3]. When a large amount of information
data comes together, it poses a massive challenge for users to explore and search [4].
Therefore, the design of the interface should take into account the rational layout of
information as well as the usability and aesthetics of the interface. The usability principle
is the basis for evaluating the interface prototype, which means that the interface must
be easy to understand and use. In other words, the design of the interface should meet the
three conditions: content visibility, easy accessing and easy browsing. At the same time,
the good usability of the interface will bring users a good emotional experience initially.
Beauty was defined by Alberti as “a great and sacred thing”, explaining the importance
of beauty in life [5], so the aesthetics of the interface is the first impression brought to
the users. Aesthetics will affect users’ participation and user’s sense of experience to
a certain extent [6]. In addition, Zhai Jiajia proposed that the interface design should
be a combination of usability, interactivity and artistry [7]. Practicality and artistry can
impress users and arouse their emotional resonance. It is clear that interface design is a
process of continuous improvement and iteration, and the designers should focus on users
anddevelop interfaces thatmeet users’ needs andpreferences [8]. In general, the generous
interface is just a presentation of all the different information interface expressions. The
difference lies in the vast and complex information system hidden behind the generous
interface. Marian Dörk et al. have tried to visualize the substantial digital collection,
presenting diverse cultural information from multiple dimensions [9]. The visualization
of the interface has improved the efficiency of users’ access to information and changed
the public’s perception of the traditional cultural collection interface.

The study explores the design principles of the generous interface. This concept was
first proposed by Whitelaw, and then Taylor and others used the idea of the generous
interface to design a web visualization system containing 17000 historical pictures [10].
Although the idea of a generous interface is well known, no one gives a precise answer
on designing a generous interface. The paper lists the relevant cases of the generous
interface; analyzes the design form of generous interface; and finds out the design points
of generous interface. We deeply explore the profound connotation of “sharing spirit”
contained in the generous interface, and finally assess the value and role of the generous
interface.

2 Methodology

The generous interface is a new form of interface presentation. The word “generosity”,
however, has a different meaning. It is expressed as “generous and comprehensive”,
giving the spirit of “sharing” to the interface design of cultural heritage. The generous
interface intends to present users with richer content and more exploratory interaction
modes. Digital cultural heritage is a vast cluster of information, and the websites of
institutions also pay attention to the diversity and novelty of digital displays. Then, we
will make a profound analysis of the digital interface form by the following examples.
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Fig. 1. The interface of print and printmaking collection in national gallery of Australia.

The digital cultural heritage interface provides users with a comprehensive overview
of information, including the category of creation, authorship, quantity, and gender of
the collection (Fig. 1). All the information categories are grouped in one module for
detailed division. All the information contained in the whole interface can be read out in
this panel. For example, the number of works by artists; the number of works by female
authors; and the possibility of an in-depth study and exploration of the results of each
artist. This display mode breaks the limitations of the traditional interface, and it saves
more display space and actively provides users with more information about the work.
Users are free to browse all the ranges of the interface content instead of losing their
sense of direction to retrieve specific content. The generous interface emphasizes the
connection between the theme and the spatial visualization. It enriches our perception
of the cultural heritage interface and strengthens the communication between the user
and the interface through interface cues (see Fig. 2).

Fig. 2. Australian print and printmaking decade browser
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This interface is from the website of the Australian printmaking museum. All works
in the interface are arranged in chronological order. Each time period contains samples
of the collection of the era, in order to show the style and characteristics of the era. The
overall height of the histogram represents the number of pieces contained in that period.
The interface clearly shows the structure of the collection and the relationship between
the number of items. There is a timeline as the user browsing clue, which provides a
good guide for the user browsing the interface.

Fig. 3. Liaoning provincial museum interface

Based on the design characteristics of the generous interface analyzed above, this
paper redesigned the interface of the Liaoning Provincial Museum. The picture above
shows the general information of the museum collections (Fig. 3), including categories,
chronology, timeline, etc. Each work is presented in thumbnail format, with all the work
displayed by mouse touch or hover. The left side represents the chronology of all the
pieces, expressing the number of components in that chronology by color shades and
echoing the hints of the timeline on the right. The timeline is chronological, and the
number of positions is expressed in a bar chart so that users can get a clear picture of the
entire collection. In addition, the theme part of the collection on the left uses different
color bars to distinguish different categories of groups. This visualization makes the
collection categories easier to identify and distinguish, maximizing the information and
presenting it to the users.

From the images shown above, the design form of the generous interface is sig-
nificantly different from the traditional interface, which is all based on theoretical and
visual ideas without practical verification. Therefore, in order to explore the differences
between the two interfaces, we compared the museum’s generous interface with the
traditional interface. The experimental results show significant differences between the
design forms of the generous interface and the traditional interface. The mean values
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of the generous interface are higher than those of the conventional interface in terms of
aesthetics and user engagement. The expression of generous interface has a significant
impact on improving the user experience. The generous interface provides a new design
framework for the collection model of digital cultural heritage.

3 Principles

Through the analysis of the generous interface examples and the redesign of the interface
of Liaoning Provincial Museum, the concept of generous interface and the form of dis-
playing data information become clearer. The interface of Liaoning Provincial Museum
displays a large amount of cultural information in a more integrated and visual way. This
format enhances the dissemination of cultural knowledge and makes it easy for users to
navigate. In summary, the principles of the generous interface are as follows:

3.1 Guiding Principle

Guidance in the interface is the primary principle of generous interface design.Most users
enter the interface for the first time, they have not received training or learning. There is
no clear purpose for everyone to view the content. After random browsing or clicking,
youmay enter a new content page. But it is not clear how to return to the previous page or
jump to another interface. At this time, the interface guidance information is essential.
The guiding information in the interface is the context connecting the whole cultural
heritage collection. Guidance methods include but are not limited to timeline, color bar,
and image. All guidance methods provide users with more explicit browsing ideas. The
purpose is to let users learn culture-related knowledge in a pleasant and relaxed mood,
and users can get the information they need to improve their experience.

3.2 Hierarchy Principle

Hierarchical relationships play an essential role in the design of a generous interface.
It presents the logical connection of the whole interface, which consists of a general
overview - work collection - single work details. The hierarchical design makes the
content structure of the entire interface clearer and provides an explicit visual guide for
users. The second collection of works is an interpretation of the general overview. On
the other hand, the collection of works outlines the overall content of the interface and
attracts users with novel content and unique typography to increase user engagement
and reduce user bounce rate. When a user is interested in a work, he can view the details
of the work by clicking on it. For untargeted users, this is a new way of presenting the
page different from the traditional interface, which does not require the user to search
through the search box, but it actively contributes all the content of the page for the user
to choose. This display form gives users more freedom to meet their psychological and
emotional needs.
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3.3 Information Visualization Principle

The important reason for visualizing cultural heritage data is to engage users. Human
vision is an essential sense for humans to extract information from the physical plane.
Using images instead of words in interface design is more accessible for people to
understand and this way can reduce the trouble caused by many words. The form of
visualization strengthens the communication between people and the interface. The
visualization principle of generous interface design takes advantage of this feature,which
provides visual clues for users to browse the interface through images or lines. It displays
the quantitative relationship of the work in a visual way to reduce the user’s burden of
use.When viewing an artwork image, the interfacemay send feedback signals to the user
by clicking on the image or hovering over it - the image zooms in or out, stimulating the
sensory systemand increasing the chance of user interactionwith the interface. Thevisual
representation of digital collections represents a new trend in interface development and
it is an essential theme for our future research.

The above three design principles clearly express the design guidelines for generous
interface. The three design principles are summarized as a theoretical model (see Fig. 4)
to guide the design of generous interface for cultural heritage.

Fig. 4. The theoretical model of generous interface design for cultural heritage

4 Conclusion

The content of digital cultural heritage determines the presentation of the generous
interface, the amount and type of cultural heritage information determines the overall
framework structure design. In generous interface, the hierarchical structure form and
information visualization are perfectly combined. The public can get more knowledge
of cultural heritage from the interface and appreciate the more profound cultural atmo-
sphere. This paper explored the research of relevant experts in generous interface design
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in recent years and analyzed the generous interfaces of relevant museums and art gal-
leries. We summarized the three design principles of generous interface and proposed a
theoretical model of generous interface design. The study evaluated users’ experiences
during the use of the generous interface utilizing a questionnaire and analyzed the role of
the generous interface. The results of this study provided reference basis for the design
of generous interfaces for digital cultural heritage.
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Abstract. To improve the efficiency of learning ancient art and cultural knowl-
edge for users through cultural heritage, the interactive installation of Chinese
traditional painting Ruihe Tu is designed by applying mid-air motion capture
technology. Several factors which may affect learning efficiency are considered
during the design, such as aesthetics, motivation, participation, usability and so
on. In this study, these variables were evaluated by empirical and quantitative
research methods. The results show that those users who experience the mid-air
based natural interactive installation Ruihe Tu have a stronger interest in learning
the original work. And users have a better performance in terms of engagement
and exploration desire.

Keywords: Cultural heritage · Ancient painting ·Mid-air based natural
interactive installation

1 Introduction

Ancient painting is an important part of cultural heritage, which has always played an
important role in transmitting art and historical and cultural knowledge. With the rapid
development of the digital media technology, multi-carrier presentation has become an
important part of the innovative design of cultural heritage. Many scholars believe that
interdisciplinary cooperation is conducive to the protection and dissemination ofCultural
Heritage [1]. The application ofmodern technology to the display of cultural heritage can
fully mobilize the various sensory organs of the human body [9], which is conducive to
the audience to obtain more information from interaction and good user experience [8].
For example, Fang Fang (2014) proposed that the application of new interactive methods
to modern exhibitions can enhance the interest of exhibits and stimulate the excitement
of the viewer [2]. Jessie Pallud (2016) proposed that when users perceive the interaction
with technology as being intuitive and interactive, they experience higher levels of cog-
nitive engagement [3]. Human-computer interaction and experience human-computer
interaction are the key issues in the virtual experience. Due to the unique attributes of
cultural heritage information, human-computer interaction is particularly important in
the virtual experience of cultural heritage [4]. In recent years, many scholars are also
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actively studying the role of various interactive technologies in cultural heritage display.
Through comparison, Jinsheng found that the IVR environment significantly increased
the learning effectiveness and motivation compared to the MTT system [7], Among var-
ious interaction technologies, mid-air natural interaction technology is an effective tool
to realize interaction. mid-air natural interaction technology controls equipment with
body action, which provides a revolutionary experience for human-computer interac-
tion. Learning the relevant historical and artistic knowledge of works has always been
one of the important purposes of cultural heritage display. It has always been the general
responsibility of cultural heritage display to promote the public to learn art, history and
cultural knowledge. Therefore, this paper attempts to analyze the influence of the appli-
cation of mid-air natural interaction technology on the display of ancient paintings from
the perspective of learning knowledge related to cultural heritage. Situational learning
theory holds that “the essence of learning is the process of individuals participating in
practice and interacting with others and the environment, it is the process of forming the
ability to participate in practical activities and improving the level of socialization [5].”
The digital display of ancient paintings can enable the audience to interact with ancient
paintings, so as to improve their interest in learning.

In this study, we promote the study of art and history and culture through the con-
struction of interactive media narration [1], and explore the interactive display form of
the ancient Ruihe Tu with mid-air natural interaction technology as the carrier. To sum
up, this paper puts forward the hypothesis that the application of mid-air natural inter-
action technology in ancient painting can effectively improve users’ interest in learning
relevant knowledge.

2 Research Method and Process

In order to prove that the application of mid-air natural interaction technology in
ancient painting can effectively improve users’ interest in learning historical and cultural
knowledge, this study adopts the methods of observation and interview.

2.1 Experiment Materials

The interactive display device used in this experiment is mainly designed for the mid-air
natural interaction technology display of the ancient painting Ruihe Tu. Most scholars
believe that the painting of auspicious craneswaswritten byZhao Ji of theNorthern Song
Dynasty [6]. This work is 138.2 cm long and 51 cmwide. It is now collected in Liaoning
Provincial Museum. “The painting of auspicious cranes” depicts the spectacular scene
of cranes hovering over the palace. The painting techniques are exquisite. The cranes
in the picture are like clouds and fog, and they are various postures and characteristics.
This work can express the author’s beautiful expectations for the future of the country.

Based on the famous scholar Collins and others pointed out in Situational Cognition
in culture: “knowledge is inseparable from activities, and situational activities are part of
knowledge acquisition [5].”We divided the design framework of the work into two parts:
visual expression and mid-air natural interaction technology. Our purpose is to present
the dynamic elements in ancient paintings in a more direct animation form, and enhance
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the experiencer’s memory of the whole work through the control of the experiencer’s
body movements. So as to promote the audience’s appreciation of traditional art and the
acquisition of historical art knowledge.

Fig. 1. The prototype was constructed by Unity 3D and C4D.

The mid-air based natural interactive installation Ruihe Tu was designed by unity
3D (see Fig. 1). Kinect was used to capture users’ actions so as to control the “crane” in
the Ruihe Tu. The cranes in the picture of Ruihe Tu are designed to follow the position of
the audience’s right hand. When the user lowers his arm, the cranes will stop following
and hover freely. After the user steps out of the recognition range of Kinect, the artefact
returns to a static state. (see Fig. 2).

Fig. 2. Schematic of the system framework

2.2 Participant Selection and Experiment Design

In this test, 30 undergraduates were selected as the experimental objects, and their
learning interests were evaluated from the perspectives of emotional state, concentration
and enthusiasm. In order to ensure reliability and validity, all participants had known
the Ruihe Tu and its related knowledge before participating in this experiment. In this
experiment, the experimental group and the control group were set, with 15 people in
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each group. Participants in the experimental group experienced the mid-air based natural
interactive installation Ruihe Tu according to the usage methods provided above. The
participants in the control group experienced the traditional painting display method of
ordinary plane display. In this experiment, all participants were tested under the same
conditions.

The experiment was conducted in digital media department of a university. The
experimental steps are as follows: (1) The researcher explained the purpose and method
of the experiment to the participants. (2) Let the two groups of subjects experience the
traditional painting display methods of the mid-air based natural interactive installation
Ruihe Tu and ordinary plane display respectively. (3) The researcher distributed the
manual of art and historical and cultural knowledge related to the Ruihe Tu. (4) The
researchers observed the participants’ emotional state, concentration and enthusiasm
when reading the relevant knowledgemanually. (5)After the experiment, the participants
in the experimental group were interviewed one-on-one (see Fig. 3).

Fig. 3. One-on-one interviews

3 Results and Analysis

3.1 Discussion on Experimental Results

By observing the experience process of the two groups of participants, it is found that:
(1) The participants in the experimental group were more enthusiastic about learning
the relevant knowledge of Ruihe Tu. After experiencing the interactive device, all 15
participants actively read the relevant knowledgeManual of Ruihe Tu, and all had a high
degree of concentration in the reading process. Among them, five participants raised
questions related to the Ruihe Tu and not mentioned in the knowledge manual, and said
they would consult relevant materials after the experiment. The participants in this group
showed a strong desire to explore during the experiment. (2) In the control group, only
10 of the 15 participants chose to actively read the relevant knowledge manually. The
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degree of attention in the reading process was not high, and 6 of them only read roughly.
The test showed that the use of mid-air natural interaction technology to display ancient
paintings could better stimulate the viewer’s desire to explore the knowledge related to
ancient paintings and improve the user’s interest in learning (see Fig. 4).

Fig. 4. Usability test

3.2 Discussion of Survey Results

At the end of the experiment, we selected ten subjects from the experimental group for an
interview. At the end of the experiment, we selected 10 subjects from the experimental
group for a one-on-one interview. During the interview, each subject discussed the expe-
rience of the body feeling Ruihe Tu and the expectation of the interactive display form
of ancient painting. According to the value of keyword frequency, the specific results are
summarized as follows: (1) More than 90% of respondents said that effective interaction
with ancient paintings could improve their desire to learn knowledge related to works.
(2) 30% of the respondents said that in the process of interacting with the main body
of the picture, they would ignore other details in the picture, resulting in insufficiently
detailed observation of the work. (3) All respondents said that in the process of inter-
acting with the works, they all focused on the works and felt the external interference.
Most participants believe that mid-air natural interaction technology will be better used
in the display of ancient paintings in the future.

4 Conclusion

The observation and interview results show that compared with the subjects experienc-
ing the traditional display painting, the subjects experiencing the mid-air based natural
interactive installation have a stronger interest in learning relevant history and culture.
There is no significant difference observed in learning interest from the relevant ancient
art. Therefore, we intend to conduct the follow-up study for verifying the difference
between the mid-air natural interaction and the traditional display form on the long-term
memory of users and their learning effect.
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Abstract. Social media plays a core role in inclusive heritage management and
contains multi-potential values to structure the inner connection of stakeholders
and express the preferences of users and non-users in urban landscape studies
without distinction. However, engaging residents to cultural heritage sites and
understanding their preferences through socialmedia have not beenwell-evaluated
and explored in the Chinese context. The article offers a method to understand
the residents’ preferences by identifying more than two thousand urban-heritage-
linked images acquired from the dataset of Weibo. Both Google Cloud Vision
detection andmanual examination were utilized parallelly to ensure the validity of
the result. Little difference was found in the comparison of results between the two
judgement methods. The result revealed that residents in Kulangsu have a stronger
interest in and concern more about the buildings and nature landscapes other than
urban design. The study concludes with two points. First, the analysis of social
media data is strongly recommended to be introduced in the decision-making
process of urban heritage conservation as a strategy in the post-pandemic period.
Second, computer vision can be a trustable tool to present residents’ preferences
and is worth being widely applied in Chinese urban heritage studies.

Keywords: Image recognition · Chinese urban heritage · Inclusive heritage
management · Computer vision · Kulangsu

1 Introduction

Kulangsu is inscribed in the World Cultural Heritage List in 1997 after around ten years
of preparation [1, 2]. Located in the Chinese southern coastal area, the Kulangsu island
has a 316.2-hectare core zone and 886-hectare buffer zone [3]. The local settlements are
formed in the early 20th century under the interweaving ofmultiple cultures and the long-
term colonial history. The unique architectural typology, theAmoy-Deco style, coexisted
and merged from the vernacular “red brick house”, and various architectural styles from
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Europe, such as Neo-Renaissance, Victorian Gothic, etc. [4, 5]. Getting through World
War II and the political turmoil period in China, most of the buildings on Kulangsu were
fortunately well-preserved due to the social, political and spatial environment. After the
founding of the People’s Republic of China in 1949, Xiamen Municipal Government
and the Kulangsu District Government took over the buildings and neighbourhoods.

2 Background

Heritage conservation strategies should be designed based on the local situation instead
of simply aligning with the global notion [6]. It is worth mentioning that during the last
decades, heritage conservation in China is gradually transiting its focus from materi-
ality to sustainable development with significance attached to community participation
[7–9]. Effective actions adhering to wider international standards with better considera-
tion of collective memory, the notion of authenticity, identity and the sense of belonging
have been taken by China [10, 11]. In addition to the traditional participatory manage-
ment discussions, scholars are interested in finding out how new forms of engagement
with heritage in different cultural contexts are encouraged and enabled by social media
[12–14].

Increasing the inclusiveness of cultural heritage conservation requires immense
work. The challenges are complex and far different in most cultural contexts [15]. Over
the past decade, the incipient collaborative planning and public participation through
the internet in China have shown an increasingly vital influence [10, 11]. The Chinese
government has tried to employ Information and Communication Technologies (ICTs)
to increase the citizen’s engagement and thus benefit cultural heritage conservation. Dig-
ital application and online communication have gradually become important methods
of public consultation and supervision during the Dashilar renewal project [16]. What
is more, experts and civic groups utilized social media spontaneously to criticize the
large-scale relocation in the government-led regeneration of Beijing’s bell and drum
tower neighbourhood [17]. With the use of social media, these groups of activists can
contest official propositions for the area and make suggestions to care for everyday
life and alternative forms of memories that matter to its inhabitants based on scientific
arguments [11, 17].

During the pandemic, face-to-face workshops and interviews are no longer the main
approaches to listening to the voice from the bottom up. Many scholars contribute to
enhancing community engagement by considering different stakeholders’ opinions and
experiences in Kulangsu using ICTs. Lin proposed an application design model involv-
ing Augmented Reality technology to improve the users’ experience while following a
guided tour [2]. The texts and images from social media posts have been used to eval-
uate the participatory level of the locals [18]. A pan island 3D digital model is used
in the impact assessment and management system to assist the decision-making in the
heritage conservation process [5]. However, in face of massive amounts of data, manual
classification lack efficiency in support of studies and practices on people’s urban and
cultural landscape heritage preferences [19].

The study comparing the result on landscape preferences between computer vision
algorithm and on-site-interview survey in the selected urban-proximate parks of Boulder,
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Colorado, USA, is impressive [20]. A qualitative analysis of urban landscape perceptions
in Berlin was conducted by a group of researchers with the use of computer vision and
machine learning technologies [21]. Using computer vision algorithms technologies,
such as Google Cloud Vision, to analyze social media photographs are becoming an
important approach to promoting the values of destinations [22]. More than 20,000
images taken in the Camargue region in Southern France are collected from social media
(Flickr) and analyzed by Google Cloud Vision [23]. After examining an accurate manual
classification of more than 20,000 photographs from Singapore, Richards and Tunçer
concluded that the result exported from accessing Google Cloud Vision is trustable and
saved around 170 h of manual work [19]. However, a discussion and examination on the
possibility of applying computer vision to understanding residents’ preferences are still
needed in the Chinese context.

3 Method

The whole process can be divided into three parts: data collection, data analysis and data
examination.

To collect a sufficient amount of dataset, Web Scraping tools were used to extract
data from targeted social media Weibo. The search expression was set according to
urban heritage components such as historic city, traditional architecture, and the time
window was set in the year 2020. Local residents, as our targeted research group, were
selected by an additional restriction on personal address. This process was coded in
Python. Multithreading and multiple requests methods were used to break the restriction
of scraping set by Weibo. In this process, more than 1500 original Weibo posts were
acquired, of which 285 posts are attached with images. Repetitive images with highly
similar contents were removed by resizing and matching. Also, images with different
sizes and minor differences, such as images with watermarks, were considered the same.
Eventually, 1931 valid images from 2197 raw images were obtained.

Google Cloud Vision (GCV) API, an open CV application programming interface
trained byGoogle company andwidely applied in content-based image retrieval (CBIR),
can be used for further analysis of the images [24]. It can also improve efficiency and
give rather objective, exact and rich labelling results. Google Cloud Vision will give
multiple possible labels and corresponding scores to each image. The score stands for
confidence, ranging from 0 to 1. The closer the score to 1, the more trustable the label
is [20]. With the use of Google Cloud Vision, 19260 labels with a score over 0.5 by
default were generated from those images, and they could be merged into 1082 different
kinds of labels such as building, plant, window, house. To understand the users’ focus
and preference, labels were sorted by count, picked up and classified into different
categories. Therefore, identifying the literal meaning of each label and categorizing
them are crucial in this process. When picking up, strongly irrelevant labels were picked
out, and when categorizing, the classification of labels and the formulation of selection
criteria were based on the different scales and constituent elements of the space: city,
architecture, landscape. With this method, users who are interested in different aspects
and hierarchies of urban heritage can be ascertained. As a result, the top 10 labels were
selected as research objects, which covers 4277 labels of all 19260 labels (about 22%).
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The final step was to manually examine the previous outcome by comparing it with
GoogleCloudVision’s result. To calculate the accuracy, two volunteers, one architectural
professional and the other non-professional, were invited to participate in the examina-
tion to test the consistency of the images and matching labels. By doing so, the influence
caused by educational backgroundwould be excluded. All images with the elected labels
mentioned before were checked.

4 Result

The labels obtained through CV image recognition are roughly divided into two cate-
gories: urban and cultural heritage related and irrelevant, and the labels of related parts
are further classified as shown in Table 1. The outcome shows that the overall concerns
of residents on the architectural level are significantly higher than the city and land-
scape level. Interestingly, the most rated labels Building, Window, Facade, Architecture,
House, and Interior design are all recognized as a certain aspect of buildings and archi-
tecture design. 805 images are marked with the label Building, which ranks as the first
place in the list. While on the landscape category, the label Natural Landscape appears
only 116 times which is barely 13% of Building.

Table 1. The image recognition analysis result and manual examination comparison

Label
category

Label name Total
number

Candidate A
(professional)

Candidate B
(non-professional)

Average
accuracy

Architectural
level

Building 805 795 797 98.88%

Window 407 395 388 96.19%

Facade 230 228 227 98.91%

Architecture 156 155 142 95.19%

House 148 144 144 97.30%

Interior design 133 132 129 98.12%

City level Urban design 254 229 250 94.29%

City 228 196 219 91.01%

Neighborhood 127 126 123 98.03%

Landscape
level

Natural
landscape

116 113 111 96.55%

Seeing the result from the two testers, candidate A and candidate B shows just
slightly difference on agreements with GCV analysis. The diverse reaction may result
from the different degree of professional knowledge on the selected labels’ definition.
For example, the label Neighborhood for an architect means an urban settlement or
complex, while for people from other occupation it means the relationship and memory
with neighbors and other local communities. Judging from the average accuracy, the
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results of the GCV algorithm are highly consistent with the results of manual inspection
by more than 90%. Eight out of ten labels even reached at a consistency at 95%. The
label detection at the city level is relatively controversial, and the GCV false positive
rate is slightly higher at 6% and 9%.

5 Discussion

Considering diverse values such as social, aesthetic, age, historic, economic, scientific,
political, and ecological values could be embedded in heritage assets [25], it is necessary
to conduct a comprehensive community-based survey to get rid of the current dictatorship
dominated by the standard expert-based studies on urban heritage’s material forms. The
use of social media can add up knowledge on daily encounters with the historic urban
landscape and on heritage assets and places that are neglected by experts.

Image annotation is largely operated manually in the cultural heritage conservation
field, which is widely criticized for its low efficiency and the uncontrollable subjective
examining criteria and could lead to less trustable authenticity of research results [26].
Tomake up for this shortcoming, the applicability of the GCV label recognition function
to the field of cultural heritage protection was tested. After testing by two participants,
GCV’s identification images and labels were confirmed to be highly fit and accurate.
However, the identified part of the image is not necessarily the subject content of the
image, nor does it necessarily represent the subject of the image and the focus of the
publisher. Therefore, the method can be improved on this basis to be used more widely
in cultural heritage protection in the future.

However, some limitations appear in this study. Firstly, Google Cloud Vision is a
platform based on English. The detected labels should be well-localized and translated
into Chinese. Some language and cultural background barriers emerge in the practical
process, for example, the labels namely Building, and Architecture are both translated as
Jianzhu indiscriminately. It forces researchers and professionals to find a better way to
investigate the utilization method of those two labels in the Chinese context. Secondly,
the labels returned from Google Cloud Vision API are disorganized and most of them
are not urban-heritage relevant ones. In a large extent, a personalized machine learning
process is needed to apply in the future researches by training the CV tools according
to needs.

6 Conclusion

In cultural heritage conservation, the use of social media can add up knowledge on daily
encounters with the historic urban landscape and on heritage assets and places that are
neglected by experts [13]. Therefore, combining traditional surveys and social media
would increase the inclusiveness of the cultural heritage.

It is highly recommended to introduce the analysis of social media data whenmaking
decisions on urban heritage conservation as a strategy after the pandemic. What is more,
computer vision canbe a trustable tool to present residents’ preferences and canbewidely
applied in Chinese urban heritage studies. The information extracted from images would
be useful for the experts since it integrates folksonomies generated from tagging into their
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classification models. This would create a more collaborative and inclusive approach to
agreeing on “what to protect” for the future generations.
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Abstract. Mobile guides comprise a valuable tool for cultural site visitors, as they
may engage audiences in active exploration that enriches the cultural experience.
This paper presents the design, development, and evaluation of a mobile guide
app that features gamified exploration with exhibit recognition, audio narratives
and co-located visitor encounters for a small-scale indoors exhibition space. The
mobile guide-mediated experience is designed for selected exhibits and, at the
same time, sustains a balance of user attention between the physical exhibition
space and digital interactions. Self-guided visitors engage in locating and scanning
exhibits with their mobile phone’s camera in order to unlock audio narratives. A
“meet-and-greet” activity based on a favorite exhibit selection has been introduced
to encourage social interaction between visitors. The mobile app has been devel-
oped for Android OS and makes use of ARCore functionality to enable exhibit
recognition; the app has been published in Google Play. Findings from empirical
field evaluation with expert users reveal a very positive user experience in which
visitors engage with the mobile guide and can be more attentive to various items
of the exhibition.

Keywords: Mobile application · Cultural exhibition · Location-based · Image
recognition · ARCore · Gamification · Storytelling · Social interaction

1 Introduction

An audience-centered approach for the curation of cultural exhibitions requires cultural
heritage institutions to be sensitive to the needs of museum visitors throughout their
user experience (UX). For a long time, mobile guide apps have been employed by many
museums and cultural institutions to enhance visitor UX. Mobile guides have the role of
a ‘mediator’ between the visitor (user) and the cultural content, and therefore their design
must be carefully considered so that it fits the purposes of cultural institutions and their
audience. In the last few years mobile guide apps are often enriched with storytelling
techniques, gamification patterns and state-of-the-art immersive technologies, such as
Augmented Reality (AR), to enhance visitor engagement and learning.
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The design of mobile guides for cultural exhibitions considers several dimensions
audience-related aspects, such as: visitors’ profiles, anticipated visitor navigation within
the space, anticipated time of exhibit examination; as well as the exhibition, such as: the
exhibition theme, the artifacts’ forms and sizes, possible semantic connections among
exhibits, various aspects of the exhibition identity, etc. Our work is about the design of
mobile audio guides in small-scale, “contextual exhibitions” [13], in which the artifacts
are complementary to some accompanying informative, comparative and explicatory
material, which determines their reading and interpretation.

Specifically, this paper presents the design, development, and empirical evaluation of
amobile guide app that features (i) gamified explorationwith exhibit recognition, (ii) pre-
recorded audio narratives, and (iii) co-located visitor encounters, for a smallscale indoors
exhibition space. This exhibition space is under the direction of the Kyveli Institute1, a
theatrical cultural institution based in the island of Syros, Greece, and comprises a small-
scale, indoors gallery of square displays that feature compositions of artifacts about art,
theater, history and literature.

2 Related Work

Interactive systems that offer guided tour experiences in cultural heritage contexts act
as ‘mediators’ between visitors and exhibits [3]. These systems range from traditional
audio guides,multimediamobile guide apps tomobile location-based games. Nowadays,
a significant number of cultural institutions provide mobile guide applications that are
either own-developed or third party (e.g. Smartify2). The provision of mobile guide apps
usually relies on Bring-Your-Own-Device (BYOD) practice [9].

The explorative approach has become a prevalent aspect of the user experience
(UX) shaped by many mobile guide apps as it encourages visitors to actively explore
exhibitions and focus freely on what they are interested in. Storytelling techniques and
gamification patterns are usually implemented not only to increase engagement, but also
for navigation purposes [10]. A commonly used gamification pattern, which embraces
active exploration, is the treasure-hunt model [2, 10].

The primary content delivery form in mobile guide apps is audio narrative, which is
often accompanied with multimedia content (images, video, animations etc.), and these
days, with advanced technologies, such as Augmented Reality (AR) [1, 5]. Mobile guide
apps offer a single-user experience, which might discourage social interactions between
visitors [3, 6, 8]. Some relevant interactive systems have addressed this by applying
‘information gap’ techniques and stimulating discussion among visitors with the aid of
a human facilitator [1].

1 Kyveli Institute. https://kyveli.eu/en/home/.
2 Smartify. https://smartify.org/.

https://kyveli.eu/en/home/
https://smartify.org/
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3 Design and Implementation of the Kyveli App

3.1 Contextual Research

Contextual research examines the ways in which the Kyveli Institute and its exhibition
space is organized and operated. The exhibition space hosts a permanent and a tempo-
rary exhibition. Its main exhibits are custom-made square showcases (twelve and eight
respectively), which comprise compositions of smaller artifacts. Other items in that room
(e.g. theatrical costumes, art paintings, antiques etc.) play mostly a decorative role.

The principal methods employed during the contextual research phase involved
observation of visitors in the exhibition space and interviews with the director of the
Kyveli Institute. Field observation took place repeatedly during guided tours aiming to
obtain detailed understanding on issues like: how the tour is formed, visitors’ behavior
during their tour and, more broadly, the identification of positives and negatives in the
overall visitor experience.

To complement our understanding, a series of semi-structured interviews were con-
ducted with the director of the Kyveli Institute, who is also in charge of curating exhibi-
tions and providing guided tours. The main conclusions were related to visitors’ moti-
vations, the method of touring the exhibition space and exploring the possibilities for
the technological enhancement of the tour as well as the relevant restrictions.

3.2 Conceptual Design

The conceptual design of the mobile guide app is depicted in Fig. 1. The main elements
are:

Gamified Exploration of the Temporary Exhibition. Temporary exhibits are dis-
tributed within the exhibition space. Following a gamified explorative approach, visitors
are challenged to search for “partially hidden” exhibits. Once they find an exhibit, they
are prompted to either scan it with their mobile device’s camera or to answer a three-
choice visual quiz about nearby items (Fig. 4: “How many paper craft children dressed
in Tsolias costume are there in the display above?”). In the former case, the mobile app is
able to recognize exhibits using ARCore Image Recognition functionality; in the latter,
the app simply checks whether the user answered the quiz correctly. In both cases, after
the validation, the user unlocks the respective audio narrative.

Audio Narrative and Multimedia Content. The mobile app communicates the inter-
pretive material mostly in the form of audio narrative, authored and voiced by the person
in charge of exhibitions and tours. For every exhibit, the audio narrative is accompa-
nied with background music as well as multimedia content: the text of the narrative,
photographs of the exhibits or their showcase, and explanatory captions as appropriate.

Visitor Social Interaction. Taking into account that museum visits are essentially
social experiences [4, 8], we made use of some design patterns for co-located social
interaction discussed in [7]. Visitors are encouraged to select their favorite temporary
exhibit, towards the end of their tour, and “meet-and-greet” another visitor at the exhibi-
tion space with the same choice. After successful verification of their physical presence
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in front of the common favorite exhibit, a video about the history of Kyveli Institute is
unlocked.

4 Software Architecture and Implementation

The Kyveli Mobile Guide App has been developed with Android Studio using Java
and Android Architecture Components. Furthermore, ARCore3 (Google’s platform for
building AR experiences) has been integrated with “Augmented Images API” to enable
exhibit recognition. The online database that facilitates visitors’ social encounters based
on their favorite exhibit was implemented with Google Sheets web service enhanced
with Google App Scripts (a cloud-based scripting platform).

The mobile guide app has been developed based on the Model-View-ViewModel
(MVVM) software architecture pattern (Fig. 2) recommended byGoogle4. This software
design pattern effectively manages data exchange between User-Interface (View) and
local data source(s) (Data Models); it takes advantage of Android native libraries (e.g.
ROOM Database, LiveData); and it is fully compatible with the activity lifecycle. The
final version of the app is available through the Google Play Store5. It works on mobile
devices with Android 7.0 Nougat (API 24) or later (Figs. 3, 4 and 5).

Fig. 1. Conceptual design model of the Kyveli mobile guide app

3 Google Developers. ARCore. https://developers.google.com/ar.
4 Android Developers. Guide to app architecture (last accessed 2021/12/09), http://web.archive.
org/web/20210912072206/https://developer.android.com/jetpack/guide.

5 Google Play. Kyveli mobile guide app. https://play.google.com/store/apps/details?id=com.cyb
ele.application.

https://developers.google.com/ar
http://web.archive.org/web/20210912072206/\UrlAllowbreak {}https://\UrlAllowbreak {}dev\UrlAllowbreak {}elo\UrlAllowbreak {}per.\UrlAllowbreak {}and\UrlAllowbreak {}roid.\UrlAllowbreak {}com/\UrlAllowbreak {}jet\UrlAllowbreak {}pack/\UrlAllowbreak {}gui\UrlAllowbreak {}de
https://play.google.com/store/apps/details?id=com.cybele.application
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Fig. 2. Visualization of theModel-View-ViewModel (MVVM) pattern of theKyvelimobile guide
app
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Fig. 3. Screenshots of the mobile guide app. From left to right: a) main screen of the mobile guide
app; b) a keypad-style UI for navigating in permanent exhibits; c) UI for navigating in temporary
exhibits.

Fig. 4. Screenshots of the mobile guide app. From left to right: a) exhibit scanning & recognition
screen; b) visual quiz screen; c) exhibit content delivery screen with audio player.



A Location-Based Mobile Guide 253

Fig. 5. Photos from evaluation with experts at the exhibition space of the Kyveli Institute.

5 Evaluation

5.1 Methods and Participants

Wehave conducted a formative empirical evaluation in the field [5] with the participation
of nine (average age 42.5 years; fourwomen) experts: threeHCI researchers, three design
engineering graduates and three cultural heritage professionals. The goal was to uncover
issues related to usability, functionality, cultural content and the overall UX of themobile
guide app. The protocol of retrospective probing was employed, and thus researchers
did not intervene, except upon participants’ requests. Quantitative data included user
analytics and participants’ responses to the User Experience Questionnaire (UEQ) [11,
12], while qualitative data were findings from observation and comments.

5.2 Results

Participants used the mobile guide app at their own pace to navigate in both the Per-
manent and the Temporary exhibition (average time ~ 29 min). In general, the guiding
experience was characterized as very interesting, while almost all participants expressed
their appreciation for the expressive audio narrative. Some of them, also, highlighted
that the UI design is consistent with the aesthetics of the exhibition space.

Feedback was mostly about minor usability issues (e.g. reveal position button had
not been noticed on time). Concerning most frequent UX issues, 5/9 reported that it was
time-consuming to locate some temporary exhibits and 2/9 felt temporarily embarrassed,
when they were about to “meet-and-greet” another visitor, who might be a stranger.

The responses from the UEQ questionnaire (>0.8 for all dimensions, Fig. 6) reveal
a very positive and captivating user experience [11], in which visitors engage with the
mobile guide app and can be more attentive of various items of the exhibition.
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Fig. 6. Responses to the user experience questionnaire (UEQ).

6 Summary and Conclusions

This paper presented the design, implementation and empirical evaluation of a mobile
guide for a small-size conceptual exhibition. The mobile guide app combines gamified
exploration with exhibit recognition, pre-recorded audio narrative, and co-located vis-
itor encounters. The app is fully developed with Android native technologies and it is
available from Google Play.

The design of the Kyveli mobile guide app takes into account several aspects of
the exhibition theme, space and artifacts, as well as user needs and requirements. It
allows visitors to examine cultural exhibits ‘freely’ based on what attracts them the
most. The feature of visual exhibit recognition (through the mobile device camera) adds
an engaging challenge to the visitor UX, who are incited to explore the exhibition space
in a playful manner. The interpretive content that has been authored and voiced by the
person in charge of exhibitions and tours plays an equally important role to the UX.
Last but not least, visitors have the chance to “meet-and-greet” others via selecting their
favorite exhibit, which promotes the social dimension of museum visits.

We expect that future research in mobile guides for cultural exhibitions will take
into account the requirements of the cultural institutions and their audiences in creative
new ways that combine the affordances of mobile technologies with cultural content
and digital media. Additionally, innovative design approaches, methods and interaction
patterns for mobile apps should arise from the cooperative work of cultural heritage
professionals and interaction designers that will jointly consider the types or styles of
cultural exhibitions and advancements in mobile and other interactive technologies.
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Abstract. Currently, the concept of Quality of Life (QOL) is in the
limelight. For the elderly, attention is focused on efforts to extend one’s
“healthy life” expectancy. As for young people, attention is focused on
removing the accumulated stress of living in a society where life can
be difficult for young people. In response to these demands, local gov-
ernments are making various efforts, and in particular, the solution of
“laughing” is attracting attention. “Laughter” leads to improved respi-
ratory health, stabilized blood pressure, and reduced stress, and anyone
can easily apply this solution. However, this requires time and cost, such
as the need to prepare a comedian. In this paper, we aim to improve QOL
for the elderly and young people by building a system that allows users
to easily access opportunities for “laughter.” Specifically, we propose a
system that automatically generates comic scenarios and easily presents
audio media while interacting with humans using smart speakers.

Keywords: Smart speaker · Japanese Traditional Comedy (Manzai) ·
Support for the elderly and young people

1 Introduction

The average human age is rising with the development of medical care in Japan.
On the other hand, the difference between life expectancy (i.e., death) and
“healthy life” expectancy was 8.84 years for men and 12.35 years for women
in 2016. Healthy life expectancy is the period during which an individual can
perform daily activities and lead a healthy life. If this difference widens as the
average life expectancy increases in the future, there are concerns not only about
health problems but also about the impact on households due to increased medi-
cal and care costs. On the other hand, young people who support the elderly are
constantly stressed due to the feeling of constraint and thus feel like giving up
on the super-aging society. As a result, the number of people with mental illness
is increasing, and the number of people who cannot think and act on their own
is also increasing.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Under these circumstances, Quality of Life (QOL) is in the limelight, and
attention is being focused on efforts to extend healthy life expectancy for the
elderly and to support young people so they can live with as little stress as possi-
ble. Among the proposed solutions, “laughing” is attracting attention because it
leads to reduced stress and anyone can easily apply it. Japan has begun to enter
a super-aging society, so maintaining the health of both the elderly and young
people is extremely important for society. In addition, with the recent develop-
ment of AI and robot technology, people are becoming less uncomfortable about
the integration of computers with humans and society.

In this paper, we purpose a way to improve the QOL for the elderly and young
people. Specifically, we propose a system that automatically generates Japanese
traditional comedy and presents the generated audio media while interacting
with humans using a smart speaker.

2 Related Works

Research on laughter and health in Japan has attracted increasing interest since
the 1970s, when a well-known report on laugh therapy was presented by jour-
nalist Norman Cousins [1]. This paper stated that patients with severe pain and
the inability to sleep well could improve their situation by watching TV shows
and laughing.

On the other hand, it is necessary to “remove anxiety” to support the reha-
bilitation of young people with mental illness. It is important to find the cause
of anxiety through counseling and to provide effective treatment. Regarding
Pokemon-loving mental illness, many cases have been reported in which the
Pokemon GO game made it possible leave one’s residence voluntarily, which
then alleviated this condition’s symptoms.

Numerous studies have presented jokes and humor using robots. Klaus
et al. [2] proposed a real-time adaptation of a robotic joke teller based on the
human social signals of facial smiles and vocal laughs. They implemented an
entertainment robot shown to learn jokes that were in accordance with the user’s
preferences but without incorporating explicit feedback. Knight et al. [3] pro-
posed Robot Theater as a novel framework to develop and evaluate the interac-
tion capabilities of embodied machines. Vilk et al. [4] built a robotic stand-up
comedian, which performed comedy in real environments. They concluded that
the timing of robot joke-telling markedly improved the audience response. Kat-
evas et al. [5] developed humanoid robots to perform stand-up comedy. They
demonstrated the manner in which a humanoid robot could be useful by prob-
ing the complex social signals that contribute to the live-performance experience.
For this study, we specifically examined the easily understandable and funny
comedy genre of traditional Japanese Manzai, and we assessed a new style of
observing an automatically generated Manzai scenario.
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3 Automatic Generation of Manzai Script

3.1 What is Manzai?

Manzai, a traditional Japanese comedy genre, is usually presented by a duo of
characters engaged in humorous dialogue. Generally, each of the Manzai char-
acters takes up one of two distinct roles: Boke or Tsukkomi. The Boke makes a
statement causing a misunderstanding, forming a funny remark or a joke, which
elicits laughter from the audience. The Tsukkomi then points out the mistakes
and misunderstandings made by the Boke and provides opportunities for humor.
In our system, when a user inputs a keyword, the system creates a Manzai sce-
nario based on web news related to that keyword. There are three parts of each
act: “Introduction,” “Body,” and “Conclusion” (i.e., punch line). In these times,
web news usually contains bad news, such as political discord and accidents.
However, bad news should not be used for Manzai because Manzai is comedy.
We set “stop” words such as “death” and “disaster” to prevent the generation
of an inappropriate Manzai scenario. Such subjects are seldom the subject of
appropriate humor.

3.2 Proposed System

We are building a system called “Manzai script automatic generation sys-
tem” [6]. This system automatically generates a Manzai script from related news
for the “theme” entered by the user. The script is composed of an introduction,
a body, and a conclusion, and it is possible to easily create a wide variety of
comic story material. We also propose a method to automatically generate a
single Manzai script from multiple articles published in the headline news of a
web news site [7]. In this case, the user only needs to say, “headline news,” and
no theme needs to be input.

First, there is the “Introduction” part. This part provides the opening greet-
ings, the first laughter, and the topic for this story. The system starts with
familiar topics related to the subject and then reads the title of an article to
connect to the “Body” part. Next, the system executes the “Body” part, which
is the main axis of Manzai. The flow of current affairs made in the “Introduction”
part is inflated with this material and blurred. The “Body” part expands the
story made in the “Introduction” part with the Boke. For the Boke of our sys-
tem, we use “Wordplay Boke,” which makes a mistake in reading that is shown
by making a sound similar to a certain word from the database. In addition, this
system can function as the uncertain “Nori Tsukkomi,” where subtle timing is
used to evoke temporary pondering of the Boke’s statement before correcting
it. In this case, the role of Tsukkomi is synchronized once with the content of
the Boke, and then the corrective Tsukkomi is performed again. Furthermore,
“Conflict Boke” can be created to extract synonyms that are in conflict. Con-
sequently, the “Body” part is the longest in the entire Manzai, and most of the
Boke’s remarks are inserted using the above technique.
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Fig. 1. System for Generating Interactive Japanese Traditional Comedy

Finally, the “Conclusion” (i.e., punch line) part presents a summary and a
last laugh, and our method uses a riddle for the “Conclusion” part. The method
prepares a format in advance using the riddle style of “Why is A like B?” and
then “Because C(C’)!”. In the system, part A is used as input from current
affairs, and homonyms C(C’) and noun B are created from the information in
the dictionary and Wikipedia. In the actual constructed system, the user inputs
words such as “soccer” and “politics” as the “theme,” and the system generates
the Manzai script as an XML file.

In the case of creating a script using headline news, first, the headline news
of the day is extracted in advance. Next, negative articles not suitable for the
Manzai are removed from those articles, and the method selects the news articles
to be converted into the Manzai scripts. Finally, the Manzai script is generated
using the subject words of the entire headline news and the subject words of each
news article. As a result, it is possible to produce a dialogue using the Manzai
theme words, and, moreover, it is possible to make the flow of the Manzai story
consistent.
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4 Interactive Manzai Generation System using Smart
Speaker

An outline of our interactive Manzai generation system is shown in Fig. 1. The
smart speaker used in the system is LINE Clova. Skill development is performed
using the “Clova Developer Center β,” provided by LINE Clova. In order to
activate a skill, it is necessary to register the skill name for talking to the Clova,
and here the skill name is “News Manzai.” The program runs when the skill is
activated. This program is registered in advance when registering the skill by
accessing a URL. This time, we created a program using the PHP language.
When a user tells the Clova to “launch a news Manzai,” the Clova gives a brief
explanation. After that, the user issues one of the following commands: “Make
a xxx Manzai (xxx is theme word),” “Make a headline Manzai,” or “Play the
Manzai.” When the user commands “Make a xxx Manzai,” the Manzai script is
generated in XML format by executing a script that generates a Manzai with
the theme of “xxx” in the Manzai automatic generation server. Based on this
file, it is converted to an audio file using AITalk, which is synthetic speech
reading software. In addition, the Manzai automatic generation server regularly
acquires headline news. Therefore, it is possible to generate a Manzai script from
the latest headline news when the user commands “make a headline Manzai.”
Then, the user can listen to the Manzai by issuing the user command “Play the
Manzai,” after which the system downloads the generated audio file from the
Manzai automatic generation server and plays this audio.

In this way, the user can create a Manzai and listen to it by simply speaking
with the Clova. As a result, even elderly people can easily listen to their favorite
Manzai without using a smartphone or PC.

5 Conclusion

We propose a system that automatically generates a Manzai script and an audio
file for a specified theme or for headline news. Furthermore, this system uses a
smart speaker for audio output. Currently, the system only rarely succeeds in
generating interesting Manzai, so we aim to improve its accuracy and perfor-
mance in the future. In addition, we intend to explore ways of measuring the
reactions of the people who are listening to the Manzai.
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Abstract. Purpose To meet the needs of art lovers to obtain exhibition infor-
mation, explore more functional designs to enhance their exhibition experience.
Methods Taking the interface design of the art exhibition app as an example, using
competitive product analysis, user portraits and other methods to understand user
demand, classify the design needs by attributes through the Kanomodel, complete
the user demand segmentation, and construct the design based on the calculation
results of the user satisfaction index The four-quadrant diagram of requirements
is required, and important design requirements are refined, and the page design is
carried out accordingly. Conclusion The Kano model method can improve design
efficiency, help designers better understand the needs of visitors in the process of
visiting the exhibition, and enhance the visitor experience.

Keywords: Kano model · Art exhibition · User demand · Attribute classification

1 Introduction

Viktor Shklovsky once wrote in “Art as Technique” that “art exists to restore a sense of
life, to feel things, tomake a stone stand out from a stone”. The texture [1]. As a carrier of
art works, art exhibitions provide a platform for the public to accept the edification of art.
With the development of the social economy and the increasing aesthetics of the public,
people need more forms of activities to enrich their spare time. Art exhibitions have
become the first choice for the public to enrich their lives and cultivate their sentiments.

With the development of the Internet, the dissemination of art exhibition informa-
tion has also changed. In the era of traditional media, the dissemination of exhibition
information mainly relies on radio, newspapers, magazines, etc., which are often limited
by time and place, resulting in a limited number of people who can obtain exhibition
information. In the Internet era, the media and methods of exhibition information are
becoming more and more abundant, showing a diversified trend. Websites, Weibo, etc.
are all platforms for people to obtain exhibition information. In the context of the grow-
ing demand in the cultural market, art exhibition information APPs came into being,
such as iMuseum, VART, ArtCalendar, Zaiyi, watching exhibitions, etc., all of which
provide art lovers with the latest daily exhibition information, special special exhibi-
tions, permanent exhibitions, etc. A high-quality app for art exhibition information such
as special galleries.
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2 Competitive Analysis

The author will elaborate from the aspects of product positioning, data performance,
characteristic functions, interaction design and so on.

2.1 Zaiyi

“Zaiyi” is a mobile application that integrates art life services and commenting and
socializing, providing information on art exhibitions and intra-city art events held by art
galleries, museums, galleries and other organizers around the world. Art itself is a niche
field. When it is delivered to more people in the form of art exhibitions, the audience it
radiates will increase exponentially, so it is particularly important to promote exhibition
information. Zaiyi provides an integrated service for online viewing of exhibition infor-
mation and ticket purchase. The app has been downloaded 1.22 million times in the app
market, with a score of 5 points, and has a large number of users.

The main content of this app includes exhibition information, art lectures, art com-
munity, live broadcast, etc. It is rich in content and practical. Users can inquire about art
exhibitions around the world in the “Exhibition” module, and purchase tickets with one
click on the ticketing system of the application; the “Course” module is highly knowl-
edgeable and records the lectures or courses offered by experts in various fields of art.
Video, which is convenient for users to obtain more professional learning methods with-
out leaving home; “Home” is a community where everyone records and shares artistic
life in the form of pictures, texts or short videos, and users can build their own art circles
here. In addition, the live broadcast function of Zaiyi is unique. The platform invites
institutions to settle in, live broadcast to watch exhibitions and live broadcast forums.
Through these forms, a large number of users are accumulated, and the “interactive live
broadcast” era of art communication is opened, allowing users to watch the interesting
and interesting world from zero distance. Art scene. see picture 1 (Figs. 1 and 2).

Fig. 1. Zaiyi interface Fig. 2. iDaily Museum interface

2.2 iDaily Museum

“iDaily Museum” is an app that focuses on global art exhibitions and museum activities.
It publishes global exhibition information as comprehensively as possible, allowing
users to keep abreast of the exciting exhibitions going on around them. The app has been
downloaded 640,000+ times in the app market and has a score of 4.9.
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iDaily Museum divides the app into four modules with the navigation at the bottom
of the page: world, city, dynamic, and personal center. The “World” section displays
exhibition information from all over the world and the introduction of museums and art
galleries in various cities; the “Same City” section allows you to view exhibitions in
custom cities, as well as select national museums, special museums, private museums,
and commercial galleries in the city. In the “Dynamic” section, you can make your own
exhibition plan, or learn about your friends’ plans and travel together; in the “Personal
Center”, you can quickly view information such as trends, exhibition collections, venue
collections, and article collections. The four sectionswork together to help users improve
their efficiency in finding exhibitions and making plans.

The advantage of Zaiyi app is that exhibitions and lectures are rich in content, cov-
ering most of the art activities; the disadvantage is that the function is too powerful,
resulting in too fragmented sections of the app, making it difficult for users to quickly
find the functions they want. The advantage of iDaily Museum is that the function is
highly targeted, focusingon the release of exhibition information.The interface is concise
and clear, which is convenient for users to get started quickly; interactive requirements.
The exhibition information is not classified into modules, and users can only browse the
exhibition information in the order of push, and the search efficiency is low. The author
will learn from experience to improve the interface design of art exhibition information
apps.

3 Build User Portraits

The author conducted iodized salt for the art exhibition information app. According to
the survey results, it was found that most of the users were college students or art lovers.
Based on this, the user portraits were constructed: college students and young art lovers.

3.1 Current University Student

Zhang Tingting is a college student studying in a university in Guangzhou. She usually
likes to visit high-quality art exhibitions, and after viewing the exhibitions, she shares
and records the exhibitions in the form of pictures or videos. If the exhibition also
sells related art peripherals, she is happy to help These art peripheral products are paid
for. Zhang Tingting hopes that through a platform, she can comprehensively grasp the
information of art exhibitions across the country and even around the world, so that she
can inquire about and participate in exhibition activities in a timely manner, so as to
improve her artistic quality (Figs. 3 and 4).

3.2 Arts Lover

Duan Zhenyu is the executive director of a company in Zhongshan City. After working
hard in the workplace for a few years, his work has stabilized. He has already started a
family and has a child. The husband and wife pursue a spiritual and quality life, and like
to take their children to the art exhibition hall to receive the edification of art and increase
their children’s knowledge. However, due to his limited art knowledge, Mr. Duan could
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Fig. 3. College students - role model Fig. 4. Young art lovers - models

not provide a comprehensive explanation to the children in every exhibition. Since he
did not live in a first- and second-tier city, there were few local art resources. Mr. Duan
hoped to have a platform to solve the inquiries about the exhibition., works, etc.

4 Analysis of User Needs Based on KANO Model

In order to better understand the needs of users, the author conducted user interviews
with art students before designing the questionnaire, in order to more accurately grasp
the needs and pain points of users, and improve the accuracy of the analysis of the Kano
model. The author marks the extracted 11 requirements as C1, C2…C11, see Table 2
for details.

Table 1. Kano model evaluation table
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Table 2. List of requirements

4.1 Requirements Attribute Classification

Questionnaire Distribution and Inspection
A total of 63 online questionnaires were received in this survey, of which 86% of

the respondents were between the ages of 18 and 25, and 22% had used art exhibition
information apps. Some participants have less experience, which is similar to the user
role characteristics targeted in this article. The author used SPSS software to conduct
reliability analysis on the 63 questionnaires collected to study the reliability and accuracy
of quantitative data responses. Among them, the Cronbach α coefficient of the forward
question was 0.861, and the Cronbach α coefficient of the reverse question was 0.899.
The coefficients of the forward and reverse problems are all greater than 0.8, indicating
that the research data has high reliability and can be used for further analysis.

User Requirement Kano Attribute Classification
By comparing the evaluation table of the Kano model, see Table 1, the author clas-

sifies the attributes of the results of the returned questionnaires. The details of the Kano
attributes of the design requirements are shown in Table 3. Among them, C1, C3, C5,
C6, C9, C11 are indifference attributes, indicating that there is no obvious relationship
between the presence or absence of these functions and user satisfaction.

4.2 Ranking of Important Needs

The core function of the four-quadrant model is to divide the design requirements into
four quadrants according to the two dimensions of urgent and important, including four
quadrants of important and urgent, important and non-urgent, non-important and urgent,
and non-important and non-urgent. The urgency of the design requirements. Figure 5 The
Better-Worse coefficient graph shows the coordinates of each requirement, the horizontal
axis is the Worse value, and the vertical axis is the Better value, which intuitively shows
the importance and emergency of all functions.

The first quadrant is the desired attribute, with a high Better value and a high abso-
lute value of Worse, indicating important and urgent design requirements, including two
requirements of C2 and C7, namely online ticket purchase and venue tours. The realiza-
tion of these two requirements is of great help in providing user satisfaction, and is also
a key element in building user loyalty.
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Table 3. Demand Kanot attribute classification table

Fig. 5. Four-quadrant diagram of design requirements

The second quadrant is the charm attribute. The Better value is high and the Worse
value is low in absolute value, indicating important but not urgent needs, including four
needs of C6, C8, C10, and C11, that is, punch-in interaction, scan code to view work
introduction, query and submit Art competitions, live art lectures, the realization of these
needs can improve the user experience, and should be prioritized when developing and
designing.

The third quadrant is the indifference attribute, with a low Better value and a low
absolute value of Worse value, indicating non-important and non-urgent design require-
ments, including four requirements of C1, C3, C5, and C9. The functions of this quadrant
are usually not provided.

The fourth quadrant is a must-have attribute, with a low Better value and a high abso-
lute value ofWorse, indicating non-important and urgent design requirements, including
the C4 requirement, which is the venue notice. The functions in this quadrantmust be sat-
isfied, and the user satisfaction of the requirements in this quadrant must be continuously
paid attention to.
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In terms of the priority of function provision of the four-quadrant diagram, the usual
implementation order is: required attribute > desired attribute > attractive attribute
> indifference attribute. Both the first and second quadrants are important needs, and
the first and fourth quadrants are urgent needs. The first quadrant is both important
and urgent. The realization of these needs has a significant effect on improving user
satisfaction., so the order of realization of the design requirements is determined as the
first quadrant > the second quadrant > the fourth quadrant > the third quadrant.

5 Fourth, According to the Needs of the Order to Expand
the Program Design

Seven important requirements were screened out through the four-quadrant diagram,
namely C2, C7, C4, C6, C8, C10, and C11. It can be seen from the better values in
Table 3 that C2, C6, C7, C8, C10, and C11 have a significant impact on improving user
satisfaction. Among them, C2 is “online purchase of tickets”. While providing exhibi-
tion information, art exhibition information apps should also attach a link to purchase
exhibition tickets, which can provide users with great convenience. C6 is “check-in inter-
action”. Currently, the exhibition information apps on the market pay more attention to
the information push before the exhibition, and seldom pay attention to the user experi-
ence during the exhibition. The app adds the check-in interaction function to allow users
to watch the exhibition. During the exhibition, go to the designated place to take photos
and upload or share the experience of the exhibition online. After the card is successfully
punched in, you can get rewards such as ticket vouchers or souvenirs, so as to increase
the interaction between users and the art exhibition. C7 is “providing a classified tour of
venues”. When people visit art galleries, museums or other exhibition venues, most of
them are very unfamiliar with the layout of venues. Usually, they must follow the on-
site guidance to complete the visit. If the exhibition information app can The provision
of electronic venue classification guides will allow users to understand the exhibition
layout of the entire event in advance, and they can visit according to their interests when
they arrive at the venue. C6, C7, and C8 are all to enhance the user experience during
the exhibition.

C10 is “Inquiry and Submit Art Competition”. According to the results of the ques-
tionnaire, college students and young art lovers account for the largest proportion of the
groups who visit art exhibitions. Some of these groups have the needs to participate in
art competitions. This requirement can provide convenience for these users. C11 stands
for “Live Art Lectures”. The application of Internet technology provides technical sup-
port for the development of all walks of life. The “Live Broadcast” function is added
to the art exhibition app, allowing people who cannot attend art lectures and courses
due to geographical and time constraints. Watch art lectures online to enrich the user
experience.

From the worst value in Table 3, it can be seen that C4 has a significant effect on
the reduction of dissatisfaction. C4 is “Reminder for Venues”. Before arriving at the
exhibition site, people usually want to know the basic information such as opening time,
closing time, and exhibition address, as well as information on facilities such as luggage
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storage, public activity space, and toilets to meet this demand. It can improve the user’s
comfortable psychological experience.

Based on the seven design requirements in Fig. 5, the interface design of the art
exhibition information app is carried out, and the design focuses on C2, C6, C7, and
C10. The main interface renderings are shown in Figs. 6 and 7.

Fig. 6. Art exhibition information APP low fidelity

Fig. 7. Art exhibition information APP high fidelity

6 Epilogue

This paper takes the interface design of the art exhibition information app as an example
to study, adopts the methods of competitive product analysis, user interviews and user
portraits to obtain user needs, and completes the user needs segmentation through the
Kano model analysis method, and combines the four-quadrant model to determine the
important design requirements. Determine the order of requirement realization accord-
ing to the schedule, and give priority to completing important and urgently needed
design requirements when time is urgent; when time and resources are abundant, focus
on important non-urgent design requirements to meet users’ expectations and attractive-
ness needs. Kano model analysis method can shorten the development cycle, improve
design efficiency, and improve user satisfaction, but this method focuses on user demand
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research, and the research content has limitations. In a complete design plan, it needs
to be combined with other research methods. With the cooperation, in the future, more
research methods can be combined to deeply explore more functional designs of the art
exhibition information app.
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Abstract. In order to study the redesign of Qiang culture linking tradition and
fashion, based on summarizing the connotation and design status quo of Qiang
culture, combined with the characteristics of augmented reality technology and
interactive expression, the AR picture book and IP image design of Qiang culture
targeted at modern fashion users are studied. The picture book vividly shows the
historical connotation of Qiang culture in a three-dimensional and visual way, and
highlights the ethnic characteristics of Qiang by combining ethnic IP to enhance
ethnic affinity and communication. For the key culture and rich cultural content
of Qiang nationality, AR technology is combined with two interactive ways of 3D
data superposition and video superposition to provide vivid digital display content.
which stimulates users’ exploration and thirst for knowledge, makes the pop-up
book more lifelike, and forms an interactive experience combining the virtual and
the real. It improves the exploration of knowledge, the interest and extension of
the content, and opens up a new field for the learning and inheritance of Qiang
culture.

Keywords: Qiang culture · Augmented reality technology · Interaction design

1 Introduction

The Qiang is one of the oldest ethnic minorities in China. As an important part of
traditional Chinese culture, the Qiang people have left behind many unique and precious
intangible cultural heritage, such as the Historical stories of the Qiang people, clothing,
architecture, Shibi culture, festivals, Qiang flute, embroidery, etc. They are the symbol
and crystallization of the wisdom of the Qiang people for thousands of years and have
great artistic and cultural heritage value. And with the continuous development of new
media technology, the audience’s way of life is in constant change in the innovation,
the traditional forms of Qiang cultural heritage are facing out modern user perspective
and the situation of inheritance, how to use modern information interaction technology
Qiang culture to meet the modern user perspective way better legacy is particularly
important. Under the new media environment, augmented reality technology develops
rapidly. Combined with the education industry, augmented reality can realize reality
interaction, combine teaching with fun, and improve the exploration of knowledge and
extension of content [1]. Based on summarizing the connotation and design status quo of
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Qiang culture, this paper focuses on the AR picture book and IP image design of Qiang
culture aimed at modern fashion users, combined with the characteristics of augmented
reality technology and interactive expression. The AR picture book based on Qiang
culture vividly shows the historical connotation of Qiang culture in a three-dimensional
and visual way, highlights the ethnic characteristics of Qiang nationality with ethnic IP,
and enhances ethnic affinity and communication. The design uses AR technology to add
the interaction of moving the picture book and IP image throughmobile phone scanning.
Which creates an interactive experience that links tradition and fashion, and shapes a
sustainable ecological model for intangible cultural heritage inheritance.

2 The Connotation and Design Status of Qiang Culture

2.1 Historical Connotation of Qiang Culture

Qiangpeople are the only ethnic group inChinawhose surname iswritten in oracle bones.
In the long history of development, Qiang people have integrated their wisdom into all
aspects of work and life, forming a unique ethnic culture and religious belief. Sheep is
inseparable in the development of Qiang people. As one of the objects of worship of
Qiang people, sheep not only lays a foundation for their economic life, but also makes a
profound reflection in their national costumes [2]. Shibi is the most authoritative cultural
and intellectual integrator of the Qiang nationality, which is a strange and primitive
religious and cultural phenomenon left by the ancient Qiang nationality. The Qiang
people believe in animism, and Shibi is respected as a person who can connect the
realm of life and death, and direct to the gods. Shibi culture reflects qiang people’s
worship of God and longing for a peaceful life. The Qiang people are a non-literate
people. The intelligent Qiang people have concentrated their wisdom and culture in the
beautiful Qiang embroidery skills and the beautiful Qiang flute music, which have been
passed down from generation to generation. Qiang embroidery was rated as a national
intangible cultural Heritage in 2008. The Qiang embroidery culture, which has been
dormant for thousands of years, has once again entered the world’s attention through
the new media of the new era, and has shaken the aesthetics and concepts of modern
people through its distinctive style and expression form [3]. TheQiang clothing hasmany
exquisite embroidery patterns, and the Qiang’s famous “Yunyun shoes” are the classic
moire embroidery. As an important part of the Qiang culture, the traditional clothes,
and shoes of the Qiang people come from life and are higher than life, expressing the
Qiang people’s yearning for a better life in the future. The performance of the Qiang flute
expresses the feelings of the Qiang people, who are positive, respect the natural things
and love life. It has become an important channel for communication and inheritance of
national culture. OnMay 20, 2006, Qiang Flute performance and production techniques
were approved by The State Council to be listed in the first batch of national intangible
cultural heritage list.

TheQiang people’s history, totem belief, Shibi culture, Qiang flute, clothing, Yunyun
shoes, stories and embroidery and other traditional culture have been accumulated by
the Qiang people in the long historical process. They have their own unique cultural
characteristics and national style, and are the symbol and crystallization of the wisdom
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of the Qiang people for thousands of years, and contain profound artistic and historical
cultural connotations.

2.2 Design Status Quo of Qiang Culture Under Fashion Environment

The Needs of Fashion Users. According to Maslow’s motivation model as shown in
Fig. 1, modern fashion users pay more attention to cognitive, aesthetic and self-real-
ization of high-level needs based on meeting life needs. Facing modern fashion users,
Qiang culture with ancient culture and artistic value wants to occupy a place in the mod-
ern market with fierce competition. While insisting on its own national characteristics
and artistic style, it must combine modern information interaction technology to seek
innovation and development in line with the perspective of modern users.

Fig. 1. Maslow’s motivation model

The Design Status of Qiang Culture. TheQiang CultureMuseum is shown on the left
in Fig. 2. It is one of the conservation planning projects established after the Ministry of
Culture organized experts to conduct investigation, research and rescue research on the
Qiang intangible cultural heritage after the 2008 earthquake. TheQiangCultureMuseum
has a wealth of images and videos of The Qiang culture, as well as academic research
and news reports, which are of great help to the induction and protection of the Qiang
culture. As shown on the right of Fig. 2, 5D Immersive interactive Intangible Cultural
Heritage Light and Shadow Restaurant is a project jointly created by Yang Huazhen,
the national inhertor of Qiang Embroidery, and Pizza Hut. A large interactive light
and shadow installation is combined with the traditional Culture of Qiang Nationality
intangible cultural Heritage, and the peony pattern symbolizing reunion and happiness
is integrated into the interactive light and shadow installation. Peonies are in full bloom
and butterflies are dancing. Through new media technology, Qiang embroidery culture
is naturally integrated into the dining environment to enhance the aesthetic feeling and
value of the restaurant. This design not only matches traditional culture with modern
aesthetics, but also integrates traditional culture into modern life and modern consumer
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market. The two cases have played a good role in the inheritance of Qiang culture
by combining with the corresponding modern information exchange technology and
adopting a way that meets the aesthetic and needs of modern young people. However,
all users need to study on the spot, which is limited by regional space, so the audience
is not large, and the spread is not enough.

Fig. 2. Design cases of Qiang culture

3 AR Interaction at Home and Abroad

Augmented reality technology is the clever fusion of virtual information simulation
with the real world. The two kinds of information complement each other, to realize
the “enhancement” of the real world. It has three characteristics: Combines Real and
Virtual, Interactive in Real Time and Registered in 3-D [4]. AR interactive effects can be
presented in various ways, including AR interactive mode based on mobile terminals,
head-mounted, mirror, desktop, and holographic projection. The AR interaction mode
based on mobile terminal takes the screen of mobile device as the medium of over-
lay virtual information world. Although this is a relatively basic AR interaction mode,
other AR interaction devices have low penetration rate and high price. For fashionable
users in the information age, smart mobile devices have long become their necessities.
According to the usage habits of fashion users, based on analyzing the characteristics of
AR interaction, the mobile AR interaction expression mode suitable for fashion users is
studied.

3.1 Characteristics of AR Interaction Design

The characteristics of AR interaction design are studied from three aspects: First, the
“enhancement” of real-world information. Virtual information such as text, picture,
video, sound, and 3D data are used to fuse with real world information from width and
depth to achieve “enhanced” effect. As shown on the left in Fig. 3, 3d dinosaurs in
the virtual world integrate with paper books from depth information such as 3D vision,
sound and hearing to enhance the effect of paper books. Second, the interactive display
of virtual information should be correct, intuitive, and refined. Picture, video, or 3D
data is better than text data, large font is better than small font, and local enlargement
function is provided appropriately where information is large. Virtual information is
often not limited by time and space, relatively flexible and free. Finally, AR interaction
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design should be user-centered and conform to the characteristics of users. The user
is the controller of AR interaction, and the interactive feedback of virtual information
should conform to the user’s behavior habits in nature and the existing interaction design
norms, so that the virtual information can be easily interacted and controllable by the user.
According to people’s nature of exploring the unknown, on the basis of security, virtual
information with explorability can be appropriately introduced to meet users’ nature of
exploring, improve users’ viscosity and unknown experience of AR interaction.

3.2 Interactive Representation of Mobile AR

According to the habits and characteristics of users using AR interactive devices, smart
devices based on mobile terminals are the mainstream AR interactive devices of current
fashion users. Mobile AR interactive representation includes three-dimensional data
superposition, video superposition and AR game superposition. Both dynamic and static
3Dmodels and 3D scene presentation are 3D data overlay. As shown on the left in Fig. 3,
virtual 3D dinosaurs appear on paper books, while cracks appear in the floor tiles of the
objective world in the mobile phone lens as the dinosaurs move. Dynamic 3D models
interlock with realistic 3D scenes, which is one of the common and quite expressive
ways of AR interaction. The video is characterized by rich content, detailed expression,
and accuracy. The intermediate case in Fig. 3 shows the interactive effect of AR video
superposition. The paper idiom picture book tells the story of the outing life familiar
to modern children as the main line, and naturally quotes the idiom “row upon row” to
describe the playing scene at that time. However, this idiom has aMing Dynasty allusion
which is worth further learning by users. In combination with mobile AR interaction,
video animation superposition is used to show users the origin of this idiom and increase
the possibility for users to explore the cultural origin of this idiom. The AR game overlay
of PokemonGO is shown on the right in Fig. 3. It takes the user’s real world as the setting
for the game. Many virtual superimposed Pokemon can appear in the real world through
mobile devices, and users can play interactive games such as exploration, capture and
combat in the virtual Pokemon, so that users can play in the real worldwith superimposed
virtual things without being bound by the site and space.

Fig. 3. AR interaction

4 Interactive Design of Qiang Culture Based on AR Technology

4.1 The Overall Design of Qiang’s Stereoscopic Picture Book

Based on the research of Qiang culture connotation, modern user characteristics and AR
technology, the general framework of AR technology based Qiang culture interaction
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design is finally determined as shown in Fig. 4. Which is mainly composed of Qiang
culture picture book and AR interaction APP. The picture bookmakes a visual and three-
dimensional design of the extracted Qiang cultural connotation. The catalogue contains
the history of the Qiang people, the ancient Sheep totem of the Qiang people, the religion
of the Qiang people, the making of the Qiang flute, the Clothing of the Qiang people,
Yunyun shoes and Qiang embroidery. The IP image with the typical characteristics of
the Qiang people guides users to read the picture book interdynamically. For Qiang’s
key culture and rich cultural content, AR technology is combined with two interactive
ways of 3-D data superposition and video superposition to provide vivid digital display
content, to improve the interest, extensibility and user interaction and participation of
picture book content.

Fig. 4. Qiang culture interactive design framework based on AR technology

In the history page of Qiang nationality, the 3-D image of the ancestors of Qiang
nationality standing between the blue sky and white clouds shows the long historical
background of Qiang nationality. The IP image of Qiang nationality guides users to read
the historical changes of Qiang nationality before and after THE A.D. at the bottom
right of the page. The ancient Sheep totem page of The Qiang nationality embodies
the sheep totem of the Qiang people’s desire for peace and prosperity with the 3-D
warm living picture between shepherds and sheep. In this page, the evolution process
of the digital sheep totem with AR technology and the origin of the IP image design
of the Qiang nationality are combined. On the religion page of Qiang people, the 3-D
“Shibi” sacrificial scene shows the religious credibility of Qiang people. On the lower
right corner of the page, the QIANG IP image guides users to interact with the dynamic
scene of “Shibi” sacrificial scene combined with AR technology. The production page
of The Qiang flute reflects the production steps of the Qiang flute by turning the inside
page and visualizes the Qiang flute performance screen, and reproduces the dynamic
performance screen andmusic of theQiangflutewithAR technology. TheQiang clothing
page visualizes the typical clothing information of Qiang men and women, and extends
the more detailed interactive information of clothing with AR technology. The page of
Yunyun shoes visualizes the shape of Yunyun shoes and the hero and heroine images in
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the fairy stories related to Yunyun shoes, and interacts with the myth and legend of the
love story of the carp fairy and the shepherd boy with AR technology. Qiang embroidery
page is re-visualized to design the Qiang embroidery patterns with a sense of The Times
and its introduction. The IP image of Qiang nationality on the upper left of the page
guides users to understand the cultural characteristics and beautiful connotations of
Qiang embroidery patterns with AR technology.

4.2 Qiang Nationality IP Image Design

Among the numerous natural artifacts, the ancestors of the Qiang people chose sheep
as one of the objects of worship. The Qiang people regard sheep as their patron saint
and have a special love and worship for sheep totem [5]. The design of IP image of
Qiang nationality is based on the sheep totem, and the colors are selected from the
representative sacred colors of Qiang embroidery and goat horn. The IP image of Qiang
nationality designed in accordance with modern user aesthetics is shown in Fig. 5.
Creating ethnic IP can highlight the characteristics of the ethnic group, enhance ethnic
affinity, communication, so that users can understand and feel Qiang culture in a subtle
way. The image of the picture book and the IP image of Qiang nationality are visualized
in a 3-D form. When the book is opened, the image stands up, and the IP image guides
users to perceive the cultural connotation of Qiang nationality.

Fig. 5. Qiang nationality IP image design

4.3 Application Research of AR Technology in Qiang Interactive Picture Books

The AR realization technology of the Qiang culture interactive picture book adopts the
method of Unity3D combined with Vuforia. Unity3D is a fully integrated professional
virtual interaction engine developed by Unity Technologies. Vuforia is a software devel-
opment kit launched by Qualcomm for mobile device augmented reality applications.
The corresponding AR interaction can be generated using the Vuforia plug-in, which
is assembled in Unity. The specific use process is shown on the left in Fig. 6. Prepare
the AR recognition target map, upload the target map to Vuforia website for detection
and processing, and generate the corresponding Database. Download the Database to
automatically generate a Unity package file. This file will be imported into Unity project
and combined with the corresponding 3D data, video or AR game of the target map for
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subsequent AR design and development. The Qiang flute is inscribed with the genes
of the ancient culture and expresses the aspirations of the Qiang people [6]. The AR
interactive effect of the Qiang Flute page in the Picture book of Qiang culture is shown
on the right in Fig. 6. The still picture of Qiang flute playing is visualized on the picture
book page. This picture is taken as the target image of AR recognition, combined with
the corresponding video, the dynamic performance picture of Qiang flute is reproduced
by the mobile app and the ancient and beautiful music of Qiang flute is listened to. This
method is used to achieve the corresponding AR interaction effect in other pages of
picture books. On the basis of retaining users’ habit of reading paper picture books, the
AR interaction between the mobile app and picture books is realized to guide users to
further explore the connotation of Qiang culture in a way consistent with modern users’
habits and make the pop-up books more lifelike.

Fig. 6. The process of using AR technology and AR interaction of Qiang Flute

5 Conclusion

Formodern fashionusers, the researchon interactive designofQiang culture stereoscopic
picture books can not only enhance the awareness of Qiang culture, but also break the
limitations of regional space and better link tradition and fashion by combining the
characteristics of augmented reality technology and interactive expression. It stimulates
users’ exploration and thirst for knowledge, so that users can understand and feel Qiang
culture in a subtle way. This can not only play a role in inheriting Qiang culture, but
also let users feel tangible and perceptive cognitive embodiment, and experience the
connotation of Qiang culture in an interesting way. It enhances the user’s interaction
and participation, forms the interactive experience combining the virtual and the real,
improves the exploration of knowledge and the extension of content, and opens up a new
field for the learning and inheritance of Qiang culture.
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Abstract. With this poster we propose the concept of “Contextual
Behavior Evaluation Design” which was developed for the artistic
research project “Technology, Human, Design - Paradigms of Ubiquitous
Computing” (funded by the Swiss National Science Foundation, 2019-
22). We present theoretical principles, the immersive research setup, and
the mixed methods applied for data collection and evaluation. The focus
is on the question whether it is possible to identify personal attitudes
of people towards a sensor-technologically enhanced environment on the
basis of behavioral patterns in key situations (without access to personal
data). Subsequently, we discuss design strategies, exemplary algorithms
and initial findings.

Keywords: Ubiquitous computing · Artistic research · Contextual
behavior analysis · Environmental psychology · Techno-social
hybridity · Responsive environment · Sensor actor network ·
Evaluation design

1 Introduction

The leading research question for this e-poster is: “What appropriation pro-
cesses do humans apply to cognitively and emotionally access technologically
augmented environments and how can the involved computation help to identify
human behavioral patterns and attitudes?” To answer this question, we created
a technologically responsive environment and invited participants to experience
the walk-in installation and to report on it. By means of embedded sensors and
actuators, we staged interactive scenes that make characteristics of ubiquitous
computing experienceable and measurable. To gain insight into human appro-
priation processes and attitudes in this technologically augmented environment,
the scenes were designed to create challenging situations that could be analyzed
by an algorithmically implemented evaluation design. After concluding the user
evaluations, we are currently analyzing the collected data, which we would like
to present and discuss.

Supported by Swiss National Funds.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1582, pp. 280–287, 2022.
https://doi.org/10.1007/978-3-031-06391-6_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06391-6_37&domain=pdf
http://orcid.org/0000-0001-5080-0848
http://orcid.org/0000-0002-0585-6145
http://orcid.org/0000-0002-9326-8318
https://doi.org/10.1007/978-3-031-06391-6_37


Contextual Behavior Evaluation Design for an Artistic Research Setting 281

2 Related Work/Theoretical Foundation

Our research is situated in a theoretical field of tension between Science & Tech-
nology Studies (Ubiquitous Computing, Techno-Social Hybridity, Affective Com-
puting), Design Research (Critical Design, Sense-Making) and contemporary
psychology (Environmental Psychology, Contextual Behavioral Science).

Ubiquitous Computing (UbiComp) in itself is a rather antiquated concept
that has been around since the early 1990s,s, deriving a lot of its shape and the-
oretical power from the initial writings of Mark Weiser. His text The Computer
for the 21st century [1] marks the conceptual birth of an environment physically
augmented by several mechanisms to provide practical assistance to everyday
work tasks. The idea behind the primal form of UbiComp was to free work-
ers from tedious small-scale work steps and allow them to focus on the bigger
picture. Its potential is allegedly to be found in an ever extending networking
condition, consequently leading towards a specific kind of seamless1 integration
of technology into the social realm and vice versa.

The radically human-centered vision that is UbiComp, calls for new interac-
tion paradigms that structure the experiences with technologically augmented
environments much “more like the way humans interact with the physical
world” [2] (pp. 154). For this purpose, it seems all the more necessary for comput-
ing processes to become “invisible,” which means that they successively merge
with the environment. In this respect, computing power is becoming almost
indistinguishable from plain physical configurations. The respective users do not
have to be particularly tech savvy in order for such a system to work. The stated
goal of UbiComp in general is that “both the interface and the computer would
be invisible, subservient to the task the person was attempting to accomplish” [3]
(pp. 216 ff.). The techno-social hybrid condition does not depend upon cognitive
awareness, but rather works regardless of individual knowledge, concentrating
much more on the situative context.

“The union of explicit and implicit input defines the context of interaction
between the human and the [technologically enhanced] environment” [2] (pp.
156) and it is this very notion of context that is crucial for our research and the
corresponding evaluation as well.

For this very reason, environmental psychology comes into play: the role of
context in human functioning is one of the linchpins of environmental psycho-
logical endeavors [4,5]. Contexts play a prominent role on both the personal and
on the environmental level: the individual in question certainly has contextual
qualities as part of his/her personality: held beliefs, socialization and past expe-
riences are just a few examples that can make a big difference. The environment
on its part provides cultural clues and (physical) affordances like temperature,
lighting conditions and acoustic ambiance that may or may not resonate with
the respective participant.

1 In later texts, Weiser discarded the idea ofseamlessness in favor of a more sophisti-
cated seamful approach.
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The excessive contextual view leads us further to the issue of sense-making. In
contrast to mere (technological) sensing of certain events, sense-making is closely
connected to the narrative structure of social understanding. It implements a
trajectory that is based on an extensive notion of time – past experiences become
the basis on which new information, gathered in the present, can be categorized
and future outcomes may be anticipated respectively (cf. [6] pp. 124 ff.). Since
“[w]e humans want to understand and interpret our experiences” [6] (pp. 122),
there is a need for an archival systematic structure that enables storing and
subsequently helps us rating our experiences.

3 Research Objective and Design Approach

We applied strategies of New Media Art [7] and Speculative Design [8] to stage
interactive key situations in a walk-in installation, to make them not only experi-
enceable and debatable for participants, but also measurable and analyzable. As
a starting point, we extracted intrinsic paradigms of UbiComp such as omnipres-
ence, immediacy, invisibility, seamlessness, interconnectedness and smartness of
devices and staged them in the research setting. By utilizing unfamiliar situa-
tions, subjective narratives, and cultural references, we created ambiguous expe-
riences and forced participants to reframe their idiosyncratic attitudes and rou-
tines. Some situations were restrained, leaving room for the subjects to explore,
others more confrontational or patronizing. The situations forced the subjects
to react, make decisions, and adopt attitudes toward the computerized envi-
ronment. To draw conclusions about the human experience, we interviewed the
participants of the study but also implemented an evaluation design that auto-
matically rated their behavior patterns on the basis of sensory measured inter-
actions in a series of key situations. Applying the same semantic differentials
using opposed pairs of adjectives, the participants rated their experience. At
the same time, the computer system applied the same categories to the (semi-
)automatized evaluation. For example: “Does a subject behave rather restrained,
playful, or refusing in a challenging situation?” The consistency of the extracted
characterizing adjectives is promising, because at first sight, they don’t seem to
fundamentally contradict each other. For verification, we compared these auto-
mated conclusions with the self-assessments of the participants obtained by the
questionnaires.

4 Experimental Setup

The research setting consists of five honeycomb-shaped rooms (cf. Fig. 1 a),
which we call ubicombs and offers a walk-through that lasts about 20 min. The
scenic rooms (cf. Fig. 1 b–f), as well as the garment worn by the participants,
are equipped with sensors that record their actions and behaviors (e.g. contact,
weight, capacity, acceleration, position, head movement, galvanic skin response
(GSR)). The acquired sensor values are used to drive different actuators (e.g.
lamps, speakers, motors), thus enabling the responsiveness of the rooms. The test
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subjects can explore, solve puzzles or stage themselves, but are guided in time
so that the different test runs are comparable. However, the sensory-measured
data are not only used for the responsiveness of the technologically enhanced
environment, but also recorded to analyze the behavior of the test subjects.

Fig. 1. Floor plan of the ubicombs setup (a, 8.70× 6.50× 2.50 m), Staged paradigms
of UbiComp in five connected honey-comb-shaped spaces: Zen Garden (b), SciFi (c),
Office Anachronism (d), Echo Chamber (e) and Mycelium (f)

5 Mixed-Methods Evaluation

In this research project we combine qualitative and quantitative data collection
and analysis methods. On the one hand we asked the participants for interviews
(recorded, transcribed, QDA-coded) and to fill out questionnaires (semantic dif-
ferentials), on the other hand we collected sensory data of the subjects and their
interaction with the installation that was subsequently analyzed it by means
of the projects’ own Evaluation Viewer (Fig. 2), and transformed using corre-
sponding algorithmic rating implementations.

5.1 Participants and Evaluation Units

Three pre-tests were conducted with a total of 37 participants, which helped to
optimize the research situation and the evaluation design. Subsequently, three
evaluation blocks of 20 persons each were invited to explore the artistic installa-
tion. Diversity in age, gender and background was taken into account. Using an
online pre-survey, all participants were asked to provide anonymous information
about themselves and to conduct self-assessments regarding creativity and open-
ness toward new things and technology. Since the participants can be grouped
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Fig. 2. The Evaluation Viewer : timeline with event markers and plots of GSR and
head movement, position tracking on ground floor plan, video composed of camera
recordings, editor for manual markers

into different categories dynamically by the pre-survey information, we did not
define test groups.

All participants were asked to give consent to the use of anonymized data
collection, camera and audio recordings as part of the pre-survey and again before
entering the installation in situ. The anonymized data is stored on the database
SWITCH (in collaboration with the FHNW), based on the Data Management
Plan (DMP) agreed on with the Swiss National Science Foundation (SNSF).

5.2 Quantitative Data Collection and Visualization

The behavioral patterns of the participants were identified by the triggered
events, by collecting and contextually referencing the sensor data. The data was
used to evaluate key situations such as “Does she take an apple [Yes/No]?” or
“Does she solve the puzzle before time-out [Yes/No]?”. In the Evaluation Viewer,
sensor data is synchronized and displayed alongside video tracks recorded by
wide-angle cameras installed in all rooms. All recorded events (interactions of
the participants and temporally controlled changes) are displayed as markers on
a time axis and allow retrieval of additional information in the context of the
video recording. Special attention is paid to the measurements of skin conduc-
tivity (GSR2 finger ring) and head movement (recorded with an IMU3 worn on
the head). All sensor and event data are stored in a database.

2 GSR: Galvanic Skin Response, also EDA: Electro-dermal Activity.
3 Inertial Measurement Unit.
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5.3 Qualitative Data Collection

Central for this poster is the development of semantic differentials [9,10]. The
participants were asked to rate the ubicombs using the same adjectives that
were used for the evaluation of the collected sensory data (cf. 5.4). The semantic
differentials are structured along the following dimensions: atmosphere, affect,
behavior, activity, attitude, that were derived from studies in environmental psy-
chology [11–13] and contextual behavior analysis [14]. For each of these dimen-
sions, pairs of adjectives (antonyms) were compiled to investigate human behav-
ior, appropriation and attitude in techno-social environments. On a scale of 1–
5, the participants had to rate antonyms such as: networked/disconnected (for
atmosphere); calm/anxious (for affect); unconcerned/cautious (for behavior);
involved/excluded (for activity); consenting/refusing (for attitude).

5.4 Data Analysis and Interpretation

In order to relate the quantitative and qualitative approaches, the same
antonyms that the subjects had used for self-assessment during the interviews,
were used to evaluate the sensory data collected: four researchers (a psycholo-
gist, a media theorist, a designer, and a media artist) subjectively classified the
participants recorded actions (subsequently called conditions) by assessing the
video recordings and entering the rating for each condition in terms of every
semantic differential in the rating matrix. In the first ubicomb the rating could,
for example, indicate: “The subject perceives the apple bowl but does not inter-
act with it” corresponds to a rather anxious, passive, and/or refusing behavior.
“The subject takes an apple” corresponds to a rather calm, active, and/or con-
senting behavior. The rating-matrix consists of 77 conditions and 25 semantic
differentials.

In the summarizing process, the average values of the four rating matrices are
used. The individual ratings contributed by the team members were discussed
and changed when the respective values were deviating until the matrix of aver-
age rating values reflected consensus (minimizing standard deviation, Fig. 3).
The summarizing process entails averaging the rating values of only the acti-
vated conditions per subject, first by ubicomb and finally in respect to the entire
run. The processed ratings exceeding an empirically determined threshold are
used to select the semantic differentials used to identify behavioral patterns and
attitudes of the participants. In a next step, the personality expressions deter-
mined by the rating system are compared with those determined by the subjects
in their self-assessments.

6 Findings and Discussion

We call the design of these evaluation situations “Contextual Behavior Evalua-
tion Design”. The study is not intended to be commercially applicable. Rather
we intend to critically assess how easy it is to make statements about people’s
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Fig. 3. Superimposed rating matrices. Consensus variation is calculated and visualized
by color: The more the ratings differ, the higher the numbers and the darker the color
representing a lower rating reliability.

personal behavioral patterns and attitudes using ubiquitous, environmentally
embedded measurement technologies. Since this procedure is very intrusive, it
has to be said that we are aware of the ongoing ethical debate about privacy
issues. However, the current state of the discourse seems to be mostly concerned
with smart data analysis on personal devices. Another important aspect how-
ever, is the automatic analysis of behavior in sensory equipped public space
(cf. [15]).

The developed semantic differentials were also reviewed to draw conclusions
on their effectiveness. Analyzing the data will help to reduce redundancies,
increase comprehensibility for the participants, and sharpen the validity regard-
ing the assessment of attitudes towards technologically enhanced environments.

We computed the consensus variation (Fig. 3) leading to rating confidence.
For the extraction of the characterizing adjectives we plan to evaluate the inclu-
sion of a confidence factor: adjectives that are selected by a high rating confidence
get more weight. However, adjectives that were rated under ambiguous condi-
tions (i.e. interactive scenes with ambiguous rating potential) leading to a low
rating confidence, would have their influence in the selection reduced. Consensus
variation should therefore also be used to identify design aspects. Situations, the
four researchers rated with a high level of consensus, proved to be suitable to
identify personal behavior patterns and attitudes. We will further analyze these
aspects and derive design principles for Contextual Behavior Evaluation Design.

The algorithmically derived behavioral patterns and attitudes (1) (Fig. 3) are
compared to the subjective assessments of the participants (2). Furthermore,
we will add the human expert observer reviewing the video recordings (3) to
judge the participants’ behavioral patterns and attitudes. This third perspective
is crucial to find out whether the complex process of human observation and
assessment can be reduced to specifically designed and rated key interactions.
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We will go on analyzing and documenting the collected data according to
the discussed issues. The findings of our research may be valuable to future
scientific endeavors and data driven new media art. In general, the findings from
our research may be of value to whoever is trying to convey new information to
a largely heterogeneous public.
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Abstract. The Petralona Cave, which is considered one of the most impressive
and important caves throughout Europe, is located near the village of Petralona,
Chalkidiki, Greece. The cave was found in 1959 and became well known all
over the world in 1960 as the home of the oldest human remains ever found in
Greece, when the skull of Arhanthropos was found. The cave was approximately
formed a million years ago in the limestone of Katsika Hill, stretches across an
area of 10,400 m2 and consists of a series of stoas, chambers, high ceilings and
pools, full of stalactites, stalagmites, curtains and shields, columns and other for-
mations. Within the proximity of the Petralona Cave, the Petralona Museum is
also operating. In the framework of the Cave3 project and in collaboration with
the Hellenic Ministry of Culture and Sports and Polytech S.A., the Centre for
Research & Technology Hellas (CERTH) is developing innovative mechanisms
and state-of-the-art, digital tools, open labs and serious games in order to pro-
vide an interactive experience to the visitors, including also people with special
needs. This project presents the process of digitalization of the Petralona Cave and
various paleontological findings from the Cave’s Museum, including the human
skull of Arhanthropos, as well as several bones from different species lived inside
the cave throughout its existence. Using different 3D scanning methods and tech-
niques, such as photogrammetry and laser scanning, both the inner and the outer
of the cave has been digitalized. Moreover, paleontological findings with special
interest in their historical heritage have been selected for the implementation of a
digital library. The digitalization of these findings was conducted with white light
and laser 3D scanning methods, as well as state-of-the-art 3D software for pho-
torealistic illustration. The aforementioned digital models of the Petralona Cave
and the paleontological findings are merged in a virtual reality environment to
interact with visitors and enrich their experience, while serious games have been
developed for educational purposes.
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1 Introduction

1.1 A Subsection Sample

In the framework of the Cave3 project four collaborative partners, contribute on the
design, research and development of innovative interdisciplinary applications. Cooper-
ation between the project partners should lead to the activation of know-how transfer
activities and thus to the strengthening of cooperation between them.

The Cave3 project aims at the utilization of modern digital technologies, virtual
reality and three-dimensional printing for the development of innovative navigation
mechanisms in the Cave and the Museum of Petralona, with the specific purpose of the
experiential & interactive experience of the visitor.

Modern three-dimensional technologies (three-dimensional scanning and printing,
virtual reality) can turn the visit to the cave and museum into real entertainment and
medium pedagogy through the operation of demonstration workshops in the form of
“open-sighted laboratories” (open labs).

The test operation of the demonstration facility is valuable both to the general public
(adults and schools) and to specialist scientists, since the information will be “classified”
in such a way that one can refer to it according to the extent that one wants to deepen.

The project has carried out a thorough bibliographical survey and a survey of the
current technological situation in the subjects related to the Cave3 project. Relevant def-
initions are incorporated [1], themes related to the development and historical evolution
of virtual reality are described, while the main characteristics of virtual museums are
analysed. An analysis of the use of virtual reality in the educational and learning process
is carried out [2], the advantages of using virtual reality in education, the virtual reality
application areas for educational purposes are given, and indicative areas for exploiting
the relevant technology are presented.

The research incorporates information on technologies and requirements for the use
of virtual reality technologies, both in hardware and software. Indicative training games
(Serious games) are presented and categorized [3], reference is made to their historical
development and development capabilities.

Finally, information on three-dimensional digitization technologies is provided,
which is a key parameter for the implementation of the project, namely issues of reverse
engineering, three-dimensional scanning and equipment of three-dimensional scanners,
while the basic principles of their operation are analysed, and a related categorization
of the available equipment is carried out.

2 User Requirements

As a necessary element for the success of the project, the Ephorate of Paleoanthropology-
Speleology (YPO.A.) conducted a survey of user requirements regarding the type of
services thatwouldbedesirable frompotential future visitors to theCave and theMuseum
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of Petralona. The survey was designed with the cooperation of the project partners and
was in the form of a questionnaire, which included thirteen simple and understandable
questions with multiple predefined answers. The participants were given the opportunity
to choose one or more answers, depending on the nature of the question. The survey took
place from 24 July to 21 December 2020 and involved a total of 117 people of various
ages, educational levels, etc.

The questions were of two kinds: a) completion of certain personal data (gender,
age, place of residence, frequency of visits to museums and the Cave and Museum of
Petralona), and b) concerning the desired experience of a future visit to the Cave and
the Museum of Petralona, the reasons for visiting the museum, type and format of the
exhibition and the knowledge it provides.

The answers which emerged, and analyzed using simple statistical methods, led to
the following conclusions:

• The Cave and the Petralona Museum are not sufficiently well known to the general
public and efforts should be made to make the importance of the cave and its findings
more widely known.

• It is preferable to use modern display techniques, using short texts and more
supervisory material.

• Innovative technologies are needed to highlight the findings of the cave, as well as
their integration into a single narrative framework.

• The use of educational games is welcome, and therefore their creation should be an
immediate priority of the Project.

3 Methods

3.1 3D Scanning of Paleontological Findings

In the framework of the Cave3 project four collaborative partners, contribute on the
design, research and development.

Paleontological Findings suitable for the 3D Scanning Process. For the 3D scan-
ning and the implementation of the virtual reality environment, findings of the Cave
were selected with a particular interest in their geometric and physical condition and
their historical heritage. For this reason, the digital library contains a diverse range of
pale-ontological findings including skulls of various species (goat, rhinoceros, equidae,
hy-ena, etc.) with the most characteristic of all the human skull molding found in the
Cave (Fig. 1).
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Fig. 1. 3D scanning of human skull

As seen in Fig. 2 some of the findings were mounted and glued onto a rigid column,
making it difficult to scan the bottom surfaces of them. Hence, they were chosen due to
the particular interest in their historical background.

Fig. 2. 3D Scanning of mounted findings

3D Scanning Process. The 3D scanning process consists of four main stages. The gen-
eration of the point cloud with the help of the three-dimensional scanner is the first step
to digitize the physical object in the digital environment. The natural object (finding) is
scanned from different sides and angles (Fig. 5) in order to capture a large number of
points that will help in the digital construction of the finding (Fig. 3).

The individual point clouds are then cleared of any noise that may be around them
and are aligned with each other through various common user-defined reference points.
Aligning scans creates a common coordinate system, useful for later processing.

The third step of the processing consists of creating the mesh and modify it. By
aligning all the necessary point clouds, through special algorithms and commands, the
triangular grid (wireframe) is created. Afterwards the points are joined together to create
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Fig. 3. Three-dimensional scan of find from different sides and angles

the three-dimensional digital copy of the finding. The number of these points affects the
precision of a 3D model; the more points the resolution of the final copy (larger mesh)
gets, the better the accuracy, but at the same time the data (Gigabytes) of each digital
copy enlarge.

At the final stage of processing, the texture (the natural colors) of the physical object
is added onto the digital copy. As in the previous stages, there are a variety of options
for adding and editing the texture, with the most important characteristic, the quality of
the desired resolution.

Finally, Fig. 4 illustrates all the important stages to create a three-dimensional digital
model from an early cave bear skull (Ursus Spelaeus), from the implementation of the
cloud point to the addition of the natural colors to the final copy.

Fig. 4. The processing steps for the digital model

3.2 3D Scanning of the CAVE

As part of the Cave3 project, the research team of the National Center for Research &
Technological Development - Institute of Bio-economy and Agro-technology scan the
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entire route (Fig. 5) of the Petralona Cave, but also areas outside the route using ground
scanners and unmanned flying devices – drones (Fig. 6). With the aim of maximizing
the promotion and demonstration of the findings of the Cave and the Petralona Museum,
photogrammetry of the Cave’s terrain was imprinted, as well as excavations, which can
be presented digitally to visitors for the first time.

Fig. 5. 3D scanning process inside the cave

A total of three flights were made, one out of 110 m to quickly capture the ground on
site and create a digital terrain model. This model was then uploaded to the UAV system
remote control and two more flights were made, following this time a fixed height of 35
m from the ground model obtained from the first flight. Thus, the analysis on the ground
remains as stable as possible and particularly high.

Fig. 6. 3D Scan of the outer area (left) and a digital reconstruction of it (right)

3.3 Virtual Reality and Serious Games

The serious games have thematic units related to the findings of the cave. The system
is essentially a platform for developing 2D and 3D games and applications, with the
ability to expand and add supplementary functionality. It provides the ability to operate
across mobile-Android (iOS) environments. The Serious Game application is aimed to
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visitors, of the cave, mostly under 12 years old with the main purpose of having fun
when visiting the cave while providing knowledge and information of the findings of
the cave.

The application is deployed in Unity Engine and programmed in C#. MeshLab was
also used to modify the size of some objects, as well as GIMP to create some graphics.
The main part of the application is to navigate a predetermined route within the cave
from a predetermined “A” point to a predetermined “B” point in order to complete the
game.

The user controls the character using the touch screen. The right part of the screen
controls the camera and the left the movement of the character. During the journey, there
are objects/finds that the usermust collect. During the collection of the finding, a window
with information about it emerges, with the possibility of penetrating more information
and starting games on some of them.

So far, a number of serious games have been developed within the application such
as:

• Game with matching cards (memo game). Depending on the time it took the user to
match all the cards with their pairs, as well as how many times he tried to turn the
cards, he will receive a corresponding score.

• Game by organizing an image that is split into multiple pieces and each piece is not
in the correct rotation position on the Z axis, having rotated in addition to 90°.

• Game with multiple choice questionnaire (Fig. 7).

Fig. 7. Serious games. matching cards (Top), puzzle pieces (Middle), multiple choice question-
naire (Bottom)
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3.4 Virtual Reality OPEN Lab

The OPEN Lab system is used to create a virtual reality lab for the cave finding mainte-
nance processes. It consists of a high-specification computer system with an integrated
interface instrument used by the operator to actively interact with the virtual labora-
tory environment imitating the mechanical behavior of a series of virtual tools that can
be used by the user for virtual representation of actual tasks performed within a real
speleological and paleontology laboratory.

TheVR laboratory is illustrated inside an area, which is the laboratory of a paleontol-
ogist. Up to this point the workshop area consists of multiple objects such as workbench,
lighting and findings (Fig. 8). The user can navigate through this area and explore it either
through the screen or through the three-dimensional glasses. In terms of paleontologist
work, a simulated carving of an object using the mouse pointer has been achieved. It will
then be tested and validated to further improve the algorithm in terms of user performance
and experience. Finally, an Undo-Redo system has been designed while processing the
object to determine if there has been an incorrect movement, to allow the user to change
over time and thereby change the morphology of the object.

Fig. 8. The VR environment of the OPEN Lab
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Abstract. We describe the process to create an interactive digital artifact out
of a physically born material that would assist the interactive cultural heritage
experience, as well as the pedagogical practice through artifact-oriented learning
and digital storytelling. Our main aim is to reconceptualize, reuse and reintroduce
physically born materials that were previously only known to a small group of
scholars, students, and specialists to the general public. In our pilot study, we
present a graphical interactive map which is an enriched depiction of the Battle of
Lützen (1632) that includes geographical information, cultural products inspired
by the depicted event (e.g., paintings, music, museum artifacts, documentaries),
technological artifacts illustrated at the map, and elements to assist the digital
narration (e.g., buttons, captions, sound and text). Our proposed low-cost solution
demands no programming skills at all, is based mostly on open-source tools, and
requires -ideally- only a touch-screen. The ease of implementing this solution
enables it to be applied in a plethora of digitized artifacts and be used at schools,
libraries, museums, and universities.

Keywords: Old maps · Cartography · Interactive art and design · Digital
humanities · Digital storytelling · Artifact-oriented learning

1 Introduction

With the rise of digital humanities, the current developments concerning the usability
of digital objects have increased the expectations on the extent of available features,
and on the general user interface. Digitizing physically born materials and enhancing
themwith audiovisual elements admittedly assists greatly the interactive cultural heritage
experience. If storytelling processes are included in addition, then the digitizedmaterials
can also include a pedagogical dimension [1].

For classical library collections to renew their relevance, efforts towards digital sto-
rytelling should be considered. Concerning old maps and similar graphics, the digital
storytelling perspective calls for a detailed analysis of the printed elements before choos-
ing the means of virtual enhancement. The wealth of information contained in an old
historic map is extended beyond what meets the eye. Digitizing the map and capturing
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all its graphical details is one thing; but being able to digitally narrate the story of the
map including all its elements is another quite challenging one.

In this case-study, we present a graphical interactive war map1 which is an enriched
depiction of the Battle of Lützen (1632) [2] between the Protestant troops commanded
by Swedish king Gustav 2. Adolph, and the imperial Catholic army under Wallenstein
during the ThirtyYearsWar. Apart from information of themain characters that appear in
the original map, we have included geographical information, cultural products inspired
by the depicted event (e.g., paintings, music, museum artifacts, documentaries), techno-
logical artifacts illustrated at the map, and last but not least graphical elements to assist
the digital narration (e.g., buttons, captions, sound and text). It should be noted that it
takes a significant amount of effort to gather valid scientific information concerning the
artifact, and then additional effort to figure out what is the best possible way to illustrate
that information, and then actually create the illustration.

Smith andSmith [3] have shown that people spend on average 27.2 s observing awork
of art in amuseum,whileHeidenreich andTurano [4] found that observations last from20
to 82 s. Our method of digitizing physical artifacts and enhancing them with audiovisual
storytelling elements may increase the observation time, while making the experience
more interactive, thus reintroducing the artifact. Our proposed low-cost solution adds
a complementary digital twist in the whole aesthetic experience of observing printed
artifacts without reducing it or intending to replace it. Last, but not least, it can be used
in the classroom as artifact-oriented learning [5] is a valid interdisciplinary educational
method combining arts, science and learning literature in a holistic way.

2 Reconceptualization, Reuse, and Reintroduction

Rare old maps, and topographical engravings are often part of the special collections in
research libraries. The format of physical maps, e.g., very large sizes, and the frequently
fragile condition of these materials, calls for digitization initiatives. However, there are
other reasons for digitization. At the University Library of Southern Denmark (SDUB),
the enhanced accessibility, that comes with a digitization, fits nicely into the general
OpenScience policy of the university that follows the FAIRprinciples [6]. Reborn-digital
objects [7] can also be considered a pillar in the ongoing efforts to reconceptualize, reuse
and reintroduce library materials that were previously only known to a small group of
scholars, students, and specialists.

The Diocese Library of Funen (SDUB collection) contains hundreds of rare maps
and topographical etchings.One of them is the copper engraving Instructio aciei caesare-
anorum et Suecorum prope Luzzenam […] (c. 1633), (likely engraved and) published by
Matthäus Merian in Frankfurt, Germany – originally as part of Johann Philipp Abelinus:
‘Theatrum Europaeum’, volume 2 (1st edition) [8]. In its analog format, the SDUB’s
engraving is uncolored and measures c. 29 × 36.5 cm. The engraving has the call num-
ber: mv 90.2 Ve 56 nr. 8. Due to its historical importance as an event, we have chosen
this engraving as a case study for reconceptualization, reuse, and reintroduction, thus
creating an interactive map.

1 Demo of the interactive map as viewed in a tablet https://youtu.be/t-WJgm7azT4, last accessed
15 Mar 2022.

https://youtu.be/t-WJgm7azT4


298 E. Vlachos et al.

2.1 Reconceptualization

The reconceptualization aims at aligning the chosen librarymaterials with current behav-
ioral and ‘immersive technologies’ trends in modern society, considering the fact that
university students, and other library patrons are well versed in the use of computers, and
corresponding software. Phenomena like AR (Augmented Reality), VR (Virtual Real-
ity), XR (eXtended Reality), mixed reality, along with ‘gamification’, or even robotics
have become increasingly important tools for learning [9, 10].

While the physical old map, or topographical material, typically requires the
reader/scholar to look in reference works to decode the content, the new generations
of library users are accustomed to a plug-and-play-like, instant access to multiple layers
of information in the form of Linked Open Data (LOD) [11]. Apart from the idea of
using standards for the representation, and the access to data on the Web, LOD involves
the setting of hyperlinks between data from different sources. The reconceptualization
of the rare old library maps and engravings takes this into consideration.

2.2 Reuse

The reuse of the library materials is, in fact, a transformation of the format from a
2D product into 5D – with the fifth dimension being the applied interactivity with the
interlinked information structure.

The digital interactivity draws strength from the combination of several stimuli, both
visual, auditive and tactile: You push a button (by touchscreen, or PC mouse), and you
get an animated action on your monitor, accompanied by the recorded sound from your
loudspeakers, or headset.

By placing links that point to other parts of the Internet, the user of the interactive
map experiences “gateways” in real-time to new historical facets and, in principle, end-
less study. In other words, the interactive map is not a closed entity but a complex of
informational, web-based threads into the World that may stimulate further scholarly
engagement.

2.3 Reintroduction

The reintroduction of the library materials is the promotion of the once analog items as
digitally reborn objects with enhanced functionality (Interactive Virtual Objects – IVOs)
[12]. The reborn-digital objects have some of the same features as the analog ones, but
also come with the above-mentioned extradimensional application(s).

Of course, the researcherwho is interested in the paper quality, or ink analysiswill not
be satisfied – unless the results of such analyses have already been digitized and added to
the interactive layers of the reborn-digital object. Libraries and similar institutions may
choose different types of digital platforms – digital libraries – to reintroduce materials
that could previously only be used in a reading room.

In comparison to ourmap study, the concept of reintroduction hasmanifested itself in
similar types of work, e.g., in museums [13] with new ways of communicating museum
artefacts and enhancing the learning experience [14]. In a cultural heritage perspective
[15], the digital reintroduction provides a possibility of providing equal access to cultural
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content, as an important element in the general democratic discourse [16]. Concerning
maps in general, the application of immersive technologies for visualization purposes
[17] is well-known, in addition to other creative uses of digital map objects [18] that
may function as a means of reintroducing once analog materials, also deploying web-
geographic information systems and LOD [19].

3 Historical Perspective

The Battle of Lützen unfolded on November 16th 1632 in the vicinity of the small town
of Lützen, not far from Leipzig, in the Electorate of Saxony in Germany. The battle is
generally considered as one of the most memorable in the long string of conflicts and
battles that ripped Europe apart in the decades between 1618 and 1648, and later known
as the ThirtyYearsWar. Not because of the impact of the battle, nor for any othermilitary,
or political reason, since Lützen was just one major battle among several. The special
legacy of this battle is closely connected with the fact that the Swedish king Gustav 2.
Adolph died on the battlefield, which in the long aftermath earned him hero status [20].
Due to that fact, we believe it could serve well as our prototype interactive map.

The Thirty YearsWar rooted in religious conflicts between the catholic south and the
protestant north. The main antagonist was the Holy Roman Empire with the Habsburg
emperor struggling to maintain Catholicism, at the one side, opposed to the German
protestant states, who wanted to fight for their religious freedom, gained in the Refor-
mation, which they, a century earlier, had achieved. As in 1630, the catholic forces were
victorious when the Swedish king, as one of the major protestant monarchs, entered the
European scene with his armies, and in the next two years convincingly continued the
war, and gained several spectacular victories [21].

At Lützen the belligerents were the catholic party, namely the Holy Roman Empire,
added by the Catholic League, with the renowned generalissimo Albrecht von Wallen-
stein, Duke of Friedland (1583–1634), as the supreme commander. His subcommanders
were Field Marshal Gottfried, Count von Pappenheim (1594–1632) and Major General
Heinrich von Holk (1599–1633). In this battle they commanded an army consisting
of infantry and cavalry, in total 19.175 men, of which 2/3 were made up of cavalry.
His opponents on the protestant side, first and foremost Sweden, supported by Saxony
and Hessen-Kassel, was commanded by the Swedish king, Gustav 2. Adolph (1594–
1632) in person. His subcommanders wereMajor General Dodo Baron of Innhausen and
Knyphausen (1583–1636) and General Bernard, Prince of Saxe-Weimar (1604–1639).
The strength of their army were 18.738 men, of which 1/3 were cavalry [21].

The battle began at first light at 7.30 a.m. and lasted the whole day, at least until
darkness fell at 5 p.m. There were 38.000 men at the battlefield this day, and close to 1/3
of themdied, orwerewounded. The losses on the protestant side amounted to about 6.000
killed and wounded men, where the catholic side amounted to 5.160 killed, wounded,
and captured. Due to these facts, the battle can be described as a narrow Swedish victory
[21].

The death of the Swedish king was of course unpredictable, but also remarkable for
its age. At midday he saw his army short of commanders, and he decided to personally
intervene instead of waiting for reinforcement. In this turmoil the king was suddenly
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struck by a bullet, which broke his left arm above the elbow, after which he fell back with
a small entourage. His stablemaster took the reins of the king’s horse and began to lead
him back to the Swedish lines, when suddenly a group of enemy cuirassiers appeared
out of the mist and fired a pistol in the king’s back. He fell off his horse and received
several rapier thrusts through his body. When the Swedish reinforcements approached,
someone quickly delivered the mortal pistol shot in the king’s temple [22].

While thememory of battles normally fades after a century or so, Lützen is a different
case. From the bicentenary and onwards, the battle has been commemorated in Germany
and Sweden, supporting various forms of nationalism expressed through Protestantism,
and so has its natural place in European remembrance culture [20, 21].

Fig. 1. Snapshot of the interactive digitized map of the Battle of Lützen, with additional
information appearing after pressing the Swedish Coat of Arms button.

4 Development

Wemade an intended effort to include noprogramming and coding at allwhendeveloping
the interactive map. We are aware that the main user groups who could utilize best the
interactive map are librarians, museum curators, researchers from the humanities, and
students, all of whom could face great difficulties in programming, as well as lack
coding skills. Thus, we resorted in using Microsoft PowerPoint, and took advantage of
the animations, and transitions tabs. We also wanted to keep the costs close to zero,
therefore we used available open-source solutions whenever possible. All buttons were
created in Microsoft Paint, all four animated GIFs (graphic interchange format) were
created by Gifmaker2 (cannon fire; fire at the city of Lützen; windmill turning; German

2 Gifmaker, https://gifmaker.me/, last accessed 15 Mar 2022.

https://gifmaker.me/
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soldier moving), and the banner was created with DesignEvo3 free logo maker (see
Fig. 1). Table 1 shows all the buttons and their actions.

Table 1. Buttons and their actions.

Button Category Action

Image (x3) Opens up an image with either a caption or addi-
tional text with possible links to external resources.

Video Opens up a 30-minute documentary about the battle 
of Lützen4.

Audio Opens up an audio file with war sounds (muskets and 
cannons) from that era5.

Information
(x4) Opens up an information panel with details on a 
specific person, place or artifact with possible links to 
external resources.

Additional Art Opens up the painting “The battle at Lützen” from 
Peter Snayers (1632) depicting the same event. 

Coat of Arms

Opens up information on Swedish king Gustav 2. 
Adolph, while playing “Motetto - Salve decus sueco-
rum Rex Gustave Adolphe”, by Jacob Preaetorius 
(1586-1651)6.

Coat of Arms

Opens up information on Albrecht von Wallenstein,
the supreme commander of the Imperial Army of Ro-
man-German Emperor Ferdinard II, followed by the 
song “Wallenstein” by dArtagnan (2019)7.

5 Conclusion

We have presented our low-cost solution to reconceptualize, reuse, and reintroduce
reborn-digital objects under an educational and cultural prism via the interactive maps
concept. The ease of implementing this solution -as it demands no programming skills-
combined with the fact that is based on open-source tools, enables it to be applied
in a number of digitized artifacts and be utilized at schools, libraries, museums, or
universities.

This was our first attempt towards an interactive map. Future work includes turning
moremaps and paintings into an interactive form, collaboratingwith graphic designers to
create better illustrations, and engaging website developers to move the interactive maps
project online on its own website. We would also like to run workshops on teaching how
to create such maps where users would come with their own digital artifacts, learn how
to search for valid scientific literature, and then explore software tools and programmes
that would help them illustrate their ideas.

3 DesignEvo, https://www.designevo.com/, last accessed 15 Mar 2022.

https://www.designevo.com/
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Abstract. Recent evolutions in global economy and society demonstrate that
creative competences are a key asset for competing and succeeding in local and
international markets. In this sense, there is a need for investments in the cre-
ation of an integrated system of relations between entrepreneurship and culture
that is generally referred to as the orange economy. In this framework, educa-
tion is the first step of a process aiming at properly using creativity for achieving
social, economic, and environmental development. On the one hand the aim of this
short paper is presenting the O-City project’s Pathway in the Orange Economy to
AcquireCompetences as a tool for creating environmental and social sustainability
in cities and territories by preserving and promoting heritage. On the other hand,
it intends to assess some results obtained in implementing the learning pathway,
through a specific course among those developed during the project and available
on the O-City learning platform, i.e., the II.6 Infographic course, dealing with user
experience (UX) and information design. In detail, the focus is on some specific
learning experiences that allowed the realization of creative products in the O-City
World, as a way to acquire competences and create value for natural and cultural
heritage, as well as for cities and citizens. The short paper will mainly provide
insights from qualitative research on the perceived effectiveness and satisfaction
about two classroom learning experiences and from expert evaluation about the
whole course achievements.

Keywords: User experience · Information design · Creative economy · Natural
and cultural heritage

1 Introduction

In front of the wicked problems and the complexity of the global ecosystems, creativity
represents a fundamental resource for improving quality of life in cities and territories,
because it helps in finding new solutions for the social innovation and the sustainable
development of communities at different scales. Therefore, the development of creative
competences is required as a key asset, not only in the core sector of the traditional
arts, but also in the wider economy, especially for enterprises and regions looking for
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competing and succeeding in local and international markets [1–4]. In this sense, many
initiatives in the so-called orange economy, i.e., that sector of the economy that has
talent and creativity as leading inputs [5], have been investing in creating an integrated
system of relations between entrepreneurship and culture for offering better products
and services and for incentivizing the capacity building of workers and professionals. In
this framework, education is the first step of a process aiming at activating an increasing
number of public and private actors in using creativity for achieving social, economic,
and environmental development. According to Peters and Besley [6], universities can
make a central contribution, because of their role in transmitting and developing new
ideas by creating interconnections between arts and sciences.

So, several research and innovation projects have been developing by several parties
with the goal of improving entrepreneurial and creative skills in the heritage sector. In
this short paper, the focus will be on the O-City [7] project, and especially on a specific
learning product it developed, the II.6 Infographic course. Like the whole project, the
course has the aim of building useful skills to create value in the heritage sector, refer-
ring both to natural and cultural assets, in the view of boosting the orange economy. In
this regard, the short paper will present and discuss some results derived by qualitative
research about the effectiveness of two specific classroom learning experiences based on
the course and about the perceived satisfaction of the beneficiaries attending them. Fur-
ther considerations will include expert evaluation about the whole course achievements,
also including the results from the students enrolled on the O-City e-learning platform.

2 Related Work About the Role of Creativity and Design Skills
in the Heritage Sector

The importance of supporting and fostering urban projects based on creative solutions
and culture has recently been made evident in Europe by the New European Bauhaus
(NEB) movement, launched by the European Commission [8] to reimagine sustain-
able living based on circular economy and co-design. In the past, several localized
projects and broader studies had shown the fundamental connection between creativity
and sustainable development [9–11], directly involving cultural heritage, too [12].

In this regard, design practice and thinking are key assets and competences in deploy-
ing creativity, especially when the process is focused on creating better user experiences
and positive impacts on the whole ecosystem. This applies even to the city context,
where designers and citizens can collaborate at different levels [13]. Indeed, creativity
and design skills can be fundamental for the development of the cultural and artistic
sectors by promoting or creating added value. At the same time, cultural and artistic per-
spectives allow us to go beyond mere functionality in design and let the human emerge.
Going further, the work of Capello, Cerisola, and Perucca [12] highlights that there is
a concurrent mutually reinforcing relationship between cultural heritage and creativity.
Therefore, on this basis, the creation of creative and design competences applied to the
cultural heritage becomes a trigger that can foster the development of the sector and of
the wide orange economy and city well-being as well.
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3 The Contribution of the O-City Project in Creating Competences
for the Heritage Sector

O-City, Orange City in full, is an Erasmus + project involving 13 partners from Spain,
Italy, Greece, Serbia, Slovenia, and Colombia. Its main goal is to discover and promote
heritage by encouraging the creation of creative items, i.e., multimedia products such as
photography, video, comics, etc., about the natural and cultural realities of a city. The
value generated by this process is expected to boost the orange economy and the city’s
well-being. To achieve this goal, the O-City project created a pathway to train young
people, professionals, and organizations in entrepreneurship and in the use of creative
technologies. Besides, it also provided universities with innovative teaching tools. The
training pathway created by the project ismainly based on the use of two online platforms
with different, but integrated goals: on the one side the O-City World platform [14] is
used to spread culture and city heritage, along with creative products; on the other side
the O-City Learn platform [15] is an open e-learning environment aiming at building
competences and innovating learning methodologies, that can be spent in O-City World
or in the larger orange economy sector. The O-City Pathway in the Orange Economy
to Acquire Competences consists of four main areas of knowledge corresponding to the
four different modules of the training program available on the O-City Learn platform,
built on the Learning Management System (LMS) of the Polytechnic University of
Valencia (UPV): Cultural Heritage and Intellectual Property, Technical, Business, and
Soft Skills. All the modules provide basic contents to be acquired through different
courses to fairly and effectively create multimedia products and businesses, as well as
improving as professionals. Put in practice, the O-City pathway is developed through
three main phases. The first one concerns the teachers training on the O-City Learn
platform.Here teachers can find different types of open access resources, such as learning
materials (e.g.: lectures, factsheets with instructions to develop activities for students,
etc.), suggestions on applying innovative learning methodologies (e.g.: project-based
learning, flip teaching, e-scrum, etc.), and rubrics for the assessment of students’ project
works. The second phase is addressed to train the students by transferring knowledge and
skills. For technical courses there is a third step consisting in the upload on the O-City
World platform of the multimedia created by students during the implementation of the
course (step 2). In addition, during the project duration, teachers and students had the
possibility to enroll in the courses available on the LMS platform to have more support
and tutoring.

Also, a schema of competences is provided for students’ evaluation by the teacher.
It has been built on EU Digicomp [16] and Entrecomp [17] frameworks for developing
and understanding digital and entrepreneurial skills, adapted to the specificities of the
O-City project. According to it, students can reach 4 different levels on each competence:
Knowledge, when demonstrating basic understanding of concepts, facts, and techniques;
or Ability level 1, 2, and 3 while creating a multimedia item, in class guided step by step
or only supported by the teacher (level 1 and 2), or by their own with the final feedback
of the teacher (level 3). The different levels also reflect the ability to work on given
examples rather than to elaborate or create something new.

Besides, each course allows to develop specific abilities. The Infographic course
presented in this short paper aims to create digital, communication, and design skills. In
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detail, it is a technical course developed by Link Campus University in Rome. It deals
with basic knowledge and skills on user experience (UX) and information design, allow-
ing the creation of amultimedia based on infographics, i.e., away of visually representing
information and data to make them more readable and easily understandable. In detail,
after acquiring some basic principles of user-centered design, visual communication,
and information visualization, that can be applied in different real situations, students
learn by doing some basic skills for the realization of an infographic for the heritage
sector, such as: properly identifying and taking into account different types of require-
ments; correctly and usefully collecting and organizing information and data; suitably
representing them through adequate visualization techniques, first by creating and evalu-
ating prototypes, then by realizing an effective and usable infographic through a graphic
software. In addition, they can work in a collaborative way, so developing the related
competences. Indeed, by being able to develop this kind of products, students can pro-
vide an engaging experience that guarantees the knowledge and subsequent promotion
of natural and cultural heritage.

4 Classroom Learning Experiences to Build Infographic Design
Skills Applied to the Heritage Sector

Classroom learning experiences represented a way to implement the O-City pathway
(second and third steps) with the aim of validating and improving it by assessing the
results obtained. So, the implementation of the Infographic course with classrooms
was a planned step in the strategy created by the project. In detail, both the classroom
experiences presented in this short paper let learners work on real infographic projects
about a natural or cultural heritage, going through the different phases of the design
process, with the aim of contributing to spread awareness about the heritage and promote
it. To acquire the eligibility for the course, learners were required to work in groups for
creating a static infographic about a specific heritage assigned during the training. The
infographic had to respect the multimedia technical requirements and quality standards
to be published on the O-City World platform. In the classroom, the teacher presented
the theoretical and practical notions that students should follow in order to complete
the infographic. Learning materials had been adapted to the schedule and the type of
attendees bymaking a selection among the resources available on the e-learning platform
and by elaborating the activities, based on the provided guidelines. After realizing the
paper prototype or other kinds of low fidelity prototypes in the classroom, the students
finished their projects by using a graphic software, that they were previously introduced
to or a similar one, on their own or with the help of tutors/teachers (2 for the first
experience and 4 for the second one) coming from the related organizations involved.
The teacher was the same for both the experiences. She works for the Italian university
taking part in the O-City project and had previous experience in the fields concerning
the topics of the course, besides being well-trained for the O-City classroom learning
experience.

The first classroom learning experience, Youth Training Exchange “Know The Her-
itage!”, had been realized in collaboration with another Erasmus + project working
on the relationship between cultural heritage and territory, Culture.EDU [18], that had
contacts with some cultural sites in Bulgaria and Italy. The learning experience involved
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14 undergraduate and graduate students (university education level) being expert in cul-
tural heritage, 6 from Italy and 8 from Bulgaria (about 19–29 years old). Experience 1
was delivered in English and on occasion in local language (Italian) for the individual
tutoring. It was in presence and online, even if most of the students were physically in
the classroom. The training was scheduled in 3 lessons (18 h in total). For the realization
of the final infographic the learners selected one of the cultural sites they visited thanks
to the Culture.EDU project in the Sabina, an internal area in the center of Italy. In the
end, 6 static infographics (4 in English language about 4 different cultural sites from 3
different cities, and 2 infographics translated in Italian among those created in English)
were delivered by 4 groups, with 10 students out of 14 that completed the given assign-
ment. All infographics have been evaluated as suitable to be published on the O-City
World platform.

The second learning experience,DesigningDigital Products in theCreativeEconomy
Sector, was realized as Soft Skills and Orientation Path (Percorso per le Competenze
Trasversali e l’Orientamento) with Istituto S. Orsola in Rome. The learning experience
involved 25 fourth grade high school students (upper secondary school education level),
8 from Liceo classico, i.e., classics, and 17 from Liceo artistico, i.e., artistic lyceum
(about 17–18 years old). Experience 2 was delivered in presence in English and Italian,
to develop skills in both languages, using the local one (Italian) to clear concepts or
tasks. The training was scheduled in 3 lessons (14 h in total), plus 12 h of group work
(at home or at school with the support of tutors/teachers) to complete the project works.
For the realization of the final infographic the learners selected one of the cultural sites
in the Sabina area among those that had not already been picked in the first experience.
In the end, 9 static infographics (8 in Italian language about 10 different cultural sites
from 4 new cities and 1 already present in the O-CityWorld, and 1 infographic translated
in Italian among those created in English) were delivered by 8 groups, with all the 25
students having completed the given assignment. All infographics have been evaluated
as suitable to be published on the O-City World platform.

After concluding the two classroom learning experiences, their results have been
evaluated.Themain attentionhas beenput on the suitability of the learningmodalities and
the benefits perceived by students. Further issues investigated concerned the success level
in acquiring competences and other benefits produced for the heritage sector. Several
research tools have been used in the evaluation phase, even though a systematic approach
has not been possible. In general, the feedback was gathered through qualitative research
tools (i.e., observation, structured and unstructured surveys) to evaluate the perceived
effectiveness and satisfaction about the course and the experience. Moreover, further
insights were based on expert evaluation of the outputs produced during the classroom
experiences and on data analysis about the course attendance on the e-learning platform.

5 Evaluation of Learning Experiences and Results Discussion

In this Section the results from the evaluation about the learning experiences with the
Infographic course are presented and discussed. It must be said that a systematic app-
roach had not been possible because of the fragmentation and limited extension of the
samples, as well as for the lowering in rate response after the completion of the activi-
ties. In any case, students and teachers/tutors’ feedback has been collected through the
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teacher delivering the Infographic course by asking for first impressions and opinions
at the end of the lessons. Then, once received the final infographics, she asked students
and teachers/tutors to provide more structured feedback about their experience, and
especially about their satisfaction level with learning topics, resources, contents, and
methodologies. In addition, she asked for general considerations about positive aspects
and things that can be improved. Participants gave a collective response. In detail, for the
first experience a representative of the tutors/teachers and one of the students intervened
as spokespersons during a project event about the results of the learning experiences
expressing a general satisfaction. Students’ spokesperson reported that they were taught
about interesting and cross-cutting topics that they can also apply in their working and
ordinary activities. It was acknowledged as a challenging and fun experience, producing
very good results. In this regard, they considered it important to develop these kinds of
skills. One of the main difficulties perceived concerns the lack of graphical skills, but it
was not considered as invalidating to realize an effective infographic. Referring to the
second experience, tutors/teachers sent a collective written note, while students sent 4
videos reporting the classes’ feedback. Among the main points of strength, they men-
tioned the fact that it was a very challenging (stimulating) experience presenting topics,
contents, and modes useful for students’ future professional life. They highlighted the
clearness and effectiveness of learning materials, especially for the activities, and the
high level of contents. Alsoworking in groupswas appreciated. On the contrary, themain
points to improve concerned the short time available to work in the classroom with the
graphics software and to review and discuss the project works. Another negative aspect
was the lack of specific indications about where to retrieve information on the heritages.
All the gathered feedback was consistent with first impressions and opinions. Finally,
after a few months since the delivering of the classroom experiences, an online survey
was conducted with students about what had motivated (e.g.: working on real projects,
visibility in the O-City World of the final multimedia projects, student digital resume)
or demotivated (e.g.: restrictions by the O-City World, limitation on creativity due to
the topic on heritage, academic experience) them in creating their multimedia projects.
Unfortunately, despite the positive feedback (since most of the solutions implemented
were considered as motivating and not demotivating), the number of respondents is too
low to consider it a representative sample.

In the end, assuming that some benefits have been produced, to better develop their
competences, students would had need more time and support, especially with the use of
digital tools. However, the course succeeded in keeping students motivated and objective
oriented, as 35 out of 39 students successfully completed their project works. Indeed,
to create more engagement and motivate students some extrinsic incentives and rewards
have been used (even if there is not an actual validation of their impact). For example,
a student digital resume was introduced to learners after they completed their learning
pathway as a tool for the accreditation of competences based on the O-City schema. In
the evaluation according to theO-City schema of the competences (reported in the digital
resume) acquired by students at the end of the classroom experiences it resulted in a
prevalence of ability level 2 and 3 acquisition by all students formost of the competences.
In general, university level students demonstrated greater autonomy than secondary
school students, while the latter were more skilled with graphics, except for digital
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techniques. A last consideration about the achievements from the Infographic course
refers to the results from attendees on the e-learning platform. They have been 12 coming
from the other four universities that took part in the O-City project. Again, the course
obtained positive results, since 10 students did the final test to get the certification allowed
for who enrolled on the UPV LMS platform and all the 12 students uploaded their final
infographic.

6 Conclusions

This short paper intended to present insights and results from some learning experiences
building creative competences for the heritage sector, with the final goal of boosting
the orange economy, considered as a positive element for the sustainability of cities and
territories. However, it must be pointed out that there are some flaws and shortcomings
affecting the presented results. The main limitation consists in the lack of a structured
methodology for data collection, as well as a limited response rate by the participants
in the presented experiences. In any case, the aim of this short paper is not to provide
scientific results, but to report and share a work that can inspire other ones by repre-
senting a basis for further experimentations and good practices. So, it contributes to the
acknowledgement and dissemination of a capacity building approach applied to the her-
itage sector. Indeed, since the approach has been implemented in different Countries and
with different targets, generally achieving good results, it is expected that it could likely
generate positive impacts in other contexts too. In details, the O-City Infographic course
can be used to create creative competences, such as digital, communication, and design
skills, that are lacking or that need to be reinforced, as they are not so advanced in people
not taking a specific educational pathway in communication and design, especially for
the use of digital technologies.

These conclusions have been derived from qualitative research about the perceived
effectiveness and satisfaction by the attendees, expert evaluation of results, and analysis
of data from the O-City platforms. The main outputs of the presented experiences were
the creation of new multimedia based on infographics and their uploading on the O-
City World platform, together with the new cities and their cultural elements showed
by infographics. In this sense the course contributes to building the skills required by
professionals to design, develop, and promote creative products in the heritage sector. In
the end, 7 new cities, 14 new cultural sites, and 15 (32 if also considering the attendees
on the e-learning platform) infographics (including translations in other languages) were
added in the O-City World platform.
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Abstract. Whatwouldbe agood system to explain short-formvideos holistically?
Building on a previous method paper (multimodal analysis), this paper outlines
the following arguments. Short-form videos are in part a theatrical and dramatic
medium; hence we present a performative analysis that draws on concepts from
these fields. Creators of short-form videos use the affordances of multiple modes
(audio, textual, spatial, etc.) to achieve theatrical devices such as situation, sus-
pense, andmimesis; hencewepresent amultimodal analysis of affordances. Bridg-
ing modes and these theatrical devices, affordances are multi-layered: the out-
comes of affordances at one level become affordances at a new level. In particular,
audiencing is achieved through situation, suspense and mimesis.

Keywords: Short-form video · Affordance · Performative

1 Introduction

When talking about affordances in short-form videos, on the one hand, we talk about
the interface of a platform that offers video creation or video sharing functions; on the
other hand, we talk about the relationship between users and short-form videos. This
paper focuses on the latter by using multimodal analysis to answer the question: what
kind of relationship is between users and short-form videos?

As part of a wider research project, this paper demonstrates the use of multimodal
analysis, a suitable method for analyzing short-form video data [1], and then applies
theoretical ideas from theater to demonstrate how exactly affordances are multi-layered,
contributing to the discussion of affordances in the field. Illuminated by previous dis-
course about affordances in multimodal analysis, we propose our own theory of multi-
layered affordances illustrated by media-level affordances and high-level affordances,
and explain how they build on each other.

2 Background

Short-formvideos are short in length. They are usually 15 to 60 seconds long, but nomore
than 5 min [2]. More and more platforms utilize short-form videos, including TikTok,
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Instagram Reels, YouTube Shorts, and Taobao. For simplicity, we will call these videos
user-generated short-videos (UGSVs) or SVs.

The terms performance, performative, or theatrical are increasingly used in the
social media research literature. This paper will apply three theater theories, situation &
suspense (S&S), mimesis, and audiencing, that are commonly used to discuss the ontol-
ogy of performative activities, then merge them with multimodal analysis to show how
affordances are generated in a multi-levelled fashion.

First, we briefly introduce the three theories with examples. Situation is the essence
of a story, it is a context, or a circumstance. Usersmay employwriting textual annotations
in a video to build a situation. For example, “when you go to airport in Hawai‘i.” By
seeing this, a suspense is naturally created, with an audience wondering, what about it?
Suspense is naturally generated out of a situated performer, it shows the twists of the
story, or the punchline. A video may document the realization of a prank. Imaginative
reactions to the set-up fuel suspense. Situation and suspense are indivisible.

Mimesis is the theatrical term for imitation.UGSVplatforms are imitationpublics [3].
Mimesis is used to remind people of the often-impoverished and narrow understanding
of imitation. It is defined as “a multi-leveled series of repetitions and reproductions” [4].
There is an inseparable relationship between mimesis and memes. Deriving from the
Greek word mimema, defined as “something which is imitated” [5], mimesis not only
sees imitation as repetition but also representations. The biologist Richard Dawkins,
who introduced the term “meme”, states that today’s cultural evolution requires a new
noun that “conveys the idea of a unit of cultural transmission, or a unit of imitation” [6].

3 Multimodal Analysis and Affordance

Although this paper is mainly theoretical, it is necessary to introduce the method of
multimodal analysis in order to continue discussion. Multimodal analysis centers on
modes in each video. A mode is a medium of communication. Short-form videos inter-
changeably and repetitively use textual, audio, visual, gestural, or spatial modes. How a
mode has been used, when it is repeated, what a mode means and does, and what social
convention informs such use are all part of the affordances of a mode [7].

3.1 Multimodal Analysis

The steps of analysis in this paper follows the work of Jewitt [7] and Wang [1]. Multi-
modal analysis has been used widely in video data, and it has proved to be an appropriate
method for analyzing user-generated short-form videos. This method analyzes modes,
the components of a video and modalities. We address the problem of reporting analysis
of video in a textual paper by treating videos as a set of moving images. This requires a
sampling criterion. For this paper, our criterion is the emergence of storylines, marked
by newly emerged modes. Step 2 transcribes data. By transcribing data, or by spelling
out the details of the video, readers will know the content of a video. Step 3 analyzes
individual modes and step 4 analyzes across modes. The last step is to link with theories.
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Fig. 1. Meet Brittany (Left-right, top-down), respectively, the original video (nestled closely),
Toy gun Pointing at Brittany, Adding Brittany Roped up, Adding right arm for man, Adding Legs
for man and Brittany, FBI involved, Negotiator involved, Reporter reports news, and friends see
news at home, shocked (not shown in this figure).

3.2 Examples

In this paper,weuse a2021viral videoMeetBrittany [8] and its sequels as video examples
(Fig. 1). It starts with a man nestled closely to a woman and vocalized: “today is also
my birthday, because it’s my birthday, I get to introduce you to my girlfriend, who is
amazing!” The original video was composed of spatial relationship (SR: two performers
squeeze close), hand gesture (HG: five fingers spread), narration (N: “birthday”), and
facial expressions (FE: woman with a faint smile, nervous). Seemingly banal, the odd
spatial relationship (nestled), the forceful, emphatic gesticulating, and the dodging eye
contacts become suspense that generates discussions and nurtures situations, all centered
with the girlfriend as a hostage. Sequentially, performers started adding new situations
including the girlfriend’s hands being roped up, or the FBI being involved.

In terms of mimesis, the first type is mannerism. Performers imitate the careful
maneuver of anFBI agent, or howa reporter talks through camera, to name a few.Another
type of mimesis is imitation with devices: a TV remote held as a gun, a paper cone as
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a megaphone, and the rolled-up paper as a microphone. These imitations are normally
undertaken to make-believe rather than make-belief. Developed by the performance
theorist Richard Schechner, make-belief showcases the authenticity of a professional
role, or identity. It creates the very social realities performers enact [9]. A president
during a national crisis makes-belief to give a powerful speech, with a strong-willed
gaze to the audience, performing the make-belief of authority, trustworthiness, and the
public’s confidence. Conversely, a performer plays a role in a play, or fiction, “highlights
and foregrounds their own inauthenticity” [10] with a clearer boundary between the real
and the pretended. The pretentious props in Brittany copies the form, but that is enough
to deliver the message (content).

4 Audience and Audiencing

Social media is to be social and to engage with an audience. The absence of an audience
may cease interaction and circulation.

A major proposal in research on audiences is the concept of audiencing [11, 12].
Emphasizing interactivity or initiation but not passivity, audiencing refers to “the process
by which a visual image has its meaning renegotiated, or even rejected, by particular
audiences watching in specific circumstances” [14]. Audiencing is listed one hierarchy
higher than S&S and mimesis, in that audiencing functions as the ultimate outcome of
affordances while S&S and mimesis function as the means of that outcome. Another
reason is because audiencing focuses on context while the others focus on content,
assisting contexts.

What are audiences doing while watching UGSVs? We argue while watching
UGSVs, audiences are colluding with the context. We take collusion from context col-
lapse [15] to emphasize the intentionality in which this audience subscribes to such a
situation, or recognizes the use of a meme or a stereotypical situation. In other words,
suspense and situation settings require colluded audiences.

Howdoaudiences respond to aperformance in aUGSV?Common responses include:
1) audience promotes/circulates the performance, 2) audience transforms to performer,
3) performer answers performer [13].

That audiences promote or circulate a post is not novel. This happens on other
social media platforms that use media other than short-form videos. The promotion or
circulation is usually manifested by likes, reposts, and quoted comments. The audience-
performer transformation happens when a user decides to jump into the created situation
to either create a new storyline, or elaborate. An audience is no longer a passive viewer;
they have a stake in the video creation. When creators (spectators) interfered in the
performance, the “performance transformed the involved spectators into actors” [16].
An audience is no longer a lurker: something in the video triggered them to become an
actor rather than a watcher. The prior audience members decided to become a performer.

Performers answering performers usually happen when content creators use popular
trends to gain traffic for themselves. This phenomenon is salient among UGSVs. The
term to use on platforms such as TikTok, and Vine is duet (aforementioned sequels are
duets): answering videos by adding their own videos.

Meet Brittany is a fine example for audiencing. It shows a collection of circula-
tion, transformation, and answering. More circulation invited more transformation and
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answering, creating a performative discourse. The UGSV affordances allow the audi-
ence to transform between being an audience to a performer, and the affordances allow
performers to answer performers.

5 Media-Level and High-Level Affordances

So far we have demonstrated multimodal analysis, how modes relate to the theatrical
theories, and how the theories can be used to analyze UGSVs. How do we scale them
into a system via affordances that are widely explored in multimodalities?

Numerous literature have done analysis of affordances, fromGibson [17], to Norman
[18], to Gaver [19], and more. This paper employs a simple definition: affordances are
possibilities for interaction between users and devices [20]. Prior literature has intro-
duced modal affordance and multimodal affordances. Modal affordance refers to the
potentialities and constraints of different modes: some are overt and some are covert
[21]. Hurley uses multimodal affordances to link with imagined affordances, discussing
how different modes come together to impact the conscious and unconscious expecta-
tions of technology [22]. Regardless, the term affordance is a complex concept linking
with both the material and the cultural, social, and historical use of a mode [7].

Here we use the observation that affordances are layered [23] to analyze how modes
manifest media-level and high-level affordances, and use three criteria [24] to judge our
proposed affordances: 1) an affordance is neither the object nor a feature of the object;
2) an affordance is not an outcome; 3) an affordance has variability. These three criteria
imply that affordances bridge from the object and features of the object to outcomes. We
want to discussmedia-level and high-level affordances thatmanifest a performative-level
affordances.

5.1 Media-Level Affordances

As aforementioned, there are differentmodes inUGSVs (e.g., FE,HG, SR). Thesemodes
are repetitively yet interchangeably used for situation building, suspense transition, or
mimesis. Working with S&S and mimesis to create content, they help shape the context
to build audiencing.

Individual modes offer media-level affordances. Similar to low-level affordances,
media-level affordances are typically in the materiality of the medium, in specific fea-
tures, buttons, screens and platforms.When modes are used, they are capable of creating
situation and suspense, andmimetic activities. Each individualmodemay involve objects
or has features, but they are hardly objects or features of an object: they are the media of
communication. For example, individual modes such as the extreme nestled spatial rela-
tionship and the hand gesture (emphatic gesticulation, finger pointing forcefully towards
the camera) are communicative.

Modes are not outcomes either: they are themeans bywhich the outcome is achieved.
Modes are repeatedly used to accomplish different outcomes. They are also highly
variable. For example, a text mode may serve a means of situation building, but can still
be a means of suspense. “When you say the wrong thing” is a situation, but also brings
in what’s happening next (suspense). At this level, situation, suspense, and imitation are
the outcomes of media-level affordances.
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5.2 High-Level Affordances

When it comes to high-level affordances, we notice that one layer’s outcome becomes
another layer’s means of achieving an outcome. In this sense, it is critical to understand
that neither situation nor suspense are the high-level outcomes; they are the means to
the outcomes. Mimesis also becomes the means of replication. Audiencing becomes the
grand outcome of all three.

In digital media, the environment does not have intrinsic features such as props, body
movements, or sound: users shape the medium to put these modes in there. Therefore,
the environment is not a fixed set of features; it is the possibility of creating features.

S&S is an affordance of short-form videos. It is achieved by objects or features
of objects in modes, and can be used to achieve audience stickiness, story linearity,
and coherence. Modes at the media-level may be swapped or altered under different
circumstances; but ultimately, short-form videos often tell a coherent linear story: due
to time limitations, users usually accomplish one major suspense within one major
situation. Further, situation growth and suspense setting are frequently sequential. Rarely
do we see flashbacks or interspersed timelines. However, since platforms are allowing
longer and longer story telling time (e.g., TikTok extends to 10 min), videos afford
flashbacks now.

Individually, situation and suspense as affordances have variability. Meet Brittany
showcases how different creators elaborate the same starting situation to different situa-
tions and suspenses (e.g., Brittany is a hostage, the FBI is involved, it was on the news,
and friends saw the news) while remaining loyal to the original story.

Mimesis, powered by modes, affords imitability (the possibilities of repetition) and
meme-ability (the representational possibilities). Imitation is an activity to be perceived.
Imitation is thus amore specific version of imitability in that the affordance of imitability
offers different ways to imitate.

Mimesis is not an outcome; the outcomes are (for example) humor, contemplation,
ridicule, or gaining pleasure. Mimesis affords different levels of imitability too, influ-
encing behavior; thus mimesis is variable. For some people, the imitability remains
entertaining (e.g., imitating an annoying brother); for others, it is political (e.g., Sarah
Copper imitates Trump), only to name two.

Aside from imitability, mimesis affords meme-ability. It is recognized that videos on
TikTok become memes that one can replicate. Shifman agrees that memes are produced
by various means of imitation. “Means” here are different modes we have discussed.
Modes invite endless possibilities of being used to imitate. As a consequence, memes are
passed on by imitation [25], and imitation creates more memes; thus imitation affords
meme-ability.

At this point, media-level affordances refer to the modes that are capable of creating
situation and suspense, affording coherent and linear stories on a high-level. S&S as
an affordance for short-form videos leads to audience stickiness; mimesis as an affor-
dance leads to imitability and meme-ability. Coherence, linearity, stickiness, imitability,
and mimetically are the high-level affordances. Two levels working together, create
audiencing as the ultimate outcome: audiences “uptake” [26] or renegotiate what was
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offered and then elaborate. We argue that by taking features and objects within short-
form videos and taking audiencing as an outcome, we witness that short-form videos
afford performativity.

6 Conclusion

We return to our original question: what kind of relationship is there between users and
short-form videos? The preliminary proposal here is a performative relationship. We
reach this conclusion by multimodal analysis of affordances in four stages.

First, we used multimodal analysis to identify modes and analyzed how they work
with each other. Then second, we showed the presence of the theatrical ontology by
linking modes with situations, suspense, and mimesis. Third, modes as affordances real-
ize situation, suspense, and mimesis; therefore, provoking a media-level affordance that
is located in the materiality of the medium. Lastly, situation, suspense and mimesis
as affordances leads to audience stickiness, story coherence, linearity, imitability and
meme-ability. Understanding these aforementioned terms as performative, and affor-
dances as layered, while putting the media and high-level together, audiencing is the last
outcome of this entire equation.
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Abstract. The catalyst of the epidemic has transformed college graduation exhi-
bitions with digital changes. College graduation exhibitions are driving the deep
integration of traditional physical exhibitionswith the Internet and technology, and
the development of VR and AR has gradually become a new form of art & design
industry development, offering new possibilities for artworks and virtual spaces.
This study conducts both quantitative and qualitative research method, firstly clas-
sifying the current college graduation exhibitions basedonopen resource data, then
summarizing the three analytical dimensions of the study based on the classifi-
cation combined with cases, and finally constructing the design strategies of the
three dimensions according to the characteristics of different kinds of exhibitions.
Making it cross the limits of time and space, it expands the scope of communica-
tion of design academia and industry, and rethinks the connection between art and
display. This strategy provides an initial exploration of the implications of online
exhibitions, expanding the scope of communication between design education and
industry, and rethinking the connection between artwork and display.

Keywords: Virtual digital exhibition · Graduation exhibition · Experience
design

1 Introduction

Being affected by the COVID-19 pandemic since 2020, people’s life consumption and
production are facing rapid transformation to digitalization scenarios. At the same time,
with thewidespread application of 5G, virtual reality, artificial intelligence and other new
technologies in various fields, digitalization is gradually leading the industrial transfor-
mation for different disciplines in the post-epidemic era. For the cultural industry, digital
technology has greatly improved the efficiency of its transformation and becoming the
main path for the dissemination of cultural content. Because of art exhibitions is a spe-
cialized form of displaying research in the field of art and intervention in modern culture
construction [1], therefore, digital technology has enriched the exhibition experience
in a multi-dimensional manner, and to a large extent demonstrated the value of cul-
tural industry transmission, communication, and art & design education. The graduation
exhibition of art colleges is a kind of exhibition strongly related to education, it is a
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professional platform for students to display their degree works, communicate with the
public and industries for the future career development of graduates’ professions. Exhibi-
tions in the physical space in colleges mainly provide exhibition experience for visitors
through multi-sensory experience, texture creation of content space, and face-to-face
social interaction. While under the influence of the epidemic, as university campuses
are facing increasing challenges when opening to the outside, the educational and aes-
thetic attributes of graduation exhibitions are gradually being explored, and graduation
exhibitions are extending its experience to online forms. Its essence relies on the devel-
opment of new technologies that integrate cloud computing, big data, XR technology
and mobile Internet technology, and then build a digital virtual exhibition space by inter-
connecting with entities such as universities (organizers and curators), the fresh graduate
students (exhibitors), exhibition visitors (the public), etc., so as to construct a new type
of exhibition experience and service model.

2 Literature Review

The concept of digital exhibition curation was originated from the beginning of the
21st century, and was mainly applied in the field of cultural information management to
record and archive cultural heritage more efficiently. With the development of technol-
ogy, digital curation not only improves the efficiency of information management, but
also needs to pay attention to the experience of multiple users. Therefore, it is vital for
the applicability of digital curation to study all the involved roles of the exhibitions, such
as the cognitive activities of curators and exhibition audiences [2]. At the same time,
previous researches provided possible method in extending the life cycle of digital cura-
tion management. For example, they suggested recording user’s experience, observing
interaction behavior, and tracking user’s data, meanwhile constantly adding new con-
tent to the digital repository, which represents user’s feedback and knowledge update.
Any additional content implies evolution, resulting in a hierarchy of digital resources
[3]. Digital curation can achieve digital preservation, electronic records and digital asset
management at the information management level, because it is rooted in digital norma-
tive methods and serves management. But considering the diversity of digital curation
practices, various elements, including curated contents, personal information, hierar-
chical catalogues, require public execution by a wide range of participants, including
technologists, researchers, artists, users, and organizational communities, to uniformly
build digital facilities suitable for curation [4]. Previous studies have raised the need for
multi-dimensional technologies for digital curation, the establishment of digital infras-
tructure is to archive and disseminate datasets, and the application of 3D technology in
curation is to allow visitors access these data in multiple dimensions, thereby enhancing
the viewing experience [5].

From digital curation to exhibition experience, the experience economy perspective
highlights digital experience strategies for improving services. The experience economy
proposed by Pine and Gilmore in 1998 pointed out that a more attractive consumer
experience should be created by improving services. Based on this statement, the further
explore the relationship between experience and specific environment in two aspects: one
is to attract the viewer through the experience; the other is to immerse the viewer into the
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experience. Based on experience economy concept, continuous efforts have been made
in creating unique and innovative experiences for the art & design exhibitions disciplines
[6]. In recent years, exhibitions have entered the experience economy and continued to
develop [7], bringing new experiential and interactive elements to exhibitions by adding
digital exhibits and digital forms [8]. While the digital world offers the viewer more
experience value, the integration of digital technology, social tools, andphysical elements
adds complexity to the user experience. Different viewers have different feelings and
behaviors towards digitalization, which also reflects the boundaries between physical
and digital [9].

In addition, in order to enrich the experience of different products in the entertainment
industry, the digital world joined the meaning of communication, Marsha Kinder created
and introduced the concept of transmedia in 1991 [10]. With the transmedia experience
of exhibitions are enhanced, more application methods are gradually realized, such as
virtual reality, augmented reality and other new technologies [11, 12].

3 Research Objectives and Research Methods

Facedwith the current situation of such exhibitions, the goal of this paper is to understand
the possibility of digital transformation of graduation exhibitions, and to provide a design
framework and inspiration for the construction of more exhibition platforms to enhance
the digital experience.

In order to achieve the research objectives, on the basis of theoretical exploration and
empirical support, the researcher selected the online graduation exhibitions of 40 art &
design colleges as representative cases for data collection (Table1: Table 1 as a sample
version, full version is with 40 cases). This is a schematic table of representative cases
selected from the cases investigated by the researcher. Preliminary case classificationwas
carried out according to its exhibition forms, platforms and technology. The exhibition
forms are divided into online exhibition and offline exhibition. Platform refers to the
carrier of the exhibition, such as the school’s official website, self-built platform and
third-party website, as well as the technology required to build the platform, including
Virtual Reality, 3D modeling and so on.

4 Experience Design of Digital Graduation Exhibition

Based on the analysis of the above empirical data, the study found from the online grad-
uation exhibitions of the selected colleges that digital technology and virtual space give
exhibitions more possibilities. Its display platforms, dissemination methods, and brows-
ing methods are constantly being adjusted with the new digital technology. According to
different digital needs, the research summarizes three main models of online graduation
exhibitions at this stage. Different models create a sense of experience through a variety
of interactive interface design.

➀ Panoramic digital exhibition reproduction——Digital technology needs.
➁ Interactive Interface Exhibition——Digital experience.
➂ Immersive virtual exhibition space——Digital communication needs.
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Table 1. The sample of the 2020–2021 Online Graduation Exhibition of Art Universities’ chart

College Form Platform Technology

Central academy of
fine arts (China)

Online exhibition Online platform 3D panoramic virtual
showroom
2D Web

School of Arts Peking
University

Online exhibition WeChat official
accounts

Graphic communications

Taipei National
University of the Arts

Online exhibition ARTOGO Virtual reality
3D modeling
Dynamic web

Academy of arts &
Design, Tsinghua
University (China)

Online exhibition Online platform
(AliCloud
resources)

2.5D exhibition
Dynamic interaction
Panoramic roaming

University of
California, Los
Angeles

Online exhibition Online platform Dynamic catalog

School of architecture Online exhibition Online platform Game interaction

The first type (Panoramic Digital Exhibition Reproduction) mainly usesmultifarious
technologies to restore the physical exhibition space, and offers visitors the online navi-
gation instructions to view the exhibition content in the virtual spaces just as same as in
the real spaces. For example, the online graduation exhibition of the Central Academy of
Fine Arts (China) in 2020 is mainly divided into “Cloud Online Graduation Exhibition”
and “3D Virtual Graduation Exhibition” (Fig. 1). Viewers can choose to view the exhi-
bition in two ways: graphic browsing and virtual digital browsing. Exhibits of different
majors through five virtual exhibition halls, and browse the exhibits by clicking on the
floating text and cursor (Fig. 2).

Fig. 1. The central academy of fine arts
(China)

Fig.2. Virtual digital browsing

The second type (Interactive Interface Exhibition) is subdivided into two subtypes,
one is to display works by using the existing online platform for curation tools (e.g.
ArtVR), this is the current 3D digital virtual platform chosen by most universities. For
example, the graduation exhibitions of most Chinese institutions such as Hubei Institute
of Fine Arts and Xi’an Academy of Fine Arts (China) in 2020 were done through a
digital virtual platform with relatively mature technology. However, in the process of
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implementation, users still face many problems that affect the viewing experience, such
as web pages overload.

In addition, some universities use social platforms such as official websites, WeChat
and microblogs to carry out simple interactive exhibitions with two-dimensional inter-
faces in combination with the application of H5 or plug-in programs. For example, the
Art Institute of Peking University (China) curated the exhibition through the WeChat
public platform since 2020 in the form of flat graphic browsing, combined into four com-
prehensive thematic exhibition halls, and used the official media website as the carrier
of the exhibition to achieve the effect of its own dissemination. (Fig. 3).

Fig. 3. The art institute of Peking University

Another subtype is the school-enterprise cooperation to build a new interactive plat-
form,mainly based onmobile interaction of the two-dimensional interface display, using
2.5D visual effect, which are mostly in the form of H5, panoramic roaming, dynamic
interactive directory and other forms of interaction with the viewer. For example, the
online platform built by the “Alibaba Human-Machine Natural Interaction Experience
Lab” of Tsinghua Academy of Fine Arts and supported by AliCloud resources can be
used to view the entire exhibition with a simple right-click operation, while the spring-
board navigation is displayed in a simple and clear manner on the left side, giving people
a clear and smooth visual experience. (Fig. 4).

At the same time, dynamic web pages also form part of the interactive design of
the virtual exhibition with various interaction methods and visual styles. For example,
the home page of the thesis exhibition at the University of California, Los Angeles,
consists of several blue bubbles that collide and jump around each other, and the names
of different authors in the bubbles can be clicked to view the personal information
and artworks of the students, which provides users clearly browse while adding some
interesting. (Fig. 5).

Fig. 4. Tsinghua academy of fine arts Fig. 5. The University of California, Los
Angeles

The third type (Immersive full-scale virtual scene space) combines the exhibition
theme to create a virtual space, which is no longer just a copy of a physical projection,
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but combines concept, interaction and media to create a fully virtual immersive space.
For example, the School of Architecture’s (Taliesin) 2021 online exhibition features
an online game that showcases student work in an immersive, virtual “shelter world”
where exhibits appear as landmarks in virtual space and visitors can click on exhibits
at any time while roaming the exhibition in a 360-degree panorama. Visitors can also
choose their own role in the exhibition and add their favorite elements to create their
own shelterworld (Fig. 6). This immersive virtual exhibition effectively combines theme,
interaction andmedia in amore interactive and storytellingway, making the viewermore
involved, and in this way, the exhibition itself has become a communication content and
communication channel.

Fig. 6. The school of architecture’s (Taliesin)

5 Strategies to Integrate the Digital Exhibition Experience

This study summarizes three design strategies from the functional level of digital needs
of graduation exhibition: ➀ platform construction ➁ technical support and ➂ commu-
nication strategy (Fig. 7). In turn, the empirical data and qualitative analysis summarize
and categorize the current online graduation exhibitions in colleges, which provides
framework for the design strategy to integrate the digital exhibition experience.

In the platform construction, the three modes of digital exhibition rely on different
platforms to bring different viewing experiences to the viewers. The first and third types
mentioned above are Panoramic digital exhibition reproduction and Immersive virtual
exhibition space, they require the use of virtual reality technology, physical projection
and 3D modeling to build the scene. The first type aims to develop a platform to fully
recreate realistic scenes through technical support,while the third type also creates virtual
spaces, but with focus on combining content ideas to create fully virtual immersive
spaces. The second type is Interactive interface exhibitions, which rely more on existing
digital virtual platforms and web pages, for example, ArtVR1 and a series of social
platforms.

In the technical support dimension, different digital technology provides a variety of
ways to display exhibits. Panoramic digital exhibition reproduction is built with physical
projection, map shooting and realistic rendering art technology as the main platform so
that the viewer can immerse themselves in the scene. The interactive interface exhibition
uses interactive technologies such as H5, panoramic roaming, and dynamic catalog that
can be operated within a two-dimensional web page, in the form of graphics and text is

1 ArtVR is anapplication that combines virtual reality, artificial intelligence, big data, blockchain,
Internet and other technologies to construct a 3D/VR virtual art museum.
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more convenient for viewers to browse exhibits on mobile. Immersive virtual exhibition
space connects creative concepts and artwork to build a concept space, in turn, provides
a surreal virtual experience.

In the communication strategy, the digital exhibition exerts the maximum effect of
communication through different media platforms, linking various online and offline
communication methods such as graphic, video, live broadcast, forum and workshop to
enrich the capacity of the exhibition and expand the scope of communication.

Fig.7. Forms of the collages’ online graduation exhibitions

6 Conclusion

To sum up, as a form of digital exhibition, the online experience of graduation exhibition
relies on the promotion of cyberspace as the extended interface of the exhibition, inwhich
the construction of the experience is no longer limited to the provision of artworks, but
creates a sense of technology through innovative and promotes creative human-computer
interaction, and “across time and space” network communication. These elements pro-
vide new exploration paths for the future development of exhibition curation. In addition,
since the graduation exhibition is also a professional platform to communicate the intel-
ligence of graduates with the industry and the whole pubic, the design strategies revealed
in this study are also important when supporting the design of exhibition platforms with
similar functions. At the same time, the curation of digital exhibitions provides strategic
clues for future research, constructs future digital knowledge forms, guides the design
of interactive behaviors, and enriches communication models.
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The limitation of this study lies in the collection of data samples. To some extent,
the graduation exhibition of international art&design collages is also a manifestation of
cross-cultural experience. Users in different countries will be more rigorous in future
research expansion.

Acknowledgment. The author Zitong Wang and corresponding author Han Han would like to
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Abstract. This study analyzes how Twitter social media affects the invitation to
pay taxpayers through Social Network Analysis. Taxes have an essential role in
the country’s development so that the income from the tax sector can help increase
state revenues. This researchmethod uses qualitative analysis with the type of data
obtained by this study using secondary data sourced from Twitter social media
with the hashtag #PajakKitaUntukKita and official government documents related
to the results of the APBN and Taxpayer reports in the 2020–2021 period. Data
analysis visualization was carried out with the help of Nvivo 12 Plus software,
especially the Twitter Sociogram dataset tool and Netlytics, to identify research
variables. The results of the analysis show that; 1) Dissemination of information
carried out by the Directorate General of Taxes is very intensive, dominantly car-
ried out by the Twitter social media account@DitjenPajakRI; 2) The results of the
information response to #PajakKitaUntukKita which is shown by the dominant
users’ responses to government agencies, while the private sector and the commu-
nity have a low response rate 3) The hashtag #PajakKitaUntukkita as a Campaign
in increasing taxpayer awareness carried out by the Directorate General of Taxes
has not run optimally in providing a significant influence on taxpayer awareness
but is quite good at providing information and education related to taxes.

Keywords: Twitter · Social media · Network analysis · Tax awareness

1 Introduction

This article aims to identify and analyze the strategy of the Directorate General of Taxes
in increasing public awareness of the obligation to pay taxes through social media.
Social media has an essential role in providing information and communication to the
general public [1]. The existence of social media provides easy access to information
and communication so that it is often used by the public, private sector, and even the
government. The function of social media for the government can be used as material for
analysis related to the public’s response to an issue or problem [2] to be used in making a
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decision or to make or implement a policy. The Directorate General of Taxes (DJP), as a
government agency, also uses social media to interact and exchange information related
to problems or services related to taxation [3]. As the primary source of state financing,
taxes contribute around 75%, according to the State Budget (APBN) [4]. Taxes have an
essential role in the country’s development [5], so that the tax sector income can help
increase state revenues [6].

Since the COVID-19 pandemic has impacted the economic sector, marked by a
decrease in the number of people’s incomes, various business sectors, both from Micro,
Small, andMedium Enterprises (MSMEs) and even large industries, have not run as they
should [7]. This impact on the economic sector is due to the imposition of restrictions
on human mobility to deal with the COVID-19 pandemic, which causes a decrease
in work productivity [8]. The decline in the community’s economic sector due to the
COVID-19 pandemic has impacted the tax revenue sector [9]. However, in Indonesia,
state revenues to realize the state budget in 2020 have increased in the tax revenue sector.
The realization of the state budget in 2020 in Indonesia has increased from 2019 in the
tax revenue sector.
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Fig. 1. Realization of the provisional state budget for the taxation sector for 2019–2020 Source:
(DJP Annual report, 2019)

Figure 1 shows the details of the realization of the APBN in the tax revenue sector for
2019 to February 29, 2020, which includes; 1) tax revenue reached IDR 177.96 trillion or
9.54% of the 2020 APBN target, an increase of 0.29% year-on-year (YoY) compared to
the realization in 2019 which was IDR. 177.44 Trillion: 2) Realization of Tax Revenues
reached Rp. 152.92 trillion or 9.31% of the 2020 APBN target, 4.97% (YoY) lower than
in 2019 of Rp. 160.91 trillion; 3) Realization of Customs and Excise Revenue reached
Rp. 25.04 trillion or 11.22% of the 2020 APBN target, growing by 51.52% YoY from
2019, Rp 16.53 trillion [5, 10]. Based on the data, Fig. 1 shows that taxes have a major
influence on the Indonesian State Budget.

Taxes are obtained from the contribution of the taxpayer community directly or by
using a self-assessment system [11]. In this system, people report their taxes to taxpayers
supervised by tax officials [12]. Self-Assessment is a system reform presented by the
Directorate General of Taxes to increase public confidence in tax management. The
existence of a self-assessment system is not enough to encourage public confidence in
tax reporting. There needs to be a strategy to increase public awareness in providing
taxpayer reports independently (self-assessment).
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Fig. 2. Percentage of taxpayer revenue in 2019–2020 Source: (DJP Annual Report, 2019)

Figure 2 depicts an increase in reported Taxpayer income between 2019 and 2020.
There was a 13.64% increase in 2020 compared to 2019, amounting to 67.20% of the
18.3 million taxpayer data that must be submitted in 2019 [5]. However, in 2020, there
will be a decrease in taxpayers, particularly in the corporate sector. According to Finance
Minister Sri Mulyani, the COVID-19 pandemic at the end of 2019–2020 is still putting
a strain on corporate taxpayers [10].

The Ministry of Finance reported that the realization of tax revenues until the end
of October 2020 was Rp. 826.9 trillion or 69.0% of the target in Presidential Regulation
72/2020 of Rp. 1,198.8 trillion.Meanwhile, the realization of tax revenue isminus 18.8%
on an annual basis. The realization of corporate income tax (PPh) revenue is still the
most significant contributor [10]. However, the realization was minus 35.01%, much
deeper than the performance until the end of October 2019, minus 0.71% [5].

On the other hand, personal non-employee income tax receipts are still growing
positively. However, the realization of growth was only 1.18%, much slower than the
performance in the same period last year of 16.35%. Although the data on taxpayer
receipts shows an increase in the reporting of notification letters (SPT) of taxpayer
receipts, this is still very far from being realized from around 19 million taxpayers
who are required to report SPT. However, until the deadline for submitting SPT, the
Directorate General of Taxes only received 11.9 million SPT [5]. The low target of tax
revenue shows how public awareness of taxpayers is still low. Moreover, the Directorate
General of Taxes has implemented reforms in paying taxpayers through an integrated
Self-Assessment through Information and Communication Technology (ICT).

This study uses Social Network Analysis (SNA) to identify Twitter social media
accounts’ dominant status and interactions. This article aims to analyze the role of social
media in disseminating information, responding to information, and identifying the dom-
inant status of Twitter social media accounts through the hashtag #PajakKitaUntukkita
which affects invitations to pay taxpayers in Indonesia. The results of data analysis are
visualized through the Twitter sociogram tool from the Nvivo 12 Plus and Analytics
software. This study uses descriptive qualitative research methods to analyze research
variables related to responses to information, identify dominant account interactions
through #PajakKitaUntukKita.

2 Literature Review

2.1 Social Media and Social Network Analysis (SNA)

Social media is a type of online media where users can easily participate, share, and
create virtual social networks and forums [13]. The use of social media as a strategy
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for rationalizing, directing, and making decisions more easily [14]. Social media creates
a forum for dialogue among diverse audiences, including individuals, organizations,
governments, the private sector, and others [15].

Twitter is one of the social media platforms that the general public frequently uses
as a medium of dialogical communication [14]. Twitter is a social media platform that
the general public uses to obtain information and communicate quickly, effectively, and
efficiently. Integrated social media fosters new communication patterns among various
audiences, including government agencies, the general public, and the private sector. It
has a significant influence on communication patterns and responses [16]. As a result,
it is not uncommon for the government to use social media to increase dialogue com-
munication interactions with other actors involved in a particular issue or policy. The
SocialNetworkAnalysis analysis approachAnalysis can analyze the pattern of dialogical
communication interactions via social media [16].

Social Network Analysis (SNA) is a sociological approach to analyzing patterns
of relationships and interactions between social actors to uncover underlying social
structures such as nodes or centers that serve as leader or employee relationships, related
groups, and patterns of interaction between groups [17]. SNAhas been used to investigate
social interactions in a variety of contexts. Articles titled “Mixed Methods Analysis of
the #Sugar Tax Debate on Twitter,” “E-Cigarette Themes on Twitter: Dissemination
Patterns and Its Relationship to Online News and Search Engine Questions in South
Korea,” and “Analyzing Public Discourse on Social Media with Geographical Context:
A Case Study 2017 Tax Bill” are examples of previous studies that used SNA analysis
of tax policy. Based on previous research, the use of SNA to explore and identify the
actors involved, their connections, and the topics of discussion was investigated using
content, sentiment, and thematic analysis, so that the results of the SNA analysis can be
used as material for government analysis in developing jak-related strategies or policies.

3 Methods

The author uses a descriptive qualitative method with a theoretical approach to social
media network analysis to identify the intensity of interactions carriedout throughTwitter
social media. Data analysis visualization was carried out with the help of Nvivo 12 Plus
software, especially the Twitter Sociogramdataset tool andNetlytics, to identify research
variables. The type of data obtained by this study uses secondary data sourced from
Twitter social media with the hashtag #PajakKitaUntukKita and official government
documents related to APBN and Taxpayer reporting with the time series model for
2020–2021. The stages of data analysis carried out in this study were collecting data
from data sources which were then classified and analyzed using the twitter sociogram
tools on Nvivo 12 plus software. The author will compare the findings from data analysis
visualized with netlytics software so that the data obtained can be compared and become
material for a more in-depth and accurate analysis (Fig. 3).
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Fig. 3. Data collection process

The stages of this research were carried out; 1) data collection through Twitter
social media with the data source from the hashtag #PajakKitaUntukKita through the
N-Capture Tweet as dataset extension for data processed using Nvivo 12 Plus software.
2) Data from each account is collected through the netlytics dataset. 3) Analyze each
data collected through twitter sociogram on Nvivo 12 plus software. At the same time,
Netlytics through Network Analysis tools to identify social network analysis. 4) The
next stage is the data visualization stage as material for study and discussion.

4 Result and Discussion

The presence of the COVID-19 pandemic has impacted the economic sector, resulting
in a decrease in the number of people’s income [18]. This is due to restrictions on
human mobility, causing a decrease in the intensity of community economic activity
[19]. The achievement of tax revenues until November 2020 reached 77.2% of the target
according to Presidential Regulation 72 of 2020 of IDR 1,198.8 trillion. Tax revenue
from Income Tax (PPh). Oil and gas tax revenues until the end of November 2020
reached Rp29.2 trillion, down 44.8% compared to the previous year’s period of Rp52.8
trillion. Meanwhile, non-oil and gas taxes also fell 17.3% from Rp. 1,083.3 trillion last
year to Rp. 896.2 trillion. The decrease in tax revenue is an evaluation material for the
government to increase taxpayer awareness during the COVID-19 pandemic.

The research findings show that Twitter’s social media role in increasing taxpayer
awareness is based on the analysis of social networks from the hashtag #PajakKi-
taUntukKita to show the intensity of using the hashtag as a taxpayer campaign. The
hashtag #PajakKitaUntukKita is a taxpayer campaign to increase public awareness in
making taxpayer payments. Taxpayer awareness includes awareness of the rights and
obligations to pay taxes for state financing [20]. To increase taxpayer awareness, the
government uses social media as a campaign media in providing information related to
taxes. The findings on the intensity of the use of #PajakKitaUntukKita as a taxpayer
campaign were analyzed using Netlytics from 18/10/2021 to 27/10/2021, which can be
seen in Fig. 5.
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Fig. 4. Intensity of use of the hashtag #PajakKitaUntukKita

Based on Fig. 4 shows the use of hashtag #PajakKitaUntukKita which is seen based
on Twitter social media analysis shows the intensity of posts related to the taxpayer
campaign #PajakKitaUntukKita shows fluctuating results. The highest post value with
#PajakKitaUntukKita seen in Fig. 5 occurred on 21/10/2021, reaching its peak with a
value of 76 posts. The next day, the use of hashtags decreased drastically on 23/10/2021
and slowly increased again until 26/20/2021. Posts with the volatile hashtag #PajakKi-
taUntukKita show that the daily tax campaign is not carried out intensively. The dominant
mention in the hashtag #PajakKitaUntukKita is seen in Fig. 6.

Fig. 5. Intensity of mentions using the hashtag #PajakKitaUntukKita

Figure 5 shows the mention of the hashtag #PajakKitaUntukKita shows that it is
dominant on the social media account @ditjenpajakri with the highest position. The
dominant value analysis results obtained using the Nvivo 12 plus software show that
the intensity of the Twitter social media account @ditjenpajakri ranks first, with the
highest mention intensity when compared to other accounts. The Twitter social media
account@pajakjabar3 is in second place, and the Twitter account@pajaksumut2 is third.
Meanwhile, the Ministry of Finance’s social media account occupies the 9th position.
The analysis results in Fig. 6 show that the government dominates the majority of men-
tions of the hashtag #PajakKitaUntukKita. Where is the dominance of the intensity of
using the hashtag #PajakKitaUntukKita on the twitter media account of the Indonesian
Directorate General of Taxes (@ditjenpajakri). It is only natural that the Twitter account
@ditjenpajakri is dominant in conducting taxpayer campaigns to increase public aware-
ness in paying taxes. Because it has become the responsibility and one of the strategies of
the Indonesian Directorate General of Taxes to increase awareness of taxpayers through
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a campaign with the hashtag #PajakKitaUntukKita on Twitter social media. Meanwhile,
the interactions and responses to the hashtag #PajakKitaUntukKita are based on social
network analysis (SNA) of the hashtag’s retweet (RT), which can be seen in the following
image;

Fig. 6. Network analysis
#PajakKitaUntukKita

Fig. 7. Twitter sociogram
#PajakKitaUntukKita

Figures 6 and 7 are the social network analysis (SNA) results,where Fig. 7 is analyzed
usingNetlytics software. In contrast, Fig. 8 results fromanalysis findings from theTwitter
Sociogram tool on Nvivo 12 Plus software. Figures 6 and 7 have been divided into 6
clusters by looking at the intensity and response through retweets (RT) to the hashtag
#PajakKitaUntukKita. These findings indicate that the interaction of taxpayer awareness
campaigns is dominated by social media accounts belonging to government agencies,
while social media accounts belonging to private sector agencies and even the public
are not as intensive as government media accounts. It can be seen in the data in Fig. 8,
which shows that there is one Twitter media account belonging to the private sector,
namely the @redaksi_ortax account. At the same time, there are two media accounts
for netizens that retweet (RT) against #PajakKitaUntukKita issued by the Twitter media
account @ditjenpajakri.

The analysis findings are visualized through the pattern of information dissemination
using Social Network Analysis (SNA) analysis. These results are shown in Figs. 7 and
8 that the role of social media in disseminating information with the hashtag #PajakKi-
taUntukKita campaign has been carried out well by various government agencies in
the tax sector. However, the role of social media as an interactive response in the
#PajakKitaUntukKita campaign did not build public enthusiasm for taxpayer aware-
ness by seeing the lack of response from the public and the private sector. The hashtag
#PajakKitaUntukkita as a campaign to increase taxpayer awareness carried out by the
Directorate General of Taxes of the Republic of Indonesia, has not run optimally in
giving a significant impact to the public on taxpayer awareness but is quite good at pro-
viding information and education related to taxes. So that efforts to increase taxpayer
awareness need to be carried out with more complex strategies with policies that affect
tax revenues, especially in the era of the COVID-19 pandemic.
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5 Conclusion

The low tax revenue target shows how public awareness of taxpayers is still low. So that
one strategy in increasing awareness of taxpayers is by utilizing the role of social media
as amedium of communication. The strategy of using Twitter socialmediawith the hash-
tag #PajakKitaUntukKita as a campaign can increase public taxpayer awareness. The
study’s findings and analysis show: 1) The Directorate General of Taxes’ dissemination
of information is very intensive, dominated by the Twitter social media account @Dit-
jenPajakRI; 2) The results of the information response to #PajakKitaUntukKita, as has
shown by the dominant users’ responses to government agencies, while the private sector
and the general public have a low response rate. 3) The hashtag #PajakKitaUntukkita
as a Campaign in increasing awareness of taxpayers is carried out by the Directorate
General of Taxes but has not been appropriately implemented. Maximum in providing a
significant influence on taxpayer awareness, but quite good in providing tax information
and education. Therefore, efforts to increase taxpayer awareness need to be carried out
with more complex strategies with policies that affect tax revenues, especially in the era
of the COVID-19 pandemic.
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Abstract. Social media has become a liaison for all sources of information for
socialmedia users. The exchange of information on socialmedia becomes crowded
with various types of information. The focus of this study is the identification of
public confidence in the implementation of Indonesia’sMobilityRestrictionPolicy
(PPKM). In this study, we use Twitter as a source of research data and discussions
regarding the issue of the extension of the PPKM policy in Indonesia. This study
uses a qualitative approach, using a qualitative data analysis mining approach
(QDAMiner) to analyze the resulting content, network, and cloud. We use Social
Network Analysis (SNA) software, namely NodeXL Pro, as a data search tool to
generate communication networks and tweet content from observed conversations
and Qualitative Data Analysis (QDA) software, namely Nvivo 12 Plus, for further
and comprehensive analysis. Understand qualitative data. The findings show that
public trust in implementing the Mobility Restrictions Policy in Indonesia reaps
more negative sentiment from Twitter social media users. In addition, the intensity
of the accounts involved in responding to the policy is relatively high, accompanied
by the resulting communication network.

Keywords: Mobility restrictions · Public trust · PPKM · Indonesia

1 Introduction

Due to the limited public activities outside during the Covid-19 pandemic, social media
became the hub for all sources of information for social media users (Shahi et al. 2021).
As a result, social media exchanges became lively with various details information. This
data can be analyzed to give stakeholders a new perspective on public trust in crises
and the best measures to pursue. According to the most recent studies, social media’s
impact as a communication tool during Covid-19 can be divided into the following cat-
egories, which include coordination and communication tools (Machmud et al. 2021),
risk assessment, and analysis (Park et al. 2021), healthcare news (Park et al. 2020),
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misinformation communication (Islam et al. 2020), conversations of Covid-19 policy
initiatives through social media (Haupt et al. 2021; Irawan 2022), And also as a com-
munication transmission device for medical groups whose functions are comparable to
those of other organizations but which put a higher importance on public communication
to enhance community participation (Park et al. 2016).

The focus of this study will be on public trust in the implementation of Indonesia’s
Policy for the Implementation of Mobility Restrictions (PPKM). The public trust score
provides an overview of the general public acceptance of government policies. This
public reaction data was collected after the Indonesian government, for the umpteenth
time extended the deadline for implementing the PPKMpolicy in the country. OnAugust
2, 2021, the Indonesian government announced the extension of the PPKM policy’s
functionality.

Twitter is the social media platform used to collect data for this study. According to
Emeraldien et al. (2019), Twitter has developed into one of the social media platforms
capable of bridging political communication channels at a faster rate. As a consequence,
social media improves the effectiveness of public-government communication (Tromble
2018). In the case of an emergency or crisis, social media can be used to provide diverse
information from the public authority or the community (Anson et al. 2017). In this
study, we use Twitter as a source of research data and my conversations related to the
issue of the extension of the PPKM policy in Indonesia.

2 Literature Review

2.1 Social Media for Public Policy Communication

Along with the advancement of information and communication technology, social
media is a part of Web 2.0, a platform for people to exchange information (Delerue
et al. 2012). As a modern communication tool, social media is designed to connect any-
body in digital communication (Antony 2008; Madakam et al. 2015). Even nowadays,
social media has become an indispensable component of all human activities (Kosasih
2016). Social media can facilitate users’ access to information by leveraging electronic
devices (Kaplan and Haenlein 2010; Näkki et al. 2011; Song and Lee 2016). He infor-
mation circulating on social media is current or responsive (Ho and Cho 2016). At the
moment, social media is used to communicate for practical policy campaigns (Akbar
et al. 2021; Irawan 2022). Witanto et al. (2018) concluded that social media had evolved
into a public information medium for reporting current events and issues.

With all the benefits that Belkahla Driss et al. (2019) assess, social media can pro-
vide valuable knowledge for the government, which can be considered throughout the
decision-making stage. Because, at its core, policy communication is government com-
munication that is understood as an effort to disseminate information about programs
or ideas to the general public (Irawan 2022). Effective policy communication enables
the implementing components of the policy and the policy targets to communicate with
one another and create the desired results (Nurati 2016). As a result, it is indisputable
that social media has evolved into the primary medium of communication capable of
effecting change (Batara et al. 2018). Social media can provide statistics to stakeholders
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on the public response to government actions (Gintova 2019; Tari and Emamzadeh 2018;
Witanto et al. 2018).

3 Research Method

This study employs a qualitative approach to investigate how social media users in
Indonesia responded to the adoption of the Mobility Restriction policy during the
Covid-19 pandemic. Social media communication has formed a communication net-
work between each social media user (Himelboim et al. 2013). We employ a qualitative
data analysis mining (QDAMiner) approach to analyze the generated content, network,
and cloud. To investigate the facts and data available on the social media platform Twit-
ter. We use Social Network Analysis (SNA) software, specifically NodeXL Pro, as a
data search tool to generate communication networks and tweet content from observed
conversations, as well as Qualitative Data Analysis (QDA) software, specifically Nvivo
12 Plus, to further and thoroughly understand qualitative data (Brandão 2015). Because
studying information on Twitter social media requires the use of a data analysis tool to
comprehend large amounts of data (Ranjan and Sood 2016).

The keywords used in the data search are the hashtag #Extended. The hashtag
#Extended was included in the data search because it symbolizes Twitter user discussion
in response to Indonesia’s implementation of the PPKM extension policy. This Twitter
user’s comment then sparked a range of reactions to the policy.

RQ1: What is the intensity of the Twitter community’s response to Indonesia’s PPKM
policy?
RQ2: Does the Twitter community trust the PPKMpolicies that have been implemented?

4 Finding and Discussion

4.1 Intensity of Public Response to #Extended

The implementation of the PPKM extension for the umpteenth time by the Government
of the Republic of Indonesia resulted in various responses from Twitter social media
users. This response is represented or characterized by the use of the hashtag #Extended
which became one of Twitter’s trending topics on August 2, 2021 in Indonesia. By using
NodeXL Pro, we capture activity data using the hashtag #Extended on Twitter Social
media. From the processing of the resulting data, we found a total of 16,250 accounts
that had conversations related to the issue of the PPKM period extension. As well as
producing as many as 19,023 communication links that are linked to each other and then
create a communication network related to this issue.

In the intensity of other components, namely the activity intensity of Tweets,
Retweets, Replies, Mentions, and MentionInRetweets, the amount of activity is directly
proportional to the activity of the account in carrying out conversations. In Tweet Inten-
sity, the number of occurrences generated is 6,873 tweets, and in Retweet activity the
number of occurrences is 9,428 tweets. Meanwhile, in Replies activity there were 1910
tweets, Mentions had 141 tweets, and MentionsInRetweet had 12 tweets. In detail this
can be seen in Table 1 above.
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Table 1. Public response occurrences intensity by component.

Componen Number of occurrences

Account 16.250

Edges 19.023

Tweet 6873

Retweet 9428

Replies 1910

Mentions 141

MentionsInRetweet 12

4.2 #Extended Communication Network

As mentioned in the previous section, the public response to the implementation of
PPKM in Indonesia has resulted in 19,023 communication networks. This communica-
tion network is then divided into groups in which each group has an account of mutual
influence (see the picture below). The total number of communication groups gener-
ated during the hashtag #Extended was 1083 groups. Each communication group raised
the issue of extending the PPKM period by sharing various perspectives. The high-
est group of communication networks generated using the hashtag #Extended shows
that Twitter has become a medium of information for users to share content with each
other(Suryadharma and Susanto 2017) (Fig. 1).

Fig. 1. Hashtag communication network #Extended.
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Using NodeXL Pro, communication researchers can present network visualizations
to enable more massive network analysis and open up various opportunities to ana-
lyze communication networks formed on social media (Purnama 2015). The number
of responses regarding the PPKM extension policy in Indonesia shows that the PPKM
extension is a policy that has a vast impact on people in Indonesia. In addition, this case
also clarifies the strategic position of social media Twitter, namely as a means to create
interaction in providing social support and relationships with one another (Ciszek 2013;
Xiong et al. 2019). The relationship that occurs in the hashtag #Extended also shows
that social media Twitter is a communication network among users to share content,
depictions of individuals and people involved can be delivered with nodes or dots. In
contrast, the resulting relationships between nodes that appear are referred to as edges
or links (Susanto et al. 2012). The total edges in each group are shown in the Table 2
below.

Table 2. List of ten communication network groups with details of account appearance and link
edges.

Group Vertex shape Label Vertices Unique edges Edges with
duplicates

Total edges

G1 Disk G1: 5332 5332 5136 437 5573

G2 Disk G2: 1880 1880 1933 15 1948

G3 Disk G3: 1243 1243 1702 93 1795

G4 Disk G4: 985 985 1151 155 1306

G5 Disk G5: 480 480 522 10 532

G6 Disk G6: 398 398 420 19 439

G7 Disk G7: 351 351 369 0 369

G8 Disk G8: 275 275 277 20 297

G9 Disk G9: 235 235 310 26 336

G10 Disk G10: 203 203 247 0 247

4.3 Public Trust Against PPKM Policy

The use of the Social network analysis (SNA) method will provide researchers with
an understanding of the relationships between individuals or groups (Ramadhani et al.
2019). Furthermore, the relationship that occurs indeed contains particular sentiments,
the sentiments that arise against the PPKM policy in Indonesia can then be identified
through careful meaning in each generated tweet. After interpreting the tweets related to
the hashtag #Extended, the resulting sentiment is categorized into four: Very Negative
reaching 24.17%, Moderately Negative reaching 36.01%, Moderately Positive going
26.88%, and Very Positive reaching 12.94% (See Figure below). The sentiment formed
in the use of #Extended shows a tendency to have a negative view, which illustrates that
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the public’s response to the PPKM policy tends to be unfavourable, resulting in public
acceptance of the policy not as expected by the Indonesian government. Because the
presence of PPKM has a negative impact on social and economic conditions (Rizal et al.
2021; Rusiadi et al. 2020; Saputra and Salma 2020). Even so, on the other hand, the
implementation of PPKMhas a positive impact on reducing Covid-19 cases in Indonesia
(Fig. 2).

Fig. 2. Percentage of Twitter users sentiment against hashtag #Extended.

5 Conclusions

From identifying the hashtag #Extended above, public trust in the implementation of the
Mobility Restrictions Policy in Indonesia has resulted in more negative sentiments from
Twitter social media users. The negative sentiment that emerged gave an understand-
ing that the Twitter user community in Indonesia did not entirely accept the policies
implemented. The intensity of the accounts involved in responding to the procedure
is relatively high, accompanied by the communication network that occurs, which can
explain the communication relationships that arise between each communication group.
This research also illustrates that public trust must be considered in the approaches
taken in implementing policies. The extension of the PKKM term for the umpteenth
time created a sense of disappointment and negative sentiment towards the extension
policy being implemented.
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Abstract. Restrictions imposed on societies across the world due to the
COVID-19 pandemic have had direct and indirect consequences to the
public’s health and well-being. Unlike many countries, Sweden’s restric-
tions were significantly milder. Businesses offering recreational services
provide activities that are important to the well-being of the public. This
study explores the status and perspectives of 34 Swedish businesses that
provide recreational activities during COVID-19 and the role of technol-
ogy on recreational services. Results show that businesses comply with
guidelines and recommendations, have trust in the government despite
lack of sufficient support, and have special considerations for youth.
Technology was significant in aiding businesses to cope with COVID-
19. Trends reported are: adoption of new remote technologies, increase
of digital tools use, offerings of online services, and openness to new
solutions.

Keywords: COVID-19 · Recreational activities · Well-being ·
Sweden · Technology · Digitalization · Coping with COVID-19

1 Introduction

COVID-19 and Sweden. The COVID-19 pandemic is an unprecedented crisis,
and to this point (March 2022) there are approximately 450.23 million confirmed
cases and over 6 million deaths worldwide [1]. Presently in Sweden, it is reported
that there are 2.46 million confirmed cases and over 17.7 thousand deaths [2].
Around the world, there have been tight regulations and restrictions imple-
mented to tackle the COVID-19 infection spread. Sweden was a special case,
since it is known for not implementing tight restrictions unlike its neighboring
countries. The government of Sweden encourages the public to take responsi-
bility to follow guidelines and recommendations, without coercion, thus demon-
strating its trust in the public. The impact of COVID-19 has not only adverse
effects on the physiological health of individuals, but also indirect health effects
as it may seriously affect the mental health and well-being of individuals [9].
Recreation businesses are at risk of pent-up demand during times of crisis and
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often as a result of denied access to a market; meaning demand shifts from
discretionary products and services [15]. Businesses and services such as restau-
rants, bars, sports, concerts, movies, and entertainment are at risk of facing an
economic downturn even outside of lock-downs or pandemic-related operational
restrictions. The government of Sweden has offered financial support, SEK 175
million, to increase supervision to ensure eating and drinking establishments
adhere to restrictions. However, funds were also released by the government to
support other services, at this time a total of SEK 3,53 billion was to go towards
culture [3] and a total of SEK 1,995 billion towards sport [4].

Technological Trends Among Businesses. Despite the COVID-19 conse-
quences on businesses, COVID-19 effects are shown to present digitalization
opportunities for businesses [8]. In the wake of a pandemic, healthcare and retail
have found ways to provide goods and services and to keep afloat. To overcome
the limitations that come with COVID-19, consumer behaviors have changed
to the use of modern technology to easily access and acquire products from the
comfort of their homes [15]. Technology may have also benefited recreation busi-
nesses, but technology can be expected to have a limited impact on a number of
these businesses. Beauty salons, spas, bars, theaters, movie houses, and enter-
tainment places, for instance, can take bookings online, but cannot, for the most
part, offer their products and services online. For example, gyms can offer virtual
cardio exercises, but the use of gym equipment requires one to be in the gym
premises [14]. COVID-19 has sped up the uptake of technology-based service
offerings and has made the public more aware of technological options that can
make their lives easier. “Innovation processes that would previously have been
incremental and taken years have been forced by the global health crisis to move
to a more radical model” [8, p. 4]. Many of the technologies used have existed
before the COVID-19 pandemic but the limitations brought about by COVID-19
have expedited their adoption and use. COVID-19 has contributed to the acceler-
ation of digitalization trends, and is thought to be a “catalyst” for the adoption
of technological solutions for work places and organizations [5]. However, one
main consequence is the restrictions imposed on people’s lifestyles, limiting their
activities, and therefore it poses a risk to their overall well-being. Inactivity leads
to sedentary lifestyles which can have serious consequences to one’s physical and
mental health [6,12]. Studies show recommendations to help counter risks to
physical and mental well-being [12,13]. Recreational activities, often considered
as leisure activities, are essential for the overall well-being. Recreation does not
only associate with cultural activities, but according to Metin et al.’s categories
recreational activities include, to name a few, basic entertainment, mental activ-
ities, sports and exercises, music, art, and dance [11]. Since public health is given
precedence over recreational activities during this crisis, our interest is to explore
how recreational businesses cope with the COVID-19 restrictions and whether
technological innovations or solutions have been adopted.

Research Objective. In this study, we explore the effects of COVID-19 on
businesses, how they cope with the crisis, and the role of technologies, e.g., dig-
italization in Sweden. Specifically, we target businesses providing recreational/
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leisure services and activities in effort to explore the support for such activities,
essential for well-being.

2 Methodology

The study was conducted as an online-targeted survey, using the Survey &
Report tool supported by Karlstad University. The survey consisted of 18 ques-
tions. Five demographic questions which collected information on which munic-
ipality the business is located, whether the business is municipality owned or
private, the type of recreational business, the type of services offered, and the
professional position of the participant. We asked close-ended questions about
type of business and recreational activity provided, impact of COVID-19 on
the business, measures and conformity to guidelines, and the role of technol-
ogy. We also included comment-fields (open-ended responses) for most ques-
tions. The recreational businesses that were approached include the following
categories: gym/pool, restaurant/pub, theatre/opera/cinema, museum/gallery,
cafe/bakery, spa/hairdresser, and games/sports. The list of recreational activ-
ities was based on the activities and classifications by Metin et al. [11]. Two
businesses were selected in each category in each of the 21 municipalities and
these businesses were contacted by email containing information letter as well as
the link to the online survey, provided in both English and Swedish. Two con-
secutive reminders were sent to non-respondents. Participation was voluntary,
and a consent form was included at the beginning of the survey and participants
proceeded only upon giving consent. No personally identifying information were
collected1. Descriptive analysis is used to present the results of the closed-ended
questions, and thematic analysis [7] is used for the open-ended responses, i.e.,
comments. Data was translated to English and Nvivo software was used to code
the results and preliminary categorize data. During each stage of the analysis
(coding, categorization, theme generation), both authors would process the anal-
ysis independently and then meet up to discuss and resolve conflicts. This study
was conducted during the pandemic, this negatively affected the response rate
from the relevant types of businesses. Despite the limited responses, the results
are consistent with literature and can be assumed to give an accurate depiction
of the state and experiences of businesses at the time of the survey.

3 Results

3.1 Statistical Descriptions of Closed Ended Questions

Our study yielded 34 responses sharing businesses’ perspectives from 20 Swedish
municipalities, see Fig. 1. The voluntary responses are from individuals holding
managerial and executive positions at their recreational businesses. Twenty-five
(73.5%) of the businesses are private businesses and 9 (26.5%) are municipality-
owned. We asked participants about the categories of activities they provide, and
1 This study received the approval from the ethical advisor at Karlstad university.
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Fig. 1. Responses per municipality. Fig. 2. Recreational activities provided.

the following activities are reported by the corresponding number of businesses:
sports and exercises 14 (41.2%), basic entertainment 12 (35.3%), other social
activities 11 (32.4%), mental activities 9 (26.5%), art & hobbies 5 (14.7%), play
& games 5 (14.7%), music & dance 3 (8.8%), nature activities 3 (8.8%), and
hedonic activities 2 (5.9%), as depicted in Fig. 2.

The results show that both the national guidelines (31, 91.2%) and
municipality-specific guidelines (22, 64.7%) are being followed by the recreational
businesses to ensure safety. The majority of the participants (28, 82.4%) indi-
cate that their businesses were operational at the time of the survey (peak of
restrictions), while 6 (17.6%) were closed. Five of the closed businesses indicate
that closures were due to COVID-19 restrictions as opposed to revenue loss or
resource unavailability.

It is reported the significant decrease of: the number of operating hours 25
(80.6%), number of staff 19 (63.3%), number of services 18 (60%), number of cus-
tomers 29 (90.6%), and revenue 27 (90%). However, a small number of businesses,
in the categories gyms/pools, and museum/gallery, report a positive outlook: 3
(9.7%) cite an increase in operating hours, 2 (6.7%) cite an increase in the num-
ber of services, number of customers, and increase in profits respectively. When
asked about the importance of remaining open, 5 (14.7%) responses indicated
“no” for moral consciousness e.g., public safety reasons. The rest indicated “yes”
with the following reasons: 25 (73%) responses were for social well being pur-
poses, 21 (61.8%) for economical purposes, and 4 (11.8) stated there is no reason
to be closed. 19 (55.9%) of the responses mention that they have adopted new
technologies to aid their work during the COVID-19 pandemic and 14 (43.8%)
have adopted new remote services specifically. It is also reported that there is
a need for technological development to serve new demands 8 (23.5%). Twenty
participants (5, 14.7% strongly agree and 15, 44.1% agree) express having trust
in the government, 11 (32.4%) remain neutral, 2(5.9%) disagree, and 1(2.9%)
strongly disagrees. The majority (22, 64.7%) feel safe in Sweden, 10 (29.4%) are
neutral, and 2 (5.9%) disagree. Though a few participants (3, 8.8%) are doubt-
ful about the future of their businesses, many (22, 64.7%) remain positive. To
the statement that the support from the state is sufficient participants: strongly
disagree (6, 17.6%), disagree 8 (23.5%), neutral (10, 29.4%), agree (9, 26.5%),
and strongly agree by 1 (2.9%).
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3.2 Thematic Analysis of Open Ended Responses

Business Safety Measures. In addition to the majority indicating that they
follow national and municipal guidelines, 2 participants mention following recom-
mendations from authoritative bodies such as the Swedish Sports Confederation
and the Special Sports Federation. One participant adds that their business also
performed a risk analysis and made the necessary adaptations for staff and cus-
tomers, while another highlights that the business added its own considerations
to the national and local guidelines. According to one participant, their gyms
reduced the number of visitors allowed at the time to ensure social distancing
(10 sqm rule). They also reduced group training from 20–28 to 10–12 people.

COVID19 Impact on Business Status.Though only about a handful of par-
ticipants (6) indicated that their businesses were closed at the time of the survey,
7 operated under special conditions. One business had closed and reopened on 2
different occasions. Of the businesses that operated on certain conditions, 3 par-
ticipants mention that they were open for shorter that usual operating hours (2
businesses, operating at 20% and 33.3% of their usual work week). Two partici-
pants mention that they faced partial closures where certain services ceased and
others continued to operate, such as providing outdoor or digital alternatives.
Nine comments indicate that some institutions also continued to provide services
where certain exceptions applied, such as for the youth (18 and younger), schools,
rehabilitation, and associations. Other comments cite facing reduced services (1),
reduced customers (2), and reduced revenues (1). The closures and restricted
business operations resulted in a loss of revenue but businesses remained hope-
ful that they would soon open their doors to the public again. One participant
cites that the loss of revenue was about 30% every month compared to 2019.
According to 2 participants, businesses received financial support which went
towards temporary lay-offs and staff retention. Three participants elaborate that
financial support, reduction of services and conversion of operations to digital
offerings are means by which businesses continued operations.

“Thanks to redundancy support (permitteringsstöd), we have been able to
retain the staff so far. However, it is starting to get tougher now that we
continue to lose revenue...” - PID07

The Importance of Remaining Open. Two participants express that as long
as safety measures were followed and that there was no risk of contagion then
businesses could remain open. Priority to children, youth, and associations is
indicated (2), as one highlights the importance to be available for schools and
one mentions the importance of movement and exercise.

“It is important that children/young people have the opportunity for exer-
cise/movement, it benefits all forms of motor skills and the social community
is also important.” - PID06

Adoption of Remote Services. Due to the COVID-19 restrictions, recre-
ational businesses adopted the use of technology to keep their businesses run-
ning. Fifteen participants list the adoption of remote services as a way in which
technology has played a role during the pandemic, and one highlights that the
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pandemic encouraged more use of existing digital services. Digital team meetings
intra- and inter-organizationally as well as the tools to facilitate digital meetings
constitute over 50% of the additional comments given by participants regarding
technology use. The businesses have used remote services such as online booking
and queuing systems (2), broadcast lectures and programs (2), app-based deliv-
ery food service (1), posting of training films (2), and digital meetings and tools
(8).

Required Technology Development to Serve New Needs. Participants
identified the need for technology development to serve new needs that became
apparent during the pandemic, which can be used in the recreational setting in
the future. The key highlights are the digitalization of services and processes
(13) and the need for alternatives (6). Online content sharing such as webcast
workouts (1), video on demand (1), web training (1), digital concerts (1), online
screenings and lectures (1), online games (1), hosting a Spring market online
(1) are some examples technology serves new needs of recreational businesses.
The need for digital equipment to support digital services is also highlighted (2)
and using technology as a means to reach more customers (1). Furthermore, an
opportunity is presented during the pandemic to learn from others how technol-
ogy can serve their businesses.

“The digital can be developed and it is going on right now... We take part
in other people’s methods and see where we land... For example, the National
Heritage Board, which collects good examples and broadcasts via its website.”
- PID32

Expectations of Vaccination on Business Operations. The plans of the
vaccine starting brought some recreational businesses hope, 2 participants cite
getting back to normalcy, 7 participants looked forward to people (and especially
the elderly) going out more again, 1 participant highlights that it would result
in less services, while 3 participants still viewed it with uncertainty.

4 Discussions

The Swedish government’s unique approach during COVID-19 with restrictions
is to trust the public. Though the COVID-19 measures are known to not have
been very stringent in Sweden, our results show that guidelines from respective
authorities, are taken seriously by recreational businesses, thus prioritizing the
health and safety of the public. No differences are seen between private and
municipality controlled recreational activities. However, municipal recreational
areas are more likely to oblige with closure recommendations. Our results indi-
cate that the majority of our participants have trust in the government, feel safe
in Sweden and have a positive outlook for the future. This is the case despite that
businesses suffered a decrease in revenue and did not all receive financial aid,
yet followed measures and remained hopeful for better days to come. Our results
additionally enlighten that a small number of recreational businesses experienced
more customers and more revenues, and offered more services during COVID-19
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- an interesting outcome that highlights that the public continued to visit oper-
ational recreational establishments that contribute to their physical and mental
well-being, even during a pandemic.

Inactivity or high level of sedentary lifestyle is associated with poor physical
and/or mental health, and possibly lead to serious illnesses [6,12]. One of the
major COVID-19 health concerns due to isolation is the overall inactivity of the
public [12]. Our results illustrate the considerations to the public’s well-being
through recreational activities. The need for keeping recreational businesses run-
ning follow the important consideration on the effects of sedentary behaviors that
result from measures enforced to maintain social distance during the COVID-19
pandemic. Additionally, psychological benefits are expected derivatives from the
consumption of products and services of recreational businesses. However, the
COVID-19 safety measures take precedence. Sweden considered continued social
and physical activity in youth and children a benefit outweighing the potential
risk of COVID-19 in children [10]. Thus the national public authorities allowed
continued access to recreational activities such as sports for children born in
or later than 2002. Another important consideration highlighted by our partic-
ipants is continued access to recreational services for rehabilitation purposes.
Thus at the regional, municipal, and at business level, exceptions were made
that would accommodate these groups, also confirmed by our results. It must
be noted however, that the political system in Sweden is such that regions and
municipalities can make their own rulings on a matter and variations to the
stringency or leniency of restrictions may exist. In addition, alternatives such as
outdoor activities, online exercise activities and access to gyms based on book-
ings and limited allowable numbers that allowed for sufficient spacing, allowed
individuals the opportunity to maintain active lifestyles. These measures con-
tribute to society wellness during a daunting pandemic.

The pandemic opens doors to new technology aids and uses. In endurance
sporting events in Sweden, for example, digital alternatives started to gain trac-
tion during the pandemic, and are likely to open up new opportunities in the
future, albeit being viewed as less satisfying by some of the participants of digital
races [16]. Our results show that during COVID-19, technology has played an
important role in keeping the businesses running and forcing businesses to con-
sider alternatives to the norm. Participants have indicated that they have found
technology useful in aiding communication, better reaching customers, and pro-
viding online content. Many highlighted the adoption of new remote services,
digitized internal processes, and digitized services thus offering new solutions
that could continue after the COVID-19 pandemic.

5 Conclusions and Future Work

Our study gives insight on how recreational businesses cope with COVID-19
with the aid of technology. Given the unique governmental approach in Sweden
to restrictions, trust is shown to be reciprocal from the majority of the par-
ticipants’ responses. Considerations to public’s well-being are significant given
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public’s safety is in place. Overall, participants express significant adoption of
new digital solutions, and openness to future digital solutions for various recre-
ational activities. Future studies could further investigate other contexts, i.e.,
countries with tighter restrictions. Upcoming innovative solutions could facili-
tate remote recreational activities especially for priority groups such as youth
and associations.
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Abstract. Social media is now close access for communication and dialectics.
This study aims to examine the role of social media in eradicating corruption
that occurred during the COVID-19 pandemic in Indonesia because during the
pandemic there was an increase in corruption carried out by state officials. This
study uses descriptive qualitative research methods, data processing using Nvivo
12 plus software, with the stages of data collection, data import, data coding, data
classification, and data display the data is taken through Twitter social media by
looking at the public discussion of corruption in Indonesia, to enrich the data,
researchers target news in the media and see what news appears related to corrup-
tion in Indonesia. pandemic period. So that the results of the study will show how
and what models of corruption eradication emerged during the pandemic. At the
end of the research, the researcher will present knowledge of corruption crimes
committed by state officials so that the public can anticipate the occurrence of
corruptionKeyword: Corruption, Social Media, Covid-19.

Keywords: Corruption · Social media · Covid-19

1 Introduction

The condition of all countries in the world is ravaged by the presence of a coronavirus
outbreak known as Corona Virus Diseases-19 or commonly called COVID-19 [1]. This
condition is also felt in Indonesia, in addition to attacking Health Covid-19 also attacks
the economy, social order, and also the education system. However, what people feel the
most is the impact on the economy. The government has disbursed a large number of
funds to tackle this outbreak, at least the government has disbursed additional funds for
the 2020 State Budget for handling Covid-19, which totals Rp.405.1 trillion [1]. Various
forms of social assistance have been issued by the government, especially during this
pandemic. This assistance is provided through various programs from each ministry.
These programs include the Family Hope Program (PKH), Basic Food Cards or Non-
Cash Food Assistance (BPNT), and Direct Cash Assistance (BLT) [2]. The size of the
budget allocated for the prevention of Covid-19 provides opportunities for certain actors
to commit corruption [3]. One of the biggest corruption cases during the pandemic was
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the corruption of social assistance funds carried out by the IndonesianMinistry of Social
Affairs.

Corruption and bribery are common occurrences in local life where urban commu-
nities emerge, permanently forming a mechanism for interaction with civil society. It
is also noted that local people’s struggles with bribery cases have had practical results
[4]. The people must bear the consequences of corruption. There-fore, the people need
to control every public official in their neighborhood or state officials who have the
potential to become corrupt. The supervision of corruptors in Indonesia has not been
carried out strictly. For this reason, the community, institutions, and the office environ-
ment must be a good control for state officials or public officials, especially during the
Covid-19 pandemic because, in a survey conducted by the Indonesian Survey Institute
on the trend of corruption, the results showed that 39.6% stated the level of corruption.
increased during the Covid-19 pandemics [5].

Anti-corruption as a type of social case activity from civil society authorities and
institutions, which aims to increase public awareness about the nature of corruption
as a negative social phenomenon [6], the main causes: the community is not ready to
build the state (weak state traditions; lack of qualified personnel, economic resources, and
industrial base; high levels of corruption [7].corruption is a large and clear breach of trust
[5], Some analyzes suggest that political dynasties are the cause of corruption. However,
corruption at the local level is carried out by regional heads of both dynasties Thus,
minimizing corruption is not achievedby limiting political dynasties but by strengthening
government control [6]. Social media is considered by many to be a very helpful tool in
facilitating the process of public services, reducing the cost of public services, increasing
transparency, and reducing corruption [8].

Public attention A big factor in efforts to eradicate corruption in a certain way is an
effort to reduce corrupt practices, inmodern times, socialmedia has become an important
part of controlling corruption [7]. By using electronic media, the public becomes an
important part of unraveling corruption cases in Indonesia. Corruption in Indonesia is
still very high when viewed from the existing data. According to the 2019 Corruption
Perceptions Index, Indonesia got a score of 40 out of 100,with a score of 100meaning that
it is free from corruption [9]. If the public does not participate in monitoring corruption,
corruption cases will increase. So in this research, the author will focus on discussing the
role of social media in overseeing corruption in the pandemic era. Social movements, in
this case, anti-corruption, are an inseparable part of social media by using hashtags as
part of the communication strategy for encoding information content [10].

2 Literature Review

2.1 Controlling of Corruption During the Covid-19 Pandemic

Supervision of corruption is an effort to eradicate corrupt behavior that occurs in the
community. The government, the private sector, and civil society are fighting against
‘evil corruption’ to free the world from corruption [10].

The digitization of information developed by digital technology can make anything
possible, has put the logic of signs in the search for human truth into a matter of massifi-
cation of symbol games. [11]. If it is associated with surveillance, digitalization provides
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a wide space for monitoring, taking into account social behavior or the sustainability of
social media [6]. So the author concludes that the community has the power to moni-
tor acts of corruption. if referring to Michel Foucault’s theory of power that, power is
owned by every individual who is not bound by a legitimacy that functions to monitor
one another both between individuals and between groups, but if individual power is
united in a relationship then that power can be more dominant in supervising [12].

From Michel Foucault’s theory of power the author draws the first indicator is “Par-
ticipation” through public participation canmonitor corruption, participation can be done
by using social media as a medium to channel power possessed by individuals, The two
authors draw indicator “Relation” there are many meanings about relations in today’s
modern era, but in the context of using social media, relationships can be interpreted
as a group of people who are united in one goal. Like the similarity of using Hashtag
in controlling corruption. From here Foucault began to give a limitation or definition
of power as the core of his main idea. According to Foucault, power is a variety of
power relationships that exist within the scope in which the relationship runs [13]. In
its implementation, participation is divided into Criticism, Information, and Solutions.
Specifically, participation in responding to corruption by using social media of the three
indicators is often done by social media users. The second indicator is a reaction inwhich
there are actors and forces. Relationships can be formed intentionally and unintentionally
but still with the same goal.

2.2 Controlling Through Social Media

According to Andreas and Michael Haenlin (2010), social media is a group of Internet-
based applications that build on the ideological and technological foundations ofWeb 2.0
and enable the creation and exchange of user-generated content [14]. The basic benefit of
social media is that users can easily participate, ac-cess information, and convey ideas
[15]. The for m of power is supervision, so it is very closely related to social media
because supervision is not rigid. the importance of Foucault’s thoughts on power and
knowledge in the context of the rapid growth of the country’s mass media industry. The
very rapid development of mass media has now become a tool of power for certain
purposes so that supervision which is the embodiment of power is present during social
media [12]. Likewise, it was proposed by Foucault that relations can be built with the
transmitting tower for the exchange of messages for a purpose [13]. So that the author
analyzes social media today as a tool that is used as a force to realize power by using
social media can also build a relationship so that power can be combined in a goal.

3 Research Methods

This research uses descriptive qualitative research. Data analysis using Nvivo 12 plus
software, data retrieval via Twitter account using the hashtags #Pandemidi-korupsi,
#korupsiperkayapejabat, and # Hukummatikorupsi. via NCapture from NVivo 12 Plus
with Chrome Web. The data is processed with the Crosstab feature to automatically
calculate the necessary main statistical tests with significant comparisons and indirect
variables. Crosstab Query feature is to enter code (manual, generate, etc.), text data, and
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numeric data on variable and pattern data. At this stage, automatic calculations were
found among all data regarding hashtag user activities in monitoring corruption during
the pandemic. The mention feature is used to see the pattern of relationships in the dis-
cussion. Furthermore, by using the Word Cloud feature, the most frequently used words
or terms can be revealed. This study looks at the extent to which social media is used to
monitor corruption during the COVID-19 pandemic in Indonesia.

4 Results and Discussion

The high number of corruption cases in Indonesia should be accompanied by high
levels of oversight of corruption. Twitter is a social media that can be used to monitor
corruption. In responding to corruption cases during theCovid-19pandemic in Indonesia,
Indonesian people useTwitter to carry out a socialmovement. The emergence of hashtags
#Pandemidikorupsi #Pandemiperkayapejabat, and #Hukummatikoruptor is a response
to corruption cases that occurred during the Covid-19 pandemic (Fig. 1).

Fig. 1. #Pandemidikorupsi, #Pandemiperkayapejabat, #Hukummatikoruptor word cloud

It can be seen from the results of the Word Cloud that was stated using Nvivo,
the dominant words that emerged from the three hashtags were the word Zaman and
@Jokowi (the name of the Indonesian president) meaning that many netizens mentioned
the word Zaman and many netizens tweeted the account of the Indonesian president in
response to corruption cases in Indonesia during the pandemic. covid-19. By using
these three hashtags, there are many narrations conveyed by netizens, of course, these
narratives are a form of participation and relations (Fig. 2).
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Fig. 2. Movement content classification

After processing data on activities in the use of Twitter, there is a separation from
the indicators of participation and relations, the author explains in pictures about the
grouping of narrative content made by netizens when using the hashtags #Pandemidiko-
rupsi #Pandemiperkayapejabat, and #Hukummatikoruptor. The grouping is based on the
theoretical indicators used so that the results show that Criticism and Strength are the
highest activities. And not many netizens provide solutions in responding to the problem
of corruption. And not many netizens provide solutions in responding to the problem of
corruption.

No Participation Relationship

1 Criticism: In the use of twitter, many
netizens criticize the realization of social
assistance funds given to the community.
Netizens criticized the small amount of help
given to the community

Actors: President of Indonesia, CNN
Indonesia, Detik.com, students, and
workers are actors who are widely admired
by netizens in conveying criticism,
information, and solutions

2 Information: The information that is mostly
conveyed by netizens is the mechanism for
collecting data on beneficiaries which is
considered not transparent. So that the
distribution of aid is not well-targeted

Power: high number of mansions against
the President of Indonesia and the media is
a force in monitoring

3 Solutions: Applying the death penalty to
corruptors is the dominant solution
presented by netizens

The results of data processing using Nvivo, criticism which is part of participation
is the highest activity carried out by netizens, various narratives submitted by netizens
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in criticizing corruption cases during the pandemic. Criticism of the state, especially the
government regarding the management of social assistance funds, and also criticism of
the dismissal of kpk employees became the dominant narrative conveyed by netizens
using the three hashtags. On the contrary, what happened to the solution indicator, social
media users were still minimal in providing solutions to the problem of corruption,
but some netizens conveyed several solutions in solving corruption cases, the dominant
solution being delivered was the death penalty for corruption. Netizens think that with
the implementation of the death penalty, corruption can give fear to corruptors addition to
the accounts of the Indonesian president, CNN Indonesia, andDetik.commedia accounts
are also the goals of netizens who use hashtags because the media is an important part
and has the power to provide information related to corruption in the community. With
the presence of the media, information about corruption or the anticorruption movement
can be reached among the wider community. The student movement is considered a
movement that can change a civilization by using the hashtag #pandemi-dikorupsi, there
is a mansion, a student movement that uses a mobile UGM account. The presence of the
student movement in responding to corruption cases (Fig. 3).

Fig. 3. Mention #Pandemidikorupsi #Pandemiperkayapejabat, #Hukummatikoruptor

5 Conclusion

Use Participation in monitoring corruption using social media is mostly done in the form
of criticism, and information is only general about the information on the occurrence
of corruption, only a few netizens can provide solutions in solving corruption prob-
lems during the Covid-19 pandemic. The case that received the most response from the
public was the case of corruption in social assistance funds. The public demands the
responsibility of the Indonesian president in solving corruption problems.
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Abstract. Cost management and operational efficiencies play a critical part in
both the financial institution’s ability to grow as well as their overall profit mar-
gins. For a financial institution to stay competitive in this era of fast-paced decision
making, driven not only by local competition but by competitors at a global scale
requires the ability to make rapid and accurate decisions based on all the avail-
able data. This can only be achieved through the effective use and adoption of
BI and SSBI across all areas of the business. Through a thorough systematic
literature review (SLR), this paper evaluated various adoption frameworks that
have been used in past research relating to BI and SSBI. The synthesis process
focused primarily on academic publications drawn via accepted databases and
literature search engines for the period of 2000 to 2021. BI and SSBI were found
to be primarily examined from an organisational stance while adoption from the
humanistic stance of individuals was missing within the literature. Therefore, the
Model of PC Utilisation (MPCU) has subsequently been proposed as a potential
framework to examine the adoption of SSBI from a humanistic stance within a
financial institution.

Keywords: Self-service business intelligence · Business intelligence · Adoption
framework ·Model of PC utilisation

1 Background

Cost management and operational efficiencies are driving factors that financial institu-
tions constantly need to consider. Their need to observe trendswhilemaking adjustments
to their products and strategies can not only set one institution apart from the rest but
can also have significant consequences on their profits [1]. Recently an exponential shift
in the value of data to a business has been observed and can be considered one of its
greatest assets for potential growth and profits [2].

As new technologies are continuously introduced into the banking industry, they
bring with them the ability to generate a substantial amount of data relating to the
customers, their activities, and financial behaviours [3]. With the increase in the volume
of raw data, the financial institution’s need for a group of specialised systems that can
handle the sheer volume of the data while also catering for a flexible user-friendly
approach to analytical reporting increases [4–7].
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The concept of Business Intelligence (BI) is nothing new and has been around for
many years.Numerous developments in the field have been observed, calling for the topic
to be constantly researched in order to obtain a concise understanding of its concepts,
processes, deployment and adoption [8]. BI plays a fundamental role in how decisions
are made by the various business users through its ability to present information in a
manner that is both required and acceptable to the business [7, 9]. A recent shift from the
traditional reporting methodologies of BI has brought about Self-Service Business Intel-
ligence (SSBI), which was driven by influences such as 1) costly Business Intelligence
specialists, 2) the pace at which strategies in the organisations need to change, 3) the
need for rapid information consumption and 4) the shift from judgemental to analytical
decision-making [10, 11].

SSBI is a vehicle that offers self-reliance to the consumers of information and at its
core is fundamentally similar to the traditional BI methodology. The main advantage
that SSBI provides is that it caters for the dynamic aspect of data representation where
the consumers are able to access, manipulate, and extract business information without
the need of a BI specialist [4, 12–14]. By increasing the adoption rate of SSBI with the
financial institutions the BI specialists are able to concentrate on their core responsi-
bilities while creating area-specific and business-critical reporting data models [10, 12,
14].

This paper aims to synthesise the adoption frameworks previous utilised within BI
and SSBI research to identify whether the frameworks have catered for the humanistic
aspect of adoption.

2 Literature Review Method

Systematic literature reviews (SLR) as a methodology have been utilised for many years
to gain a greater understanding of a particular topic while reducing the possibility of
bias during the research process through the construction of a detailed “plan of action”
which is strictly adhered to throughout the search and selection process [15–17]. The
importance of developing this well-structured and documented SLR plan is to ensure
replicability and that sufficient focus is directed to the research objectives throughout
the research process [18].

The SLR methodology applied was guided by a model proposed by [18] in which
academic publications in the form of journal articles and conference proceedings were
extracted via Google Scholar from a combination of the top IS journals as well additional
sources as represented in Table 1.

For inclusion, the literature was initially evaluated based on their titles and key-
words using the search terms: “Adoption”, “Adopt”, “Business Intelligence”, “Self Ser-
vice Business Intelligence”, “Self-Service Business Intelligence” and “SSBI” with the
language defaulted to English and the publication timespan set for 2000 to 2021. This
initial search produced 87 peer-reviewed articles, each article was subsequently briefly
reviewed to ensure that the focus of the article’s remained squarely on the predefined
search terms, excluding any article that drifted from this agenda. From the remaining 67
articles, a final section process was conducted selecting only articles where an adoption
framework was stated and utilised, leaving 17 articles that formed part of the analysis
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Table 1. List of additional journal and conferences.

Journal Title Conference Title

Journal of Big Data Research Central European Conference of Information and Intelligent Systems

Journal of Decision Systems Asian Conference on Intelligent Information and Database Systems

International Journal of Innovation

Journal of Theoretical and Applied Information Technology

Journal of Systems Integration

International Journal of Computer Applications

Business Intelligence Journal

Journal of Organizational Computing and Electronic Commerce

Journal of Advances in Computer Engineering and Technology

process. Figure 1 below provides a visual illustration of the search and selection process
followed within the SLR methodology.

Fig. 1. Graphical representation of the search and selection strategy applied

3 Findings

Table 2 illustrates the 17 articles and their frameworks under review. Based on the results
from Table 2 and Table 3 we are able to extrapolate that the Technology-Organisation-
Environment (TOE) framework as formulated by [19] is the prevailing framework of
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choice, used in 11 (64.7%) articles within the review. Both the Technology Acceptance
Model (TAM) by [20] and the Diffusion on Innovation (DOI) by [21] were only used
in a single instance (5.8%). A combination of the TOE and DOI frameworks was the
second most predominant framework of choice, used in 3 (17.6%) of the articles. In an
article by [11], a combination of the TAM and the Delone & McLean IS success model
was developed to incorporate an aspect of quality assurance into the adoption of the
technology via the TAM model.

Table 2. List of articles reviewed.

Author(s)
Details

Article Title
Framework
Used

[22] Adoption of Business Intelligence in the South African public social sector Department TOE

[23] Adoption of cloud business intelligence in Indonesia's financial services sector DOI and TOE

[24] An integrated model of business intelligence adoption in Thailand logistics service firms TOE

[25] Business intelligence adoption in academic administration: An empirical investigation TOE

[26] Business Intelligence Adoption in Developing Economies: ACase Study of Ghana TAM

[27] Business intelligence adoption: a case study in the retail chain DOI

[28] Business intelligence systems adoption model: an empirical investigation TOE

[29] Determinants of business intelligence systems adoption in developing countries: An empirical analysis from Ghanaian Banks DOI and TOE

[30] Determinants of Cloud Business Intelligence Adoption Among Ghanaian SMEs TOE

[31] Elucidating the determinants of business intelligence adoption and organizational performance TOE

[32] Exploring Risks in the Adoption of Business Intelligence in SMEs Using the TOEFramework TOE

[33] Investigating the factors affecting business intelligence systems adoption: A case study of private universities in Malaysia DOI and TOE

[11]
Self-service business intelligence adoption in business enterprises: the effects of information quality, system quality, and
analysis quality

TAM and IS
Success model

[34] Statistical Assessment of Business Intelligence System Adoption Model for Sustainable Textile and Apparel Industry TOE

[35] Survey of the Determinations of Business Intelligence Systems Adoption in SMEs TOE

[36]
Technology, Organizational and Environmental Determinants of Business Intelligence Systems Adoption in Croatian SME: A
Case Study of Medium-Sized Enterprise

TOE

[37] Understanding the determinants of business intelligence system adoption stages: An empirical study of SMEs TOE

Table 3. Utilised framework summary.

Frameworks Used Number of Occurrences Percentage

TOE 11 64.71%

DOI 1 5.88%

TAM 1 5.88%

Combination of TOE and DOI 3 17.65%

Combination of TAM and IS Success
Model

1 5.88%

Total 17 100%
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4 Discussion

Numerous frameworks have over the years been formulated to examine the adoption
of Information Technology (IT) from a variety of stances, each focusing on a specific
aspect of the adoption process [38]. There are two main groups which the frameworks
can be classified into namely an Enterprise or Individual level framework. The Enterprise
level frameworks focus on IS adoption from an organisation stance concentrating on the
constructs relating to the organisation itself, the environment in which the organisation
operates and how the technology can be used to improve the organisation’s overall
success [39]. The Individual level frameworks focus on how the technology is presented
to the individuals in order to determine their level of adoption [40].

This review has found that over the last two decades research relating to BI and SSBI
adoption has primarily been focused on the organisation and how the technology can
be integrated into the current business strategies (88%). Similar findings were noted in
a review conducted by [41], showing that TOE and DOI frameworks have remained to
be the predominant lens through which the adoption of BI continues to be investigated
despite the fact that the natural progress of BI and SSBI is centred around a cohort of
information consumers within the organisation. Focusing the research predominantly
from an Enterprise level fails to acknowledge the individuals and the importance of their
role played within the adoption of the IS technology. Within each organisation, various
levels of users will interact with the BI and each of the users are faced with particular
human factors that will play an intricate part in their acceptance and ultimate adoption
of the SSBI methodology [14].

There is however an adoption framework that is geared at examining the humanistic
aspect of IT adoption which seems to have been overlooked which is the Model of PC
Utilisation (MPCU) as developed by [42]. According to [42], “behavior is determined
by what people would like to do (attitudes), what they think they should do (social
norms), what they have usually done (habits), and by the expected consequences of their
behavior” (p. 126). The MPCU framework has six primary constructs covering most
importantly a variety of humanistic factors that influence an individual’s adoption of the
technology. These constructs are briefly defined as follows: i) Long-term consequences
measures the user’s ability to foresee the future benefits that the system might provide,
ii) Job-fit refers to the belief that the system will improve the user’s job, iii) Complexity
is the degree of difficulty that the technology increases the user’s task, iv) Affect towards
use measures the user’s feelings while using the systems, v) Social factors refers to the
influences other have on the user’s acceptance of the technology, and vi) Facilitating
conditions relate to how easily the system has been created to ensure success [42, 43].
TheMPCU framework focuses on investigating the behavioural influences that affect the
use of the IS rather than determining whether the design aspects influence the intention
to make use of the technology [44–46].

5 Conclusion and Recommendations

The frameworks utilised to evaluate the phenomenon of BI adoption has been extensively
explored by making use of existing published literature on the topic. Primarily there has
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been a drive to examine the adoption of BI from an organisational stance to ensure that
they are able to incorporate the technology into their current environments which has
inadvertently created a significant gap in the literature. This gap relates to the individuals
and how their humanistic factors could play an important and significant part in the
overall successful adoption of BI within the organisation.

Based on this research and its observations, the implications of this paper to academia
would be to further investigate this gap by conducting research in which the MPCU
framework is utilised to evaluate the adoption of SSBI within the finance sector of South
Africa. The aim of this research would be to obtain empirical evidence of the MPCU
framework’s ability to determine whether the various humanistic aspects in fact play a
significant role in the adoption of the SSBI methodology.
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Abstract. This research is intended to see the impact resulting from the Online
Single Submission (OSS) licensing system service in increasing investment in
the Special Region of Yogyakarta. The Special Region of Yogyakarta is the cen-
tere of education, culture and tourism. By using a qualitative descriptive research
approach, this research takes a case study in the Yogyakarta Special Region Gov-
ernment. This study obtained data from online media, the website of the OSS
institution (oss.go.id), Licensing and Investment Office www.jogjainvest.jogjap
rov.go.id, stakeholder statements, and government documents. The results of this
study indicate that the establishment of regulations in terms of ensuring legal
certainty for the ease of licensing services has raised Indonesia’s ease of doing
business (EODB) ranking from 91 in 2015 to 73 in 2019. The ease of doing busi-
ness has encouraged the implementation of the OSS system to provide impact
in increasing investment in the Special Region of Yogyakarta. The OSS system
has an impact on increasing the realized value of the investment in the Special
Region of Yogyakarta by Rp. 7,221,697.000,00 in 2018, Rp. 6,518,285,700,000
in 2019, Rp. 2,823,382,580,000.00 in 2020. Finally, in 2021 in the second quarter,
the value of the increase in investment in the Special Region of Yogyakarta is
Rp. 1,207,133,520,000.00.

Keywords: Online single submission · e-government · Investment

1 Introduction

As a developing country, Indonesia has problems in terms of economic development.
What is often a problem in carrying out economic development is the limited or lack
of funding. One that is often used as a source of financing to carry out economic
development in Indonesia is through investment [1].

One of themost attractive investment climate criteria is the ease of business licensing.
This happens because it is easier to take care of business licenses, it will encourage more
business licenses which will also encourage more investment in a country or a region
[2].
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To create a favorable investment climate to support economic development efforts,
the government issued Presidential Regulation no. 91 of 2017 concerning the Acceler-
ation of Business Implementation and established the Economic Policy Package Task
Force (PKE) and the Task Force for the Acceleration of Business Implementation (PPB).
In addition, the government also issued Government Regulation No. 24 of 2018 con-
cerning Electronically Integrated Business Licensing which is the basis for making
Online Single Submission commonly known as OSS. OSS is a system that provides
easy investment through the implementation of an electronically integrated business
licensing system. What is expected is to change services related to licensing to be fast,
cheap, and easy, so that they can attract a lot of investment.

Based on Government Regulation Number 24 of 2018 concerning Electronically
Integrated Business Licensing Services, it is known that the Online Single Submission
(OSS) is a system that can be used to carry out all kinds of registration processes and
business legality proposals as well as other licensing proposals, which are listed on
the service. business legality with the website address http://oss.go.id. Online Single
Submission (OSS) is a business license issued by the OSS institution for and on behalf
of the minister, head of the institution, governor, or regent/mayor through an integrated
electronic government system (e-government) [3].

OSS was first launched by the central government on July 8, 2018, which was
then implemented one month later in various regions, including the Special Region of
Yogyakarta. The system in Online Single Submissions (OSS) is the amalgamation of 6
systems that exist in the government service system contained in the ministries/agencies
as well as those in local governments, be it districts/cities or provinces, into a portal.
The system in the Online Single Submissions is also a single reference (main guide)
in making business legalities. If the K/L and Local Government have several electronic
legality systems, the Online Single Submissions system will merge into one electronic
legality system portal determined by the relevant K/L and Local Government [4].

Previous research related to the implementation of e-government in terms of the
implementation of Online Single Submission (OSS) found; First, the research reveals
the salient factors of the organization in the implementation of OSS in the city of
Yogyakarta, Second, the implementation of OSS has an impact on bureaucratic and
business behaviour which then has an impact on increasing investment, Third, the busi-
ness license issued by OSS provides legal certainty [3, 5, 6, 1]. From all these studies,
there is an underlying issue related to regulation which is an important factor in the
implementation of OSS [3, 7]. So that this research can explain the main factors that
cause OSS implementation to increase investment.

This business license is one of the government policies instruments to be able to
exercise control over economic activities that cause negative impacts on third parties or
known as negative externalities, which may arise due to social and economic activities
[8, 9]. Licensing can also be used as a tool to obtain legal force/legality over ownership
or operation of business activities. As a tool to control, licensing needs to be based on
logical considerations and listed in government regulation as one of the guidelines [10].
Therefore, without logical considerations and explicit regulatory drafts, the legality of
business will lose its value as a tool to defend business needs for behaviour caused by

http://oss.go.id
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individuals [11]. Based on these regulations, now all business legality services are cen-
tralized through a system that we know as Electronic Business Licensing or in a foreign
language called Online Single Submission (OSS) [9, 11]. So, this research is aimed
at revealing regulation as the main factor in implementing OSS as the implementation
of e-government services that have an impact on increasing investment in the Special
Region of Yogyakarta.

2 Literature Review

E-government is another name for internet government, digital government, connected
government, and online government. In simple terms, e-government is the use of ICT by
government agencies, such as the internet, wide area networks and mobile computing,
which can be used to improve relations between one government agency and other
government agencies, the private sector, and the public [12–14].

The expansion of digital transformation, digitization of information, and the devel-
opment of big data is known as artificial intelligence. Public sector organizations are
specifically involved in the provision of public policies and services by leveraging the
capabilities of artificial intelligence. An integrated data related to business licensing
services collect and covers 25 ministries/agencies, 34 provinces, 514 districts/cities, 13
exclusive economic zones, 4 free trade zones and 111 industrial zones in Indonesia
using online single submission (OSS) [15, 16, 17]. The goal is that the relationship in
governance that involves the government, businesspeople and the community can be
created more efficiently, effectively, productively and responsively. Thus, the results
obtained through E-Government are the creation of good governance, preventing cor-
ruption, increasing transparency, better convenience, increasing state revenues, and/or
reducing costs [18].

One of the promising solutions and alternatives to create transparency is an elec-
tronic government management system (e-government) [19, 20]. The implementation
of e-government services in the city of Yogyakarta shows four indicators in the imple-
mentation of e-government; first, the use of IT in e-government services must have
regulations governing procedures, powers and obligations, second, the application of IT
requires sophisticated technology, third, the implementation of e-government services
must provide benefits to the government, private sector, and society, fourth, application
deployment requires a flexible organizational structure, adaptive leadership and adequate
resources [3].

3 Method

This paper uses qualitative research methods to explain, understand and describe the
government’s involvement in public services in the Special Region of Yogyakarta in the
application of online single submission (OSS) which is a form of service in terms of
licensing and the impact of implementing online single submission (OSS) in increasing
investment. in the Special Region of Yogyakarta. Data is collected from government
documents that can be accessed through the website www.jogjainvest.jogjaprov.go.and

http://www.jogjainvest.jogjaprov.go.and
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in-depth interviews with resource persons regarding the implementation of online sin-
gle submission (OSS) in the Yogyakarta Special Region Government. The descriptive
analysis approach uses the concept of electronic government (e-government).

4 Results and Discussion

4.1 Licensing System Change

Old Regime Regime
Permits are issued after all conditions 
are met

Licensing issued With Commitment

Distributed and Uncoordinated Licens-
ing

Licensing Only through OSS As Single 
Portal

No Licensing Standard yet Business Process Standardization of 
Business Registration Number and Li-
cense Format

Not yet integrated with other minis-
tries/agencies electronically

Integrated with other Minis-
tries/Institutions Electronically

No Control Establishment of a Task Force for Es-
cort

Fig. 1. Difference between old licensing system and licensing using OSS

OSS is the integration of electronic business licensing services to increase capital
and business. Where the principle permit for investment in licensing is replaced by a
Business Identification Number (NIB) which has a function as a Company Registration
Certificate (TDP).

This form of service is focused on restructuring licensing, end-to-end assistance,
and escorting and accelerating the resolution of obstacles through the creation of
task forces (Satgas) at tiered levels from the centre to the regions. Licensing ser-
vices are equal and equitable, not discriminating between large entrepreneurs and small
entrepreneurs, between families of officials and ordinary people, as well as between
private entrepreneurs and business entities and legal entities.

The change in the form of the licensing service system shows that regulation has
an influence in terms of procedures, authorities and obligations in terms of licensing
services. This situation causes the implementation of e-government in the form of OSS
to work.

The technology in OSS that puts all licensing mechanisms in one application has
made it easier to do business licensing which is presented in the OSS system. This is an
important indicator for the implementation of e-government.

Figure 2 explained that OSS groups the types of services into individual, non-
individual and other business entities. Of the four types of services, OSS oversees licens-
ing services for as many as 20 business sectors except for the financial, mineral, coal
and natural gas sectors. The many types of services carried out by OSS illustrate how
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individual
Example:
Trade and Micro, 

Small and 
Medium 

Enterprises 
(MSMEs)

Non-Individual
Example:
Business Entities 

with Legal Entities 
and Non-Legal 
Entities, both 

foreign investment 
and domestic 
investment

Representative

Example:
Foreign 

corporation

Other Business 
Entities

Example:
Certificate of 
Recipient of 

Foreign Franchise

Fig. 2. Type of licensing service

the flexibility of a government organization has encouraged the implementation of e-
government through the implementation ofOSS applicationswhich also provide benefits
to the community, private sector and government.

4.2 Legal Certainty for Ease of Doing Business (EODB) Services Has Raised
the Ease of Doing Business (EODB) Rating

The World Bank ranks the countries in the world based on the ease of doing business in
an index which was later named the ease of doing business (EODB). This index created
by the World Bank has been implemented since 2002. Providing business actors with an
objective basis regarding the ease of doing business in a country is the goal of the World
Bank in making this index. One of the indicators used by the World Bank in assessing
the index is the ease of obtaining various permits that need to be done to start a business.

Aware of this, the Indonesian government issued regulations to ensure legal certainty
for the ease of doing business in Indonesia which is manifested in various regulations
ranging from central to regional governments. As a result, the regulation has raised
Indonesia’s ease of doing business (EODB) rating.

Fig. 3. Indonesia EODB ranking

From Fig. 3. It can be seen that Indonesia’s EODB experienced a significant increase
in 2017 when the government issued Presidential Regulation No. 91 of 2017 concerning
the Acceleration of Business Implementation which was also followed by the estab-
lishment of a task force (SATGAS) for the Economic Policy Package (PKE) and the
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SATGAS for the Acceleration of Business Implementation (PPB). As a result of the
policies outlined in the regulation, Indonesia’s EODB index increased from position
106 in 2016 to position 91 in 2017. Next in 2018, Indonesia’s EODB index experi-
enced a very significant increase to position 72 in the World. This happened because the
government issued a regulation in the form of Government Regulation No. 24 of 2018
concerning Electronically Integrated Business Licensing.

4.3 Application of the Online Single Submission (OSS) System in Increasing
Investment in the Special Region of Yogyakarta

The increase in Indonesia’s ranking in the ease of doing business (OSS) index released
by the World Bank has encouraged business players to do business in Indonesia by
investing. It also encourages increased investment in Indonesia. regions in Indonesia,
including the province of the Special Region of Yogyakarta.

Fig. 4. Realisasi Investasi Indonesia

Next Fig. 4. explains how the increase in the realization of investment value in
Indonesia has increased since 2015. A very significant increase began in 2017 wherein
that year the government began to issue regulations that ensured ease of doing business
which had an impact on increasing Indonesia’s EODB index.Realization of investment in
Indonesia has increased drastically starting in 2018 in which year the government issued
a regulation related to the ease of licensing management which is the legal umbrella for
the use of the online single submission (OSS) system to realize electronically integrated
licensing services.

The increase in the realization of investment value in Indonesia has had an impact on
increasing investment in its regions. In the Special Region of Yogyakarta, the increase
in realized investment value is reflected in the data below:

Figure 5 shows the value of the investment in the Special Region of Yogyakarta has
increased in 2018, in which year the government of the Special Region of Yogyakarta
issued various regulations as implementers of Government Regulation No. 24 of 2018



Application of Online Single Submission in Increasing Investment 379

No Element 2018 2019 2020 2021 Unit

1

Accumulated 
Investment 
Realization 
Value

20.075.671,00 26.593.957,00 29.417.339,00 31.867.736.163.970,90 Trillion 
Rupiah

2
Investment 
Realization 
Value

7.221.697,00 6.518.285.700.000,00 2.823.382,00 2.450.396.509.169,00 Trillion 
Rupiah

3
Community 
Satisfaction 
Index Value

- 87,86 86,68 86,99 Mark

4

Business 
License 
Completion 
Time

- 5,00 4,00 4,00 Day

Fig. 5. Performance of cooperation and investment agency

which is the basis for the implementation of the use of the OSS system. In 2018 the
realization of the investment value in the Special Region of Yogyakarta amounted to
Rp. 7,221,697.000,00, then later in 2019 the realization of the investment value in the
Special Region of Yogyakarta decreased to Rp. 6,518,285,700,000.00. And in 2020 it
experienced a very significant decrease, which was 2,823,382,580,000.00. However, in
2021 there will be a very significant increase wherein a pandemic situation the realiza-
tion of the investment value in the Special Region of Yogyakarta in the second quarter
amounted toRp. 1,207,133,520,000.00. Although therewas a decline from2019 to 2020,
the realization of investment value in the Special Region of Yogyakarta has increased
cumulatively every year. Explaining that the cumulative realization of investment in
the Special Region of Yogyakarta has increased from year to year, especially since the
implementation of online single submission (OSS) in business licensing services in the
Special Region of Yogyakarta.

5 Conclusion

The ease of running a business can occur apart from the implementation of regulations,
also due to the application of IT that uses sophisticated technology that can be carried out
as a result of a flexible implementing organizational structure under adaptive leadership
and adequate human resources which in the end have provided e-government services
that provide benefits for the government, private sector and society. This has created a
conducive investment climate to encourage the implementation of the OSS system to
have an impact on increasing investment in the Special Region of Yogyakarta. The OSS
system has an impact in increasing the realization of the investment value in the Special
Region of Yogyakarta by Rp. 7,221,697.000,00 in 2018. In 2019 the increase in the real-
ized value of the investment in the Special Region of Yogyakarta amounted to Rp. 6,518.
285,700,000.00 with a community satisfaction index value of 87.86. Then in 2020, the
increase in the investment value is Rp. 2,823,382,580,000.00 with a community satis-
faction index of 86.68. Finally, in 2021 in the second quarter, the value of the increase
in investment in the Special Region of Yogyakarta was Rp. 1,207,133,520,000.00 with a
community satisfaction index value of 86.99. Online Single Submission (OSS) also has
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an impact on improving the quality of service as shown in terms of the completion time
of business licenses which can be completed within 5 days in 2018, 4 days in 2019, 2020
and 2021. Challenges also arise in its implementation, especially related to the lack of
public understanding of the Online Single Submission (OSS) system. Then in 2020, the
increase in the investment value is Rp. 2,823,382,580,000.00 with a community satis-
faction index of 86.68. Finally, in 2021 in the second quarter, the value of the increase
in investment in the Special Region of Yogyakarta was Rp. 1,207,133,520,000.00 with a
community satisfaction index value of 86.99. Online Single Submission (OSS) also has
an impact on improving the quality of service as shown in terms of the completion time
of business licenses which can be completed within 5 days in 2018, 4 days in 2019, 2020
and 2021. Challenges also arise in its implementation, especially related to the lack of
public understanding of the Online Single Submission (OSS) system. Then in 2020, the
increase in the investment value is Rp. 2,823,382,580,000.00 with a community satis-
faction index of 86.68. Finally, in 2021 in the second quarter, the value of the increase
in investment in the Special Region of Yogyakarta was Rp. 1,207,133,520,000.00 with a
community satisfaction index value of 86.99. Online Single Submission (OSS) also has
an impact on improving the quality of service as shown in terms of the completion time
of business licenses which can be completed within 5 days in 2018, 4 days in 2019, 2020
and 2021. Challenges also arise in its implementation, especially related to the lack of
public understanding of the Online Single Submission (OSS) system. Finally, in 2021
in the second quarter, the value of the increase in investment in the Special Region of
Yogyakarta was Rp. 1,207,133,520,000.00 with a community satisfaction index value
of 86.99. Online Single Submission (OSS) also has an impact on improving the qual-
ity of service as shown in terms of the completion time of business licenses which
can be completed within 5 days in 2018, 4 days in 2019, 2020 and 2021. Challenges
also arise in its implementation, especially related to the lack of public understanding
of the Online Single Submission (OSS) system. Finally, in 2021 in the second quar-
ter, the value of the increase in investment in the Special Region of Yogyakarta was
Rp. 1,207,133,520,000.00 with a community satisfaction index value of 86.99. Online
Single Submission (OSS) also has an impact on improving the quality of service as
shown in terms of the completion time of business licenses which can be completed
within 5 days in 2018, 4 days in 2019, 2020 and 2021. Challenges also arise in its imple-
mentation, especially related to the lack of public understanding of the Online Single
Submission (OSS) system.
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Abstract. The purpose of this paper is to examine the transformation of Indone-
sian Railways Public Transport Information Services Through Social Media in the
Covid-19 Pandemic Era. The existence of social media makes it easier for people
to know the rules that need to be met when traveling. The social media platform
used in writing is an twitter account. The analysis of this research uses 4 Twitter
social media accounts from KAI Airport, KAI Commuter, Kereta Api Kita, and
Kereta Api Indonesia. The method used his Qualitative Data Analysis Software
and analysis through Nvivo. From the results of the research of the four accounts,
KAI Airport’s monthly tweets are accounts that are often used by users in finding
information in the era of globalization of Covid-19, while KAI Commuters is a
search for information through the hashtag #rekancommuters, and the word that
often appears in the four accounts is #rekancommuters. via word cloud.

Keywords: Public transportation · Passenger information · Sharing
information · Covid-19

1 Introduction

The balance of information in this digital era, especially social media, affects the forma-
tion of public perceptions of the coronavirus. The meaning of information is a source of
knowledge, and knowledge is a source of power [1]. After understanding the information,
passenger information needs to be conveyed based on the truth, and these passengers
are easy when searching for information. Information technology is a means and infras-
tructure (hardware, software, user) systems and methods for managing, transmitting,
processing, interpreting, storing, organizing, and using meaningfully. The development
of information and communication technology (ICT) and the increasing use of the Inter-
net have changed the process of online communication in the public sphere [2]. ICT
to create more transparent information mechanisms [3]. Information with public alerts
delivers coordinated, fast, reliable, and actionable information to the entire commu-
nity using straightforward, consistent, accessible, and culturally appropriate methods to
inform effectively.
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The importance of information will affect how people respond to it. The new Infor-
mation and Communication Technology enables significant new types of exchange and
collaboration for the world of politics. There is a need to understand the role of informa-
tion in making users believe in the information conveyed [4]. Information technology
can provide a powerful means to manage the flow of information and drive changes
in knowledge management (KM) systems, which can then be linked to improving per-
formance [5]. Information covers a broad discussion, one of which is the relationship
between information and public transportation. Both of these discussions are exciting
things to discuss. The linkage of information and public transportation is a compelling
case to address. The nature and form of communication between public transit service
providers and their customers have changed dramatically with the advent of GPS, smart-
phones, and digital social networks [6]. The existence of public transportation in human
life will make it easier for humans to carry out activities. During the Covid-19 pandemic,
public transit also has limitations and special conditions for traveling.

Social media is a communication tool that provides all information to users [6]; with
this function, social media creates transparency in services [3]. Moreover, it considers
that the process of social media is also an early warning tool. Become a supervisory
tool for all human activities, especially in public facilities like transportation, markets,
and roads [7]. Social media is a source of information about health crisis conditions that
can quickly respond to all interactions on social media [8]. Social media can be used
as a source of information in policymaking [9]. Based on this function, social media
becomes an essential component in human life because it can connect aspects.

Social media are a medium through which individuals utilize these networking sites
to share information, ideas, and personal messages [10]. Social media refer to any social
networking site with all three aspects, one of which is not structured like Facebook
and Twitter [11]. Modern social media applications, which have achieved considerable
penetration into the daily lives of many users, provide an invaluable source of data on
users’ thoughts, beliefs, and opinions[12]. Social media serves as a supervisor for the
information conveyed. Based on previous research, social media is a tool for sharing
information with users. One of the unstructured social media is Twitter. Twitter social
media as ameans of public transportation sees the function of socialmedia. Also, looking
at the function of social media, this study can see whether the information provided is
related to public transportation.

Transportation is closely related to aspects of life, essential in planning at an early
stage [13], regional transport systems to adopt innovative strategies [14]. Twitter social
media has become a tool in delivering information from public transportation to make it
easier for people to access directly through gadgets without crowding to get information.
The information presented also follows the community’s need to share information.
Based on the description above, the formulation of the problem in this study is howpublic
transportation provides services through social media. At the same time, the purpose
of this study is to look at passenger information provided to rail public transportation
providers for users in providing information related to services during the pandemic. The
analysis in this analyze four official Twitter accounts of Indonesian trains’ social media
accounts: KAI Airports, KAI Commuters, Kereta Api Kita, and Kereta Api Indonesia,
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and the four accounts use social media as a transmitter of information in providing
services.

2 Theoretical Framework

The popularity of the Internet and the advent of Web 2.0 technologies have transformed
web content from publishers to user-generated content [11]. Social media are a means
for people to interact by creating, sharing, and exchanging information and ideas through
words, pictures, and videos in a virtual network and community. Social media are essen-
tial in communication regarding disasters and health crises [8]. Social Media shows
that Information Technology (IT) and constituent data are the basis of collaboration,
communication, and inclusive relationships [15]. Social media refers to internet-based
applications that allow users to communicate and share user-generated content between
individuals [7]. The impact of social media on the dissemination of sustainable mobility
opinions is notwell-understood given the current lack of data [7]. Therefore, socialmedia
is a means of communication and information delivery [9]. Social media are emerging
as an important information-based communication tool for disaster management [10].
Social media users have diverse backgrounds and can encourage user aggregation, pro-
viding a unique substrate for researchers to understand people’s behavior patterns [12].
While the social media platform used his Twitter is widely regarded as a potentially
valuable source of information for respondents during a crisis, the issue of extracting
relevant Twitter posts remains a complex and largely open problem.

3 Research Method

This study uses the method by looking at the formulation of the problem under research
and analyzing it through theNvivo application. The use of Nvivo as an analytical tool has
stages starting with (1) capturing data, (2) importing data, (3) coding data, (4) classifying
data, and (5) displaying data [16]. Nvivo in this study was used to analyze KAI’s Twitter
social media users from the four accounts studied. Researchers also collect information
using capture (N-Capture), data related to KAI, covid-19 information, data collection.
The next stage is importing data, where the results of N-Capture will be analyzed into
the Nvivo application. Furthermore, data analysis is in the form of graphs and tables.
The researcher also analyzed using the Word cloud to see which words were the most
used and influential in the Covid-19 era [17].

4 Results and Discussion

This study will analyze four official Twitter accounts of Indonesian trains’ Twitter social
media accounts related to information services provided in theCovid-19 era. Researchers
chose social media accounts for Kereta Api Indonesia, Kereta Api Kita, KAI Airport,
andKAICommuter. Then, the researchers analyzed 4KAI Twitter social media accounts
that users often look for in finding information in this Covid-19 era. Researchers man-
ually processed and analyzed the researchers’ findings and Nvivo input data related to
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meticulous researchers. After processing the data that has been researched with Nvivo
and analyzing it manually, the researcher will show a graph from the careful researcher,
as follows (Fig. 1):
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Fig. 1. Timeline of tweets by month

The picture above shows that of the 4 KAI Twitter social media accounts, the most
tweeted by users from2020 to 2021 is theAirport KAI account. KeretaApiKita’s Twitter
social media account ranks second, the 3rd place is on the KAI Commuter account, and
the last social media account is Kereta Api Indonesia. From the analysis above, all of
KAI’s Twitter social media accounts have increased and decreased tweets made by users.
In addition, the social media account that has increased or is most prevalent in searching
for information on KAI I in the Covid-19 era is the KAI Airport account, with a total
of 200 tweets used by users to reach information during the Covid-19 period. After the
researchers processed and analyzed through tweets from 4 social media accounts, the
researchers analyzed the hashtags that the researchers chose; There are five hashtags
from 4 accounts that will be explored, as follows (Figs. 2 and 3):

The researchers chose five hashtags on 4 KAI Twitter social media accounts with
the number of hashtags presented. From the data that the researchers examined, there
are 4 KAI Twitter social media accounts, each of which has five hashtags that users
in the Covid-19 era often use. On the KAI Airport social media account, the most
popular hashtag is #sestepkebandara, while on the KAI Commuter Twitter account, the
most popular hashtag is #rekancommuters. The third social media account is Kereta Api
Indonesia. In this account, users often use #friendskai. The last KAI Twitter social media
account is Kereta Api Kita which has the most popular hashtag, namely our train. On
the 4 KAI Twitter social media accounts, the hashtag that social media users most often
use is #rekancommuters which is found on the KAI Commuters Twitter social media
account. The last analysis that the researcher conducted was the world cloud, as follows
(Figs. 4 and 5):
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Table 1. Popular Hashtag

Account Hashtags Number

KAI Airport step-airport 401

togetherwithcovid19 77

Airport soetta 46

Coronavirus 18

social distancing 7

KAI Commuter fellow commuters 484

Covid safe Indonesia 66

Opponent corona 41

Bumn for Indonesia 39

Bumn fight covid 33

Indonesian Railways best friend 10

Wonderfull Indonesia 8

Train Airlangga 2

Our Train our train 159

rail friends 174

Bumn for Indonesia 16

your train 52

Fig. 2. Frequency of words in Airport KAI
account

Fig. 3. Word frequency in KAI commuters
account

Word Cloud Analysis of Twitter data shows 20 keywords that seem to be used most
related to KAI and Covid-19 [18]. The KAI Airport social media account and KAI
Commuters Twitter account stated that the word that often appears is #rekancommuters.
On the KAI Airport social media account, it is stated that the words airport and accept
are words that often occur, while on the KAI Commuters Twitter account, it is noted that
#ourtrain and #friendreska are words that users often use when looking for information
related to public transportation in the COVID-19 era. Next, we will analyze the Twitter
social media accounts of the Kereta Api account and the Twitter account of Indonesia
Railways using the word cloud, as follows:



Indonesia Railway Public Transport Information Services Through Social Media 387

Fig. 4. Frequency of words in our Kereta Api
account

Fig. 5. Frequency of words in the Indonesian
Railways account

Theword cloud data that the researcher processed on theKeretaApiKita account said
that the words #associatecommuters, #ourtrain, #friendreka are words that often appear
in searches for users of this social media account. The Indonesian Railways Twitter
social media account gave rise to 3 popular hashtags that users often use in searching
for information in the COVID-19, namely era, #associatecommuters, #ourtrain, and
#friendreska. #associatecommuters is a word that often appears on KAI’s Twitter social
media account. On the four Twitter social media accounts for public transportation,
KAI stated that many people seek information through #associatecommuters. From the
four KAI Twitter social media, it can be concluded that #associatecommuters, #ourtrain,
and #friendreska are the words that often appear from the social media accounts that
the researchers researched. The word #associatecommuters often appears on every KAI
Twitter social media account, where users often search for information in the Covid-19
era.

5 Conclusion

The results of this study were that the four Twitter social media accounts, KAI in provid-
ing information services in the Covid-19 era were outstanding. The monthly tweet data
that the researcher presents, the KAI Airport social media account is the top account
that is often used by KAI’s information services during the Covid-19. On the 4 KAI
Twitter social media accounts, the hashtag most frequently used by social media users is
#rekancommuters which is found on the KAI Commuters Twitter social media account.
From the four KAI Twitter social media, it can be concluded that #associatecommuters,
#ourtrain, and #friendreska are words that often appear from social media accounts that
the researchers researched. The phrase #associatecommuters often appears on everyKAI
Twitter social media account, where users often look for information in the Covid-19
era.
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Abstract. This study aims to analyze how to provide information on countries
with a high distribution level in Southeast Asia, namely Indonesia, Malaysia,
and Singapore, to implement open government during the COVID-19 pandemic.
This paper used qualitative research methods to describe and further analyze the
government’s website for political, critical and descriptive problems explanations
and descriptions of information and data. Data retrieval was through observations
and analyzed official government websites from 3 countries, Indonesia, Malaysia,
and Singapore, with a questionnaire. The assessment tests used the framework
E-Government Assessment work on the website. This assessment test used the
Benchmark Model for Evaluating Data Openness and E-Government Assessment
on the government’s official website regarding COVID-19. This study found that
of the five variables used in the assessment of the official website, Singapore
excelled in three variables, transparency with an index of 1.06, openness with an
index of 0.93, and basic data set with an index of 0.67. In addition, Malaysia had
the highest participation rate of these three countries, with an index of 0.95. These
three countries had the same index in the collaboration variable, which was 0.75.

Keywords: Evaluating Data Openness · E-Government Assessment ·
Indonesia ·Malaysia · Singapore · COVID-19

1 Introduction

This study aims to analyze how to provide transparent, accountable, and accessible
information in countries with the most serious cases in Southeast Asia, namely Indone-
sia, Malaysia, and Singapore, to implement open government during the COVID-19
pandemic. Open government is a concept whereby a country’s government provides
free, open, and readily available data used in projects or integrated with new products,
applications, or services (Scala and Pota 2021). The openness of data presented by the
government is an application of the concept of “Open Government,” which was initiated
by eight countries in the world with the signing of the Open Government Partnership
(OGP) in 2011 (Klein et al. 2018; Nikiforova 2021; OECD, 2016). The government
website is one of the products of the open government concept. Therefore it is impor-
tant to need a website assessment to measure the quality of the website (Fan et al.
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2020; HUANG et al. 2019; Jayasinghe et al. 2020). .Assessments through government
websites measure the effectiveness of websites using the E-Government Assessment
framework or assessment of government websites based on content and management
perspectives (Ahmad et al., 2021; Erhan et al., 2017). E-government uses information
technology to change the relationship with citizens, the private sector, and government
agencies (Bank, 2020). This concept has an important role in improving services and has
excellent efficiency potential, reducing corruption, promoting revenue growth, increas-
ing transparency, convenience, and facilitating public sector cost efficiency in developed
and developing countries (Cumbie and Kar 2016; Nunes et al. 2021). The measurement
results can later be a reference to formulate recommendations for improvement for
government websites, especially during the current COVID-19 pandemic (Buyle et al.
2021).

The rate of spread of the Coronavirus in Southeast Asia is fast compared to other
countries in Asia. In the past twoweeks, Southeast Asia has recorded 38,522 deaths from
COVID-19 (IFRC 2021), twice as many as North America, according to the COVID-19
Dashboard by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins
University (JHU). The distribution of the COVID-19 cases can be seen from the data
below.

Fig. 1. The distribution of covid cases in Southeast Asia

Figure 1 shows that the distribution as of October 6, 2021, Malaysia is at 861.41
millionpeople, Indonesia is 539.44millionpeople, andSingapore is 23, 16millionpeople
(CSIS 2021). With such a high distribution rate, it is important to have data openness
to increase public awareness in dealing with the outbreak caused by this Coronavirus
(Budiyanti and Herlambang 2021). In today’s digital era, people will find it easy to
get information, while one of the benefits of information technology is that it can take
advantage of space and time limitations (Suri 2019). The government’s official website
is one of themain sources for the public to obtain information regarding the development
of this virus proven by the level of visitors from the official government websites of the
three countries, as seen below.
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Fig. 2. Visitors to the government covid website

From Fig. 2, during the vulnerable period of June to September, 13% of Indonesians
and 25% of Malaysians visit the website, and 50% of Singaporeans visit the website
every month. In addition to knowing the high level of spread of COVID-19, the role of
the government website as a source of information is also to become the official website
to avoid hoaxes. The Indonesian Ministry of Communication and Informatics noted that
from the beginning, this viruswas detected untilMay 2020,more than 1,401 hoax content
about COVID-19 was spread on social media (Malawani et al. 2020; Yusuf 2020). Thus,
the government must provide a quality information platform with a high level of validity
as evidence of providing adequate public services. The quality of information is vital to
note, seen from the quality of the website as one of the outputs of the distribution of the
information (Handayani et al. 2020).

This study answers the quality of information through the government’s official
platform to provide policy recommendations to reduce the spread of COVID-19. The
researchers took a qualitative method approach through a literature review, aiming to
find the various gaps or findings that have not been found. Previous research becomes
a comparison material in conducting the latest research and formulating a model. In
addition, this research analyzes government websites with a specific assessment theory
on the website. There are two main analyses in this research; how is the quality of the
information contained in the site by looking at its accountability, transparency, and ease
of access? These studies aim to find the novelty of literature in open government studies
and information assurance during the pandemic.

2 Literature Review

2.1 Data Openness During the COVID-19 Pandemic

Open Government practice was initiated in 2011 with eight countries in the world,
including the United States, Britain, Indonesia, Mexico, Norway, the Philippines, South
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Africa and Brazil, with the signing of the Open Government Partnership Declaration
on the sidelines of UN general assembly (BAPPENAS 2015; OECD 2016). With the
signing of the declaration, Indonesia is committed to encouraging a culture of govern-
ment openness that empowers and serves the community and puts forward the ideals of
an open and participatory 21st-century government. Then, in 2012, after the signing of
the Open Government Partnership declaration, Indonesia and the UK were appointed
as lead chairs of the OGP to coordinate the direction of the OGP for one year then in
2015, Indonesia was elected as a member of the OGP steering committee for three years
(Zafarullah and Siddiquee 2021).

Much academic and public debate has centered on the definition of open government
data. A proper definition of open government data is needed to ensure interoperability
and evaluation of different government data sets (Putra and Swastika 2016).Open data
must be defined well to understand why and how government data is open. Open data
is a collection of data that is freely accessible and can be reused by anyone. Costa et al.
(2012) stated that open data’s underlying reason is to facilitate unrestricted access to raw
data, enabling reuse and knowledge creation of Open Knowledge Base (OKF).

The open government consists of sixmain pillars in its implementation: transparency,
accountability, participation, collaboration, inclusive policy-making, and technology
(ADB 2016; Alderete 2018; Otter et al. 2015) done by working together to integrate
an effective democratic system that responds to “more informed and assertive citizens”
and strengthen governance mechanisms, hold public institutions accountable for their
actions, and secure integrity in the civil service (Tydd 2018). The broader interpreta-
tion of the OG conveys that “the whole construction is meant to ensure an enlightened
discourse between citizens” (Bergström and Routusi 2018). Such discourses require
citizens to have accurate government activities, from planning and budgeting to social
security issues and human resource management. Of course, there are exceptions for
classified information (national security and intelligence, defense data, citizen privacy
concerns, commercial secrecy, for example) to be hidden from public view. Citizens’
access to information requires legal guarantees either from constitutional provisions or
special laws to be enforced properly (Klein et al. 2018; Ratner and Ruppert 2019).

2.2 Website Assessment on the Government’s Official COVID-19 Platform

Open Data has been praised for its ability to increase transparency. Open data has been
praised for its ability to increase transparency (Park et al. 2016); increase citizen par-
ticipation (Nam 2015); increase democratic accountability (van Veenstra and van den
Broek 2013); and enhance governmental and non-governmental value-added services
for citizens, industry, research and others. Data transparency is an important issue for
the statistical systems of many countries, especially in developing countries. Even if the
government wanted it, data did not become “open” overnight. There are several com-
ponents to openness. To begin with, one must address legal issues regarding disclosure
(Belkindas and Swanson, n.d.; Jin and Kwon 2016). In this case, it is important to have a
website assessment that is commonly used to improve the quality of E-government in a
government (Jung and Oh 2019; Putra and Swastika 2016). Concerns are site structure,
conformance with web design guidelines, content, and overall site performance (Kelibay
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et al. 2020). Website usability and performance are the two most important elements to
consider (Ahmad et al. 2021; Zahra et al. 2021).

3 Research Method

This research used mixed qualitative research methods, in which two different types of
researchmethodologies, namely qualitative and quantitative, are combined. Thismethod
explains and further evaluates government websites to explain political, critical, and
descriptive issues and illustrate data and information to collect more extensive, valid
and reliable data. Data was collected using a matrix and carefully examined the official
websites of three countries: Indonesia, Malaysia, and Singapore, and then evaluated the
information collected. Conduct assessment tests using the E-Government Assessment
framework, which can be found on government websites. The working steps are as
follows and are seen in Fig. 3.

Fig. 3. Framework assessment analysis open government

The weighting of variables is carried out according to the priority content of the
official website (Table 1). In addition, the instrument assessment rubric of the variables
is used to classify each variable (Table 2) which will be measured in the next step.

Table 1. Thickness

Variable Thickness

Basic Data Set 15%

Transparency 25%

Openness 25%

Participation 20%

Collaboration 15%
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Table 2. Rating weight

The assessment will be accumulated using the calculation formula for each variable,
then the results of the calculation of the Government’s COVID-19 website using a
questionnaire instrument derived from the E-Government Assessment framework are
obtained using the E-Gov framework formula
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Information:
Vi = Variable
Xi = Total Value
Yi = Number of
questionnaire items
Z =Weight of variables
The scores obtained from the assessment results are then converted into criteria that

state the condition of the website, in this study assessing the websites of three countries
(Table 3).

Table 3. Official website and descriptions

No Source Descriptions

1 https://covid19.go.id/ The official website of the Indonesian government,
which contains information about COVID-19

2 https://covidnow.moh.gov.my/ Malaysia’s official government website, which contains
special information about COVID-19

3 https://www.moh.gov.sg/ Singapore government official website, which contains
information about government, including COVID-19

The researchers analyzed the data using two discreet analyses, graphical analysis to
determine relevant content on official government websites using website assessment
and word cloud analysis to explore key issues.

4 Results and Discussion

This study uses the “Benchmark Model” assessment for the Evaluation of Data Dis-
closure and Assessment of E-Government on the website by using five main variables,
such as basic data sets, openness, transparency, participation, collaboration, which can
be seen from the picture below (Table 4).

https://covid19.go.id/
https://covidnow.moh.gov.my/
https://www.moh.gov.sg/
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Table 4. Country comparison of open data
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From the above calculation, the following results are obtained.

Table 5. Data openness level

County Index of data openness DO level (Description)

Indonesia Index = Variable × 20%
= 3.86 × 20%
= 77.2%

3- openness (the majority of data are published in RFD,
XML, and other sematic formats, available to anyone
and linked to other data

Malaysia Index = Variable × 20%
= 3,96 × 20%
= 79.2%

3- openness (the majority of data are published in RFD,
XML, and other sematic format, available to anyone
and linked to other data

Singapore Index = Variable × 20%
= 4.20 × 20%
= 84.0%

3- openness (the majority of data are published in RFD,
XML, and other sematic format, available to anyone
and linked to other data

Table 5 contains five main variables: the basic data set, openness, transparency,
participation, and collaboration, which can be seen below (Fig. 4).

Fig. 4. Open data assessment

From these five variables, the official Singapore state website excels in three vari-
ables, transparency with an index of 1.06, openness with an index of 0.93, and basic data
set with an index of 0.67, seen from the completeness of the content related to informa-
tion needs during the COVID-19 pandemic. The -19 period starts from news, articles,
death data, confirmation of virus infection, vaccine data and various other information
related to the development of the pandemic. On the Malaysian side, Malaysia excels
in the variable participation with an index of 0.95. In addition, these three countries
have a high level of collaboration, as can be seen from the availability of links that are
directly connected with related agencies, ranging from private, academic, and national
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and regional level institutions, with an index of 0.75.When viewed from the official web-
site for handling COVID, Indonesia has the same index as Malaysia in several aspects,
such as the basic data set with an index of 0.49 (ID) and 0.49 (MY), as well as the
openness variable, which gets an index of 0.84 (ID) and 0.48 (MY).

These three countries run a good open data concept, seen from the quality of the
websites provided. Existing information is provided on the website and has other media
platforms that are more friendly to the community (Pratama et al. 2022) through social
media. However, there are still shortcomings. For example, Singapore only has a website
as the main door, while Indonesia and Malaysia provide other platforms in mobile
applications. In addition, Singapore provides a download feature found, in contrast to
two other countries, Malaysia and Indonesia, which have not provided this feature as a
form of data disclosure.

5 Conclusion

Open government or the practice of open government is a collection of data that can be
accessed freely and can be reused by anyone to increase transparency in government,
one of which is through the official website. It is important to have a website assessment
commonly used to improve the quality of E-government in improving quality of govern-
ment performance. This assessment test used the BenchmarkModel for Evaluating Data
Openness and E-Government Assessment on the government’s official website regard-
ing COVID-19. Of the five variables used in the assessment of the official state website,
Singapore excelled in three variables, transparency with an index of 1.06, openness with
an index of 0.93, and basic data set with an index of 0.67. In addition, Malaysia had
the highest participation rate of these three countries, with an index of 0.95. These three
countries have the same index in the collaboration variable, which was 0.75. The web-
sites offered showed that the three countries had a good open data philosophy, but there
were still shortcomings. For example, Singapore only has a website as the main gateway,
while Indonesia and Malaysia provide various platforms in mobile applications. Unlike
Malaysia and Indonesia, the download feature does not provide this as a data disclosure.
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Abstract. This study aims to find out how social media provides information
related to COVID-19 Vaccination, especially the dissemination of Vaccination
information in the City of Surabaya through the Twitter account @Command-
Surabaya; this account is a socialmedia that is quite active in providing vaccination
information. In today’s digital era, governments, like individuals, use social media
to interact with the public virtually to increase participation and accountability.
Social media users have changed their behavior in the context of personal and
group communication, as well as government and political communication. The
government requires In the Covid-19 situation, social media is very important
for communication between the government and the general public in Indone-
sia. Social media has the following characteristics: intense, massive, interactive,
and fast. The research method combines qualitative analysis with secondary data
collected from the Twitter social site@CommandSurabaya as well as official gov-
ernment news. To visualize the data analysis, Nvivo12 plus software was used,
specifically the Twitter Sociogram data collection tool. Based on these findings,
the Twitter account @Commandsurabaya is more active in providing information
about vaccinations in the city of Surabaya. Cities use Twitter to communicate with
the public.

Keywords: Government communication ·Media sosial · Covid – 19

1 Introduction

At the beginning of 2020 theworldwas shocked by the outbreak of CoronaVirusDisease
19 or having a wide impact socially and economically, many countries took the decision
to lock down or maintain social distancing policies. When information about a positive
case of Covid-19 in Indonesia which was detected on March 2, 2020 was reported to the
public, when two people were confirmed to be infected from Japanese citizens (Oktariani
and Wuryanta 2020). At that time, the first information was reported by the Indonesian
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government regarding the Covid-19 case. In the current digital era, which uses social
media other than individuals, the government also uses social media to interact with the
community virtually to increase participation and accountability. Newmedia such as the
internet, applications and media create a new style of interaction between government
and society (Nurmandi et al. 2020). Government agencies and political elites use social
media actively to interact and to inform their citizens of a policy that has been made
(Nurmandi et al. 2018). In the conditions of Covid-19, communication between the
government and the public In Indonesia, social media is crucial. The characteristics of
social media are: intense, massive, interactive and fast. Of the population, more than
half of the population is also actively using social media. Therefore, social media is an
effective public space in conducting virtual interactions. Because at this time, people
more often use social media as a means of communication and seeking information.

The following is data on social media users in Indonesia:

Data processed by researchers

Fig. 1. Indonesian telephone, internet, social media user data

Making it one of the effective and efficientmedia choices (Watie 2016). The presence
of social media as a platform digital communication is able to create interactive com-
munication and can disseminate information quickly between the community and the
government. In addition, the government at this time is important to place social media
as a platform communication to involve the community in building active interactions
where seeing the popularity of social media is currently soaring (Graham et al. 2015) As
at this time, where theworld is experiencing amajor pandemic, namely the Covid-19 and
This requires communication that can be conveyed informatively and quickly related to
various government policies. As stated by the government, the government will experi-
ence a communication crisis when the world experiences a pandemic and government
communication needs to be carried out in an informative manner. Due to the spread of
misinformation during the Covid-19 pandemic, it is a challenge for the government to
be able to provide clarification (Mueller et al. 2020). Therefore, social media is needed
to communicate between the government and the community. Communication has 3
elements, namely: communication of policies, institutions and disaster communication
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patterns and strategies for disseminating information/feedback on the dynamics of dis-
aster issues (Oktariani andWuryanta 2020). As a public communication strategy related
to information about the Covid-19 pandemic which is being carried out by the Surabaya
City government. this city uses twitter as a medium to provide information about Covid-
19 which is done through vaccination. Dissemination of information through twitter in
Indonesia is relevant to the number of Twitter users in Indonesia which is ranked ninth
in the world according to the Social & Hootsuite Survey in 2019 (Tareq Ahram 2021).
The Surabaya City Government during the COVID-19 pandemic provided significant
information to the Surabaya City Community.

In addition, the @Commandsurabaya account is an official account used to pro-
vide information and coordinate between the Surabaya city government and the pub-
lic regarding COVID-19. Social media also needs to pay attention to various aspects
through message strategies to disseminate information related to Covid-19 mitigation
(Eckert et al. 2018). Social media also pays attention to various aspects through message
strategies. Communication between the government through social media and the public
is connected via Twitter. This two-way communication model is done by retweeting and
commenting (Setiawan et al. 2022). For example, California and San Francisco use twit-
ter as a means of public communication and information related to disaster mitigation
(Zeemering 2021). The purpose of the explanation above, this study aims to find out
information about the COVID-19 pandemic, especially information related to vaccines
in the city of Surabaya.

2 Literature Review

2.1 Social Media in Government Communication

Social media is an online media, where users can easily interact, convey ideas and access
information (Cahyono 2016). Social media is also a tool for government communicators
to communicate with the public.With social media, the government can connect with the
public at any time. Both can occur because of adaptation and innovation for the work of
a progressive government (Mergel 2016). The government needs good communication
in the delivery of the policy process from conception to policy implementation (Gre-
gory 2006). Because this will later lead to public perception related to the information
submitted by the government. Poor public perception can weaken the success of gov-
ernment communication (Vos 2006) Social media is an online medium in which users
can easily participate. The development of social media has the potential to disseminate
information widely and has an image and reputation that can be influenced by harmful
and inaccurate media (Rosselló et al. 2020). Collaboration between social media and
government in e-government can have a positive impact on the government’s public
responsibility and trust (Song and Lee 2016). The important role of social media for the
government is as a disaster communicationmedium and to provide disaster preparedness
messages as public information (Tagliacozzo and Magni 2018). Research that has been
done on the use of social media in government communication has produced several
findings, namely: Users of social media as a government communication platform are
able to have an impact on improving communication to the public (Driss et al. 2019).
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The most widely used social media in government communications are Facebook and
Twitter, although both are used for different purposes (Bossetta 2018).

Social media is an online media where users can easily participate. Its development
makes the potential for the dissemination of information even greater. Disseminating
information through social media has advantages and disadvantages, depending on how
social media is used. Using social media appropriately can increase information for
internet users who read and follow (Eckert et al. 2018). Social media is also used by
government departments in various countries to control and implement government poli-
cies for the benefit of the community and increase productivity and public services as a
whole is the core of government-community coordination (Nurmandi et al. 2018). Social
media is one of the effective means for the government to increase citizens’ trust in the
government related to government transparency (Song and Lee 2016). Communication
has a good influence on the ideas, goals and tasks of government, including in maintain-
ing the relationship between communicators and communicants (Flabianos 2019). So
that the use of social media as a government communication tool is able to reduce the
gap in policy making made by the government. This is like the concept of government to
citizen (G2C), where this concept makes social media a supporter to form relationships
between the community and the government (Pardo et al. 2012).

2.2 Government Communications in Handling Covid-19 Through Social Media

In this study, it was found that through Twitter the mayor of Seoul, can be used as
a communication bridge between the government and citizens and vice versa. Where
the mayor’s role as a bridging center in the Twitter network contributes to increasing
government responsiveness by enabling it to overcome disconnection between citizens
and local governments, and information asymmetry among mayors, public officials, and
citizens. In addition, the role of social media is important in crises. communication (Eom
et al. 2018). The use of social media at the local government level shows that it is still
minimal, even though this needs to be done by the government for the adoption and use
of social media tools for crisis communication and the social media section in manag-
ing crises (Campos-Domínguez 2017). Government communication, especially through
Twitter social media during the Covid-19 pandemic, has not yet been conceptualized,
so that the communication made seems less effective and results in a lack of enthusiasm
for netizens for uploaded information. So that it can be said that communication through
social media still seems unplanned, as a result communication through social media is
less effective and structured (Talita and Legarano 2020).

Covid-19 which has been infecting Indonesia and various other countries for more
than a year, this virus outbreak originating from Wuham China attack the respiratory
tract through the air. Based on www.covid 19.go.id as of October 10, 2021, the number
of positive cases in Indonesia was 4,227,932 and around 4,60,851 recovered. This figure
shows that the decline in Covid cases in Indonesia is influenced by the Indonesian
people who carry out vaccinations (Pratiwi et al. 2021). One of the government’s efforts
to break the chain of spread of Covid-19 and death caused by the Covid-19 virus is
vaccination, achieved Herd Immunity is the main goal of vaccination to control the
Covid-19 Pandemic (Widayanti and Kusumawati 2021).

http://www.covid
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2.3 Social Media in Vaccination Promotion

In early 2021 the Indonesian government seeks to start a vaccination program to reduce
Covid-19 patients. Using the COVID-19 vaccine will significantly reduce the overall
Covid-19 disease (Reiter et al. 2020). Several vaccine programs in Indonesia are trending
on Indonesian Twitter. In this case, it is proven that the Indonesian people understand
about public issues such as the issue of vaccination in Indonesia. Social media is the
right place to see the public’s response to public policies such as: social media is the
right place to voice public policies, then social media gives people choices to access
information more easily and cheaply (Kaldy 2015). Social media is a place to voice
people’s voices. Social media is also a prayer platform to respond to several government
programs, one of which is vaccination that occurred in Indonesia. For now, the most
popular ones used on social media are using hashtags to share content that is on the rise
so that it is trending on social media.

In the use of social media to help deal with Covid-19, especially in the promotion of
vaccination, the use of social media can easily access health-related information circu-
lating on various platforms (Purike and Baiti 2021). By using social media, information
about vaccinations related to the importance of Covid-19 vaccination to overcome the
pandemic is easier to convey to the public (Kehumasan 2021).

3 Research Method

This study uses a qualitative description approach to explain how the government uses
social media to disseminate information related to vaccines in the city of Surabaya
through the Twitter account (@CommandSurabaya). In addition, it is coded using the
Nvivo 12 plus application to determine the classification of Twitter account metadata.
Researchers describe the process of Nvivo results to select how to deliver information
related to vaccines in the city of Surabaya.
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4 Result and Discussion

Figure 1 Word Frequency @CommandSurabaya The Surabaya City Government uses
Twitter to provide information to the public regarding Covid-19 in the City of Surabaya.
The Surabaya City Government also cooperates in providing information related to Vac-
cines by several agencies through social media. This image shows that the government
uses Twitter to inform regarding the handling of Covid-19 in the city of Surabaya. In
the @Commandsurabaya account the word that often appears is the word “Vaccination”
to carry out campaigns related to the Covid-19 vaccine in the City of Surabaya during
Covid-19. In addition, the words “Protkol and PPKM” are also often used to provide
wider information related to Covid-19 on the @Commandsurabaya account. It is neces-
sary to review the government’s efforts in providing information regarding the Covid-19
Vaccine to suppress Covid-19 cases in the city of Surabaya

Fig. 2. Crosstab Query – rate Nvivo 12 Plus (Providing information related to the Covid-19
pandemic in the City of Surabaya) The Surabaya City Government provides information related
to Vaccines, Implementation of Health Protocols and PPKM through Twitter social media. The
biggest percentage is vaccination with 46%, the second is PPKM about 36% and the last is Health
Protocol with 18%. The Surabaya CityGovernment ismore active in providing information related
to the Vaccination program held by the Surabaya city government. Meanwhile, other Surabaya
city government efforts in reducing the number of Covid-19 in the city of Surabaya also provide
information about health protocols that the people of the city of Surabaya must pay attention to,
while also providing information related to PPKM carried out by the Surabaya city government.
The Surabaya City Government also continues to urge the people of Surabaya to follow the
Health protocol which includes washing hands, maintaining a safe distance and wearing masks.
To reduce the number of COVID-19 cases in the city of Surabaya, the government continues to
provide information related to vaccines
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36%

18%
46%

PPKM Protokol Vaksin

Command Surabaya

Fig. 3. Explains how the City of Surabaya cooperates with several nearby local agencies in dis-
seminating information on vaccinations. The decline in the number of Covid-19 cases in Indonesia
cannot be denied and the government continues to provide vaccine information. The Surabaya City
Government also cooperates with several nearby areas in disseminating information on vaccina-
tions. The decline in the number of Covid-19 cases in Indonesia is undeniable, and the government
continues to provide information about the importance of vaccination. The Surabaya City Gov-
ernment also regularly interacts with the community to educate about the importance of vaccines
and maintain protocols. The Surabaya City Twitter account @CommandSurabaya also uses the
unusual #used to inform about vaccinations, Health Protocols, and PPKM. Outside of Covid-19,
the Twitter account @CommandSurabaya provides information such as accidents in the Surabaya
City area, current traffic jams, and Surabaya City weather

Table 1. Actors who cooperate in providing information on Covid-19 in the City of Surabaya

Government NGO

@BanggaSurabaya @Petabencana

@Sapawargasby
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The table above explains that the three Twitter accounts are active in providing infor-
mation related to vaccines for the Surabaya City area. The@Banggasurabaya account is
an account from the Public Relations of the Surabaya City Government which is active
in providing information in the City of Surabaya, especially related to Vaccine info in
the City of Surabaya, because the City of Surabaya is an agglomeration city where the
city or district is extended from the city center and district connected by sustainable
urban areas. While the @Sapawargasby account is a twitter account from the Surabaya
City Communications and Information Office which often provides information regard-
ing activities being carried out by the Surabaya City government, the two accounts also
often retweet related to vaccine info so that the people of Surabaya understand which
agency or institution will carry out the vaccine for the people of Surabaya Table 1).

5 Conclusion

The Surabaya City Government uses Twitter to inform about vaccinations in the city of
Surabaya. Several Surabaya City Government Accounts are active in providing infor-
mation related to Vaccines in the City of Surabaya which have caused the decline in the
number of Covid-19 in the City of Surabaya.
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Abstract. This research work is descriptive; and it has been set as a goal to deter-
mine if the electronic government has been effective for the public administration
in the District Municipality of José Leonardo Ortiz, during the 2019 period; for
which we worked with a population of 46 workers that was equal to the sample,
therefore there were no sampling techniques. The inclusion criteria considered
were: belonging to the Municipality of JLO and working during the research
period; using a “Checklist of fulfillment of objectives of the electronic govern-
ment of the MDJLO” that included a preliminary questionnaire on the level of
knowledge about Electronic Government. As results, an adequate awareness of
the concepts related to electronic government was evidenced; showing a percep-
tion referring to the internal and external dimensions as adequate processes; but not
conclusively, so the need to generate policy guidelines necessary for continuous
improvement is assumed; which focus on sensitization, awareness, empowerment
of the dimensions and application of the results-based municipal management
strategy.

Keywords: Electronic government ·Municipal management · Continuous
improvement

1 Introduction

1.1 Problematic Reality

It is necessary to recognize the paradigm shift that accompanies the construction of
electronic government, where the existing administrative structure is changing. This at
the level of institutionalization and the legal framework to achieve EG under the tonality
of promoting the development of urban public management, including the involvement
of all collaborators, including the use of ICT, to participate as the protagonist of the
process, not only of the users. In this sense, the Municipality of José Leonardo Ortiz
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emphasizes the comparative differenceswith themanagement of information technology
and accessibility to the Web, clarifying the different geographical, cultural, economic,
gender reasons and other techniques used.

To the extent that administrative access is based on these principles, it limits citizens
and parameterizes their use of the Internet, which varies according to taxpayer income
levels, given the growing resistance to innovation, it is common in human society (com-
fort zones). Thanks to the use of advanced technology, the results are very ideal, allowing
the acceptance of users and their critics, but it can be said that the urban center of José
Leonardo Ortiz has digital streets and resistance to change. It is not yet known how
effective, empowering and innovative the use of e-government mechanisms will be and
support the needs of this work.

1.2 Literature Review

Electronic Government as the Basis of Contemporary Public Administration. The
use of ICTs increases day by day due to the high income they generate. Thus, the public
sector can gradually change its relationship with citizens. ICTs are a tool to develop
organizational structures and governance models (open in this case), providing agile,
efficient, transparent and high-quality responses to users of government services. go
from a bureaucratic system to a flexible system with consequences.

This system is necessary to link municipal governments, citizens and companies
in the provision of services and to develop higher levels of efficiency in municipal
management and thus strengthen the dynamics of governance. However, this concept is
not complete and not all of the above characteristics exactly define that the e-government
of the municipal government must be efficient to the extent that it uses information
technology to manage its municipal processes with quality. (Deyas 2012).

Structuring. Electronic government has essential elements. Some of them are: develop
an efficient municipal government focused on transparency. The development of public
services using the Web is fundamental, this based on the application of electronic forms
formore efficient transactions, and that can be achieved for publicmanagement purposes.
Therefore, a digital democracy is required to efficiently make all processes transparent.

OwnRelationships. Community participation is understood as the interaction between
elected representatives as citizens who participate at a horizontal level in an adequate
interaction between the actors of the municipal process, which makes management more
robust and therefore better results are obtained.

Dimensions of Electronic Government

The External Dimension. It is a gradual process where technological interfaces are
continuously implemented with friendly environments that allow the mayor user to
interact and obtain relevant results in the management that he is carrying out. This
contemplates an intra relational dimension; where one of the areas of e-Government that
has the greatest potential is reciprocity, which allows them to interconnect to improve
existing practices. Not only for the process, but for the new generation. These aspects
are essentially inter-organizational in the broadest sense of the community and include
the different governing bodies of companies and social entities.
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Internal Dimension. At the level of municipal management there is a great impact.
Strongly being the key to change, creating the momentum for change in ICT implemen-
tations; which also presents an intra dimension of promotion, in which the particularities
of the local public sector require that the model consider a fourth dimension. In other
words, it is an aspect of public relations that deals with the development of sufficient
culture, infrastructure and equipment, and is another essential integrator of regional
activities in the field of e-government.

Objectives. Determine to what extent the electronic government of the public admin-
istration of the District Municipality of José Leonardo Ortiz has been effective, during
the period 2021.

Apply the appropriate instrumentation to characterize the electronic government of
the public administration of the District Municipality of José Leonardo Ortiz, during the
2019 period.

Propose the policy guidelines to implement an improvement of the electronic gov-
ernment for the public administration of the District Municipality of José Leonardo
Ortiz.

2 Method

This research is descriptive because it responds directly to revealing the characteristics
of the phenomenon to be studied (Hernández et al. 2019), it has a cross-sectional design
because a cut-off point will be used to parametrically assess the dimensions of the
electronic government of the MDJLO.

The collaborators of the SubManagement of Information Technology and Computer
Processes formed the population that were 4 servers that participate in the electronic
government of this commune; also the workers of the associated areas that were a total
of 46 people, the population of 46 workers was equal to the sample, therefore there
were no sampling techniques. The inclusion criteria considered were: belonging to the
municipal entity and working during the research period. The exclusion criteria were:
Not working during the research period, and not belonging to areas related to Electronic
Government.

3 Results

When asked, do you know what Open Government means? It was evidenced that 31 of
the workers of the municipality know about the question, 11 of the workers know little
and 4 of these are unaware of the reagent; Regarding the question, do you know what
Interinstitutional Articulation means? It was possible to show that 25 workers know this
category, in addition 12 know little about it, while 9 workers are unaware of the reagent
(Tables 1 and 2).

This presupposes that the workers of the MDJLO present adequate knowledge of
the most important indicators of the internal dimension at a conceptual level, but opera-
tionally they show that a greater level of awareness is needed in the processes, consider-
ing that the level of transparency that is established is adequate. acquires by adequately
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Table 1. Level of knowledge about the implementation of the Electronic Government in the
MDJLO by the workers of said entity

Knowledge level Alternatives

Known Knows little Does not know Total

Do you know of the existence of the National
Policy for the Modernization of Public
Management in Peru?

28 13 5 46

Do you know what Open Government means? 31 11 4 46

Do you know what Electronic Government
means?

32 5 9 46

Do you know what Inter-institutional
Articulation means?

25 12 9 46

Do you know if Open Government policies
are being implemented in your institution?

12 9 25 46

Do you know if Electronic Government
policies are being implemented in your
institution?

13 12 21 46

Do you know if Interinstitutional Articulation
policies are being implemented in your
institution?

12 9 25 46

Table 2. Perception that MDJLO workers assign to the internal dimension: public service and
process improvement

Perception of workers according to dimensional indicators Frequency

Suitable Not suitable Total

PUBLIC SERVICE: Offer public services efficiently, simply,
timely, at low cost

29 17 46

PUBLIC SERVICE: Guarantees probity and transparency in
each state action

34 12 46

IMPROVEMENT OF PROCESSES: Improvement of internal
management processes by reducing the time it takes to process
files

23 23 46

IMPROVEMENT OF PROCESSES: Improvement of attention
to neighbors, reducing waiting times both online and in person

20 26 46

developing the electronic government process; the other elements still need to be worked
on; which supposes a deviation of responses, for example, in the attention to the neigh-
bor where it seems that there is a lack of awareness about the direct implication of an
adequate electronic government with said activity of attention to the user.
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Given the IMPROVEMENT OF PROCESSES dimension in its first indicator, it was
evidenced that 23 workers considered it adequate, while 23 considered it inadequate,
considering a tie criterion; and the PROCESS IMPROVEMENT dimension with its
second Improvement indicator, it was shown that 20 workers considered it adequate,
while 26 workers considered it inadequate.

This presupposes that the workers of the MDJLO present adequate knowledge of
the most important indicators of the internal dimension at a conceptual level, but opera-
tionally they show that a greater level of awareness is needed in the processes, consider-
ing that the level of transparency that is established is adequate. acquires by adequately
developing the electronic government process; the other elements still need to be worked
on; which supposes a deviation of responses, for example, in the attention to the neigh-
bor where it seems that there is a lack of awareness about the direct implication of an
adequate electronic government with said activity of attention to the user.

Table 3. Perception that the MDJLO workers assign to the external: promotion of neighborhood
participation and promotion of citizen participation

Perception of workers according to dimensional indicators Frequency

Suitable Not suitable Total

NEIGHBORHOOD PARTICIPATION: Promotion of
neighborhood participation through technological means

26 20 46

NEIGHBORHOOD PARTICIPATION: Effective neighborhood
participation through technological mean

22 24 46

CITIZEN PARTICIPATION: Promotion of citizen participation
for the next participatory budget for various processes

20 26 46

CITIZEN PARTICIPATION: Effective citizen participation for
the next participatory pre-post for various processes

24 22 46

Therefore, Table 3 shows us the Perception that the MDJLO workers assign to the
external: promotion of neighborhood participation and in terms of the processes of pro-
motion of citizen participation; and the respective indicators of the external dimension,
both in theoretical and effective evidence, as well as before the indicator that belongs
to the NEIGHBORHOOD PARTICIPATION dimension, which is a promotion through
technological processes of the community in the municipal services, it was possible
to show that 26 workers considered it adequate and 20 as inadequate; but before the
indicator of the NEIGHBORHOOD PARTICIPATION dimension: where the use of
technological means that guarantee effective neighborhood participation can be seen, it
was observed that 22 of the workers considered this process adequate and 24 workers
considered it inadequate.

Given the indicator of the CITIZEN PARTICIPATION dimension: Promotion of cit-
izen participation for the next participatory budget for various processes, it was shown
that 20 workers considered it adequate, while 26 considered it inadequate, finally, before
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the indicator of the CITIZEN PARTICIPATION dimension: Effective citizen participa-
tion for the next participatory budget for various processes, it was observed that 24
workers considered it adequate and 22 considered this process inadequate.

The difference in perception between neighborhood participation and citizen par-
ticipation is evident in terms of levels of acceptance of how the process is carried out
in the MDJLO; and effective electronic government is therefore a faithful reflection of
these processes. In other words, if they are perceived well, it is because they really have
a good impact in the context of study.

4 Practical Contribution

This research provides as a practical contribution the following guidelines to be taken
into account according to the third objective of our research, taking into account the
definition that public services related to information technology and the Internet must
have a clear mission to be very useful. to provide effectiveness and transparency to the
municipal processes. (Lagos 2011).

Based on the definition presented and the results obtained, the following guidelines
are proposed as their implementation in the MDJLO is progressive:

Guideline 1: Generate an awareness plan – awareness that starts from the Electronic
Government Unit (which must be generated to maintain and provide operational service
to the Municipal Electronic Management); which must be aggressive until the collabo-
rators at the same time internalize the concepts of electronic government; put them into
practice by gaining process visibility.

Guideline 2: Organize the procedural algorithms of the Electronic Government by
means of User Operational Manuals where you specify the technical files to be used
to access the most important procedures and user attention and follow-up, since the
mayoral quality of service may be more easily parameterized.

Guideline 3: Promote the external dimension with neighborhood and citizen partici-
pation through strategies to approach electronic government under information trans-
parency measures, which will ensure a forceful effect of legalization and a frontal fight
against corruption; always applying to the indicators of effectiveness or de facto.

Guideline 4: Promote the internal dimension under the parameterization of the quality
public service and the continuous improvement of processes (using the bases ofDeming’s
continuous improvement); This will very effectively strengthen the Electronic Govern-
ment of theMDJLO since it will provide it with the tools by making a specific regulation
for its application effective; which must be linked to the Manual of Job Profiles - MPP
and Regulation of Organization and Functions of the municipality.

Guideline 5: Electronic government should be strengthened through the strategy
focused on results-based municipal management, in this way the budget defined for
the operational maintenance of the Municipal Electronic Management System will be
subject to specific changes in favor of improvement. keep going; because, as was clari-
fied in a timely manner, one of the greatest aspirations of municipal management is user
satisfaction.
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The researchers are aware that by complying with the proposed guidelines, the levels
of achievement of municipal management will improve because they will be anchored
to an efficient electronic government; transparent, robust, free of corruption; That is
why there is an urgent need to strengthen the institutional future here and now with
technological support.

5 Conclusions

The characteristics of the electronic government of the municipal administration were
identified, during the 2021 period; which presented an adequate awareness of the con-
cepts related to electronic government; showing a perception referring to the internal and
external dimensions as adequate processes; but not conclusively, so the need to generate
policy guidelines necessary for continuous improvement is assumed.

The appropriate instrumentation was applied to characterize the electronic govern-
ment of the municipal administration, using a “Checklist for the fulfillment of the objec-
tives of the electronic government of the MDJLO” that included a preliminary question-
naire on the level of knowledge about the Electronic Government of the MDJLO and a
checklist to indicate whether the workers considered the indicators of each dimension
studied adequate or not.

5 policy guidelines have been proposed to implement an improvement of the elec-
tronic government for the public administration of the District Municipality of José
LeonardoOrtiz, which focus on awareness, awareness, empowerment of the dimensions.

4. It is concluded that the electronic government of the public administration of
the District Municipality of José Leonardo Ortiz, during the period 2021 has presented
little effectiveness, for which it is suggested to propose policy guidelines to implement
continuous improvement.
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Abstract. Visitingjogja.com, a website dedicated to restoring tourism in the
Yogyakarta Special Region after the COVID-19 pandemic, is examined in this
article. The presence of the COVID-19 pandemic has had a significant impact on
the tourism sector. Digital tourism, which incorporates ICT, the internet of things
(IoT), and artificial intelligence (AI), as well as other emerging technologies, is
one way to revitalize the tourism industry (AI). This study employs a qualitative
method and an exploratory research methodology to investigate the use of the
website to create a digital tourism system. Web analysis using the rank watch
software tool to collect data aid in the investigation. Web Analytics is a method-
ological study or technique used to collect, measure, report, and analyze illustrated
websites based on sentiment analysis, grouping, and topic modeling. Use of Web
Analytics to analyze website performance and optimize website usage. We use
the Web Analytics analysis method to track organic keywords and analyze perfor-
mance, activity, and traffic flow on the VisitingJogja.com website. The results of
the analysis of the data findings show; 1) Website VisitingJogja.com performance
is excellent to use; 2) The promotion strategy carried out by the Yogyakarta Spe-
cial Region Tourism Office through the VisitingJogja.com website has become
an effective information medium. 3) The activity of using the VisitingJogja.com
website has not been maximally used as a tourism recovery strategy in the Special
Region of Yogyakarta.

Keywords: Web Analytics · Tourism recovery · COVID-19 pandemic

1 Introduction

Visitingjogja.com, a website dedicated to restoring tourism in the Yogyakarta Special
Region after the COVID-19 pandemic, is examined in this article. The presence of the
COVID-19 pandemic has had a significant impact on the tourism sector (Purnomo et al.
2021). This impact occurs due to restrictions on humanmobility through the Large-Scale
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Social Restriction (PSBB) or Lockdown policy set by the government to minimize the
spread of the COVID-19 pandemic (Dewi et al. 2020). The COVID-19 pandemic has
become a deadly virus because of the spread of infections easily transmitted through
droplets, causing disturbances to the human respiratory system (Assaf andScuderi 2020).
Restrictions on human mobility im-posed in response to the rapid spread of the COVID-
19 pandemic illness were one of the factors contributing to Yogyakarta’s decline in
tourist traffic.

The COVID-19 pandemic, which had a significant impact on the tourism sector,
resulted in a decrease in economic income in the tourism sector (Buheji and Ahmed
2020). There was a reduction in income for businesses in the tourism industry, includ-
ing hotels, apartments, travel companies, travel brokers, tourist destinations, and other
tourism business sector players (Vărzaru et al. 2021). The number of hotels and restau-
rants that went bankrupt has increased, with 1,557 hotels and restaurants in total. In
addition, hotel and restaurant tax revenues decreased significantly in 2019 by 12.72%
to 7.17% in 2020 (Tim Perumusan Kebijakan Ekonomi dan Keuangan Daerah 2021).
Mean-while, the growth in the accommodation and food and drink provision sector
GRDP in the third quarter of 2019–2020 is minus (−5.55%) (Tim Perumusan Kebijakan
Ekonomi dan Keuangan Daerah 2021).

The decrease in hotel and restaurant tax revenues and the growth in the accommo-
dation and food and beverage sector contributed to a decrease in the tourism sector’s
regional revenue. To deal with the COVID-19 pandemic, travel restrictions and human
mobility limitations have severely limited tourism operations. Restrictions negatively
impact the earnings of the tourism business on regulation (Pambudi et al. 2020). So
that to increase the income of the tourism sector, one of the efforts to restore tourism is
through digital tourism.

The COVID-19 pandemic has caused restrictions on human mobility. So that there
is a digital transformation into a virtual human mobility media by utilizing technol-
ogy, information, and communication (ICT) through the integration of the Internet of
Things (IoT) and Artificial intelligence (AI) (Vargas 2020). Many industries, including
education, financial services, and government, have undergone a digital revolution in
recent years (Rizky et al. 2019). So, it is undeniable that tourism can also be digitized.
Digital tourism is a form of creation from the Internet of Things (IoT) and Artificial
Intelligence used to solve problems in the tourism sector by increasing tourism activities
through technology. Digital tourism facilitates access to information and communication
to increase business, income and create a digital culture in the tourism sector (Happ and
Ivancsó-Horváth 2018).

This study aims to analyze the use of the visitingjogja.comwebsite as one of the dig-
ital tourismmedia used by the Special Region of the Yogyakarta government in carrying
out tourism recovery. The presence of the digitalization era and changes to the trend
pattern of information and communication dissemination are challenges for the govern-
ment in tourism recovery, which is why this research is essential (Saura et al. 2020).
The analysis of this research shows the website’s performance and the effectiveness of
using the website as a digital tourism media managed by the Yogyakarta Special Region
government in tourism recovery due to the COVID-19 pandemic. The analysis of this
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research uses web analytics software tools to facilitate data retrieval and website anal-
ysis. Sentiment and topic modeling can be analyzed and reported using web analytics
tools.

2 Literature Review

2.1 Tourism Recovery and Digital Tourism

Tourism is a leading sector that contributes a lot to regional and state revenues (Wang
et al. 2021). However, tourism has weaknesses, especially nature-based tourism, which
is prone to disasters (Saito and Ruhanen 2017). Disasters can be natural, manufactured,
or a combination of the two that harm the survival of life. Disasters are categorized
into three disaster elements (Musaddad et al. 2019); 1) The existence of events caused
by nature or man-made; 2) The timing of the incident suddenly; 3) These elements are
interrelated with one another. The three sorts of catastrophes are natural, social, and
non-natural disasters, which are combined.

Rapid action is needed to minimize the damage and restore the situation to its pre-
disaster form as rapidly as possiblewhen a disaster occurs. Reviving the tourism business
is the method used. Communities, governments, and individuals all work together in the
aftermath of a disaster to help restore tourism to the area (Kuo 2021). As a non-natural
disaster, the COVID-19 pandemic significantly affects the tourism sector, especially in
the tourism business afflicted by COVID-19 (Svirydzenka 2021). One of the efforts to
restore tourism due to the COVID-19 pandemic is to reconstruct tourism through digital
tourism.

Digital tourism is a form of creation from the Internet of Things (IoT) and Artificial
Intelligence, used to solve problems in the tourism sector by increasing tourism activities
through technology (Zsarnoczky 2018). Internet of Things (IoT) connects objects and
environments in the digital world to offer applications and services for various stake-
holders (Kasiwi et al. 2021; Ramdani et al. 2021). In addition, the presence of IoT is not
only about connecting sensing devices but also includes creating insights or knowledge
from data that can help solve problems and automate processes without human interven-
tion (Agustiyara and Ramdani 2021). The large volume of data collected by IoT devices
connected with algorithms and Artificial Intelligence (AI) techniques can analyze from
data to create public services and value (Dzinnun et al. 2021). So that digital tourism is a
form of digital transformation in the tourism sector that utilizes the sophistication of the
development of integrated information technology through the Internet of Things (IoT)
andArtificial intelligence (AI). Digital tourism facilitates access to information and com-
munication to increase business, income and create a digital culture in the tourism sector.
One form of digital tourism’s role is to introduce tourism through technology platforms
(Happ and Ivancsó-Horváth 2018). Digital tourism introduces tourism potential through
a virtual tourism platform and becomes a business platform for the tourism industry
(Khurramov and Boboqulov 2019). The tourism industry in the digital era provides the
promising potential to be developed.
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2.2 Web Analytics

The utilization of information and communication technology (ICT) through the website
as a promotional and information media has overgrown and is in demand. Website is an
information page provided via the internet to be accessed worldwide if it is connected to
the internet (Rizky et al. 2019). Website is one of the most popular promotional media
with unlimited scope and time (Gour et al. 2021). Through the website, every manager
can promote and offer various products or services in an easier, faster, andmore effective
way and reach all countries globally (Awichanirost and Phumchusri 2020). The website
as an effective medium in delivering information requires the application of specific
strategies so that promotional activities through the website can be carried out optimally.
Efforts made to formulate a website as an effective media strategy are analyzed using
web analytics methods.

Web Analytics is a methodological study or technique used in collecting, measur-
ing, reporting, and analyzing data on illustrated websites based on sentiment analysis,
grouping, and topic modeling (Gour et al. 2021). Web analytics tools or software are
required to analyze the website’s performance and optimize its utilization (Putra 2019).
Web Analytics tools are used to track organic keywords and analyze visitors, activity,
and traffic flows on the website (Putra et al. 2018). As a result, website analytics can
serve as an effective media strategy in the digital age.

3 Methods

This study uses exploratory qualitative research methods to analyze how the government
uses the visitingjogja.com website to recover tourism due to the COVID-19 pandemic.
The data source of this study used secondary data sources (Michopoulou and Buhalis
2008) obtained from website analysis which were collected and analyzed using web
analytics soft-ware tools, namely Rank watch. After the required data is obtained, the
data reduction stage is carried out. The author carries out the data analysis stage by
testing the validity of the data based on research indicators to determine the effect of the
Visit-ingJogja.com website in the recovery of the tourism sector.

Use of Web Analytics to analyze website performance and optimize website use
(Gour et al. 2021). We use the Web Analytics analysis method to track organic key-
words and analyze visitor activity and traffic flow on the VisitingJogja.comwebsite. The
analysis data obtained from the website uses a time series model for the last two years,
namely January 2020 to September-2021. The following is a description of the flow of
research methods carried out in this study.
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Fig. 1. Flow of research methods.

4 Result and Discussion

The use of digital tourism to promote tourist destinations, and the tourism industry uses
a website platform (Putra et al. 2018). Website as a form of Internet of Things (IoT)
and Artificial Intelligence (AI) is used to form a digital tourism system. The website
has a significant influence on the development of tourism development (Mengkara and
Saraswati 2014). One form of digital tourism’s role is to introduce tourism through
technology platforms. Digital tourism introduces tourism potential through a virtual
tourism platform and becomes a business platform for the tourism industry (R. A. Putra
2019). The Special Region of Yogyakarta is a city that has been significantly affected
by the COVID-19 pandemic in the tourism sector.
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Fig. 2. Number of Tourist Visits from the Special Region of Yogyakarta in 2019- April 2021
Source: (Dinas Pariwisata Daerah Istimewa Yogyakarta 2020)

Figure 2 shows a significant decrease in local and foreign tourist visits from 2019 to
April 2020.Thenumber of visits in 2020decreasedby almost 3millionvisitors from2019
(Dinas Pariwisata Daerah Istimewa Yogyakarta 2020). Meanwhile, in 2021 a significant
decline occurred again to 249844 in April 2021. Increased COVID-19 instances led to
a regional restriction policy, which decreased tourist arrivals in the Yogyakarta Special
Region. Because of this, the tour-ism industry’s revenue is affected when the number
of visitors drops. The Special Region of Yogyakarta is the city that generates the most
revenue from tourism be-cause most of its residents rely on the sector for their livelihood
(Kusuma et al. 2021).

One of his efforts in tourism recovery is integrating website technology based on the
Internet of Things (IoT) and Artificial Intelligence (AI) through the visitingjogja.com
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website. The presence of a website www.visitingjogja.com provided by the Tourism
Office of the SpecialRegion ofYogyakarta,which contains portalmaterial about tourism,
social media tourism, official web, monitoring and internal evaluation of the service, as
well as mapping the tourism potential of the Special Region of Yogyakarta (Rizky et al.
2019). This internet-based activity used as a tourist information medium is carried out
as a form of implementation of Government Regulation No. 61 of 2010 concerning the
Implementation of LawNo. 14 of 2008 concerning Public Information Disclosure (KIP)
and LawNo. 11 of 2008 concerning Information and Trans-actions. Electronic to realize
electronic-based tourist information services to the public.

The public information service, especially in this case regarding tourism, was chosen
to use the website because the website is an online communication channel (Gour et al.
2021). This website is used as a distributor of information to make it easier for tourists
to find out where the access process can be seen directly (Awichanirost and Phum-
chusri 2020). By accessing the website, every visitor can easily find out the content
(information) anytime, anywhere on any digital device in real-time.

Fig. 3. Display of the Main Page of the visitingjogja.com website

Figure 3 shows the main page of the visitingjogja.com website; when analyzed in
terms of content, the visitingjogja.com website has presented various menu options for
website visitors to facilitate access to information. On the top view of the main page,
website visitors can choose which language access website visitors want to use. Ease of
accessThis language is set to facilitate access to information for local and foreign tourists.
In addition, the Yogyakarta Special Region government has integrated technology based
on the visitingjogja.comapplication so that visitors or tourists can access tourist and other
information not only based on the website but also using the visitingjogja.com applica-
tion(Fauzi and Setiawan 2020). The Yogyakarta Special Region government provides a
direct chat menu through the WhatsApp application in the Tourism Center information
section. It is integrated with other social media such as Facebook, Twitter, Instagram,
and YouTube, to make it easier for visitors to browse information quickly.

http://www.visitingjogja.com
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Figure 3 also shows eight menu options including: 1) Tourist destinations; 2) Culi-
nary; 3) Events; 4) Accommodation; 5) Tourist Map; 6) Virtual Tours; 7) Download
E-Documents; 8) Office Profile. Based on content analysis on the visitingjog-ja.com
website, it is categorized in full to support the creation of digital tourism in the Special
Region of Yogyakarta. The menu choices on the visitingjogja.com website is integrated
with other tourism industries, such as the accommodation options menu integrated with
dozens of accommodation provider tourism industries. In this menu, visitors can search
for references and even choose travel accommodation or travel agents and order them
through the menu.

The target of the visitingjogja.com website is the entire community or tourists, both
domestic and foreign tourists. The goal is to increase the number of tourist visits and
increase the length of stay of tourists (PSPPRUGM2016). There is no age limit in target-
ing this website because the content on the website contains general information about
tourism that has the right to be known by the entire community. Access to information
on the visitingjogja.com website can be seen on the Tour Destinations, Culinary, and
Event menus. Each submenu link provides various information on natural and cultural
tourism in the Special Region of Yogyakarta.

In addition, there is also a map sub-menu on this website. This is one of the advan-
tages of this website because information on tourist, hotel, and culinary maps is con-
tained in this map, making it easier for information seekers to visit the Special Region
of Yogyakarta. The Yogyakarta Special Region Tourism Office breaks new ground by
making available for download a variety of files and documents related to Yogyakarta
Special Region tourism, such as e-brochures, statistical e-books, tourism study docu-
ments, performance reports from DIY Tourism Office agencies, and tourist policies and
regulations and regulations.

The visitingjogja.com website has been around since 2015 and continues to develop
to realize digital tourism, one of which is the presence of a virtual tourism sub-menu
(PSPPR UGM 2016). This sub-menu provides virtual based tours, where visitors can
enjoy them virtually. COVID-19 epidemic and the policy of limiting social mobility
have impacted tourism and have resulted in a decrease in the number of tourist visits
(Dzinnun et al. 2021). With the presence of this menu, it can be an attraction for tourists
to visit to promote tourism after the COVID-19 pandemic.

The visitingjogja.com website is designed as a web containing a tourism portal. The
community needs elements as domestic and foreign tourists, namely content elements
or news information that is easily accessible, concise, clear, and up to date. However, the
content on the sub-menu of the visitingjogja.comwebsite is still incomplete. Thewebsite
does not include all lodgingoptions for tourists. There is only onevirtual tour of Jomblang
Cave to choose fromwhen it comes to tour content. Tourist spots in Yogyakarta’s Special
Region remain under development, in any case. This suggests that the government is
still not exploiting the internet as a tourism promotion strategy to its full potential.
It is possible to use web analytics software to monitor the number of visitors to the
visitingjogja.com website.
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Fig. 4. Organic keyword used in website Visitingjogja.com

Web analytics software is used to track and improve the performance of websites.
Visitors visitingjogja.com frequently utilize organic keywords, as seen in Fig. 5. To help
search engines understand the information, an organic keyword is inserted into the text.
Thenumber of organic keywords accessed in 2020–2021ap-pears unpredictable, peaking
at 1,180 in September 2021. The organic search system uses amethod of entering several
search terms as a link to a website, which results in organic keywords (Awichanirost
and Phumchusri 2020). The results of an organic search are generated at random, but
search engines use this data to determine which websites have the most relevant content
and use organic keywords to do so (Gour et al. 2021). In addition to increasing traffic
and website visibility, organic search also can boost online marketing sales and raise
consumer awareness of your brand.

Figure 6 shows the popular pages visited bywebsite visitors. The tourist in-formation
visit page by the Yogyakarta Special Region Tourism Office occupies the first position
with a value of 37%. The Tourism Event Agenda occupies the second position at 18%,
and the tourist map occupies the third position at 13%. The Top Page of this visit shows
website visitors’ interest related to tourist information and tourist events in the Special
Region ofYogyakarta. This shows that effective tourism promotion is carried out through
the visitingjogja.com website.

In contrast, the Tourism Event Agenda occupies the second position, and the tourist
map occupies the third position. Tourist information and Yogyakarta-specific activities
are of appeal, as seen on the website’s front page. Visitors to visitingjog-ja.com can rest
assured that the site’s tourism promotion efforts are well-executed.

Figures 6 and 7 show an analysis of the performance of the visitingjogja.comwebsite
in terms of website speed and traffic. The speed of the visitingjogja.com website based
on the analysis results of web analysis software shows an A+ value, which means it has
a good performance value with a total page load time of 2.551 s and a total page size of
0.02 kb.While the global traffic rankwebsite visitingjogja.com1944was themost visited
globally, it was in the position of 435 most visited websites in Indonesia for the country
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Fig. 5. Top pages for Visitingjogja.com

Fig. 6. Website Speed Visitingjogja.com Fig. 7. Website traffic Visitingjogja.com

rank. Even though the global rank and country rank traffic of the visitingjogja.com
website is still low, using the website provides easy access to the world. Through the
website, every manager can promote and offer various products or tour packages in
an easier, faster, and more effective way and reach all countries worldwide. So that the
existence of a website that utilizes the Internet of Things (IoT) and Artificial Intelligence
(AI) technology has significantly influenced the tourism industry after the COVID-19
pandemic.

Based on the results of the web analysis, the author visualizes the concept of tourism
recovery due to the COVID-19 pandemic in the Special Region of Yogyakarta-ta City,
shown in Fig. 8. Figure 8 shows the recovery of tourism in the Special Region of
Yogyakarta by implementing digital tourism to realize smart tourism by integrating the
internet of things (IoT) and Artificial Intelligence (AI) in the form of visit-ingjogja.com
website. The visitingjogja.com website is a form of tourism recovery efforts in digital
branding, tourism information, and virtual tourism. This medium is expected to estab-
lish interactive communication between the government, private sector, and the public
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Fig. 8. Concepts of Tourism recovery in the special region of Yogyakarta throughDigital Tourism

(tourists), then create a communication channel that can be reached by the whole society
easily, cheaply, and accurately.

5 Conclusion

The tourism industry in the digital era provides the promising potential to be developed.
Moreover, the impact of the COVID-19 pandemic on the tourism sector has had a signifi-
cant impact on the tourism industry. The use of digital tourism is very effective compared
to conventional media. Digital tourism technology makes it easier for tourists to have a
seamless customer experience in finding, ordering, and paying for tourism services.

The use of digital tourism is also a form of digital branding for tourism potential
and the tourism industry that is mutually integrated with the use of the Internet of
Things (IoT) and Artificial Intelligence (AI). Using digital tourism through the visit-
ingjogja.com website by the Yogyakarta Special Region government based on web-
site analysis is one of the efforts to restore tourism due to the COVID-19 pandemic.
The results of the analysis of the data findings show; 1) Website VisitingJogja.com
performance is excellent to use; 2) The promotion strategy carried out by the Yogyakarta
Special Region Tourism Office through the VisitingJogja.com website has be-come an
effective information medium. 3) The activity of using the VisitingJog-ja.com website
has not been maximally used as a tourism recovery strategy in the Special Region of
Yogyakarta.
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Abstract. This study aims to determine the role of the Indonesian government
in disseminating the disability vaccination program through social media, espe-
cially on Twitter. This research data is seen and analyzed in the social media
accounts of @KemenkesRI, @KemensosRI, and @Kemkominfo. The method
in this study uses Q-DAS (Qualitative Data Analysis Software) Nvivo 12 plus.
The data obtained are tweets from the Twitter accounts of the Ministry of Social
Affairs, Ministry of Health, and Ministry of Information Technology. This study
found that the Ministry of Health was very intensive in disseminating informa-
tion and distributing vaccination programs compared to the social media accounts
of the Ministry of Social Affairs and the Ministry of Communication and Infor-
mation. Dissemination of vaccination information for persons with disabilities
on social media Twitter @ Ministry of Social Affairs in Vaccination Distribu-
tion information. Meanwhile, in conveying information, the Twitter social media
account @Kemkominfo is more dominant in using symbols or hashtags.

Keywords: Social media · Vaccination · Disabillity · COVID-19

1 Introduction

In the last decade, governments in the world have implemented strategies to overcome
the COVID-19 pandemic in various ways. The Indonesian government, in particular,
has not made long or short policies in tackling COVID-19 (Covid19.go.id 2020). The
COVID-19 prevention approach is currently one of the strategies carried out through
vaccination programs, which have been shown to reduce the risk of being infected with
the virus according to studies compared to people who have not been vaccinated, and
with vaccines also reducing symptoms if infected with COVID-19 (Nasir et al. 2021). So
that currently, the Government of Indonesia is conducting a campaign on the importance
of vaccination in the community. One of how the government disseminates vaccination
information is using social media.

The success of the vaccination program must be supported by the participation of
all levels of society. The government is also obliged to pay attention to inclusion groups
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in providing and distributing vaccinations. In (Grehenson 2021), persons with disabil-
ities will be a priority group for vaccination programs by the government. Based on
(Nurhasanah 2021) Data from the United Nations in 2020, 46% of the elderly 60 years
and over are people with disabilities. Meanwhile, 1 in 5 women are likely to experience
a disability in their life, and also for children, 1 in 10 children in the world are people
with disabilities. In addition, according to recent research, the inclusion group category
with severe mental illness and developmental or intellectual disabilities is particularly
vulnerable to the ravages of COVID-19 and is essential to consider for priority vacci-
nation (Shevzov-Zebrun and Caplan 2021). So this is a challenge for the government in
providing a unique strategy related to the implementation of vaccination in the inclusion
group.

The provision and implementation of a vaccination program in the inclusion group
must have a particular strategy. The existence of access to a disability/inclusion-friendly
location is an essential part of supporting inclusion group participation (Covid19.go.id
2021). This condition is influenced by their limitations, persons with disabilities related
to accessibility. The inclusion/disability vaccination program in Indonesia is carried
out responsibly by the Ministry of Health, Social Affairs, and the Ministry of Com-
munication and Information based on the President’s instructions (Rokom 2021).
HK.02.01/MENKES/598/2021 related to COVID-19 vaccination services for the entire
community, especially vulnerable groups such as people with disabilities and the elderly.
Then in theMinistry of Social Affairs scope, affirming the commitment to provide access
to COVID-19 vaccinations for all Indonesian people, especially for people with disabil-
ities who are a vulnerable group affected by the COVID-19 pandemic (YH 2021). The
Ministry of Social Affairs also cooperates with the Ministry of Health by utilizing one
of the UPT (Technical Service Units) owned by the Ministry of Social Affairs (ARVI).

Providing and implementing a vaccination program for the disabled group have
different challenges. Information problems related to clarity and accessibility are of
substance (Grehenson 2021), and the inclusion vaccine program still relies on the help
of others in obtaining information from the environment, for example, for the blind
and the limited access to information they get about COVID-19 (Nurhasanah 2021).
The clarity of information on vaccination programs in the disability group has different
characteristics (Astutik 2021), so that the government in this condition must take a prac-
tical communication approach in increasing the vaccine program for inclusion/disability
groups (Qonita 2021).

Based on several studies related to vaccination programs, the government is cur-
rently disseminating health information and vaccine programs through ICT, popular
social media websites that have proven effective and practical for disseminating health
information (Leonita 2018), including COVID-19 vaccination. So that information on
related vaccination programs and health can be easily obtained on various forms of exist-
ing social media platforms (Purike and Baiti 2021) so that the government, in supporting
the implementation of vaccination, needs to make use of social media as part of the
strategy for delivering vaccination information, especially for persons with disabilities.
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2 Methodology

This study will explain the function of social media as an essential part of the vaccination
program. This research uses a Q-DAS (Qualitative Data Analyzing Software) approach,
which uses Nvivo 12 plus for data analysis (Arrisy et al. 2021). Nvivo 12 Plus is used to
analyze data and collect data from social media. Nvivo 12 plus in this study are Chart
analysis, cluster analysis, and Word cloud analysis (Kurniawan et al. 2021) (Table 1).

Table 1. Data sources

No Ministry Social media account

1 Ministry of Social Affairs @KemensosRI

2 Ministry of Information Technology @Kemkominfo

3 Ministry of Health @KemenkesRI,

The use of Nvivo as an analytical tool has five stages: (1) data retrieval, (2) data
import, (3) data coding, (4) data classification, and (5) data display. The use of data in
this study is from data, social media, Twitter accounts of the Ministry of Social Affairs,
the Ministry of Health, and the Ministry of Informatics which have an essential role in
the disability/inclusion vaccination program.

3 Literature Review

3.1 Social Media in Vaccination Promotion

Amid this increasing COVID-19 case, the availability of information about COVID-19
to prevent the spread of COVID-19 and deal with COVID-19 is very important because,
with this information related to COVID-19, the public can find out what is happening.
What they have to do and complywith the recommendations from the government, while
the government can also carry out program innovations in providing information to the
public to deal with COVID-19 jointly, because to stop the spread of COVID-19 and
deal with COVID-19, cooperation and cooperation are needed. Cooperation from the
government and the community (Rokom 2021) Thus, the government is also required to
bemore open or transparent in providing information related to theCOVID-19 pandemic.
Good governance must create mutual trust between the government and the community
by providing information and ensuring the ease of obtaining accurate and adequate
information (Wibawa 2020).

Then, in terms of using social media to help deal with COVID-19, especially in
the promotion of vaccinations, social media users can easily access health-related infor-
mation widely circulated on various forms of existing social media platforms (Purike
and Baiti 2021). Community interaction with social media has made people more crit-
ical of media literacy. Information about the importance of COVID-19 vaccination to
overcome the pandemic is undoubtedly easier to convey to the public (Azzahra 2020).
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Media literacy can be understood as a series of abilities to understand, use, learn, and
strategically communicate about the behavior of media users in utilizing and providing
complimentary access to communicating messages (symbols) given by the mass media
with their media literacy “literacy.“ media education and media education (Sukmana
et al. 2021). This has also been explained in (Kurniawan and Jorgi Sutan 2021), which in
his research said that “the vaccination program in Indonesia has received public attention,
especially in the social media Twitter application. The trending of the vaccine hashtag
can explain this public attentionn Indonesia, 18,1869 Twitter social media users respond
to the vaccination program being held”.

In addition, social media, especially in providing information and providing access
to two-way communication, can be likened to a double-edged knife (Nanggala 2020),
namely the socialization of vaccine promotions on social media can provide good ben-
efits for accelerating vaccination programs, but can also be a barrier in accelerating
vaccination programs. A vaccination program, namely the number of hoaxes and con-
fusing information spread (Ma’ruf 2021). Then the use of social media and artificial
intelligence (AI) to help deal with COVID-19, especially in the promotion of vacci-
nations, has long been present and has become a means of support; however, each of
them lacks support from the Indonesian government or the community in its use due
to lack of communication between stakeholders., weak community support and govern-
ment policies are often not supported by local governments, even though Indonesia still
has tremendous challenges in applying these technologies with good data management
practices. This can be seen from the number of hoaxes created about COVID-19 to the
spread of patient personal data distributed by a public official (Shafira 2020).

3.2 Disability Vaccination

The COVID-19 vaccine or SARS-CoV-2 is a crucial component to end the COVID-19
pandemic because it can reduce the spread of the virus and increase people’s immu-
nity to the disease (Latkin et al. 2021). Therefore, to break the chain of the spread of
COVID-19, the Indonesian government has issued a policy regarding the administration
of vaccines by all Indonesian citizens (Kesehatan 2021). However, on the other hand,
this vaccination program did not run smoothly according to what was aspired; this was
because many people did not want to be vaccinated against COVID-19, so that the chain
of the spread of COVID-19 continued to increase (Ma’ruf 2021). In addition, the vac-
cination program, which aims to vaccinate all Indonesian citizens, at least means that
the provision of this vaccine must be inclusive and reach all Indonesian citizens so that
supporting policies or regulations are needed to help achieve the vaccination objectives.
These supportive policies can at least help and pay attention to vulnerable groups, such
as children, pregnant women, disability groups, and so on.

Then focusing on vulnerable groups, people with disabilities are vulnerable groups
affected by COVID-19 either directly or indirectly due to infection because people with
disabilities have difficulty doing physical distance, especially those who need physical
assistance (Nurhasanah 2021). Then the World Health Organization (WHO) has also
supported and explained that vaccination for peoplewith disabilities, such as physical and
mental disabilities, is essential because they are a very vulnerable group fromCOVID-19;
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this group needs to be considered a priority in the program.Vaccination (Shevzov-Zebrun
and Caplan 2021).

4 Discussion

Social media has an important impact on the dissemination of information. A compre-
hensive social media strategy in communicating with social media users allows social
users to access anything on social media (Pedersen et al. 2020). In this section, we use
analysis using the nVivo 12 plus Software to see the activity of the three accounts we
analyzed, namely the Twitter social media account belonging to the Ministry of Social
Affairs @KemensosRI, the Ministry of Communication and Information @Kemkom-
info, and the Ministry of Health @KemenkesRI. Based on the results of the analysis we
got from importing data in nVivo 12, the Twitter social media account belonging to the
Ministry of Health is more dominantly active in disseminating information about vac-
cinations when compared to the Twitter social media account belonging to the Ministry
of Social Affairs and the Ministry of Information and Communications (Fig. 1).

Fig. 1. Ministry of Communications and
Information

Fig. 2. Ministry of Social Affairs

Fig. 3. Ministry of Health

In the fig diagram, it is the @KemenkesRI account belonging to the Ministry of
Health’s social media; in the table analyzed through the nVivo 12 Plus Software, the
@KemenkesRI social media account is active in disseminating information during a
very high pandemic from January to October. In April 2021, the most tweets reached
around 230 tweets. In the Fig. 2 diagram, it is the@KemensosMinistry of Social account,
in that account from April 2020 to October 2021, and in September and November 2020
andMay 2021, themost active tweets on Twitter.Moreover, table 3 is an account from the
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Ministry of Communication and Information @Kominfo in an active intensive account
during the COVID 19 pandemic fromOctober 2020 to October 2021 and the most active
in January 2021, with around 150 tweets (Fig. 3).

In the success of vaccination can be seen through several aspects, one of which is
related to vaccination distribution, collaboration, use of symbols, and planning (Pedersen
et al. 2020). In this case, social media accounts belonging to the Ministry of Health,
Ministry of Communication and Information, and the Ministry of Social Affairs have
their intensity in disseminating disability vaccination information. Like the nVivo 12
Plus Software data below (Fig. 4);

Fig. 4. Vaccination success

Based on the data obtained from the nVivo 12 Plus Software above, the Ministry
of Health’s social media accounts of the four indicators regarding the distribution of
vaccines are the highest in disseminating disability vaccination information than other
indicators. Meanwhile, the Twitter social media account belonging to the Ministry of
Communication and Information in disseminating information on disability vaccinations
focuses more on symbols. As well as the social media Twitter account belonging to the
Ministry of Social Affairs in disseminating information more emphasis on the distri-
bution of vaccinations. So, it can be concluded from the three social media accounts
@Kemensos, @Kemkominfo, and @KemensosRI that the distribution of vaccines in
disseminating information for disability is the most intensive.

In Twitter social media, researchers also analyzed using Nvivo 12 Plus with hashtags
related to the spread of disability vaccination, based on word cloud analysis using word
cloud analysis by showing the 17 words that appeared the most on the three Twitter
social media accounts @ Ministry of Health, Kominfo, and @ Ministry of Health RI as
follows (Fig. 5):

The most important word in the word cloud above is “Vaccination and Covid” The
hashtag that appears the most is the word “Vaccination and Covid.” On the other hand,
phrases like #infosocial #covid19 #kemensos present are the most prominent hashtags
in this topic. Not only that, phrases like “disability” are one of the most important words
that appear in the word cloud analysis above.

In these twowords, thewordsVaccination andCovid are themost prominent because,
at present, the COVID-19 pandemic is the government’s concern, including these three
Ministry accounts. The vaccination itself is one way to reduce the number of COVID-19,
especially the disability group because the disability group is a priority group (Grehenson
2021).Why are the most powerful words like vaccination and covid used by theMinistry
of Information and Communication, Health, and Social Affairs, because the expressions
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Fig. 5. Word cloud@Kemensos, @Kemkominfo dan @KemensosRI

of these two words become subject and object, the subject is Covid, and the subject is
vaccination. So the two words appear as the position of the topic narrator.

5 Conclusion

Twitter was chosen as one of the social media in conveying information to the public
regarding the spread of disability vaccination. As a media platform that is frequently
visited and has up-to-date news, the Twitter social media accounts at @Kemensos,
@KemensosRI, and @Kominfo, it can be concluded that the Government of Indonesia
uses social media as a promotional medium for information onDisability Vaccinations in
particular. The government’s strategy for delivering information includes four indicators:
vaccine distribution, collaboration, use of symbols, and planning. Of the four indicators,
the distribution of vaccines is mainly carried out by the three accounts @Kemensos,
@KemensosRI, and@Kominfo in promoting the dissemination of disability vaccination
information.
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Abstract. The covid-19 pandemic that attacks the whole world cannot be sepa-
rated from Indonesia and India, there are many cases of covid in these two coun-
tries, this must be anticipated in terms of giving vaccines, of course Indonesia and
India must have quite difficult challenges in the vaccination program, this requires
a Policy Campaign Vaccination via Twitter Social Media, This study aims to ana-
lyze and determine the use of Twitter social media as a medium for the Indonesian
and Indian Government Policy Campaigns in providing information to optimize
vaccination strategies in relation to the start of the campaign, vaccination cover-
age, vaccination schedule, vaccination rate, and vaccine efficiency in Indonesia.
each country. The research method combines qualitative analysis with secondary
data collected from the Indonesian government’s social media accounts used are
@kemenkesri and@bnpb_indonesiawhile the Indian government twitter accounts
are @mohfw_india and @pib_india. To visualize the data analysis, Nvivo12 plus
software was used, specifically the Twitter Sociogram data collection tool. Based
on these findings, the Indonesian and Indian governments were successful in their
Vaccination Policy Campaign through Twitter Social Media.

Keywords: Vaccination · Policy · Campaigns · Indonesia · India

1 Introduction

The COVID-19 epidemic was declared a public health emergency of international con-
cern by the World Health Organization in the last week of March 2020 (Schumacher
et al. 2021). This disease that originated in China in December 2019 has caused havoc
around the world, including Indonesia and India (Williams et al. 2021). This pandemic
has causedmore than 80,000 deaths with 3million recoveries. The strict lockdown of the
country for twomonths, the immediate isolation of infected cases and app-based tracking
of infected people are some of the proactive steps taken by the authorities (Boey et al.
2020). For a better understanding of the evolution of COVID-19 in the world, a study of
the evolution and growth of cases in Indonesia and India is inevitable (Cardenas 2021).
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In January 2021, WHO has announced that a COVID-19 vaccine has been granted an
emergency distribution permit (Weintraub et al. 2021).

Widespread uptake of the SARS-CoV-2 vaccine will be critical for the resolution
of the COVID-19 pandemic (Shimizu et al. 2021). The government has the potential to
influence vaccine sentiment and uptake through vaccine-related communications with
the public (Adil Mahmoud Yousif et al. 2021). The vaccination movement is currently
on the rise, spreading information online about vaccine safety and causing a decline in
vaccination ratesworldwide (Choudhary et al. 2021). In this period of history, it is critical
to understand the reasons for vaccine hesitancy, and find effective strategies to dismantle
the anti-vaccination rhetoric of proponents (Mathieu et al. 2021). Indonesia and India
have similarities in the number of transmission of Covid-19 cases (Yoak et al. 2021). It
is interesting to see how the vaccination targets of the two countries are supported by
strategic policies.

Indonesia with a population of 272,229,372 people certainly has difficulties in imple-
menting the vaccination program, plus the number of vaccines that are obtained is not
much. Indonesia, which recorded the number of daily cases of Corona virus infection
exceeding 40 thousand cases, daily cases of covid 19 in Indonesia experienced a decrease
in active cases of Covid-19 in Indonesia reaching 4.21 million. This is also supported
by the vaccination program in Indonesia which is quite high until September 27, 2021.
Total Vaccination Dose 1 reached 87,742,907 doses (42.13%) and Vaccination Dose
2 reached 49,198,111 doses (23.62%) of the vaccination target of 208,265,720 people
(Fig. 1).

Fig. 1. Of Indonesia’s covid-19 vaccination data Source: https://vaccines.kemkes.go.id/#/vac
cines

The same is true for India with a population of 1,383,440,000 people. Free vaccina-
tion against COVID-19 began in India on January 16, 2021, and the government is urging
all its citizens to be immunized, in what is expected to be the largest vaccination program
in the world. Of the eight COVID-19 vaccines currently in various stages of clinical trials
in India, four were developed in the country. India’s drug regulator has approved lim-
ited emergency use of Covishield (the name used in India for the Oxford-AstraZeneca
vaccine) and Covaxin, a homemade vaccine manufactured by Bharat Biotech (Fig. 2).

Hoaxes related to the covid 19 vaccine are the main things experienced by the gov-
ernment in carrying out vaccination policies, related to the safety and efficacy of the
vaccine (Liu et al. 2021). Vaccines are still relatively new and public doubts about the

https://vaccines.kemkes.go.id/#/vaccines
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Fig. 2. India’s covid-19 vaccination data Source: https://www.mygov.in/covid-19

politicization that arose during the Vaccine manufacturing process were also raised.
Many myths and hoaxes have circulated in the community about the COVID-19 Vac-
cine which is also a factor that raises public doubts about undergoing vaccination (Yoak
et al. 2021).

This study aims to analyze and determine the use of social media Twitter as amedium
for the Indonesian and IndianGovernment PolicyCampaigns in providing information to
optimize vaccination strategies in relation to the start of the campaign, vaccination cov-
erage, vaccination schedule, vaccination rate, and vaccine efficiency in their respective
countries.

2 Literature Review

2.1 Policy Campaigns

A public communication campaign can be defined as an attempt aimed at informing or
influencing behavior in a large audience over a certain period of time using an organized
set of communication activities and displaying a series of messages mediated in vari-
ous channels generally to produce non-commercial benefits for individuals and society
(Shimizu et al. 2021). Campaigning as a process is universal across topics and places,
making systematic use of the frameworks and fundamental strategic principles devel-
oped over the last half century. The campaign designer conducts a situation analysis and
sets goals that lead to the development of a coherent set of strategies and implements
the campaign by creating persuasive information and messages that are disseminated
through traditional mass media, new technologies, and interpersonal networks. Specific
central theory of Policy Campaigns that can be applied to various aspects of public
communication strategy, process, and implementation of campaigns (Ren et al. 2020).

The presence of social media cannot be separated from the study of new media. In
general, new media theory assesses a change in access to technology that is seen from
the limited way of community adoption, and slowly turns into a mass adoption pattern.
The relationship of new media with social media can also be traced in studies related
to communication networks (Choudhary et al. 2021). Communication networks are
considered as intermediaries in a community that aims to maximize every information
flow. The use of social media networks is also considered to have an impact on the

https://www.mygov.in/covid-19
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Fig. 3. Concept of policy campaigns

democratization process in many countries including Indonesia. This is largely based on
the development of communication and information technology which is considered to
facilitate interaction between individuals and groups. The use of social media, especially
Twitter in providing education and policy campaigns to the people of Indonesia or India,
is the key to the success of vaccination policies in each country.

3 Research Methods

Penelitian ini menggunakan pendekatan kuatitatif dengan sumber data berasal dari
studi dokumen dan media sosial Twitter Pemerintah Indonesia dan India. Akun media
social pemerintah indinesia yang digunakan adalah@kemenkesri dan@bnpb_indonesia
sedanykan akun twitter pemerintah india adalah @mohfw_india dan @pib_india.
Data dikumpulkan dari tanggal 1 januari 2021 hingga 30 september 2021. Data
dikumpulkan menggunakan fitur Ncapture for Nvivo. Analisis penelitian dilakukan
dengan pengkodean data, analisis konten dan visualisasi data menggunakan Software
analytics Nvivo 12 Plus.
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4 Results and Discussion

Public communication that has been carried out by the governments of Indonesia and
India in campaigning for the vaccination program taken from Twitter has obtained quite
satisfactory results, seen from the Public communication processes and strategies for
vaccination policy in Indonesia and India (Fig. 4).

Fig. 4. Public processes and communications

Based on the picture above, it shows that the public communication strategy in
Indonesia has an intensity of 48%, and the vaccination campaign process is 51%. Mean-
while, in India, it shows that public communication strategies in social media Twitter
are 55%, and the vaccination campaign process is 44%.

5 Public Processes and Communications in Indonesia and India

In Indonesia, the vaccination campaign policy is based on the campaign process by pri-
oritizing the existing preparations with the support of the vaccination campaign pictures
(see Fig. 5). However, strategic public communication is still minimal, as evidenced by
the results of the analysis (see Fig. 3), it can be seen that the intensity of public commu-
nication is still at 48%. This initiates that with the social media campaign, Twitter still
does not have room for all circles of society. Only the majority of those who can access
Twitter social media are young, because there are still many who have not empowered
Twitter social media technology to capture information provided by the government.
This lack of public communication creates information inequality and is vulnerable to
the presence of false information (hoax).

The importance of the process and communication of vaccine campaigns carried out
in the form of photos in supporting changes in society.

This public communication is also emphasized at every location and place outside
the Twitter social media, where it can disseminate vaccine campaigns and more in the
implementation process. As has been done by the government, the social implication
is that every spectator who will enter the basketball venue, must have been vaccinated,
and show the vaccine result letter and identity card (KTP) to the officer. Other social
media, such as Instagramare also often used in disseminating information. The Instagram
account @kemluRi has not been used adequately to convey information regarding the
latest achievements of the Ministry of Foreign Affairs of the Republic of Indonesia.
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Fig. 5. Vaccination campaign

In addition, there is no two-way communication on social media between institutions
and the public. As a result, the two-symmetric communication mechanism has been
abandoned (Maulida 2021). Dissemination of information by public communication, in
this study by strengthening the vaccination policy there is also a continuous two-way
communication (see Fig. 7). Two-way communication is very important to get and know,
because in this communication stakeholders are obliged to know what kind of response
is given by the community related to the implementation of the vaccination policy.

Meanwhile in India, policy campaigns based on public communication strategies in
social media Twitter are more intense. The results of the analysis (see Fig. 4) show that
the Indian government is very focused on public communication strategies to support
the vaccination policy campaign. Of the three Twitter social media accounts, namely the
ministry of health, the ministry of communication, the ministry of electronics and infor-
mation technology, twitter is very empowering social media as public communication
for vaccination policy campaigns. Governments and health authorities should consider
the need for public information when trying to increase public engagement. This can
lead to increased public awareness of disease outbreaks (Alhassan and AlDossary 2021).
The preparation process of the Indian government also has several strategies in providing
vaccination campaigns, by distributing posters and pictures (see Fig. 6) that can attract
the attention of the Twitter social media community.

The process and public communication strategy as a public understanding of the
importance of information that is highly required, in this case the vaccination policy to
minimize the spread of Covid-19. The implication is that in Indonesia and India, there are
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Fig. 6. Vaccination campaign in India
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differences based on analytical values, but they have similarities inminimizing the spread
of Covid-19 as a non-natural disaster. As an effort to build a common understanding of
various matters relating to the changes made by the two countries to a very serious
concern for the wider community. The understanding gained by the Twitter community
about the existence of an official government account to campaign for policies indicates
a change for the better for the future situation, by maximizing the long term. And it
can slowly change every individual’s attitude, values, and perspective, and show support
from the government.

Communicator and communicant in social media twitter of the Ministry of
Health of the Republic of Indonesia and the Ministry of Health of India.

Fig. 7. Two-way communication from the Ministry of Health of the Republic of Indonesia and
the Ministry of Health of India

Two-way communication carried out by the Ministry of Health of the Republic
of Indonesia and the Ministry of Health of India is very varied and always provides
the appropriate, two-way communication theory can be expected. This supports some
information dissemination, so that the public can understand, accept, and have a broad
view in the long term to understand the information provided by the government in each
country. But not only that, two-way communication can interact with other Twitter social
media account users, between individuals who carefully use the Twitter platform, and
can share some information about Covid-19.

Two-way communication carried out by the Ministry of Health of the Republic of
Indonesia with several Twitter accounts. This of course really helps in disseminating
information and can campaign for vaccination policies, so that they can be massively
spread throughout the country. A successful communication strategy is a two-way street
that begins with a clear message delivered through the right media, adapted for a variety
of audiences, and shared by trusted individuals. Ultimately, long-term success depends
on building and maintaining public trust. Through greater and sustained community
interaction, government policymakers can garner broad public support and participa-
tion. Engagement events should cover a wide variety of community groups (Hyland-
Wood et al. 2021). Thus, they can interact and exchange information with others. In this
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approach, perceived mental content can be examined to characterize phenomenological
experiences and cognitive capacities (Konkoly and Paller 2020).

From the dissemination of this information, it is inseparable from what is called
sentiment towards the public, which is carried out by the official twitter accounts of the
Ministry of Health of the Republic of Indonesia and the Ministry of Health of India.

Table 1. Sentiment of the Ministry of Health of Indonesia and India

Positive Negative Total

Indonesia 66.67% 33.33% 100%

India 100% 0% 100%

Information carried out by the IndonesianMinistry of Health and the IndianMinistry
of Health is inseparable from the influence of existing sentiments. The results of the
analysis (see Table 1) reveal that the Indonesian Ministry of Health has an intensity of
positive sentiment of 66.67%. This means that in disseminating “vaccination campaign
information must also be supported by going hand in hand with 3T efforts and 5M health
protocols, in order to provide optimal protection”. And provide information that invites
the public to carry out vaccinations, such as “what are you waiting for, let’s give optimal
protection to children by participating in the Covid-19 vaccination”. With a sentence
like that, it shows that in the dissemination of information on the vaccination campaign
there is a positive sentiment response from the Indonesian Ministry of Health towards
the process of running the vaccination campaign in Indonesia.

However, not only the positive response given by the Indonesian Ministry of Health.
There is also a negative response given, it gives a total intensity of 33.33%. The neg-
ative sentiment given is “family support to involve parents in Covid-19 vaccination
activities, it is very important so that the elderly as the most vulnerable group can be
protected from the potential transmission of Covid-19”. The creation of information
marked with positive sentiment is influenced by good and good condition factors, as
well as actors (admins) who have distinctive communication patterns. The most suc-
cessful actors demonstrate specific communication patterns, setting the basis for the
theoretical foundation of communication competence (Wen et al. 2020). A post’s sen-
timent is determined by the number of “Love” and “Angry” reactions it receives (Eberl
et al. 2020). In contrast to the information provided by the Indian Ministry of Health,
there is positive sentiment in the dissemination of vaccination information in 2021. This
supports the communication pattern and the condition of the perpetrators (admins) on
the twitter account of the Indian Ministry of Health.

6 Conclusion

Governments of Indonesia and India in using. Social media twitter in campaigning for
vaccination programs is successful, in indicators of strategic public communication,
processes, implementations supported by social media, which can be seen from the
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content that is made quite interesting and makes people interested in vaccinating, two-
way communication is very important to get as well as This is known, because in this
communication, stakeholders are obliged to know what kind of response is given by the
community regarding the implementation of the vaccination policy.
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Abstract. This study aims to describe the Baruga Sulsel application service sys-
tem as a forum for the public to submit complaints and aspirations online to the
government. The researchmethod used is qualitativewith descriptive data analysis
techniques, researchers use effectiveness theory with effectiveness measurement
according to Duncan which consists of 3 aspects, namely goal achievement, inte-
gration, and adaptation. The results obtained from the research are the Baruga
Sulsel application has been effective in serving public services in South Sulawesi
Province. This can be seen from the 2 objectives set out in the formation of the
South Sulawesi Baruga application, namely facilitating public aspirations and
complaints and improving the quality of public services. Both have been real-
ized and run well, but the completion period which takes days has resulted in
the community not actively participating through applications and application
socialization efforts are still lacking considering the community as the main target
of public services. The application of the Baruga Sulsel application is managed
and developed by the Department of Communication, Informatics, Statistics and
Encoding, South Sulawesi Province as a provider of applications and reports will
also be integrated with LAPOR! (People’s Online Aspirations and Complaints
Service) which applies nationally, so that the follow-up of public complaints in a
system disposition to resolve, based on the authority of the district, city, province,
and relevant ministries.

Keywords: E-Government · Public service · Government to citizent · Baruga
Sulsel

1 Introduction

The presence of technology and the development of information have changed theway of
interaction between government and society [1]. Technology plays an important role in
the Indonesian government’s digital transformation. Currently, Information Technology
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(IT) has developed significantly in various fields not only closely related to Information
Technology or Information Systems but also penetrated into various fields including
government policy and business [2]. According to [3] that the use of information and
communication technology affects the organization’s public sector to shift organizational
culture and activities thatwere previouslymanual or traditional then turn into technology-
based organizational activities.

The implications for the fast-paced development of modern society and coupled
with demands for the dynamics of the government order provide a new concept of
the paradigm of governance called Good Governance so that the roles and functions of
conventional government institutions transition to a modern orientation [4]. In the public
sector, the use of ICT is interpreted as Electronic Government (E-Government) which
in practice the government uses digital media and sophisticated terminologies such as
mobile government, flexible government, and smart government [5]. The dimensions
of smart governance related to participation include participation in decision-making,
public and community services, and transparency in government [6]. With these three
things, it allows the community and stakeholders to be integrated into the government
process and modification based on feedback from the community [7]. For effective
citizen participation in planning and decision-making processes, various social sites,
public forums and online platforms [8] can be used.

The existence of ICT forces the government to be able to manage and produce
innovations that are then implemented in providing public services [9]. [10] seeing
that innovation has very broad benefits for government institutions including having
advantages over other policies (Relative Advantage), Being able to follow the flow of
people’s desires (Compartbillty), Easy to understand (Complexity), can be tested before
being implemented by the community (Triabilty), and can be developed to improve the
performance of the innovation (Observability). Seeing the growth of internet users in
the people of South Sulawesi Province, the government looks to where the needs of
the community are in this digital era. For this reason, the government takes advantage
of opportunities by improving public services based on technological innovation in
increasing service satisfaction. By applying technology in public service complaints
based on e-government, one form of E-Government made by the regional government
of South Sulawesi Province is the Baruga Sulsel, the application was created to provide
a forum for the community to submit complaints and aspirations that developed in the
community. The service on the Baruga Sulsel application is the commitment of the
South Sulawesi Provincial Government to continue to improve the quality of public
services that are getting better quickly, precisely, and completely. The Baruga Sulsel
application is expected to be able to create an effective public complaint service that is
easily accessible to the public.

2 Literature Review

2.1 Smart City and Smart Governance

The concept of a smart city is to create sustainable urban growth and have a good quality
of life [11]. [12] simply defines smart governance as “the capacity to use intelligent and
adaptive actions and activities to maintain and make decisions about things.” From this
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definition, it is clear that smart governance is about: (a) efficiency in decision-making,
(b) effective resource management, (c) promoting intelligent society, (d) effective use
of information and technology, (e) advancing the needs of society. citizens, (f) account-
ability and transparency, and (g) fostering a culture of good governance and effective
leadership. The existence of actors involved in Smart Governance will create harmony
in achieving sustainable development in the effort to implement smart cities [13]. [14],
stated that a city is considered smart if investments in human resources, social capital,
and infrastructure of traditional and modern communication systems are able to increase
sustainable economic growth and quality of life by resource management. Public assess-
ment of the response and resolution of the problems submitted is an important part of
the internal cooperation carried out by the government with the support of ICT [15].

2.2 The Use of E-Government for Intelligent Service Design

E-government is a synonym for internet government, digital government, connected
government, and online government. E-government is the use of ICT by government
agencies, such as the internet, wide area networks, and mobile computing, which can
be leveraged to improve relations between government agencies and other government
agencies, businesses, and citizens [16]. The use of technology is to improve organiza-
tional performance [13]; [17]. The expansion of digital transformation, digitization of
information, and the development of big data is known as artificial intelligence. Public
sector organizations are particularly involved in policy provision and public services by
leveraging the capabilities of artificial intelligence [18]. In order to design and develop
intelligent services, city planners and administrators must seek the views and needs of
citizens [19] to resolve local priorities and citizens’ needs. New policies and regulations
are needed to facilitate smart services in an easy way in smart cities [20] overview of
smart city services and application areas).

3 Methods

This research conducted a study on the use of the “BARUGA SULSEL” application in
increasing public participation and services in South Sulawesi Province. This study uses
a qualitative approach with descriptive analysis. In this study, there are three things the
author did to explore the use of the Baruga Application as a public complaint service,
namely by looking at the effectiveness of the use of the Baruga South Sulawesi applica-
tion, using the effectiveness theory according to Duncan, in this case, the achievement
of goals, integrity, and adaptation. library research data collection, where the author col-
lects various data from news, books, official websites, journals, official reports, articles,
and internet sources. From the various sources above, it is hoped that it can help the
author conduct research on the steps and analysis of the research object. The data was
obtained from exploring the Baruga Sulsel application through a smartphone.
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4 Results

4.1 Application Baruga SulSel

Baruga application is a public service application for the South Sulawesi Provincial
Government. The application was made to accommodate every aspiration and public
procurement. This application is present in the process of supporting the Smart Govern-
ment concept in providing public services that can be accessed quickly and easily. The
Government to Citizens concept through the Baruga Sulsel application is used by the
South Sulawesi provincial government to make it easier to interact with the community
so that the community can supervise the government in making policies and in improv-
ing policies that have been provided by the government. The application of the Baruga
Sulsel application by the South Sulawesi Provincial government has been implemented
since October 2018 until now (Fig. 1).

Fig. 1. The South Sulawesi Baruga Application

In the picture above it can be seen that in submitting a complaint there are several
steps that must be taken, namely:

1. The public as complainants must “register” first by entering their Email, Full Name,
Address, and lastly Password.

2. Upload the e-KTP document, by taking a selfie picture holding the e-KTP with the
e-KTP note that it can be read and the whole face is visible.

3. The public submits their complaint by filling out the existing complaint form, namely
the category, subject, and complaint.
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4.2 The Effectiveness of the Application Baruga SulSel

To measure effectiveness in the implementation of the program can be seen from 3
aspects: others as follows:

1. Achieving goals

In the findings in the field, it was found that the purpose of the Baruga Sulsel appli-
cation was in accordance with the provisions described above, namely facilitating public
aspirations and complaints, this was evidenced by the number of public complaints that
had been entered in the South Sulawesi Baruga application and were disposed of to
the relevant service for handling and resolving of reported problems. All of this can be
seen on the official website of Baruga Sulsel, which provides all reports that have been
submitted, those that have been disposed of, followed up, and also those that have not
been followed up (Fig. 2).
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Fig. 2. Graph of new application report management for 2018–2019

From the information above, it can be seen that the reports that came in from the start
of the South Sulawesi Baruga Application launched in October 2018 until the end of
2019 were divided into 4 groups, namely reports completed (599 reports), while being
processed (155 reports), disposition (398 reports) reports), and have not been processed
(45 reports). Unprocessed reports are reports that are considered unclear and repeated
reports or reports that have been previously reported so that they cannot be processed
further. A disposition report is a report that has been verified by the admin so that it can
be processed further. Interim reports in the process are reports that have been verified by
the admin, but there is still a lack of evidence from the complainant so that it requires
re-confirmation to the reporter. The most complaints are related to road infrastructure,
around 43%. In addition, there are reforms in the bureaucracy and governance of around
37% and the rest are education and health issues. Every incoming report will go through
a verification process. If the report is deemed clear, it will be directly disposed of, which
means the report is forwarded by the admin to the relevant agency through the liaison
officer for follow-up (Fig. 3).
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Fig. 3. Aspirations and complaints report of South Sulawesi Province 2020

In the diagram above, it can be seen that the incoming reports in 2020 were 672
reports, for the districts/cities that received the most aspirations and complaints were
Makassar City with 444 aspirations or complaints, then Gowa 103 complaints, Bone 53
complaints, Maros 20 complaints, Luwu 20 complaints, East Luwu 19 complaints and
Tana Toraja 13 complaints. Improving the quality of public services in South Sulawesi
Province can improve thanks to the Baruga Sulsel application and that the community
response also feels helped regarding the availability of the South Sulawesi Baruga appli-
cation as a means of channeling aspirations and complaints from the community to the
government, it is based on access which is considered quite easy and fast to use.. Then
the application for the complaint of Baruga Sulsel is also integrated with the Applica-
tion Lapor Sp4m complaint application which is valid nationally, so that the follow-up
of public complaints in a system disposition to resolve, based on the authority of the
district, city, province, and relevant ministries.

The Baruga Sulsel application can also be used to make it easier for the community
or government to find out and solve problems that exist and are felt by the community
and can make it easier for the community to express their aspirations directly to the gov-
ernment. Where the problems and aspirations submitted by the community can certainly
be justified, because as soon as there are reports or aspirations that come in, the relevant
agency will immediately respond to it, and be quick to follow up on the report, besides
that the agency can provide concrete evidence of the follow-up to the report. Thus, this
certainly can improve the performance of the government and can be a reference for
evaluation for the government in terms of development and the provision of public ser-
vices. An example of a follow-up report to the Drainage Task Force regarding drainage
in Monginsidi that is filled with waste is shown in the following Fig. 4.

From the picture above, it can be seen that reports from the public have been followed
up by the relevant agencies, because there is real evidence in the form of photos before
being followed up and after being followed up, and also for the reporter and other people
to quickly find out that the report has actually been followed up. This is indicated by
the achievement of the objectives of the report. Based on the results of the research, the
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Fig. 4. The follow-up to the complaint report.

intended target here is the community itself as the user and right-holder in channeling
aspirations and complaints. Regarding the implementation of targets, the government is
more specifically targeting people who are ‘technology literate’ or understand how to
operate gadgets or gadgets.

5 Integration

Integration is a measurement of the level of ability of an organization to carry out activi-
ties from an agreed work program and conduct socialization with other parties. Integra-
tion consists of indicators, namely socialization procedures and processes. Socialization
is also assessed from the extent to which the government provides services and coun-
seling to the community [21]. In carrying out complaints services in Baruga Sulsel, the
community must go through several stages that have been regulated according to ser-
vice procedures that have been created and regulated in the Baruga Sulsel application
according to the following image (Fig. 5):

Fig. 5. Stages of settlement of public complaints

2. Adaptation

In developing countries, lack of resources, accountability, and government struc-
tures are some of the main causes of public service failure. Adaptation in this study
consists of indicators, namely capacity building, and infrastructure. Based on the results
of the research, the Office of Communication, Information, Statistics and Encoding of
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South Sulawesi Province has made efforts in order to improve the capacity of Human
Resources and existing infrastructure in the Office of Communication, Information and
Statistics of South Sulawesi Province, namely by implementing 6 main programs and
2 support programs, as well as 24 activities, both on mandatory affairs in the field of
communication and informatics as well as on elective matters. The 6 main programs
compiled by the Office of Communication, Informatics, Statistics and Encoding, South
Sulawesi Province are as follows:

1. Development of communication, information, and mass media
2. Facilitating the improvement of human resources in the field of communication and

information
3. Information and Mass Media Cooperation
4. Development of Regional Data/information/statistics
5. Information Data Development
6. Improving the Quality of Information Services

Based on research results, government agencies have achieved performance targets
and targets by prioritizing budget allocations for priority programs, as well as imple-
menting efficiency through increasing human resources, improving facilities and infras-
tructure, as well as taking anticipatory steps and solutions to various problems in quality
improvement service.

6 Conclusion

From the data that has been presented in the discussion. Researchers concluded that
the Baruga Sulsel application has been effective in serving public services in South
Sulawesi Province. This can be seen from the 2 goals set in the formation of the South
Sulawesi Baruga application, namely facilitating public aspirations and complaints and
improving the quality of public services. Both have been realized and run well, but
the completion period which takes days has resulted in the community not actively
participating through applications, and application socialization efforts are still lacking
considering the community as the main target of public services.
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Abstract. This paper aims to see the success of the socialization of theCOVID-19
vaccine program policy from the DKI Jakarta Provincial Government. This study
analyzed data from #vaksindulu created by the Twitter account of the Jakarta
Special Capital Region (DKI) Provincial Government (@PemprovDKIJakarta)
which is a form of socialization of the COVID-19 vaccine through social media.
This research used descriptive qualitative research.Data analysiswas implemented
using NVivo 12 Plus software, data retrieval from #Vaksindulu created by the DKI
Jakarta Provincial Government Twitter account via NCapture fromNVivo 12 Plus
withWebChrome. The datawas the content of vaccine socialization taken from the
Twitter account @PemprovDKIJakarta with the hashtag #vaksindulu. The results
found that the highest use of #vaksindulu was from June to August. The DKI
Jakarta Provincial Government’s strategy most often used socialization mecha-
nisms, socialization materials, collaboration socialization, and participation. The
DKI Jakarta Provincial Government, in its socialization orientation, communi-
cates more often with government sectors than the private sector and NGOs. This
research will be a benchmark for the success of the DKI Jakarta Provincial Gov-
ernment’s socialization through social media and can be a reference for further
research.

Keywords: Socialization · Policies · COVID-19 · VaccinePrograms

1 Introduction

The COVID-19 vaccine is an important component to end the pandemic because it can
reduce the virus’s spread and increase people’s immunity to the disease [1]. The provision
of this vaccine is one of the efforts to reduce morbidity and mortality due to COVID-19
[2, 3]. The vaccines given include Sinovac, Sinapharm vaccine, Moderna vaccine, and
AstraZeneca [4]. The vaccination program turned out to cause many problems in the
community, many pros and cons related to this vaccination program [5]. Thus, evidence-
based health communication strategies are needed to effectively address vaccine doubts
and grow vaccine confidence [6].

The vaccination program in supporting its success needs to be supported by high
community participation, so the government needs to take a special strategic approach
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to the community in communicating, especially related to the COVID-19 vaccination
program [7]. Meanwhile, government challenges in the vaccination program are caused
by the spread of fake news or hoaxes circulating in the community [8]. Unclear infor-
mation can hinder the success of the vaccine program, so the government needs to use
official social media accounts to disseminate the COVID-19 vaccine. In today’s digital
and internet era, all parties can use social media (including the government) to convey
various information to all people [9].

Social media can respond to situations by sharing information through public author-
ities or the public[10]. Social media is a substitute for communicating and sharing data
related to disease [11]. Thepandemic inwhich social distancing is restricted and activities
that gather large numbers of people are also restricted, so the government disseminates
information on vaccine policies through several social media platforms [12]. With the
great enthusiasm of the public in accessing social media, it is hoped that information
regarding vaccine policies can be accessed as widely as possible by the public to get
support from the community [13].

The DKI Jakarta government also uses social media as a public information com-
munication strategy related to the vaccine program through the @PemprovDKIJakarta
social media account. The vaccination program in DKI Jakarta must be carried out opti-
mally because the COVID-19 cases in DKI Jakarta are among the provinces with the
highest COVID-19 cases, with an additional 428 cases bringing the total to 853,359. DKI
Jakarta cases were higher than in other provinces because it had become a corona hotspot
in Indonesia and recorded up to 14,000 cases per day[14]. Thus, the vaccination pro-
gram in DKI Jakarta must run optimally, supported by information and communication
technology (ICT) social media.

2 Literature Review

2.1 Vaccination Program Policies

Vaccines are antigens of dead microorganisms, still alive but attenuated, still intact, or
processed parts. They are microorganism toxins that have been processed into toxoids,
recombinant proteins that will cause active specific immunity against disease when
given to a person with certain infections [15]. Vaccines are carried out through active
immunization, which aims to prepare the body to bemore immune.When exposed again,
the body can recognize and respond to it [16]. Currently, the government is intensively
implementing a COVID-19 vaccine for the community [17].

In dealing with the COVID-19 pandemic, the Indonesian government stipulates
Presidential Regulation No. 99 of 2020 concerning the Procurement of Vaccines and
Implementation of Vaccinations in the Context of Combating the Coronavirus Pan-
demic Disease 2019 (COVID-19) as amended by Presidential Regulation No. 14 of
2021 concerning Amendments to Presidential Regulation No. 99 of 2020 concerning
Vaccine Procurement and Vaccination Implementation in the Context of Combating the
2019 Corona Virus Disease (COVID-19) Pandemic[18]. One of the provinces that apply
sanctions if citizens refuse the Corona vaccine is DKI Jakarta. In Article 30 of Regional
Regulation No. 2 of 2020 concerning the Prevention of the Coronavirus [18], the people
of DKI Jakarta must follow the COVID-19 vaccine.
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2.2 Social Media as Socialization

Many researchers have studied the interaction between social media andCOVID-19mis-
information from various aspects, such as information seeking and user sharing behavior
[19]. Social media is online media, where users can easily participate, access informa-
tion, and convey ideas [20]. Socialization is the process by which a person acquires the
knowledge, abilities, and basics that make them able or unable to become members of a
group [21]. James W. Vander Zanden defined socialization as a process of social inter-
action in which people acquire knowledge, attitudes, values, and behaviors essential for
effective participation in society [22]. David B. Brinkerholf and Lynn K. White defined
socialization as learning the roles, status, and values necessary for social institutions.
All socialization is carried out to achieve indicators of successful socialization. It can be
said indicator of successful socialization visits from agents of socialization, socialization
materials, mechanisms of socialization, and community participation [23].

When the world is amid the 19th pandemic, social media has consistently flooded
with content related to the virus. Twitter plays a more prominent role in the medical
world, with the hashtag (#) accumulating thousands of tweets per hour [24]. Twitter has
played an important role in spreading medical information and misinformation during
the COVID-19 pandemic [24]. Twitter, in particular, has an advantage over some other
social media platforms providing short, real-time content availability with access to
similar discussion networks via hashtags. Twitter has been used to assess the success of
vaccination programs [25–27].

3 Research Methods

This research used descriptive qualitative research. Data analysis was implemented by
NVivo 12 Plus software, data retrieval from #Vaksindulu created by the DKI Jakarta
Provincial Government Twitter account via NCapture from NVivo 12 Plus with Web
Chrome. The data was processed with the Cross Tab feature to automatically calculate
the required key statistical tests with meaningful comparisons and analysis of indirect
variables. The feature of Crosstab Query is to enter code (manual, generated, etc.), text
data, and numeric data in variable and pattern data. At this stage, an automatic calculation
was found between all data related to the spread of COVID-19 information. Next, the
Word Cloud feature will discuss the words that often appear from the data search or
view the terms. This study reveals the tweets of the DKI Jakarta Provincial Government
regarding the COVID-19 vaccine.

4 Results and Discussion

4.1 Vaccination Information Strategy in DKI Jakarta

Social media has recently played an important role in the COVID-19 pandemic, and
almost all activities have been shifted to online media to reduce the spread of COVID-
19. This social media is more effective as a means of communication or socialization of
the COVID-19 vaccine [28]. The DKI Jakarta Provincial Government has also turned to
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social media. Social media for the DKI Jakarta Provincial Government is consistently
and actively disseminating the COVID-19 vaccine on social media, especially Twitter.

The DKI Jakarta government in utilizing social media as part of a successful vacci-
nation strategy can be seen in the activity of the @PemprovDKI social media account in
Fig. 1. Social media communication conveys to the public to participate in the COVID-
19 vaccine program quickly and effectively. The socialization carried out by the DKI
Jakarta provincial government can be seen from #vaksindulu on the @PemprovDKI-
Jakarta Twitter account. The success of the socialization of the DKI Jakarta provincial
government can be seen from #vaksindulu, which is the largest result. Since the creation
of #vaksindulu in June to August, the hashtag has been the most. The results can be
seen in Fig. 1. In June, #vaksindulu is still a little later. The hashtag increases rapidly
due to the ongoing socialization and daily updates about the COVID-19 vaccine by the
Provincial Government of DKI Jakarta. Until the following months, it begins to decline
because the people of DKI Jakarta have socialized it.

Fig. 1. .

The information submitted through #vaksindulu by the DKI Jakarta Provincial Gov-
ernment has some substance in the information submitted. The message can be an
aspect of success. As for viewing the socialization content using #vaksindulu made
by the DKI Jakarta Provincial Government is measured by four factors using hashtags,
namely community participation, socialization collaboration, socialization materials,
and socialization mechanisms.

The DKI Jakarta Government’s strategy in providing socialization to the community
through #vaksindulu, in substance, the information conveyed focused on the social-
ization mechanism, the data processed by researchers reached 16.2%, and the lowest
seen from the socialization participation was only 1%. DKI Jakarta Provincial Govern-
ment uses more socialization mechanisms. An example of a tweet made by the DKI
Jakarta Provincial Government as an indicator of the socialization mechanism is infor-
mation on the specific developments of Covid-19 in Jakarta so that people are moved
to follow the Covid-19 vaccine. Especially for DKI Jakarta, the success of this factor
can measure the direction of success or socialization strategies carried out by the DKI
Jakarta Provincial Government. From the processed data, the researchers found that
the DKI Jakarta Provincial Government’s strategy most often uses socialization mecha-
nisms, socialization materials, collaboration socialization, and participation can be seen
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in Fig. 2. Therefore, the DKI Jakarta Provincial Government prioritizes socialization
with mechanisms that are considered effective for the people of DKI Jakarta.

Fig. 2. .

4.2 Relations in Vaccination Socialization in DKI Jakarta

Having a communication relationship with government agencies in conveying informa-
tion related to the vaccination program in DKI Jakarta through various relationships is
necessary to achieve an effective and efficient strategy. Cooperation in this communi-
cation relationship can make it easier for the government to disseminate the COVID-19
vaccine. By strengthening relations with the government, people can be more motivated
and spread information more evenly.

From Fig. 3, the DKI Jakarta Provincial Government Twitter account has an inte-
grated institutional communication relationship with several sectors such as the inter-
governmental sector, the private sector, and theNGO sector. This communication is done
for the effective dissemination of information. The DKI Jakarta Provincial Government,
in its socialization orientation, communicates more often with government sectors. The
government sectors that communicate with the DKI Jakarta provincial government are
the DKI Jakarta Environmental Service, the DKI Jakarta Provincial Food, Marine and
Agriculture Security Service, the DKI JakartaWater Resources Service, the DKI Jakarta
BPDP, the DKI Jakarta Youth and Sports Service, and the DKI Jakarta Provincial Edu-
cation Office, DKI Jakarta Provincial Social Service, Jakarta Provincial Health Office,
DKI Jakarta PDAM, DKI Jakarta Culture Service, Communication, Information and
Statistics Office of DKI Jakarta Provincial Government (Fig. 4).

The government uses Twitter to socialize the COVID-19 vaccine. The analysis using
Word Cloud is to find words that are often discussed in research topics. Using Word
Cloud, the type of story that appears on the DKI Jakarta Provincial Government Twitter
account is information about the state of COVID-19 in Jakarta in the past year. The 50
most visible words on this topic come from the DKI Jakarta Provincial Government
Twitter (Table 1).

The service provided by the government is to facilitate the community to make it
easier to get information about the COVID-19 vaccine. The DKI Jakarta Provincial
Government makes it easier to get information by socializing using social media and
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Fig. 3. .

Fig. 4. .

Table 1. Dose 1 vaccine coverage (November 1, 2021).

Regional health facility Target number Accumulated Dose 1 Persentase

Jakarta Barat 2,058,825 1,716,872 83.39%

Jakarta Pusat 905,537 1,990,672 219.83%

Jakarta Selatan 1,913,001 2,690,021 140.62%

Jakarta Timur 2,581,887 2,136,176 82.74%

Jakarta Utara 1,459,664 1,562,206 107.03%

Kepulauan Seribu 22,297 21,081 94.26%

Total 8.941.211

Sumber: [29]
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using WEB as one of the services to the community. The success of the COVID-19
vaccination in DKI Jakarta Province can be a success from the data taken by researchers
from the WEB service created by the DKI Jakarta Provincial Government to make it
easier for the public to access information related to the COVID-19 vaccine. From the
data above, the achievement obtained by each district is good, although it is still in the
process of being able to receive vaccinations as a whole. The socialization strategy of
the DKI Jakarta Provincial Government has been successful. However, it needs to be
done continuously until all people in DKI Jakarta can get the COVID-19 vaccine. The
realization of Corona vaccination in Jakarta reached the highest number compared to
other regions in Indonesia until Tuesday, September 14, 2021. Corona vaccination in
Jakarta reached 113.2% of the target set by the provincial government of DKI Jakarta
[30]. The national average that has been vaccinated is 28.17%. Some areas do have
higher achievement. For example, Jakarta has more than 100%, Bali has also almost
reached 100% for the first dose, Riau Islands is also above 60%, Yogyakarta and so
on [31]. Achievement vaccination COVID-19 in Jakarta shows good progress because
the number continues to rise. As of September 3, 2021, 9,821,061 people have been
vaccinated, or 109.8% of the target 8,941,211 people [32].

5 Conclusion

Social media by the DKI Jakarta Provincial Government is carried out consistently
and actively in socializing the COVID-19 vaccine on social media, especially Twitter.
The success of the socialization of the DKI Jakarta provincial government can be seen
from the use of #vaksindulu, which is the largest user. Viewing the socialization con-
tent using #vaksindulu made by the DKI Jakarta Provincial Government is measured by
four factors: hashtags, community participation, socialization collaboration, socializa-
tion materials, and socialization mechanisms. Since #vaksindulu in June to August has
been used the most, the DKI Jakarta Government’s strategy in providing socialization
to the community through #vaksindulu, in substance, the information conveyed focused
on the socialization mechanism, the data processed by researchers reached 16.2%, and
the lowest seen from the socialization participation was only 1%. By prioritizing social-
ization with a mechanism that is considered effective for the people of DKI Jakarta.
Cooperation in communication relations can also facilitate the government in socializ-
ing the COVID-19 vaccine. This communication is done for the effective dissemination
of information. The DKI Jakarta Provincial Government, in its socialization orientation,
communicates more often with government sectors.
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Abstract. With the development of the mobile device, augmented real-
ity (AR) is moving from the laboratory into the consumer market. Prod-
uct presentation in the augmented environment has become a compelling
function that helps consumers have a better perception of the product.
In this article, we proposed a comparative study to figure out how users
perceive the product model in the AR environment and the difference
compared with the real-world product. Through this research, we will
further understand which attributes of the product can be better per-
ceived in AR. The product semantic differential method was used here
to build the product evaluation metrics and compare the user perception
of 3 types of product presentation based on product semantic.

Keywords: Augmented reality · Product presentation · Semantic

1 Introduction

Augmented reality (AR) integrates computer-generated objects with the real
environment and allows real-time interactions [4]. AR is moving from the lab-
oratory into consumer markets after many years of development [5]. For the
consumer market, AR plays an important role for retailers to engage with cus-
tomers in a unique and vivid way [18]. Many online shopping platforms have
started to experiment with AR-assisted shopping due to its one way to bridge
the gap between online and offline shopping. For example, IKEA place, it pro-
vides an interactive AR experience by placing 3D models of products in a given
space, helping consumer evaluate the product and allowing consumer to pur-
chase these products within the application itself [2]. Firms such as Sephora,
Loreal, Nike have implemented AR functions to enhance the consumers’ shop-
ping experience and help make shopping decisions [12]. As consumers’ use of AR
increases, there is a growing need to understand how users perceive the product
model in the AR environment and the difference compared with the real-world
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product. Also, from the perspective of the product, attributes of the product
can be better perceived in an AR scenario. In this paper, a comparative study
method was proposed to measure user perception towards product and product
performance under real word and AR system based on product semantic.

2 Conceptual Development

2.1 AR Characteristics and Product Presentation

VR and AR are comparable in that they allow users to perceive coexisting environ-
ments as immersive technologies that deliver extensive high-quality sensory input
[13]. When the research focuses on the user perception and product presentation,
the features of AR may be more specific. Three dimensions of the AR features and
product presentation are considered here. There are many different definitions of
AR’s attributes based on the goal of each research. For example, Mclean proposed
the interactivity, vividness, and novelty as three main attributes of the AR. How-
ever, when we focus on AR in the shopping scenario, the attributes of AR that are
related to product presentation become more important. Therefore, the definition
of these features becomes more detailed [12].

Mixed Virtual/Real. Javornik suggested that AR differs from other interac-
tive technologies in its so-called augmentation, which refers to its ability to overlay
physical environments with virtual elements [9]. From product presentation per-
spective, AR combines the real and virtual world by overlaying virtual products
onto the consumer or their surroundings, which enables them to try a product ‘as
if’ it is there [13]. The goal of the consumer is to take the product and use it in
real life, not to use a virtual product. However, AR is based on reality, this feature
shows the potential of AR in the consumer realm. Given the range and extent of
manipulation between the actual world and AR, the user is likely to be confronted
with fresh stimuli each time they use AR [12], which would be an effective way for
consumer to perceive the product under such kind of AR presentation.

Interactivity. Under the AR environment, the user can interact with the
objects in real time [4]. There are so many definitions of interactive of AR.
However, some studies give a holistic definition of interaction in AR, namely as
a technological consequence and as a user perception [18].

Scholars that emphasize the significance of technological characteristics define
interactivity as an outcome of the technology’s attributes [6]. Thus, interactivity
arises from the capacity of technological systems to facilitate individual interac-
tion and engagement with content [7]. From consumer’s perspective, their per-
ceptions may be influenced by sub-components of the technology involving the
speed, such as how quickly users can manipulate content; mapping, the similar-
ity of the control in the virtual world to the real world; and range, the extent to
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which the content can be manipulated by the user. However, from the perspec-
tive of product presentation, the interactivity becomes more specific. Consumers
can inspect a product from a range of angles when manipulating it and causing
it to interact with the environment in real time [11]. This is the process by which
the consumer evaluates and perceives the details of the product, such as its form
and function.

Space Placement. The objects in AR can be placed freely as well as fixed
[16]. This feature helps the 3D display of products in the environment, and
even based on image recognition technology, can be combined with the human
body, such as some AR-based wear applications [8]. These distinct qualities
of AR result in online product presentations that more closely mirror an in-
person product experience [17]. For example, Apple store provide AR product
presentation function for consumers to place related product on the desk or other
location. When the new generation product is placed in a real environment,
the consumer will notice and perceive the new design change or size change.
Therefore, for the user, the placement and fix functions enable them to inspect
the fixed product from various angles relative to their current location in order
to gain a better understanding of the size and space matching in a real-world
scenario.

3 Methodology

The overall research approach based on product semantics was inspired by pre-
vious work of product and user perception evaluation. The whole research was
held in 3 phases. Phase i: define the semantics of the product for evaluation;
Phase ii: analyse the perception differences between the real product and the
different types of graphical representation (still image & augmented reality) and
user recall research of the product’s attributes. Phase iii: data analysis and dis-
cussion.

3.1 Product Selection

The product selection was considered from three perspectives: functionality,
consumer familiarity and industrial design. Final product selection: DJI Osmo
Action (see Fig. 1), a sports camera. This sports camera is highly functional and
comes with many interactive innovations, such as the forward and reverse screen
display. The sports camera is a relatively hot product in recent years, but it is
still far from popular, so it is a reasonable product choice in terms of audience.
In addition, the industrial design level, consumer electronics has always focused
on industrial design research, DJI’s products are more recognizable in terms
of product appearance, and the surface of this product also uses a variety of
materials to give consumers more dimensions that can perceive the appearance.
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Fig. 1. Dji Osmo action

3.2 Phase I: Define the Semantics of the Product for the Product
Evaluation

Identify Product Semantics Space

Semantic Differential Method (SDM). SDM [15] consists in listing the semantic
attributes of the product to analyse and carry out user tests in which the user
must assess the product according to these attributes. The attributes are often
defined by pairs of antonymous adjectives which lie at either end of a qualitative
scale. A semantic space, Euclidean and multi-dimensional, is then postulated.
Factor analysis and principal components analysis may be used to reduce the
dimensionality of the space and to find the underlying dimensions. SDM is used
for example for the analysis of families of products [10] or for the design of
a new product [14]. In this study, we used the SDM similar to Artacho’s and
Alcantara’s research [1,3].

Build Initial Semantic Universe. The first session was held to build an initial
semantic universe (ISU). 47 (23 product design/design background students and
24 business background students) participants were provided with 10 different
sport cameras’ images to help them brainstorm product descriptions. Adjectives
about design, shape, function, and market were collected. Data collection was
accomplished through an online questionnaire that provided adjective fill-in-the-
blank positions. These words formed the initial semantic universe (ISU) and were
collected from the following sources. Finally, we collected 451 semantic words to
generate the initial ISU.

Narrow Down the ISU. Second, the collection of words and expressions were
condensed to avoid a loss of reliability due to participant fatigue during the
evaluation phase. Identical words were eliminated, and the vocabulary of this
product semantic universe was condensed to the maximum extent possible. At
the same time, the most common adjectives were collected first. The goal of
this work is to reduce the words to 30–60. After that, 10 Industrial design stu-
dents were divided into two groups to join in this work to help narrow down
the ISU and generate a reduced version of the semantic universe. Finally, the
semantic universe was narrowed down to 50 words, and then they were divided
into 8 semantic axes. Each participant in this phase was asked to judge the final
semantic words by online survey (the scale ranged between 1and 5, 1 subject
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Table 1. Product semantic axis

AXIS 1 refers to the
product shape/form/size

AXIS 2 refers to the
features on the use of the
product

AXIS 3 refers to the
description of product
quality

Semantic word Mean Semantic word Mean Semantic word Mean

Rounded 4.63 Portable 4.29 Durable 4.13

Small 4.50 Handy 4.13 High Quality 4.12

Light 4.13 Operational 4.13 Sturdy 4.10

Square 3.88 Easy to use 3.88 Steady 3.88

Geometric 4.88 Intuitive 3.63 Resilient 3.63

Heavier 3.00 Efficient 3.50 Integrity 3.50

Convenient 3.25

AXIS 4 refers to the
description of product
material

AXIS 5 refers to functional
features

AXIS refers to the product
design features

Semantic word Mean Semantic word Mean Semantic word Mean

Glassy 4.88 Stable 4.50 Technical 4.25

Plastic feel 4.20 Manageable 4.50 Pure 4.25

Hard 4.13 Functional 4.38 Eexquisite 4.14

Grainy 4.13 Attachable 3.88 Pure 4.00

Water-proof 3.83 Secure 3.75 Integrated 3.86

Multifunctional 3.00 Simple lines 3.50

AXIS 7 refers to the
innovation of the product

AXIS 8 refers to the most
intuitive overall feeling of
the product

Semantic word Mean Semantic word Mean

Modern 4.38 Powerful 4.50

Normal 3.88 Affordable 4.25

low innovation 3.86 Cool 3.88

Traditional 3.63 Dynamic 3.63

Innovative 3.25 Speed 3.50

Classical 3.25 Smooth 3.38

Futuristic 3.25 Casual 3.25

totally disagreed with the affirmation, 5 totally agreed and 3 neither agree nor
disagree). The final result is as follows. Table 1 For each axis, the three highest
rated words will be selected for further analysis.

3.3 Phase II, Perception Test and User Recall Research

Dji Osmo Action 3D model presentation based on augmented reality and physical
product was used in this phase. The 45 participants were divided into 3 groups
randomly. The first 15 people group was directly observing the product graphic
from different angles. The second group used the AR system that only allow
them to fix the product on a certain location and use device to observe the
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product. The final group evaluated the product model under AR environment.
The AR environment allowed them to rotate, zoom in and zoom out, display,
and interact with the product (see Fig. 2).

Fig. 2. Three types of product presentation

Each of them had 3 min to observe and evaluate the product according to the
instruction. After the evaluation, they were allowed to fill the survey based on the
semantics defined on the first round. People answered whether they agreed or not
with the statement of the product semantic words of each axis (the scale ranged
between −2 and 2, −2 subjects totally disagreed with the affirmation, 2 totally
agreed and 0 neither agree nor disagree). After that, they finished another survey
of the product attributes. The survey let them fill out the question related to the
specific product details. For example, what’s the colour of the surface? Where is
the start shooting button located on the camera body? All the questions were
related to the product evaluation dimensions such as product appearance, size
and shape.

4 Data Analysis and Discussion

After collecting the data, a basic analysis was conducted to compare the dif-
ferences between the three different product presentation types (Type 1: Real
product graphic, Type 2: AR product presentation without interactive functions
and Type 3: AR product presentation with full interactive functions). Based on
the evaluation of the three terms for each semantic axis, to calculate the mean of
a single axis for each participant. Finally, the three forms were collated to form
a total of 135 data and a box-line plot was drawn (see Fig. 3)

Fig. 3. Box plot of 3 types product presentation method
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The overall rating of the real picture-based product presentation is slightly
lower than Type 2, but reflects a larger difference. Direct product display with
images is the way that the consumer perceives the product in online shopping,
and due to the fixed number of images and content, the different cognitive abil-
ities of users can lead to significant differences in their observation and under-
standing of the products, which reflects a certain degree of reasonableness. The
second way of product display, because only the object is allowed to be fixed,
through the different angles of the device to observe the different angles of the
object in AR, which simulates the process of the human eye to observe the prod-
uct, so the rating of the Type 2 is relatively concentrated and the differences
are small. For Type 3, the overall performance is the best, but the individual
dimensions reflect a large variability. Also, it was found that the two types of AR
have stronger user perceptions in terms of the basic form of the product (Axis
1), the features of product use (Axis 2), product design (Axis 6), and product
innovation (Axis 7) than the direct use of pictures of real-world products, and
Type 3 is relatively more fully perceived by users due to its higher interactivity.

In a brief analysis of the recall questionnaire, all three had a good perfor-
mance in terms of recall accuracy of product colour information. The difference
is the size of the product, with Type 1: 52.1%, Type 2: 85.3% and Type 3 87.2%.
In addition, on the recall of product materials, users were provided with four
different materials to recall, among which the least rubber was mentioned in the
responses. Due to the lack of tactile feedback, AR has some limitations in the
restoration of some special materials. However, in the recall analysis, both AR
presentation types have better performance for product appearance details as
well as product size.

5 Conclusion

Based on the traditional product semantic-related research methods, this study
investigated whether AR could better enhance users’ perceptions of the product.
It can be seen that through basic analysis, AR does have better performance in
user perception of products. Of course, this is an ongoing project, and more data
will be collected and discussed in the next phase of the study.
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Abstract. Even though we have been home for more than two years
due to the COVID outbreak, the issue remains uncontained. As a result
of the pandemic, people’s buying habits have shifted. Several of us are
curiously purchasing items online, which resulted in massive increases
in demand for these websites. People want the convenience of buying
groceries online and delivering them to their homes. While some shops
offer this service, not everyone does. Due to the large number of super-
markets operating in Germany, prices of products may vary from one
store to another. This value variance is beneficial for average consumers,
as they will compare the prices and order the product accordingly. Fur-
thermore, product evaluation is practical for items containing specific
credits relevant to the purchasing decision. Keeping this in mind, Korb
has been created to solve these approachable problems to an average
person. The Korb web application scrapes data from many grocery web-
sites and stores it in the MongoDB Atlas. This data is then compared
for comparable names and displayed to the user, where the user can con-
veniently select the desired product and have it delivered to them. This
study aims to create a user interface that addresses the issues mentioned
earlier and enhances the user experience for everyday users. Additionally,
the study examines the customer-to-customer delivery system, a novel
concept on an e-commerce website in which users can assist one another
in delivering food to their neighbor’s homes. According to the findings
of this study, customers can compare product prices to save money, and
different people can earn part-time money while doing their work.

Keywords: Comparison website · Customer-to-customer delivery
system · Web scrapping · E-commerce · ReactJS · MongoDB Atlas

1 Introduction

When you relocate to a new place, a local supermarket will likely be one of the
first places anyone would visit from their house. It presumably will not feel like
the supermarkets we are used to but do not let that throw you away. Step inside,
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and you will discover an entire universe of tastes and flavors that you may not
have even known about previously. There will be at least one grocery store in
every town, village, and neighboring community. A conventional supermarket
and a discounter are the two types of supermarkets found in most cities. In the
major cities, there are stores to suit every budget and need. Supermarkets in
city centers are often compact, but you’ll be astonished at how much they cram
into the aisles [1].

As there are so many choices for their daily supplies, the prices differ from
one supermarket to another. Rather than undergoing the tedious process of com-
paring products manually, Korb can allow anyone to compare similar products
on one single page and have them delivered to their home.

One makes every effort to save money and only spend it when necessary; this
is true when purchasing daily food supplies from supermarkets. However, each
store has its own set of prices for the products they sell, and as an understudy, it’s
critical to know where one can get reasonably priced products of high quality. As
a result, they purchase food supplies in bulk, which saves time and money, but
transporting these products is complex and frequently requires assistance from
others. This study aims to develop an interactive web application that expands
on the concept of comparing grocery products across many supermarkets and
an online customer-to-customer delivery system.

– Facilitating the process of comparing grocery products.
– Delivering products to consumers in a timely and hassle-free manner.
– To optimize user’s digital interactions by considering the most appropriate

user interface for a comparison website.

The pricing differential between supermarkets in the EU countries has been
progressively increasing over the last few years. In other regions of the world,
some successful attempts have been made to assist low-income people in resolving
this issue. Without resolving this issue, regular people will be compelled to pay a
premium for items available for less elsewhere. Resolving this issue would benefit
both the general public and the businesses that produce these products.

This thesis intend to address three primary questions that will point in the
right route for resolving the above mentioned issues.

1. Is there a way to compare products from several supermarket websites in
order to save money?

2. How can we ensure that the information is represented in a way that is under-
standable and perceptible to people, especially when it comes to UX/UI?

3. Is it conceivable to engage the public in assisting others with groceries delivery
to their homes with the help of web development?
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2 Related Work

Nowadays, e-commerce websites have become a primary source for purchasing
various products. However, due to the proliferation of e-commerce websites, it
becomes difficult for users to find the best offer on the desired goods. In addition,
the vast numbers of e-commerce websites make it difficult for visitors to look for
and purchase a single product across several e-commerce websites.

The study [9] describes how comparing E-commerce products with web min-
ing helps customers compare prices and purchase desired products at the best
possible price. Web crawlers and web scraping techniques are used to collect
precise information from e-commerce websites to find the best discounts. Uti-
lizing web crawlers and web scrapers makes it harder to reduce the website’s
response time; additionally, it contains a comparison engine, making it much
more difficult to decrease its load time. This type of website will always require
additional data to compare them and provide users with further possibilities.
Several alternative websites operate on a similar premise; let us examine their
benefits and drawbacks with competitive analysis.

2.1 Kaufda

The website provides brochures for all of Germany’s markets, including super-
markets. Due to the fact that it simply displays brochures, customers must man-
ually compare each product across multiple supermarket brochures. The Korb
application eliminates this time-consuming task [8].

2.2 Idealo

Users can use the idealo website to compare costs on various products from
hundreds of merchants. The idealo sites build a unique database of product
offers that is filtered by a combination of screen scraping retailers’ websites and
CSV files supplied by the retailers. Nevertheless, Idealo does not have its own
shipping service [6].

2.3 Instacart

Customers can order goods from partnering merchants and deliver them by a
personal shopper. Orders are processed and provided by a personal shopper who
selects, packs, and delivers the item according to the customer’s specified time
frame within one hour or up to five days in advance. Instacart is a delivery
service; unlike the Korb application, it does not allow users to compare product
costs across many supermarkets [7].

2.4 Basket

The basket website is similar to idealo in that it compares product costs from
several stores and enables users to choose which one they prefer; however, this
website has the drawback of not having a delivery mechanism [4].
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The previous study completed lacked a few functionalities that might be
improved with a few adjustments. Additionally, new elements can be introduced
to these studies in order to enhance the application’s aim; Korb concentrates on
enhancing earlier studies while keeping the research objectives in mind.

3 System Design and Implementation

The agile technique aided this project in iteratively improving the application.
The project’s requirements and solutions were developed collaboratively by self-
organizing usability testing participants. Adopting an agile methodology enabled
more excellent responsiveness to changing business requirements and, hence,
focusing on the project’s feature modification. Due to this project’s continual
updating, the agile methodology was deemed appropriate.

3.1 System Architecture

The three-tier architecture is a well-known system architecture that divides
applications into three logical and physical processing tiers:

1. The presentation tier, or user interface.
2. The application tier processes data.
3. The data tier stores and manages the application’s data.

The web presentation tier of this project is built using ReactJS, HTML, and
CSS and serves as the graphical user interface (GUI) via which users engage
with the website. In this project, the application tier is built using NodeJS and
interfaces with the data tier using API calls. While developing data models
in this project for MongoDB apps, the primary consideration is the document
structure and how the application depicts relationships between data. MongoDB
enables the embedding of relevant data within a single document [3]. For exam-
ple, Kaufland products are stored in the model “Kauf,” and Netto products are
stored in “Netto,” which contains information about the products. This infor-
mation includes the product’s name, brand, price, and image, all of which are
used to compare the product to each model. When the comparison between the
previous two models is complete, goods with similar names will be included in
the “products” model. Customer information is saved in the “shopper” model,
while Kaüfer information is recorded in the “shoppernew” model. And the order
data “ShopperDashboard” consists of a list of products, the quantities of each
product, the pricing of each product, and the total amount of the order.

3.2 Information Architecture

After brainstorming, a list of concepts and functionalities was finalized and gath-
ered together to build the project’s layout. The two users have distinct capa-
bilities and activities available on their separate dashboards. For example, both
users can browse the application from this page; they can examine the products
and their associated pricing, but they cannot add any products to their carts or
even place orders before logging in (Fig. 1).
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Fig. 1. System architecture

3.3 Design Thinking

This process was used to stimulate creative discovery, foster innovation, and
develop new services and strategies that provide users with value and purpose
[10]. An in-person interview is required to learn how participants feel about
the project and empathize with them. However, due to the COVID epidemic,
this interview could not take effect. The survey was primarily performed in
Germany and India, with participants ranging in age from under 15 to over
56 years. The majority of participants were between 26 and 35, accounting for
47.1%, while 17.6% were 56 years and older. The pain points and solutions were
analyzed, and similar frustrations were categorized better to better understand
the potential remedy for the problem. Brainstorming sessions are conducted
throughout Ideate stage to generate new concepts. The objective is to create as
many new viewpoints and perspectives as possible before settling on a few core
ideas [10].

With the help of developing a prototype it was easy to track users move
around the project and execute specified activities. This project required the
development of both a Sketch and a Wireframe from a low-fidelity perspec-
tive, which resulted in a tidy user experience. Instead of using modern stencils,
conventional pencil and paper were used to design paper prototypes. Clickable
wireframes were designed as a more cost-effective alternative to developing a
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website in this project. Mockups are created on the basis of user scenarios and
storyboards. It became simple to present mockups using a low-fidelity proto-
type. The knowledge of the project is expanded while designing the high fidelity
prototype stage through human engagement. Users evaluate the high-fidelity
prototype and provide valuable comments on its functionality for this project.
Following usability testing, minimal adjustments were made to the high-fidelity
designs. The evaluation data aided the project significantly in its advancement.
The color Red was used for the application as it is the primary food color,
arousing our taste buds and stimulating people’s appetite. Additionally, red is
efficient in capturing the attention of consumers, which is beneficial for business
growth. The food business has asserted this combination for a reason as it works
[5] (Fig. 2).

Fig. 2. High fidelity prototype

4 Evaluation

All tests were conducted via video conferencing in accordance with COVID reg-
ulations. The participants were made to feel more comfortable and acquainted
with the strategies that will be employed. The five participants, one female and
four male, were on average 35.80 years old. Germany and India were represented
by participants. Participants represented a variety of occupations, including com-
puter science students, craftsmen, retired service officers, and an information
technology manager (Table 1).
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Table 1. List of participants

Name Age Gender Profession

Vishal Pokharne 28 years Male Student

Blazej Wieliczko 38 years Male Craftsman

Nilima Sawant 56 years Female Retired

Patrick Lozinski 30 years Male IT Manager

Karan Dulloo 27 years Male Student

The think-aloud technique was utilized in this research to comprehend par-
ticipants’ thoughts while they interacted with the program, allowing them to
think aloud while they perform. Participants were asked to think and express
their feelings on the application using this technique. After conducting usability
testing, the results were evaluated on the basis of application’s Effectiveness,
Efficiency, and Satisfaction.

4.1 Effectiveness

The effectiveness test was used to determine the extent to which Korb interface
enables a user to accomplish the task for which it was designed. As the average
suggests, three out of five tasks are completed successfully, while tasks 3 and 5
are completed at an 80% completion rate.

4.2 Efficiency

To measure the speed with which users can complete tasks, efficiency test was
used. Because the results of time on task are almost always positively skewed,
the geometric mean is utilized rather than the arithmetic mean. Tasks 1 and 4
take the longest on average to accomplish. The time spent on task number two
is the shortest of all.

4.3 Satisfaction

The System Usability Scale Survey was filled by the participants after the usabil-
ity test to measure the satisfaction score. Participants were given set of 10 ques-
tions to rate the application in all aspects. The SUS score was then converted
into a graph which suggest that the average SUS score of the application lie
between 81–90 which is an Acceptable score [2].

After the usability testing was over the participants were asked to suggest
any changes to the application so that it can help them access it more easily.
One of the participant suggested that the size of the addition and subtraction
buttons in the product card can be increased. One such suggestion was to add
the Kaüfer login button as a separate section on the landing page so that users
can know about this better.
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5 Conclusion

After presenting frequent user concerns and obstacles, previous work was eval-
uated in this study and highlighted contemporary techniques in the field of E-
commerce and delivery systems. In this proposal, the system’s user-friendliness
and its capacity to connect members of the same community in order to facili-
tate the exploration of online purchasing was emphasized. After conceptualizing
and detailing the system’s software structure, the approach was demonstrated
through a proof-of-concept implementation that received a positive reaction dur-
ing usability testing. One of the drawbacks is the scarcity of data available from
grocery websites for scraping. Due to the fact that not all grocery websites
allow for scraping due to their firewalls, users could only compare the pricing
of products at the two supermarkets. The current implementation utilizes data
from only two supermarkets; this number can be increased to provide users with
more possibilities. Enhancing the web scraping component of this project can
aid in expediting the process of product comparison. The customer-to-customer
delivery system can also be used in a variety of different industries, including
healthcare and utilities. Order tracking is another function that might be added
to this program, allowing users to track the kaüfer’s actual location.
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Abstract. Online shopping usage exceeded 50% in 2020 in Japan [1]. Website
design for e-commerce is one of the most important factors in the customer’s pur-
chasing process. In this study, we focused on the color of websites. This study
presents the results of research on the effect of colors in an e-commerce website
on consumer mood in Japan. As the experimental environment, we created eight
different charts with varied hues, brightness levels and saturation based on a survey
conducted in France [2]. We used these graphic charts to investigate how colors
effect memorization, buying intention, mood, and emotion. This research enabled
us to bring to the fore the effects of the colors used on e-commerce websites on
consumer mood, emotion, memorization and buying intention. Mood and emo-
tion have a significant effect on buying intention on e-commerce websites. In the
research results, we found the effects of the colors used in e-commerce websites
on consumer mood, emotion, memorization and buying intention. Mood and the
emotion have a significant effect on buying intention on e-commerce websites
in Japan. In addition, we found a different result compared to the survey result
conducted in France.

Keywords: E-commerce website · Color · Achromatic colors

1 Introduction

Online shopping usage exceeded 50% in 2020 in Japan [1]. Website design for e-
commerce is one of the most important factors in the customer’s purchasing process,
and color is involved in this process. Pelet conducted research on e-commerce website
on consumer mood in France, 2012 [2]. In our study, we targeted consumers in Japan.
Because people live in different countries and have different colors of eyes, their favorite
colors are different [3]. In addition, people who live in the same environment like the
same color [4]. A particular palette of colors is predominantly used for website design in
different countries [5]. Thus, we researched the best colors for e-commerce for Japanese
consumers.
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2 Related Work

Pelet’s study found direct effects of the colors of the graphic chart on memorization [2].
Moreover, free recall had a positive effect on buying intentions. The more information
an individual memorizes about a product, the stronger the buying intention. In addition,
the colors of graphic chart are very influential on buying intention. Brightness has a sig-
nificant positive effect on buying intentions. However, the effect of brightness on buying
intention is only significant with a chromatic color hue. A black and white hue chart does
not have this effect. The colors of the chart affect emotion in a negative way, while a low
brightness enhances stimulation.Moreover, Pelet found that stimulation has a significant
effect on buying intention [2]. Hue and brightness have a significant interaction effect
on negative mood. Negative mood does not have any effect on memorization, but it has
a significant and negative impact on buying intention.

According to Hsieh’s study in Taiwan [6], low-brightness backgrounds are associ-
ated with high patronage intention regardless of whether prices are high or low. The
high-brightness backgrounds are sensitive to merchandise prices and react significantly
negatively to high prices.

3 Research Method

As the experimental environment, we created eight different charts (Fig. 1) with varied
hues, brightness and saturation (Table 1) based on the study in France, in order tomeasure
the differences in color perception. These graphic charts are designed for e-commerce
websites selling confectionary for gifts. For each confectionery, participants would see
the package, the name, the price, drive charge, quantity and information about the item.
We used these graphic charts to investigate memorization, mood, emotion, and buying
intention.

Fig. 1. Graphic chart for research use

We conducted experiments with 888 participants, and 741 valid responses were used
for the analysis. The participants looked at one of the eight graphic charts, and imagined
that they wanted to buy gifts on the internet for friends. They were asked their age,
their sex and six questions about graphic charts. These six questions were intended to
examine memorization and emotion, mood, and buying intention. The participants were
asked two questions about recognizing two types of confection in order to measure
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Table 1. Color design of the experiment

memorization. In the first question, participants chose the correct one from sentences
about two confections. A wrong answer gave zero points, a right answer was one point.
Recognition scores ranged from 0 to 14. In the second question, participants could
answer freely about these confections. Free recall was measured by counting the number
of items that participants could recall from those used in them description. These had a
15-element description. A wrong answer gave zero points, a neutral answer was three
points, while a right answer was six points. To measure moods, we used the Brief Mood
Introspection Scale (BMIS). Participants rated on a five-point Likert scale ranging from
“Definitely do not feel” (1) to “Definitely feel” (5). To measure emotion we used a PAD
scale. It included three items: pleasure, arousal, dominance. Participants rated on a five-
point Likert scale ranging from “Definitely do not feel” (1) to “Definitely feel” (5). To
measure buying intention, participantswere asked “Do youwant to buy these confections
as gifts?” They answered the five items from “Strongly disagree” to “Strongly agree”.

4 Data Analysis and Results

Color1 is plan1 and plan2 in Table 1. Color2 is plan3 and plan4 in Table 1. Color3 is
plan5 and plan6 in Table 1. Color4 is plan7 and plan8 in Table 1.

4.1 Direct Effects of the Colors in the Graphic Chart on Memorization

The questions measuring cued recall were scored higher for patterns with color3 and
color4. The patterns with a low contrast between the background and foreground colors
scored higher, except for the pattern with color2. Therefore, the patterns with achromatic
colors and low contrast between dominant color and dynamic color had a more positive
effect on cued recall. Participants had higher scores when the contrast between dominant
color and dynamic color was higher, except for the pattern with color2.

In addition, we got interesting answers for free recall. When the dominant color
or dynamic color was newsvine green, some participants answered that the color of
packages or website was red. But we did not use red on them. This is attributed to
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complementary colors. The eyes receive a color stimulus and react to it, producing a
different color from the real one. Thus, they answered that packages or website color
schemes used red (Fig. 2).
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Fig. 2. Results for memorization (Color figure online)

4.2 Direct Effects of the Colors in the Graphic Chart on Moods

The hue had a positive effect on mood. Achromatic colors had more positive effects than
chromatic colors. When chromatic colors were used, an increase of contrast between
dominant color and dynamic color level contributed to toning down negative mood
(Fig. 3).
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Fig. 3. Results for mood

4.3 Direct Effects of the Colors in the Graphic Chart on Emotion

The hue contrast between dominant color and dynamic color had an interaction effects
on pleasure. Achromatic colors have more positive effects on pleasure than chromatic
colors. However, the brightness has no effects on pleasure.

The brightness contrast between dominant color and dynamic color had an interac-
tion effect on domination. However, this effects difference between achromatic colors
and chromatic colors. When achromatic colors were used, an increase of brightness
level contributed to toning down domination. And when chromatic colors were used, a
decrease of brightness level contributed to toning down domination.

The brightness contrast between dominant color and dynamic color had different
effects on arousal for achromatic and chromatic colors. When chromatic colors were
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used, an increase of brightness level contributed to toning up arousal. On the other hand,
a decrease of brightness level contributed to toning up arousal when achromatic colors
were used (Fig. 4).
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Fig. 4. Results for emotion

4.4 Direct Effects of the Colors in the Graphic Chart on Buying Intention

A higher contrast between a dominant color and dynamic color enhanced buying inten-
tion. Moreover, achromatic colors had more positive effects than chromatic colors
(Fig. 5).
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Fig. 5. Buying intention

4.5 Relationship Between Buying Intention and Other Items

Multiple regression analyses showed that that factor with the greatest effect on buying
intentionwas positivemood. Among them, satisfiedmood had an especially large impact
on performance (Tables 2 and 3)
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Table 2. Effects on buying intention

Coefficient P

Cued recall −0.177 0.000

Free recall 0.000 0.991

Positive mood 0.336 0.000

Pleasure 0.159 0.001

Arousal 0.108 0.015

Dominance 0.052 0.628

Dependent variable: buying intention

Table 3. Effects of positive mood on buying intention

Coefficient P

Happy 0.190 0.006

Caring −0.005 0.921

Clam 0.011 0.834

Satisfied 0.236 0.000

Active 0.080 0.025

Loving 0.188 0.000

Dependent variable: buying intention

5 Discussion

This research enabled us to bring to the fore the effects of the colors used in e-commerce
websites on consumer mood, emotion, memorization and buying intention. Mood and
emotion have a significant effect on buying intention on e-commerce website. Mood and
emotion were affected more positively by high-brightness dominant color. According to
Martinez’s study [7], complementary color relation between package of product colors
and dominant retail environment colors is higher effects on buying intention, in the case
of food.Whenwe used chromatic colors and high-brightness colors in the graphic charts,
they have complementary color relationship.

However, memorization did not have an effect on buying intention. It is assumed
that it is concerned with not needing much information on a product when we choose a
gift other than CDs.

Achromatic colors are more likely to enhance four elements (cued recall, buying
intention, positive mood and pleasure) than chromatic colors are. However, chromatic
colors have more positive effects than achromatic colors. This is the characteristic result
compared to the result of the survey conducted in France [2], It is inferred that this result
is complicated as regards color preferences. Japanese people like white and black more
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than other countries [3, 8]. In other words, achromatic colors evoke positive effects on
e-commerce websites in Japan.

6 Conclusions

This study investigated the effects of colors on e-commerce websites in Japan. Our
research enabled us to bring to the fore the effects of the colors used in e-commerce
websites on consumer mood, emotion, memorization and buying intention. We found
that, achromatic colors in e-commerce website evoked positive effects. This result is the
biggest difference between Japan and France. Our research can help realize the effective
design of e-commerce websites for Japanese consumers.
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Abstract. Coffee has developed rapidly in the Chinese market in recent years
with huge potential. Today, with the transformation of traditional e-commerce,
the coffee industry has also begun to focus on the new sales model. It pays more
attention to the personalized needs of users. In this kind of environment, how to
seize the coffeemarket customers quickly, the interface design of themini program
is as important as the first business card on the brand line. According to the survey,
there are problems such as homogenization and confusing interface design of
coffee mini programs in China. There is still a lot of room for optimization in the
coffee market. Therefore, it is necessary to study how to make the interface design
of the new retail coffee brand more suitable for the user’s perceptual needs and
improve the user’s experience. This paper uses the semantic difference method
of Kansei Engineering to collect samples of the interface design of the coffee
ordering mini program, and then collects the perceptual vocabulary of the target
users and makes a Likert scale. Then, it is concluded that the user’s feeling is
mainly affected by two main factors named “ vitality” and “comfort”. Finally,
these two main factors are put into the established value elements for cluster
analysis, and the main types of Chinese coffee mini program interface design and
the space to be explored are obtained. It provides design style reference and new
ideas for the interface design.

Keywords: Kansei engineering ·Mini program · Interface design · Factor
analysis · Cluster analysis

1 Introduction

As the first of the three major beverages in the world today, coffee has penetrated every
aspect of modern life with its refreshing effect3. With the increase of China’s national
income and the acceleration of the consumption process, China has become the most
potential coffee consuming country in the world. The rise of various new retail coffee
brands also marks that China’s coffee industry has entered a period with rapid devel-
opment1. In China, Coffee has gradually evolved from a functional attribute to a social
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attribute, and now become a combination of function and social attributes5. In the cur-
rent Internet era, offline stores have been unable to meet the multi-dimensional needs of
coffee brands. It’s normal for coffee brands to choose offline stores to develop simul-
taneously with online mini programs. The interface design of mini programs has also
become the first face meet online and play a vital role in brand promotion. One of the
characteristics of the new retail model is that it pays more attention to the individual
needs of consumers, andmini programs that are recognized by users will bemore willing
to be shared. Therefore, how to attract more users and be more recognized by users has
become topics that every coffee brand must study5. This article will be based on Kansei
Engineering, make experiments around the interface design of the coffee ordering mini
program.

2 State of the Coffee Industry in China

In recent years, Chinese coffee have an amazing development trend, the broad market
makes it one of the new popular industries in China. Since the consumption upgrades
and the help of the Internet, coffee needs are no longer single refreshing function or
social attributes, but more complex product attributes. This means that users not only
have higher requirements on the raw materials and taste of coffee, but also hope that
coffee can have a unique brand culture2.

The characteristics of the new retail model: consumer is the center, with online and
offline channel integration, will more focus on personalized consumer needs. The new
retail model is generally divided into two parts: online and offline, which is the product
of the booming Internet industry6. Since the new retail model swept across all walks
of life from 2016, the coffee industry has also undergone corresponding reforms and
upgrades, transforming from traditional offline stores to the new model.

According to data, 51% of consumers will think that coffee is a functional drink
to refresh the mind and improve work efficiency; 49% of consumers regard coffee as
a drink to enjoy life, and such users value enjoyment attitude to life. In addition, the
main groups of coffee are office people and students. They have their own choices and
preferences for beverages and pursues freshness. To meet the needs of major users, the
brand’s product must be diversity, fast iteration, and easy selection.

3 Mini Program Interface Design

Compared with APP, Mini Programs have obvious advantages. For example: no need
to download, less difficulty, light weight, and on-the-go. Since their release in 2017, the
development can be described as rapid as possible. Affected by the epidemic in recent
years, more and more industries have shifted from offline to online, and mini programs
have also become an important tool for online layout in all walks of life. According to
statistics, the daily active users of Mini Programs have already exceeded 440 million,
covering more than 200 sub-sectors. With the development of mobile Internet and new
retail models, this number will increase rapidly in the future. Mini programs will still
play an important role in various industries7.
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Compared with APP, mini programs have obvious lightweight characteristics, and it
also adheres the principle of lightweight in interface design. Compared with native APP,
the interface design of mini program is usually simpler, the information is more limited,
and the impact on user experience will be more direct. Different interface designs have
their own characteristics in style. A good interface design style can attract the attention of
users, thereby strengthening the brand image9. At present, the interface design research
of mini programmainly focuses on the use of human-machine relationship and lacks the
perceptual evaluation research on interface style. Moreover, the current coffee ordering
mini programs have some problems such as serious homogeneity and chaotic interface
design. It is necessary to research and summarize the interface design of the coffee
ordering mini programs in the Chinese market.

4 Kansei Engineering and Experiment Design

4.1 Semantic Difference Method of Kansei Engineering

Kansei engineering is based on engineering, psychology, statistics, aesthetics, and other
disciplines. It is a combination technology established between sensibility and engineer-
ing13. The concept of Kansei Engineering is people-oriented and design from the user’s
point of view. In Kansei Engineering, Semantic Difference Method is one of the most
used design methods.

4.2 Experimental Design

The experimental steps of this paper are as follows: (1) Select representative product
samples from a large number of coffee ordering mini-programs, extract representa-
tive and content-rich pages, and establish a sample library; (2) Confirm the perceptual
vocabulary of the product. Using semantic analysis, interview respondents and design
professionals to collect a many descriptions and filter perceptual vocabulary to form a
perceptual vocabulary database; (3) Design a questionnaire based on the semantic dif-
ference method. Use the Likert scale to design a questionnaire that can be scored, and
let the respondents rate the sample in perceptual vocabulary; (4) Data analysis. Process
and analyze the data in the questionnaire through data statistics software (factor analy-
sis, principal component analysis and cluster analysis in SPSS), Finally, visual charts is
generated, and will get some reference suggestions.

4.3 Collection and Determination of Perceptual Vocabulary

First, ten coffee mini programs with a representative interface design and a large degree
of difference, the number of users exceeding the average will as experimental samples.
Secondly, this paper mainly collects the user’s perceptual evaluation of the interface
through online questionnaire and offline questionnaire. Third, extract the perceptual
words in it, then delete the words that are irrelevant or far from the topic. Finally collect
more than 200 main perceptual words. Then, the words with similar meanings were
de-duplicated, a total of 40 representative words were obtained. Using their positive
meanings to establish a perceptual vocabulary (Table 1).



Research on Interface Design Style of Coffee Ordering Mini Programs 495

Table 1. Perceptual glossary

1. Cozy 11. Lovely 21. Individuality 31. Perfect

2. Moderate 12. Cheery 22. Plain 32. Environmentally

3. Marked 13. Appetite 23. Soft 33. Convenient

4. Clear 14. Interesting 24. Professional 34. Paramount

5. Neat 15. Creative 25. Compact 35. Balanced

6. Attractive 16. Textured 26. Advanced 36. Elegant

7. Special 17. Continuous 27. Thematic 37. Young

8. Beautiful 18. Succinct 28. Suitable 38. Textured

9. Lively 19. Plentiful 29. Distinctive 39. Unique

10. Warm 20. Favorite 30. Delicate 40. Unified

Then, the words in the perceptual vocabulary database are further screened by
the expert discussion method. Finally, 6 representative positive perceptual words are
extracted. On this basis, 6 perceptual words with opposite meanings were selected to
form 6 groups of perceptual phrases (Table 2).

Table 2. Final confirmed perceptual phrases

Number Perceptual phrase group Number Perceptual phrase group

Z1 Common——Special Z4 Cheap——Noble

Z2 Serious——Lively Z5 Monotonous——Plentiful

Z3 Bleak——Bright Z6 Chaotic——Neat

4.4 Questionnaire Design and Distribution Based on Semantic Difference
Method

The interface design of the ten coffee ordering mini-programs screened before is used as
a questionnaire sample (Table 3). Then, a 7-level Richter scale was established for these
10 samples, and the scores were from −3 to 3 to indicate the level of the respondents’
emotional inclination. −3 means that the perceptual tendency is more in line with the
description on the left, and 3 means that the perceptual tendency is more in line with the
description on the right. The sample is comprehensively displayed. Each sample selects 4
screenshots of interface design as questionnaire materials. The perceptual questionnaire
design of the final 10 samples is shown in the following. (Table 4).
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Table 3. 10 representative samples used in this experiment (each one only shows two pages there)

10 samples

Table 4. Questionnaire design (taking sample 1 as an example)

The target audience will limit the age range of the target users to 18 to 50 years old,
and the occupations are mainly office workers and students. the proportion of male and
female is even. Finally, there are 52 questionnaires distributed in a targeted manner, all
of which have reference value after recovery.

4.5 Reliability and Validity Verification

Firstly, each group of samples of the questionnaire is preprocessed, and take the average
value of each group of samples under the six groups of perceptual vocabulary (Table
5), then the processed data are tested for reliability and validity in SPSS. The reliability
test value of the sample is 0.84, which is higher than 0.7, indicating that the reliability is
high, and the answer is reliable and accurate. The KMO value is greater than 0.6, and the
P value is 0.000, which proves significant. The questionnaire design is reasonable, and
factor analysis can be carried out. Therefore, the following will use factor analysis to
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perform factor analysis on the average value of 10 samples under 6 groups of perceptual
sample vocabulary.

Table 5. Sample mean under perceptual vocabulary

Z1 Z2 Z3 Z4 Z5 Z6

Sample1 1.87 1.62 1.63 1.82 1.71 1.68

Sample2 1.48 1.04 1.45 1.33 1.31 1.61

Sample3 1.65 1.70 1.53 1.55 1.66 1.58

Sample4 1.56 1.62 1.76 1.56 1.77 1.31

Sample5 1.62 1.74 1.32 1.61 1.41 1.61

Sample6 1.78 1.76 1.78 1.73 1.72 1.65

Sample7 2.02 1.64 1.79 1.97 1.75 1.81

Sample8 1.73 1.23 1.31 1.61 1.52 1.86

Sample9 1.58 1.92 1.87 1.65 1.88 1.70

Sample10 1.42 1.28 1.52 1.40 1.47 1.35

5 Data Analysis

5.1 Factor Analysis to Explore the Main Design Factors

Thevariance of the common factor indicates the interpretation and contribution rate of the
extracted common factor to the initial variable information. The higher the contribution
rate, the stronger the representativeness of the extracted common factor to the initial
variable.

Generally, in the research, the contribution rate of the extracted information value is
more than 0.7, indicating that the information is valid. Therefore, it is verified that the
six groups of perceptual vocabulary groups are all valid and representative (Table 6).



498 H. Lei and Y. Guo

Table 6. Common factor variance

Phrase Initial Extract

Z1 1 0.92

Z2 1 0.717

Z3 1 0.833

Z4 1 0.941

Z5 1 0.835

Z6 1 0.917

Extraction method: principal component analysis

Import the average value into SPSS and reduce the dimensionality of the above aver-
age data through factor analysis, principal component analysis to check the importance
of perceptual vocabulary, and obtain the common factor variance of typical sample per-
ceptual vocabulary data (Table 6), the total variance explained is also as follows (Table
7), and the gravel figure are as follows (Fig. 1).

Fig. 1. Gravel figure

Table 7. Total variance explained

Element Initial eigenvalues Extract the load sum of squares Rotational load sum of squares

Total Percent
variance

Accumulation% Total Percent
variance

Accumulation% Total percent
variance

accumulation%

1 3.535 58.925 58.925 3.535 58.925 58.925 2.799 46.65 46.65

2 1.627 27.12 86.044 1.627 27.12 86.044 2.364 39.394 86.044

3 0.419 6.982 93.027

4 0.303 5.045 98.071

5 0.096 1.599 99.67

6 0.02 0.33 100

The main characteristics can be judged by the slope change of the gravel figure.
The change tends to be stable after the third component. Combined with the initial
eigenvalues in Table 7, it is judged that the first two components are the main factors,
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and the cumulative proportion is 86.044%, which can cover the overall characteristics.
Since the third component value is at the inflection position, component 1 and component
2 are determined as themain factors. From (Table 8), the firstmain factors andZ2 (lively),
Z3 (bright), Z5 (plentiful) there is a clear relationship; the secondmain factor 2 is closely
related to Z1 (special), Z4 (noble), Z6 (neat).

Table 8. Rotation composition matrix

Phrase Main factor 1 Main factor 2

Z1 0.304 0.91

Z2 0.828 0.176

Z3 0.912 0.009

Z4 0.542 0.805

Z5 0.935 0.206

Z6 −0.144 0.902

The evaluation criteria for interface design usually include color, style, graphics,
interface layout, etc10. Main factor 1 is closely related to Z2 (Lively), Z3 (bright) and
Z5 (plentiful). Z2 (lively) is closely related to color matching and picture style. Usually,
lively colors are expressed as exciting colors or forward colors that can create a lively
visual impression. The Z2 (lively) also represent style. Most of today’s interface designs
are restrained. The use of elements such as illustrationswith a high degree of freedom can
change the seriousness of the picture. Z3 (bright) is closely related to the color matching.
Among the three elements of color, about color, the most closely related to Z3 (bright)
is lightness. lightness is the perception of the light and darkness of the light source and
the surface of the object, which can be simply understood as the brightness of the color.
It can help mini program bring a direct and relaxed feeling to the user. Z5 (plentiful)
has a strong relationship with the interface color, picture style, function arrangement,
etc., the overall performance is diversity, that means the visual performance should be
rich enough. Finally, the performance of the main factor 1 can be summarized as: lively
and progressive, high brightness color matching; plentiful element arrangement; diverse
picture styles. Therefore, the main factor 1 can be summed up as “sense of vitality”.

The main factor 2 is closely related to Z1 (special), Z4 (noble), Z6 (neat). Also
analyzed from several main aspects of interface design, Z1 (Special) represents the
degree of differentiation from other mini programs in interface design. At present, the
main feature that distinguishes mini programs is the brand representative color, which
make mini programs is easier to impress users. Z4 (noble) is closely related to the use of
colors and layout. The colors with a sense of nobility are usually expressed in cold colors
such as gold, coffee, blue, and other dark colors, giving users a sense of distance. On the
page layout, the sense of nobility is expressed as appropriate blank space, not excessive
performance, and precise control of details, such as the design of appropriate style icons.
Z6 (neat), as the name suggests, whether it is color matching, typography, function
distribution or picture style, it should be consistent and harmonious. For example, in the
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use of colors, try to use the same color system, and the weight, size, and proportion of
the use of different color systems should be reasonably matched. Combining these, the
main factor 2 can be summarized as: unique brand color system, reasonable and neat
layout and function distribution, appropriate white space, proportional distribution, in
line with the user’s vision Habits and preferences. Combined with the above analysis,
the main factor 2 is named “comfort”.

5.2 Cluster Analysis Results

Substitute the two main factors analyzed above into 10 samples, analyze the relationship
between the samples and them, obtain a sample clustering dendrogram (Fig. 2). The
clustering of the samples is gradually stable when the distance is 4, so the 10 programs
can be divided into 3 categories. Combined with the factor-sample scatter figure (Fig. 3),
sample 1, sample 6, sample 7, and sample 9 are relatively close; sample 3, sample 5, and
sample 4 are also relatively close. In addition, sample 2, sample 10, and sample 8 are
relatively close and can be divided into a group separately. According to the clustering
results of the samples, the analysis results are as follows (Table 9). The sample with the
highest score is category 1, and the design style can be used as a reference for the current
interface design of the coffee ordering mini programs.

Fig. 2. Genealogy figure
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Fig. 3. Factor-sample scatter figure

Table 9. Analysis of sample taxon characteristics

Category Sample number Characteristics

Category 1 Sample 1, sample 6, sample 7, sample 9 Category 1 has the characteristics of
bright and rich colors, lively and
delicate style, full content, rich types of
pictures, reasonable layout, and
appropriate blank space

Category 2 Sample 3, sample 5, sample 4 Category 2 has a cute picture style, rich
colors and content, and scattered layout

Category 3 Sample 2, sample 10, sample 8 Category 3 screens are mainly
composed of heavy colors, the screen is
simple, the content is relatively simple,
and the layout distance is large, which
is easy to cause a sense of alienation to
users

Analyze the above three groups of samples, category 1 performs the best among the
three groups. And the samples of category 1 are closer to the description of “vitality”
and “comfort”, For the time being, category 1 can be used as a sample that is more in line
with the user’s perceptual needs during design. In (Fig. 3), it shows that the first quadrant
still has a lot of room, which proves that there is still a lot of design space in the market
that meets the user’s perceptual needs, and the interface design of the coffee ordering
mini programs still has a lot of room for improvement. However, attention should be
paid to the relationship between plentiful content and comfortable layout.

5.3 Reasons for the Development of Coffee to “Vitality” and “Comfort”

Combined with the changes in the target users of coffee, coffee was a symbol of enjoying
life in the past, closely related to words such as elegance, slow pace, and high quality.
However, with the improvement of the national economic level and consumption capac-
ity, the target users of the coffee industry are gradually getting younger, and the living
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habits of users have already changed. More than half of users pay more attention to the
functional requirements of coffee, hoping to stimulate vitality. And the pace of modern
life has been greatly accelerated, the users at work are prone to depression, they will be
more eager to be close to the sun, warmth, vitality, and other feelings.

6 Conclusion

Finally, draws the following conclusions: (1) At present, the research objects are mainly
affected by the two principal components of “vitality” and “comfort”. The expression of
“vitality” can be summarized as bright color, rich elements, and various picture styles;
“comfort” is expressed in the reasonable proportion and arrangement of unique color
system. (2) At present, there is still a lot of room for development in the coffee mini-
program market in terms of “Vitality” and “comfort”, there is still a lot of room that can
improve. (3) Combined with the main user characteristics of coffee, it is concluded that
the user’s preference for the interface will follow the change of the environment. The
reason why “vitality” and “comfort” are favored by users may be closely related to their
living habits.

Mini Programs are important for coffee industry. From the perspective of interface
design, capturing users’ perceptual needs can help Mini Programs improve users’ expe-
rience and favor. Obviously, the design that grasp the perceptual needs of users will help
the coffee industry to accelerate in China.
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Abstract. With the popularity and development of online shopping,
more and more people choose to buy clothes or cosmetics online. How-
ever, because online shopping users can’t actually try cosmetics or
directly consult the shopping guide’s suggestions, it is not easy to image
where to use these cosmetics when buying them. In this research, we pro-
pose a cosmetic products recommendation method that provides users
with the most suitable occasions/cosmetics for each kind of cosmet-
ics/occasions by extracting and analyzing the correlation between cos-
metics and places. In particular, firstly, we utilize the public data set to
obtain the word vectors. Because very few locations are mentioned in
consumer review dataset, we use the geotagged tweet data which posted
in different places to obtain feature vectors, and calculate the similarities
between the place feature vectors and cosmetic product vectors. Then,
we rank the top-n places with the high similarities. Moreover, we also
asked 60 users to evaluate our recommendation system by judging the
suitability of 12 cosmetic products with high relevance in five places. The
results showed that our proposed method is effective.

Keywords: Recommendation system · Cosmetic products · Consumer
reviews · Geotagged tweets · word2vec

1 Introduction

Since the late 1990s, with the rapid growth of many e-retailers, including Amazon
(US), Taobao (China), and Rakuten (Japan), online shopping has taken off as
an increasing number of consumers purchase increasingly diversified products
on the Internet [4,6,10]. Using public data sets, there are a large number of
studies to analyze user purchase behavior and propose products recommendation
system [2,3,5]. However, there are still many problems that cannot be solved by
the current online shopping or related recommendation systems, such as what
cosmetics to use and what clothes to wear in different occasions—which has a
significant impact on users’ consumption decisions [1,8,9].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. Overview of the proposed cosmetic products recommendation system.

Therefore, in this article, we focus on how to recommend suitable occasions
for users when they shopping online. As the first trials of cosmetic products
recommendation system for different occasions, we propose a recommendation
system by analyzing the product reviews and geotagged tweets. Specifically,
we provide two ways of recommendation: A) when the user searches for a cos-
metic product, the ranking list of the place where the product is suitable will
be prompted; B) when users search for places, our recommendation system will
prompt the ranking list of appropriate cosmetics. The overview of the proposed
recommendation methods is shown in Fig. 1.

To implement our approach, we utilize the public data set provided by
Rakuten Ichiba (containing more than 5600 cosmetics) to obtain the word vec-
tors. Because very few locations are mentioned in the consumer review dataset,
we use the geotagged tweet data which posted in different places to extract
feature vectors, and calculate the similarities between the place feature vectors
and cosmetic product vectors. Then, we rank the top-n places with the high
similarities. Moreover, we also asked 60 users to evaluate our recommendation
system by judging the suitability of 12 cosmetic products with high relevance
in five places. Finally, we validate our proposed two recommendation method A
and B through MSE (Mean Squared Error) and nDCG (Normalized Discounted
Cumulative Gain).

2 Cosmetic Products Recommendation System

In this paper, we propose a cosmetic products recommendation system for dif-
ferent occasions by analyzing the product reviews and geotagged tweets. In this
section, we introduce the recommendation methods of our proposed system.
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Fig. 2. User interface of the proposed system.

2.1 Dataset Description

In this research, we utilize the commodity review data of Rakuten Ichiba public
dataset, and geotagged Twitter data (content and location information). For the
review data, we extract 111,220 customer review data in “beauty, cosmetics and
perfume” genre of Rakuten Ichiba dataset1 from September 2016 to October
2016 (16,609 review data of the subtype of “basic makeup”). For the Twitter
data, we collected 37,414 tweets on five occasions: school (42), hospital (4), hotel
(3), park (4) and theme park (4), which are posted within a radius of 1km around
of each place from October 1 to October 31, 2016.

2.2 Proposed Method

Figure 1 showed the flow of proposed cosmetic product recommendation method:

1) Training word embedding using cosmetic review data by applying Word2Vec
model [7].

2) Generating the feature vectors of each place and cosmetic product using Pre-
trained Word2Vec model.

3) Calculating the cosine similarity between the feature vectors and recommend-
ing the ranking list.

1 https://www.nii.ac.jp/dsc/idr/rakuten/.
2 In this paper, the numbers in brackets indicate the number of specific locations

included in each occasion.

https://www.nii.ac.jp/dsc/idr/rakuten/
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Table 1. The details of 12 cosmetic products.

ID Cosmetic products

1003370 Mood Matcher Light Blue

1020965 Estee Lauder Pure Color

1001830 Clee de Poe Beaute Poodle Compact Esanciel

1047742 Yves Saint Laurent Rouge Pure Couture Shimmat

1135961 Maybelline Hyper Sharp Liner Midnight Black

1039429 Medica Liner Night & Hard

1005479 FASIO Mineral Foundation

1046992 Christian Dior Addict Lipstick

1033249 Estee Lauder Pure Color Crystal Lipstick

1062163 RMK Creamy Foundation N102

1080195 Astre Virgo Eye Beauty Fixer WP

1001454 Etude House Eyebrow Tint My Blow Gel

In the 1) process, we utilized MeCab3 to segment the review data, and applied
the segmentation results into the Word2Vec model for training word vectors. The
vectors have dimensionality of 300, and the words which term frequency less than
three are deleted. In the 2) and 3) process, cosmetic review Ci is generated into
the feature vector vCi

, tweet textual content Tj is generated into the feature
vector vTj

. Where vCi
denotes the average of each 300 dimensions word vectors

in the cosmetic review, vTj
is the average of each 300 dimensions word vectors

in the geotagged tweet. The cosine similarity between Ci and Tj is calculated as
follows:

Eval(Ci, Tj) =
vCi

· vTj

|vCi
| · |vTj

| (1)

Figure 2 showed the user interface of the proposed system. When users input
the season and cosmetic products, our system can provide the ranking list of the
most appropriate occasions (left side of Fig. 2). Similarly, when users input the
season and places, our system can provide the ranking list of the most suitable
cosmetic products to users.

3 Evaluations

In this section, we describe the evaluation method of the proposed recommenda-
tion system. We selected 12 cosmetic products (details are shown in Table 1) with
the highest similarity among the cosmetics products extracted on five occasions
through proposed method, and asked cosmetic users to evaluate these cosmetic
products. The cosmetic users are 60 female Japanese native speakers (contain-
ing teens: 1.7%, 20s’: 23.3%, 30s’: 36.7%, 40s’: 28.3%, and 50s’: 10%). They were
asked to select and rank the most suitable cosmetic products of the five places.

3 https://taku910.github.io/mecab/.

https://taku910.github.io/mecab/
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Table 2. The MSE scores of the recommended cosmetics on each place.

ID School Hospital Hotel Park Theme park

1003370 0.1855 0.1057 0.7318 0.1804 0.0252

1020965 0.1614 0.7425 0.0311 0.0349 0.6746

1001830 0.0004 0.0341 0.1111 4.94e−5 0.0171

1047742 0.7581 0.1974 0.0562 0.1981 0.3832

1135961 0.0163 0.1616 0.0006 0.4479 0.0869

1039429 0.1078 0.0546 0.6442 0.1661 0.0009

1005479 0.0161 0.2396 0.1220 0.0429 0.2223

1046992 0.4625 0.0040 0.0004 0.3183 4.88e−5

1033249 0.0446 0.2851 0.0032 0.0071 0.2768

1062163 0.3208 0.0214 0.0967 0.4907 0.0246

1080195 0.2429 0.0813 0.0080 0.4507 0.3240

1001454 0.3362 0.1395 0.3021 0.4035 0.4938

average 0.2211 0.1722 0.1756 0.2284 0.2108

The results are treated as ground truth, then we compare the ranking provided
by our method and the ground truth.

3.1 Adequacy Evaluation of the Recommended Cosmetics on Each
Place

Table 2 showed the MSE scores of the recommended cosmetics on each place,
where the recommended cosmetics are treated as estimated values, and the cos-
metic users’ evaluation are treated as actual values. The smallest MSE score
is “theme park” 4.88e−5 with commodity ID “10046992”, and the largest MSE
score is “school” 0.7581 with commodity ID “1047742”. When it comes to the
average MSE value of each place, the school is 0.2211, the theme park is 0.2108,
and the average MSE value of all places is 0.2016. The effectiveness of the pro-
posed method is confirmed.

3.2 Evaluation on Occasion Ranking List of Each Cosmetics

In our system, we rank the relationship between products and places by the cosine
similarity. Table 3 showed the nDCG@5 scores of the occasion (place) ranking
(provided by our system/user evaluation). In all cosmetic items, The smallest
nDCG@5 value is 0.8282 with commodity ID “1135961”. On the other hand, the
largest nDCG@5 value is 0.9857 with commodity ID “1001830”, “1047742” and
“1046992”. The average value of all commodities is 0.942, which confirms that the
place ranking of commodities using proposed method is effective.

3.3 Evaluation on Cosmetic Ranking List of Each Occasions

Table 4 showed the nDCG@12 scores of the cosmetic ranking (provided by our
system/user evaluation). In all five places, The smallest nDCG@12 value is
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Table 3. The nDCG@5 scores of each cosmetics.

ID 1003370 1020965 1001830 1047742 1135961 1039429

nDCG@5 0.9608 0.8571 0.9857 0.9857 0.8282 0.9576

ID 1005479 1046992 1033249 1062163 1080195 1001454

nDCG@5 0.9005 0.9857 0.9647 0.9647 0.9608 0.9538

Table 4. The nDCG@12 Scores of each occasions.

School Hospital Totel Park Theme park Average

0.7736 0.7620 0.7175 0.6879 0.7770 0.7436

0.6879 (“park”) and the largest is 0.7770 (“theme park”). However, the average
nDCG@12 value of all places was relatively low (0.7436). In cosmetic reviews,
there are “lighter/darker” and other characteristic information in the evaluation
of lipstick color. For the cosmetics evaluation that users want to use at outdoor
places such as “park” and “theme park”, they might consider these characteris-
tics of cosmetics. It seems has an impact on the results. In the future, we plan to
consider the various characteristics and various purposes of cosmetic products
in our system, such as the brightness of color or using at indoor/outdoor places.

4 Conclusion

In this paper, we proposed a cosmetic products recommendation method that
provides users with the most suitable cosmetics for each kind of occasions by
extracting and analyzing the correlation between cosmetics and places. We pro-
vided two approaches of recommendation: A) when the user searches for a cos-
metic product, the ranking list of the place where the product is suitable will
be prompted; B) when users search for places, our recommendation system will
prompt the ranking list of appropriate cosmetics. Our proposed methods are
relatively simple, but they can make it easier for the users to imagine the most
appropriate occasions to use the cosmetics they are browsing. In addition, we
asked 60 users to evaluate 12 cosmetic products with high relevance in five places.
The results showed that our proposed method is effective. In our experiment,
we utilized the “autumn” data which contains the review data from September
to October in 2016. We plan to collect four seasons data for considering the
impact of season on the choice of cosmetics and occasions. In future work, not
only the textual content of geotagged tweets and cosmetic reviews, we also plan
to analyze the color, shape and other characteristics of products to improve our
cosmetic products recommendation system.



510 D. Li et al.

Acknowledgments. This is a product of research activity of Institute of Advanced
Technology, Center for Sciences towards Symbiosis among Human, Machine and Data
which was financially supported by the Kyoto Sangyo University Research Grants,
(M2001). This work was partially supported by JSPS KAKENHI Grant Numbers
JP19H04118, JP19K12240, JP21K17862.

References

1. Hori, K., Okada, S., Nitta, K.: Fashion image classification on mobile phones using
layered deep convolutional neural networks. In: Proceedings of the 15th Interna-
tional Conference on Mobile and Ubiquitous Multimedia, pp. 359–361 (2016)

2. Huang, Y., Liu, H., Li, W., Wang, Z., Hu, X., Wang, W.: Lifestyles in amazon:
evidence from online reviews enhanced recommender system. Int. J. Mark. Res.
62(6), 689–706 (2020)

3. Kagan, S., Bekkerman, R.: Predicting purchase behavior of website audiences. Int.
J. Electron. Commer. 22(4), 510–539 (2018)

4. Lee, S.M., Lee, D.: “untact”: a new customer service strategy in the digital age.
Serv. Bus. 14(1), 1–22 (2020)

5. Li, M., Mao, H., Hu, J., Li, B.: Prediction and analysis of amazon user behav-
ior based on long short-term memory and manual feature. In: 2021 International
Conference on Artificial Intelligence, Big Data and Algorithms (CAIBDA), pp.
243–247. IEEE (2021)

6. Liu, C., Hong, J.: Strategies and service innovations of Haitao business in the
Chinese market: a comparative case study of amazon. CN vs gmarket. co. kr. Asia
Pacific J. Innov. Entrepr. (2016)

7. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word repre-
sentations in vector space. arXiv preprint arXiv:1301.3781 (2013)

8. Takaki, T., Murakami, T., Kurosawa, Y., Mera, K., Takezawa, T.: A searching
support system for fashion items focusing on silhouettes (in Japanese). In: The
29th Annual Conference of the Japanese Society for Artificial Intelligence, pp. 1–4
(2015)

9. Ueda, M., Taniguchi, Y., Li, D., Siriaraya, P., Nakajima, S.: A research on con-
structing evaluative expression dictionaries for cosmetics based on word2vec. In:
The 23rd International Conference on Information Integration and Web-based
Applications & Services (iiWAS 2021), pp. 84–90. ACM (2021)

10. Willenborg, T.S.: Rakuten: a case study on entering new markets through an inno-
vative business-to-business-to-consumer strategy. In: Segers, R.T. (ed.) Multina-
tional Management, pp. 203–220. Springer, Cham (2016). https://doi.org/10.1007/
978-3-319-23012-2 11

http://arxiv.org/abs/1301.3781
https://doi.org/10.1007/978-3-319-23012-2_11
https://doi.org/10.1007/978-3-319-23012-2_11


Village E-Commerce (Pasardesa ID)
for Economic Recovery Due to the COVID-19

Pandemic

Nafrah Maudina(B), Achmad Nurmandi, Isnaini Muallidin, Danang Kurniawan,
and Mohammad Jafar Loilatu

Department of Government Affairs and Administration, Jusuf Kalla School of Government,
University of Muhammadiyah Yogyakarta, Yogyakarta, Indonesia

nafrahmaudina99@gmail.com, nurmandi_achmad@umy.ac.id

Abstract. This research aims to uncover the village economic recovery strategy
or BUMDes in Yogyakarta through digital or eCommerce applications. The dig-
ital or eCommerce application used in the village government sector to optimize
BUMDes has declined due to the COVID-19 pandemic in Yogyakarta, digital and
e-commerce applications in the village economic sector. Pasardesa.id is a digi-
tal application used to promote village products to customers through a network
of resellers spread throughout Indonesia. This study used a descriptive qualita-
tive approach, data analysis from the Pasardesa.ID website and application. The
results indicated that using Pasardesa eCommerce.id as a strategic solution in
village economic recovery or BUMDes is the right choice due to the large sales
turnover and easy transactions. Therefore, many BUMDes partners join to use
Pasardesa.id. Features on Pasardesa.id application or website also support the fac-
tor. Pasardesa.id application or website has affected the recovery of BUMDes or
the village economy.

Keywords: E-commerce · Pasardesa.id · BUMDes · Economic recovery

1 Introduction

The COVID-19 pandemic since March 2020, which has hit almost all countries in the
world, has had a lot of impact on the economic sector, not to mention in the villages. The
impact of this pandemic in the economic sector is the decline in trade to industry both
in the country and in the countryside [1]. The action taken to overcome the problem of
the COVID-19 pandemic is to limit the activities of its citizens in several stages, ranging
from physical distancing to lockdown measures [2]. Due to the steps and actions taken,
many people cannot run their usual business interacting with face-to-face customers
locally or globally [3].

The COVID-19 pandemic has influenced how businesses worldwide survive due to
declining economic development [4]. Therefore, it is necessary to respond or answer
these questions; of course, to answer these questions, various countries certainly carry
out more innovative marketing strategies such as utilizing IT [5]. The marketing strategy

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1582, pp. 511–518, 2022.
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can utilize marketplaces or digital marketing to ease the community to make buying and
selling practical, effective and efficient transactions. Of course, it does not take a long
time. Digital marketing is used to increase sales figures and study branding to establish
a good relationship between sellers and buyers. Digital marketing used eCommerce as
a marketing tool for products or goods being traded [6].

COVID-19 cases have caused severe paralysis in the affected villages’ economic
sector [7]. During the pandemic, the village-owned business sector has changed a lot,
such as BUMDes (Village Owned Enterprises) due to the limited interaction between
buying and selling among the community to avoid the virus from spreading. The mar-
keting strategy has also changed carried out by BUMDes is lacking. It is optimally
resulting in a decline in the village economy [8]. To understand the effects of turmoil on
the rural economy caused by the impact of COVID-19 on individual aspects of the world
economy, focusing on the primary sector and industries involved in raw materials, the
secondary sector involved in the production of finished products and the tertiary sector
includes all service provision industry [9].

During the COVID-19 pandemic, villages in Yogyakarta experienced a decline, or
the village market economy declined because of around 800 shops in the village whose
marketing was hampered. After all, the management of village potential was temporarily
halted [10]. However, problems regarding the village economy can be overcome by
the Panggungharjo village apparatus collaborating with the Village Minister of PDTT
by holding an e-commerce called Pasardesa.id [11]. Pasardesa.id aims to return the
economy. With e-commerce, it can revive the village market economy, whose income
has reached IDR 82,096,000 million since 25 days from the first day of operation.
Pasardesa.id is hoped to allow the village government to restore and optimize the village
economy [10]. This research is interesting because Panggungharjo Village is famous for
the PanggungLestari BUMDes,which received the best BUMDes reward inASEANand
entered the pandemic. BUMDes could restore the village economy, which was fast due
to the ideas of the Panggungharjo village officials regarding procurement eCommerce
such as Pasardesa.ID in marketing and reselling products from the potential of their
village.

2 Literature Review

2.1 E-Commerce

According to research [12], e-commerce is a method used as a modern business tool
based on technology. Of course, e-commerce can facilitate the process of marketing
products or market goods and facilitate market interaction (sellers and buyers) without
having to gather at themarket. The place of business or the seller. In e-commerce, various
supporting frameworks such as people, public policy, market and advertising, support
services, and business partnerships are described [13]. There are several models such as
Business to Business, Business to Consumer, Consumer to Business, and Consumer to
Consumer [14].
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2.2 Economy Recovery

The pressure of the COVID-19 pandemic on the economic aspect has had a significant
impact throughout the world [15], causing a surprise for every country faster than the
financial crisis [16]. During this pandemic, a Lockdown policy is done temporarily,
closing educational, commercial, religious, and other institutions [17].

The case of COVID-19 has indeed caused severe paralysis in the economic sector of
the affected country [18]. The pandemic problem in China can be a clear example that
the threat of a pandemic exerts enormous pressure on the economic aspect. Therefore,
developing and developed countries feel high financial pressure due to the COVID-19
pandemic[19]. By feeling the pressure of this pandemic on the country’s significant
economy. Economic recovery is marked by increased marketing production or buying
and selling in the village government sector as in BUMDes. It is hoped that the economic
recovery of this village can have amore substantial impact on BUMDes in various towns.
Thus, investment in economic-based villages is maintained. BUMDes are not included
in the national economic program, so it is necessary to optimize BUMDes capital [20].

3 Research Method

This research revealed the importance of the village economic recovery strategy or
BUMDes through digital applications related to buying and selling transactions and
technology-based promotions in the village government, Yogyakarta. This study used a
descriptive analysis method, and this method explains or describes the conditions and
attitudes of the object being studied. The researchers analyzed the data using the https://
pasardesa.id website and the Pasardesa.id application. This study focuses on the village
economic recovery strategy or BUMDes through eCommerce or the Pasardesa.id digital
application.

4 Discussion

In this era of globalization, technology is advancing. Internet is increasingly needed in
community activities, education, and business. Social media is a source of information
about government policies being implemented and sharing information with the public
[21]. Like the policy on village economic recovery (BUMDes) during the pandemic,
the policy was carried out by implementing e-commerce in the form of websites and
applications or digital marketing to help restore the process of buying and selling inter-
actions promoting superior village products. eCommerce replaces village markets with
technology-based methods in promoting village products whose turnover will be used
for village development in the future [22].

a. E-Commerce Pasardesa. ID

In the era of the COVID-19 pandemic, it has caused many economic crises, such as
declining income frombusinesses andvillagemarkets in Indonesia [23].By looking at the
problem, e-commerce is used as a solution to overcome the crisis. During this economic

https://pasardesa.id
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crisis, citizen involvement is vital, either contributing or providing correct information to
the government regarding the problems they face. That way, fear, confusion and anxiety
among the citizens can be minimized during this critical time [24]. With E-commerce,
buying and selling transactions are globally accessible via the internet [25]. One form of
E-commerce in Indonesia that is part of the village government is Pasardesa.id is held
by a collaboration between the Minister of Villages of PDTT and the Panggungharjo
Village Apparatus. Pasardesa.id is a digital application that is the first to market potential
village products through a network of resellers throughout Indonesia. Pasardesa.id has
features for what products are available from the village likely production results as
follows:

Fig. 1. Features of the Pasardesa.id application and website Source: https://pasardesa.id

Figure 1 related Pasardesa.id application or website has features explaining buying
and selling transactions and procedures for promoting village products, such as supply
partners registered in Pasardesa.id partners provide products to sell by posting photos
of these products in the application with the “product available” feature [26]. Then, the
customer only needs to check out the product, and the partner manager will carry out
the packaging and delivery of the goods. Delivery of village products to customers is
also carried out by couriers that have been provided. Looking at the features or methods
of transactions on applications and websites that are very easy to understand and use by
partners is much in demand for buying and selling transactions and promoting village
products during the COVID-19 pandemic. The partners referred to here are villages
with BUMDes that want to be re-managed by promoting the potential products of their
village. Therefore, Pasardesa.id is in great demand to be used by various partners to
carry out buying and selling transactions and promote village products.

b. Village Economic Recovery or BUMDes in Yogyakarta, Indonesia

Villages through BUMDes optimize village potential where the results can be an addi-
tional village budget which is stated as village income. During the pandemic, many
business sectors declined, such as in the village government, called BUMDes or the
village economy, which was triggered by the lack of buying and selling transactions and
marketing of village products. In answering or overcoming these problems in villages

https://pasardesa.id
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in Yogyakarta. The marketing of village products through e-commerce can be carried
out to reduce costs and increase efficiency, especially crises in the village economy. In
the recovery of the village economy or BUMDes in Yogyakarta that uses eCommerce,
called Pasardesa.id, with the website and application provided in the Playstore, can be
used by the community who are already BUMDes partners in marketing their potential
village products. The following is the function structure of Pasardesa.id.

Shopping is safe, cheap, and easy

Expand the value of benefits from direct cash assistance from village 
funds

Strengthen the function of village funds as a social security network as 
well as resilience of the village economy

Assist the village government in distributing BLT DD in a non-cash 
manner

Fig. 2. Uses or Functions of Pasardesa.id Source: https://masterplandesa.id

Figure 2, regarding the use or function of Pasardesa.id itself in part 2, is explained as
“Strengthening the function of village funds as a social handling network while building
village economic resilience.” The decline in the village economy is due to the minimal
process of buying and selling interactions or promotion of village products and the
absence of strengthening village funds, and weakening economic resilience. Therefore,
Pasardesa.id is used as a solution in alleviating these problems. The village economy
recovered and experienced an increase after the BUMDes partners used the Pasardesa.id
application, which is one of the BUMDes that used this application for the first time
and which held this application and website in the economic recovery of their village,
Panggungharjo Village, BUMDes in 2020 until now in 2021 [27] (Fig. 3):

Fig. 3. Diagram 1. Data for Supply Partners Pasardesa.id Source: http://Pasardesa.id

Data for BUMDes partners who joined in April-May 2020 were only 5-17 BUMDes
or as much as 30%; for June-September 2020, it was 45 BUMDes or 79% until October

https://masterplandesa.id
http://Pasardesa.id
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2020 - June 2021 this year increased by 57 BUMDes or by 100%. By looking at the data
of partners who join continues to increase, partners’ trust in the success of eCommerce
called Pasardesa.id application and website in the recovery of the village economy even
though the partner’s target to join this eCommerce is 75 BUMDes [27]. However, this
issue is not an obstacle for eCommerce to keep operational (Fig. 4).

82.96 318
2,305

100.69
668

2,408
300 710

3000

0

5000

Omset (Million)Products Sold (Item)Transac on Sales (Units)

Pasardesa.id Turnover Chart

April-Mei 2020 June 2020-September 2020

October 2020-June 2021

Fig. 4. Diagram 2. Marketdesa.id Turnover 2020–2021 Source: https://Pasardesa.id

The data diagram above shows that the turnover achieved from this Pasardesa.id
is Rp. 82,096,000 in April-May 2020, Rp. 100,069,000 in June-September 2020, and
Rp. 300,000,000 inOctober 2020-June 2021. It is, furthermore, related to village product
data sold, 318 items in April-May 2020, 668 items in June-September 2020, and 710
items in October 2020-June 2021. For sales transaction data, 2,305 units in April-May
2020, 2,408 units in June-September 2020, and 3000 units in October 2020-June 2021.
It has been counted for more than one year and every three months. There is an increase
in income or turnover obtained from the existence of Pasardesa.id reaching 300 million.
By looking at the data above regarding partners who joined in proportion to the turnover,
products sold, and sales transactions that increased during the COVID-19 pandemic, it
can be concluded that the Pasardesa.idwebsite and application can be a tool for economic
recovery in Panggungharjo Village, and the same goes for villages that have BUMDes
and have become partners in the application or website. The following are the stages of
using Pasardesa.ID eCommerce as a recovery or optimization of BUMDes.

5 Conclusion

In the era of the COVID-19 pandemic, many economic sectors were affected, one of
which was in the village economic sector or BUMDes. Therefore, it is important that
the strategy carried out in the recovery and optimization of BUMDes, recovery and
optimization strategies for the village economy or BUMDes is very important so that
the income of village creative businesses returns to normal or increases further. In this
era of the Covid-19 pandemic, technology is being used greatly, such as in the use of
social media, one of which is digital applications or e-commerce, which is one of the

https://Pasardesa.id
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solutions in recovering the village economywhich has declined in the era of the COVID-
19 pandemic. One form of e-commerce in the recovery of the declining village economy
is Pasardesa.id which is in the form of a website and application and can be accessed by
all BUMDes partners in Yogyakarta. operational days has reached Rp 82,096,000 to 3
billion in June 2021.
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Abstract. In recent years, the number of customers in physical stores has been
declining because of the expansion of the ECmarket. Therefore, in physical stores,
it is necessary to investigate effective product shelves and customers’ latent pur-
chasing needs, which cannot be found only in purchase data to take advantage of
the strengths of physical stores. The purpose of this study is to identify the golden
zone which is attractive and easily gazed at by customers in an electronics retail
store. In this study, we conducted an eye tracking observation experiment in an
electronics retail store in Japan. From the experimental data, we aimed to obtain
the subject’smovement lanes and viewpoint information. For the analysis, we used
t-test to compare the differences in gazing time at the product shelves in different
areas on the same floor and network analysis to visualize the purchasing behavior
in a store. Based on the results of the network analysis, The area of interest (AOI)
analysis was conducted on the product shelves with high degree centrality and
betweenness centrality. The AOI analysis enables us to measure the number of
gazes and gazing time of the area of interest by specifying the area of interest from
the recorded data.

Keywords: Consumer behavior · Eye tracking · Network analysis

1 Introduction

Recently, the frequency of customer visits to physical stores is declining. Furthermore,
the spread of the new coronavirus infection has led to further expansion of the electric
commerce market [1], and this trend is expected to continue into the future. Therefore,
it is necessary to consider measures that take advantage of unique strengths of physical
stores. One of the strengths of a physical store from the customer’s point of view is the
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ability to try out products. For physical stores, the ability to actually see and try products
and to compare products side by side is a great advantage. Surveys and researches on
the customer shopping path and using gaze data in physical stores have been widely
conducted. In supermarkets, many studies have visualized customer behavior using flow
lines, such as the patterning of customer shopping paths using RFID [2, 3] and analysis
of the length of shopping routes [4]. In addition, there have been studies on in-store
behavior from research on the height of gaze, which tends to attract the most shoppers
[5]. However, most of these studies have been conducted in grocery stores, and there are
few studies on electronics retail store.

2 The Purpose of This Study

In this study, we conducted an experiment on customer shopping path behavior in an
electronics retail store which is one of the largest scale stores in Japan. We tested the
following two hypotheses about the golden zone, which has been conventionally referred
to, based on the flow line and viewpoint data obtained in the experiment. Based on the
results of the verification, we propose a layout improvement plan of physical stores.

• Product shelves placed in the center of a store ismore likely to be gazed at than product
shelves placed on a wall.

• Product shelves where you can touch and try products are most likely to be gazed at
products at chest height.

3 Eye Tracking Observation Experiment

We conducted an eye tracking observation experiment over two days, November 19 and
26, 2021 in an electronics retail store in Tokyo, Japan. “Tobii Pro Glasses 2” [6] and
“Tobii Pro Glasses 3” [7] were used to record eye tracking during the experiment. The
device is worn like a pair of glasses. This device can move freely while wearing and
recording what the subjects are looking at. When we analyzed the recording data, we
used the “Tobii Pro Lab” [8]. This analysis tool was used to extract the movement data
of the subjects. The target floors were from the first to the sixth floor, and the condition
of the experiment was to stay on not only one but several floors. In order to unify the
experimental conditions of time, subjects looked around floors in the store for 20 min.
The number of subjects was 26; 18 were male and 8 were female.

4 Analysis

4.1 Statistical Test

T-test is used to compare the differences in gazing time at the product shelves in different
areas on the same floor.We grouped the product shelves by dividing them into two types:
one on the wall side and the other on the inside. First, we performed F-test because the
method of t-test changes depending on whether the variance is different or not. We set
hypothesis null (H0) and alternative one (H1) as below.
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H0: There is no difference in variance of the gaze time of the shelves between the areas.
H1: There is a difference in variance of the gaze time of the shelves between the areas.

We set significant level as 5%, then their p-value is less than 0.05 and the null
hypothesis is rejected, we conclude that there is the difference between two areas, and
we used Welch’s test without assuming equal variances. On the other hand, when p-
value is more than 0.05 and the null hypothesis is adopted, we conclude that there is
no difference between two areas, and we used independent t-test with assuming equal
variances. We hypothesized as below to perform t-test.

H0: There is no difference in the average of the gaze time of the shelves between the
areas.
H1: There is a difference in the average of the gaze time of the shelves between the areas.

We set significance level as 5%, then p-value is less than 0.05 and the null hypothesis
is rejected, we conclude that there is a difference between two areas. When p-value is
more than 0.05 and the null hypothesis is adopted, we conclude that there is no difference
between two areas.

4.2 Network Analysis

Network analysis is one of the powerful tools to visualize the purchasing behavior of the
subjects. We used two indexes called degree centrality and betweenness centrality. The
degree centrality represented the product shelves that were strongly connected to each
other, while the betweenness centrality represented the product shelves that functioned
well as the relay points. The adjacency matrix of a graph is A = (

aij
)
, and the indegree

and outdegree are defined as Cid (i) and Cod (i) of node i. The degree centrality Cd (i) is
defined as the Eq. (1).

Cd (i) = Cid (i) + Cod (i) =
n∑

j=1

aji +
n∑

j=1

aij (1)

For the node, we used the showcases in the store. For the size of node, we used the
value obtained from the degree centrality. The dataset is an adjacency matrix of time of
gazing at the showcases. For the weight of edge, the dataset is an adjacency matrix of
number ofmoves at the showcases. Betweenness centrality [9] used two kinds of indexes.
Betweenness centrality of a node v is the sum of the fraction of all-pairs shortest paths
that pass through v. Betweenness centrality of an edge e is the sum of the fraction of
all-pairs shortest paths that pass through e. Equation (2) shows betweenness centrality
of a node v. Equation (3) shows betweenness centrality of an edge e.

CB(v) = 1

(n − 1)(n − 2)

∑

s,t∈V

σ(s, t|v)
σ (s, t)

(2)

CB(e) = 1

n(n − 1)

∑

s,t∈V

σ(s, t|e)
σ (s, t)

(3)
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where V is the set of nodes, σ(s, t) is the number of shortest (s, t)-paths, and σ(s, t|v)
is the number of those paths passing through some node v other than s, t. σ(s, t|e) is
the number of those paths passing through edge e. The size of the nodes reflects the
betweenness centrality of nodes, and the thickness of the edges reflects betweenness
centrality of edges.

4.3 AOI Analysis

We used the AOI (area of interest) analysis to estimate the areas of the product shelves
that are most likely to be gazed at. The AOI analysis is a function of the eye-tracking
device software Tobii Pro Lab [8], which enables us to measure the number of gazes and
gazing time of the area of interest by specifying the area of interest from the recorded data
[10]. The product shelf targeted in the AOI analysis were selected under the conditions
that the node size was large based on the results of the network analysis and that the
products in the categories were not significantly different among the product shelves.

4.4 Analysis Result and Discussion

Table 1 shows the result of t-test for comparison of product shelves on the wall side with
those on the inside.

Table 1. p-value results of t-test.

Floor p-value

1F 0.95670

2F 0.01647

3F 0.77570

4F 0.70200

5F 0.37490

6F 0.04327

In the comparison between the product shelves located on the wall and the inside,
the results showed that there was a difference between the areas, since the significance
level of 5% was rejected on the second and sixth floors. Therefore, we calculated the
average dwell time for the product shelves located on the wall and on the inside. The
results for the second floor showed that the average time spent on product shelves placed
on the wall side was 25.2 s, while the average time spent on product shelves placed on
the inside was 7.4 s. On the sixth floor, the average time spent on the shelves placed on
the wall was 8.0 s, while the average time spent on the shelves placed on the inside was
2.4 s. Thus, contrary to the hypothesis, the product shelves placed on the wall tend to be
gazed at longer than those placed on the inside.

Figure 1 shows the layout of the second floors and Figs. 2 to 3 show the results of
the network analysis in the second floors.
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Fig. 1. The layout of the second floor.
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Fig. 2. Results of network analysis of degree centrality (2F)
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Fig. 3. Results of network analysis of betweenness centrality (2F)

FromFig. 2, we can see that the node sizes of HDD_Router, Interface_Card, HDMI2,
and CPU2 are large, indicating that the gazing time at these product shelves is long.
Figure 3 shows that the node sizes of HDD_Router, Interface_Card, and CPU2 are large
and that the edges between adjacent product shelves tend to be thicker. In common with
Fig. 2 and 3, it can be read that product shelves on the wall side are more likely to be
gazed at and that product shelves are more likely to be connected to each other, thus it
can be said that the product shelves on the wall side are important.
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Fig. 4. Specified area for AOI analysis of an 6F product shelf

Table 2. Gazing time for the specified area of an 6F product shelf

Participant Space1 Space2 Space3 Space4 Space5

A 0.92 2.18 0.00 0.00 0.00

B 0.00 0.64 0.00 0.00 0.00

C 0.00 0.00 0.22 0.00 0.00

D 3.44 0.34 0.00 1.16 0.26

E 0.21 0.55 0.00 0.00 0.00

F 4.30 12.11 0.69 7.28 5.22

G 0.00 0.00 0.00 0.00 0.00

H 0.66 0.00 0.00 0.00 0.00

I 0.00 0.00 1.13 0.57 0.00

Average 1.06 1.76 0.23 1.00 0.61

Share of total time (%) 22.74 37.78 4.88 21.52 13.08

Figure 4 and Table 2 showed the result of AOI analysis. Figure 4 is a product shelf
on the 6th floor, where customers can touch and try products.

Table 2 shows that space1, space2, and space4 are the most likely to be gazed at. In
the case of a product shelf where visitors can touch and try products, it can be said that
products located below the chest, where they can easily reach out, are more likely to
be gazed at. Therefore, the results were as hypothesized. Space 3 is also a space where
visitors can try out products, but the duration of gazing tends to be shorter. In space1
and space2, the background color of the display is light blue, which is different from the
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color of the mouse, as a way of arranging the products. However, the background color
of space3 is black, which is less noticeable. Therefore, it is important to use a layout
with colors that make the products stand out when placing products.

4.5 Layout Improvement Suggestion

Since the target of this analysis was an electronics retail store, when proposing measures
for product placement,wepropose a layout from twoperspectives: the location of product
shelves that are easy to gaze at and easy to visit, and the areas within the product shelves
that are easy to gaze at. Regarding the location of product shelves that are easy to gaze at
and visit, it can be said that people are more likely to gaze at product shelves located on
the wall side for a long time. Therefore, it is effective to place products that are relatively
easy to purchase at the inside of the store, and to place featured product on the wall side
so that the products can be easily seen. Regarding the areas of the product shelves that
are most likely to be gazed at, the results showed that the areas below the chest and above
the waist are most likely to be gazed at when the product shelves are arranged so that
the customers can touch and try the products. In an electronics retail store, information
that enables comparison of the differences between products is important. Therefore,
the following product layout is ideal so that a space that enables comparison of product
information can be placed at eye level.

• Video product descriptions should play in the space at the top to make them easily
visible.

• Arrange product information content at eye level to facilitate intercomparison of
products.

• Arrange products in the space below the chest and above the waist so that visitors can
try the actual products.

• To make the products stand out, change the background color of the products when
arranging them to make them stand out.

• Arrange the product inventory at the bottom.

5 Conclusion

In this study, we conducted an experiment on customer shopping path behavior in an
electronics retail store an tested the two hypotheses about the golden zone, which has
been conventionally referred to, based on the flow line and viewpoint data obtained in
the experiment. Based on the results of the verification, we proposed two kinds of layout
improvement plan of physical stores. As a future issue, we can clarify which products
tend to sell well by analyzing the purchase history in physical stores in combination
with product search behavior. In addition, since height difference and body size were
not considered in the analysis, verification of product placement is necessary.

References

1. Impact of the coronavirus (COVID-19) pandemic on retail sales in 2020. https://www.ons.
gov.uk/economy/grossdomesticproductgdp/articles/impactofthecoronaviruscovid19pandemi
conretailsalesin2020/2021-01-28. 21 Jan 2022

https://www.ons.gov.uk/economy/grossdomesticproductgdp/articles/impactofthecoronaviruscovid19pandemiconretailsalesin2020/2021-01-28


526 M. Nonaka et al.

2. Sano, N., Tsutsui, R., Yada, K., Suzuki, T.: Clustering of customer shopping paths in japanese
grocery stores. Procedia Comput. Sci. 96, 1314–1322 (2016)

3. Syaekhoni, M.A., Lee, C., Kwon, Y.S.: Analyzing customer behavior from shopping path
data using operation edit distance. Appl. Intell. 48(8), 1912–1932 (2016). https://doi.org/10.
1007/s10489-016-0839-2

4. Kaewyotha, J., Songpan, W.: A study on the optimization algorithm for solving the super-
market shopping path problem. In: 2018 3rd International Conference on Computer and
Communication Systems (ICCCS), pp. 11–15 (2018)

5. Chen, M., Burke, R.R., Hui, S.K., Leykin, A.: Understanding lateral and vertical biases in
consumer attention: an in-store ambulatory eye-tracking study. J. Mark. Res. 58(6), 1120–
1141 (2021)

6. Tobii inc. Tobii ProGlasses 2wearable eye tracker. https://www.tobiipro.com/product-listing/
tobii-pro-glasses-2/. Accessed 21 Jan 2022

7. Tobii inc. Tobii ProGlasses 3wearable eye tracker. https://www.tobiipro.com/product-listing/
tobii-pro-glasses-3/. Accessed 21 Jan 2022

8. Tobii inc. Tobii Pro Lab software. https://www.tobiipro.com/product-listing/tobii-pro-lab/.
Accessed 27 July 2021

9. Brandes, U.: On variants of shortest-path betweenness centrality and their generic computa-
tion. Soc. Netw. 30(2), 136–145 (2008)

10. Saijo, N., Tosu, T., Morimura, K., Otake, K., Namatame, T.: Evaluation of store layout using
eye tracking data in fashion brand store. In: Meiselwitz, G. (ed.) SCSM 2018. LNCS, vol.
10913, pp. 131–145. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-91521-0_11

https://doi.org/10.1007/s10489-016-0839-2
https://www.tobiipro.com/product-listing/tobii-pro-glasses-2/
https://www.tobiipro.com/product-listing/tobii-pro-glasses-3/
https://www.tobiipro.com/product-listing/tobii-pro-lab/
https://doi.org/10.1007/978-3-319-91521-0_11


Mobile Augmented Reality and Consumer
Experience: A Mixed-Methods Analysis

on Emotional Responses and Intention to Buy
Household Items

Georgios Papalazaridis, Katerina Tzafilkou(B) , and Anastasios A. Economides

University of Macedonia, Thessaloniki, Greece
tzafilkou@uom.edu.gr

Abstract. MobileAugmentedReality (MAR) technologyoffers a newandunique
way for consumers to interact with products, increasing their desire to buy. Despite
the popularity of MAR apps in the retail industry, the examination of the con-
sumers’ emotional states, and the reasons evoking increased purchase intention
are still under researched. To this end, this study seeks to explore the users’ emo-
tional states and the design elements that affect their intention to buy a MAR
viewed product, and use the app. A prototype MAR iOS app was developed, and
a user test was conducted on 21 participants. The methodology was based on a
mixed design approach, combining quantitative and qualitative data emerged from
scaled questionnaire items, interviews, and open-ended questions. The thematic
analysis revealed eight emotional codes, and six codes of perceived usefulness.
Both analyses showed that the interaction with the app triggered positive emotions
of enjoyment and fascination, as well as an increased desire to use the app and
buy the product. The ability to test the product in the real space and the facility to
combine different objects in space before the actual purchase were the strongest
indicators of purchase intention. A set of specific functionality elements caused
negative emotions of confusion and disappointment. Overall, the research find-
ings provide useful insights on the MAR elements that can positively affect the
consumers’ purchase intention.

Keywords: Consumer emotions · Intention to buy ·Mobile Augmented
Reality ·MAR retail

1 Introduction

1.1 Theoretical Background

Mobile Augmented Reality (MAR) is a rapidly evolving technology and its users are
increasing day by day mainly because of the MAR integration in retail (Yavuz et al.
2021; Qin et al. 2021a; Rauschnabel et al. 2019). MAR applications have emerged as
one of the most important trends in the digital market and are being adopted in a variety
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of industries including beauty, telecommunications, tourism, manufacturing, healthcare,
and education (Chen et al. 2021; Qin et al. 2021a;).

Research confirms that MAR experience brings positive effects in the consumer
decision-making process, purchase intention (Kowalczuk et al. 2021; Hinsch et al. 2020;
Pantano et al. 2017), actual purchase (Smink et al. 2019) and intention to recommend or
reuse the app (Hilken et al. 2018; Pantano et al. 2017). MAR experience is also proved to
bring positive emotional responses (Qin et al. 2021b). Emotional responses are essential
in consumer research, since behavioral responses (reuse and purchase intention) are
formed by affective and cognitive responses to the e-commerce (Lim and Kim 2020) or
MAR characteristics (Kowalczuk et al. 2021; Qin et al. 2021a, b).

Research has also shown that more direct experiences with a product provide greater
emotional engagement and allow consumers to better judge the quality of a product’s
features (Overmars and Poels 2015; Smink et al. 2019).

In the context of home goods retailing, MAR applications are generally preferred by
consumers since they generate greater immersion, enjoyment, and perceived usefulness
in the shopping process (Kowalczuk et al. 2021; Pantano et al. 2017; Qin et al. 2021a).
The recently launched ‘IKEA Place’ allows customers to select a piece of virtual fur-
niture through a smartphone app and view it a real physical space in real-time. Other
popular retail apps like Houzz1 and Amazon’s ‘View in Room’2 share similar MAR
characteristics.

Despite the ever-growing popularity of MAR, there are still important questions
to be answered, like what are the MAR-triggered consumer emotions and why MAR
shoppers show high purchase intention or satisfaction (Chen et al. 2021). Overall, a
better understanding of the customers’ emotional experience and the identification of
specific MAR characteristics that trigger emotional responses, will help companies to
design more effective marketing strategies for the consumer’s buying journey, aiming at
fulfilling the right customer need at the right time (Hilken et al. 2017).

1.2 Research Objectives

Many times, consumers face difficulties in buying online home products that fit in their
personal space. In many cases, consumer dissatisfaction emerges after the online pur-
chase as they discover for instance that a sofa that looks good on the internet, in fact does
not match the decoration of their home (Hilken et al. 2017). MAR helps to overcome
specific weaknesses of traditional online commerce channels, like the inability to test
the product before purchase (Pantano et al. 2017; Smink et al. 2019).

The aim of this research is to examine the consumer experience in aMAR application
for purchasing household goods. This research seeks to confirm that theMARexperience
has positive effects on consumer emotional experience, purchase intention (Kowalczuk
et al. 2021; Pantano et al. 2017; Qin et al. 2021a, b), and intention to recommend or
reuse the app (Pantano et al. 2017). Therefore, this study aims to answer the following
three research questions (ROs):

1 https://www.houzz.com/mobileApps.
2 https://www.amazon.com/adlp/arview.

https://www.houzz.com/mobileApps
https://www.amazon.com/adlp/arview
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• RO1: To investigate the consumers’ emotional responses when interacting with MAR
in their smartphones.

• RO2: To examine the consumers’ intention to buy a household product, and reuse the
MAR app.

• RO3: To identify the MAR characteristics that trigger positive or negative emotional
experiences and affect purchase decision.

2 Materials and Method

2.1 Prototype MAR App

Tools and Technologies. A prototype MAR app was developed for iOs smartphones.
The code was developed in Apple’s Xcode 12.3 using the Swift 5.3 programming lan-
guage. This version of Swift runs only on mobile devices and tablets running iOS 14 or
later. A set of libraries were used to help develop the code, like SwiftUI, Reality Kit,
ARKit, Combine, and FocusEntity.

The app was accessed with the help of Apple’s TestFight allows the developers to
invite users to test the early version of a new app before it is officially released on the
market.

3D Models. Forty (40) virtual 3Dmodels of household itemswere added to the products
menu of the application, divided into eight (8) categories of household items, whichwere
obtained after processing six (6) original virtual 3D models, purchased with royalties
from the Sketchfab website.

The Apple Reality Converter software was used to split the models (Fig. 1) and
change their texture, which concerns their appearance and shade, while the change of the
color of the models was carried out in Adobe Photoshop. The scaling was implemented
through Blender platform.

Fig. 1. Splitting a virtual 3D model into smaller ones
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Functionality and Interface. The functionality of the application concerned the user’s
access to the menu with the 3D virtual products, the possibility of selecting and placing
all selected models in their real space and taking photos using the buttons of their device.
Figure 3 depicts the interface menu, the AR view, and the products.

Fig. 3. Interface menu of the MAR prototype app, AR view and products

2.2 Survey Models

A 5-point Likert scale questionnaire was designed to measure the users’ emotional
states of i) enjoyment, ii) immersion, iii) surprise, iv) fascination, v) esthetic appeal,
and vi) confusion, as well as their vii) intention to buy a product and, viii) reuse the
app. Three open-ended questions were structured to ask about the MAR characteristics
that caused negative and positive emotions, and the design elements that potentially
affected purchase intention. An unstructured interview was also designed based on the
questionnaire’s open-ended items.

2.3 Participants and Procedure

Participants. A set of volunteers was invited to install the app, interact with it in their
real place using their smartphone’s camera, and respond to the questionnaire. Twenty-
one participants (14male/7 female; age: 30–39) successfully completed the survey,while
8 of them participated in the recorded interview as well. Several of the participants (n
= 12) had no previous MAR experience, while the rest (n = 9) were familiar with only
one or two AR apps.
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User Scenario. The scenario assigned to the participants involved a simple AR
interaction process composed of the following steps:

• To browse through the menu of products to identify one that would interest them for
purchase,

• to place the selected product(s) in their space according to the user’s preferences,
• to take a picture of the product or product composition in the space.

The duration of the tests ranged from 5 to 20 min and immediately after completing
the user test the participants completed the online questionnaire, which was shared as a
link.

2.4 Data Analysis

Amixed methodology was followed for the analysis of the collected data, as it included
both qualitative and quantitative data. As regards the qualitative analysis, after the tran-
scription of the interviews and collection of the open-ended feedback, the participants’
responseswere analyzed to investigate their perceptions and emotional reactions towards
the MAR application. The analysis on the qualitative data was conducted by applying
Thematic content analysis in which keywords were identified and matched with extracts
from the qualitative data. These keywords related to emotive words mentioned by the
participants; their frequency is not reported in this study due to the relatively small
sample size (Dirin and Laine 2018).

As regards the quantitative analysis, the selected responses were evaluated in terms
of frequencies and descriptive statistics.

3 Results

3.1 Quantitative Results

The quantitative analysis results revealed that 86% of the participants expressed a high
intention to buy a product through the app, while 90% agreed that they would reuse the
application in the future. Fascination and enjoyment were felt by 52%,while surprise and
esthetic appeal elements were indicated by 57%. Only 5% felt confusion and immersion.
Table 1 depicts the descriptive statistics results for the measured items.
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Table 1. Descriptive statistics of the items

Minimum Maximum Mean Std. Deviation

intention_to_buy 3.00 5.00 4.28 .71

intention_to_use 4.00 5.00 4.90 .30

Confusion 1.00 4.00 1.66 .91

Fascination 4.00 5.00 4.52 .51

Enjoyment 3.00 5.00 4.42 .67

esthetic_appeal 4.00 5.00 4.57 .50

Surprise 2.00 5.00 4.33 .91

Immersion 1.00 5.00 4.00 1.00

3.2 Qualitative Results

The thematic analysis was focused on the identification of emotion and usefulness
(including intention to use/buy) related elements.

The emotional thematic analysis identified eight codes. As depicted in Table 2, three
(3) emotions were negative while the remaining five (5) were positive. Themost predom-
inant emotions seem to be of “Enjoyment”, and “Surprise”, followed by “Playfulness”,
“Satisfaction” and “Creativity”. Some new emotions that emerged from the qualitative
data in relation to the quantitative data were ‘creativity’, ‘satisfaction’, and ‘playfulness’.

Table 2. Emotional codes

Code Insight Interview (n
= 8)

Questionnaire (n
= 21)

Example

1 Enjoyment Positive 5/8 1/21 “…made me feel
joy”

2 Surprise/fascination Positive 3/8 7/21 “Surprise because I
could see it in life
size.”

3 Irritation Negative 3/8 8/21 “A little sense of
irritation, as the
app does not have
the ability to
remove a product
once you select it
on the site”

(continued)
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Table 2. (continued)

Code Insight Interview (n
= 8)

Questionnaire (n
= 21)

Example

4 Playfulness Positive 2/8 2/21 “It exercises
creativity and
allows you to play
with your space
and shape it using
several options.”

5 Disappointment Negative 2/8 2/21 “I felt were
disappointment
and a decrease in
enjoyment.
Perhaps due to the
small variety of
products, interest is
quickly lost.”

6 Confusion Negative 2/8 2/21 “I was confused
when I had placed
several products
and did not have
the ability to delete
any without having
to close the app.”

7 Satisfaction Positive 1/8 2/21 “I felt excitement
and satisfaction,
and this was due to
the fact that the app
gave me the ability
to put in real space
what I might want
to purchase”

8 Creativity Positive 1/8 2/21 “It exercises
imagination and
creativity. I was
positively
influenced by the
combination of
objects in real
space”
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The thematic analysis towards perceived usefulness and intention to use the app
identified six (6) codes as depicted in Table 3. Perceived usefulness refers to the extent
to which a user believes that using theMAR systemwill help them (Pantano et al., 2017)
and is clearly a utilitarian benefit. The perceived ‘Usefulness’ theme was dominated
by consumers’ intention to both purchase and reuse the application. Specifically, most
participants, both in questionnaire responses and interviews, indicated that they would
purchase and reuse the MAR app, which is confirmed by the quantitative data as well.

Table 3. Perceived usefulness codes

Codes Insight Interview (n = 8) Questionnaire (n =
21)

Example

1 Intention to use Positive 8/8 10/21 “I would use such
an application
because it would
save me a lot of
money.”

2 Intention to buy Positive 7/8 8/21 “I would by the
product because I
can see it in the
real space and
compare it with
other products.”

3 Product evaluation
before purchase

Positive 5/8 12/21 “Before you even
buy it, you see
more or less if it
fits in the space.”

4 Concept Positive 7/8 2/21 “I like the concept
of being able to
place and see the
furniture in my
space.”

5 Space
configuration

Positive 3/8 8/21 “I was able to
understand how I
can shape my
space.”

6 Alternative
scenarios

Positive 2/8 8/21 “I would buy a
product through
the app because of
the ease of
considering
various alternative
scenarios.”
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4 Discussion and Conclusion

The findings of the study showed that consumers felt enjoyment and surprise during their
interaction with the MAR prototype. The results of the research seem to be consistent
with the fact that MAR interaction with realistic virtual products enhances the feeling
of enjoyment (Smink et al. 2019; Pantano et al. 2017; Javornik 2016). At the same time,
consumers acquired a more playful mood during their interaction, which enhanced their
creativity, endowing them with satisfaction from the outcome (Jessen et al. 2020), and
influencing their purchase attitude (Smink et al. 2019). Moreover, the simulated physical
testing appeared to have had a strong and positive impact on the MAR experience of
consumers.

This study contributes to the deeper understanding of the users’ emotional states
during interacting with retail MAR environments, as well as on the perceived usefulness
elements that trigger positive or negative emotions and affect intention to use the app
and buy a promoted product.

Although the sample size is relatively small and we cannot obtain statistically signif-
icant results, the quantitative and qualitative results together indicate useful information
about the user’s emotional engagement with MAR. The recommended number of par-
ticipants in usability experiments ranges between three and five participants, and with
five participants in a trial the maximum cost-benefit ratio is almost reached (Dirin and
Laine 2018).
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Abstract. New Product Development (NPD) is actually a complex area involv-
ing strategy, management, research and development, production, marketing and
decision-making, technology and the market need to be closely integrated. Due to
the dynamic and competitive market environment, the compatibility of new prod-
ucts, that is, the consistency between a new product and the values of consumers,
is a dynamic and complex system. Compatibility is related to the consumer’s
experience, lifestyle, religious beliefs, and prior knowledge of the product item.
According to the process of product development, the first step is often to define
the nature and function of the product, which is actually a process of new product
positioning and classification in the process of product innovation. In general, the
traditional process of product classification only focuses on the product and the
market, and it is also the process that the designer deduces the product on the basis
of successive generations. This method has become the bottleneck or restriction
factor of raising productivity and standardizing production in the practical produc-
tion which needs innovation constantly. We’ve learned that to better understand
something, we need to better categorize it. In recent years, the method of artificial
intelligence technology has been widely used in product classification, identifica-
tion, search and other fields, which is in line with our technical requirements. And
the use of machine learning to solve the classification problem in product classi-
fication has been a widespread concern of researchers, they believe that digital,
intelligent and networked means to enable us to find new solutions. In this con-
text, this paper presents a fast and effective product classification method based on
deep learning technology, the deep learning-basedMotivation process framework,
which embeds human-based motivational thinking into machine learning. It’s a
new kind of experiment. This framework consists of three parts: target customer
modeling method based on deep learning technology; customer feature closed
loop based on Motivation process framework; Weighted fusion partially outputs
an iterative classification result that combines a consumer perspective with a pro-
ducer perspective. We use the consumer information reasoning method and the
weighted fusionmodule to test the deep learning-basedMotivation process frame-
work method on Cars. The experimental data show that this method can improve
the performance of new product classification. This paper introduces the consumer
motivation analysis into the traditional deep learning method for the first time, and
finds that it has a strong application prospect.Based on this fact, this paper proposes
a framework of classification algorithm based on deep learning technology, which

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1582, pp. 537–545, 2022.
https://doi.org/10.1007/978-3-031-06391-6_66

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06391-6_66&domain=pdf
https://doi.org/10.1007/978-3-031-06391-6_66


538 F. Sun et al.

integrates relevant design and human psychologymethods. In order to improve the
traditional classification algorithm which only inputted the customer’s Past pur-
chase traces Past purchase Library-CNN, the original PPL-CNN was optimized
by Motivation process framework multi-neural network fusion to improve the
overall performance of the network. Firstly, the image data of the target user is
preprocessed and characterized to be transformed into feature vector. For exam-
ple, Pearson product-moment Correlation Coefficient was chosen to evaluate the
correlation between the interests and expectations of target consumers, thus mak-
ing up for the limitations of having to enter and use data from large databases.
The target consumer modeling module is then used to capture consumer inter-
est, which is then fed to subsequent Motivation process framework modules. The
target consumer modeling module uses image retrieval technology to model the
target consumer’s past purchase behavior, explores the relationship between the
consumer’s purchase history information and the new product information, and
consummates the target consumer’s personalized modeling. In this experiment,
the image data representing the user’s expectation is used to extract the feature
information from the user’s motivation. The image is then further feature extracted
from the serialized data by the convolutional neural network, so that more dimen-
sional information can be used for classification, and finally the output is combed
and converged through the fully connected layer. According to the product charac-
teristics of the producer, the paper proposes a multi-neural network-based feature
fusion method for the classification of motive requirements. Because of the bi-
directional coupling of the data features, the neural networkmodel designed based
on this method can better fit the data, on the basis of the original, a two-way fit
mechanism between consumer and producer is added to better deal with this kind
of problems. The experimental results show that the model based on this method
can effectively extract the multi-dimensional features of User requirements, com-
pared with other comparative models, the performance of the model takes into
account the optimal ranking of consumers and producers, thus producing a more
comprehensive classification result. This approach and technical framework will
influence the future development of NPD.

Keywords: New Product Development ·Motivation process framework ·
Consumers · Product classification · Deep learning

1 Introduction

Due to the dynamic and competitive market environment, it is widely believed that the
development of new products and processes has become a key concern of many com-
panies. These New Product Development (NPD) areas are actually a complex area [1]
that involves strategy, management, research and Development, production, marketing
and decision-making, requiring the close integration of technology and the market. The
timeliness of NPD is becoming more and more urgent, and if NPD fails to keep pace
with business changes, companies will face the threat of a sharp decline [2].

In order to meet the NDP requirements, Luh D B. proposed The Empathetic Design
Model-EDM [3], which can determine the cognitive orientation of consumers. Empa-
thetic design is a new market research technique, which aims to satisfy consumers’
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needs by analyzing detailed observations. This model includes observations of related
phenomena, layered cognition, and elements of a connected relevance Matrix, resulting
in a design model that helps designers and consumers reach a common understanding
of the cognitive structure of a product [4] and tied to the next step, which can shorten
the design time, which is particularly important for NPD [5].

The EDM found that there must be a close relationship between consumer behav-
ior and the way they define products, because both consumer behavior and the way
they define products are influenced by cognitive orientation. Therefore, a better way
to understand the fundamental needs of the target consumer is to interactively process
the observations and data collected on site. On the basis of these studies, a Motivation
process framework can be proposed [18] as shown in Fig. 1, which can help to further
understand the cognitive structure of the target consumer’s impression of the product,
indicate more information about a consumer’s area of interest, such as expectations,
complaints, or appeals, and then drill down into the relationship between consumer
expectations and producer interests, derive the effective incentives that the producer
may provide. Therefore, it is necessary to construct A Fitted closed loop which can
couple the characteristics of the new product with the characteristics of the consumer,
including expectation, motivation, desire and willingness, and the output of consumer
perspective accounted for a large proportion of the results of classification.

Fig. 1. Motivation process framework from Luh Ding-Bang

Because the validity and feasibility of this thinkingmodelMotivation process frame-
work need to be verified, a fast and effective product classification framework called The
DeepLearning-basedMotivation process framework (Fig. 2) is needed tomeet the indus-
try demand of intelligent and digital design of design technology, it is based on a new
attempt to embed human design ideas intomachine learning for verification implementa-
tion. This framework combines Motivation process framework with CNN to validate it’s
practical applicability through simulation algorithms. It is built on the assumption that
consumer information can be expanded with some factual data and that the accuracy of
product classification will improve as more information is accumulated. The framework
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integrates the classification results from the designer’s perspective with those from the
consumer’s perspective to achieve more accurate classification results.

Fig. 2. Composition of the deep learning-based Motivation process framework master network:
a target consumer modeling approach based on deep learning techniques and Motivation process
framework based approach to consumer motivation derivation. The network sets up a closed-
loop feature for the target consumer and outputs the classification results from the consumer’s
perspective, as well as a weighted fusion module.

The deep learning-based Motivation process framework consists of three modules:
target consumer modeling method based on deep learning technology, consumer feature
closed loop based on Motivation process framework and consumer perspective classifi-
cation method [6], and a weighted fusion module. The performance of the proposed is
demonstrated by experiments on the benchmark data set Carstanford Cars. This experi-
mental method introduces the consumer motivation analysis into the traditional machine
learning method for the first time, and has a strong application prospect.

2 Related Work

2.1 Conceptual Background

Usually the first step in the NPD process is to complete the conceptual design phase
[7], that is, to define the nature and function of a new product, the underlying logic is
to classify the new product. At this stage, it is usually the producer or designer who
defines the product according to its appearance, function and so on. Therefore, “Product
classification” plays a very important role in product design and product promotion,
the concept covers the main elements of product classification according to specific
characteristics in order to form structured categories. The traditional product classifi-
cation process only focuses on the product and the market, which is developed by the
manufacturer represented by the designer (discussed below by designer on behalf of
the producer). This way of labor-intensive, inefficient, has become these enterprises to
improve productivity, norms of production bottleneck or constraints. In addition, due to
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the designer-led design process, the limited participation of consumers often leads to
a mismatch between new products and consumer needs. Specifically, it is difficult for
companies that lack previous generations of product experience to find effective product
classification processes and management activities [8].

2.2 Product Classification

The first step in the product development process is to define the nature and function
of the product, that is, to categorize new products [9]. The concept of product classifi-
cation refers to the classification of products according to their specific characteristics,
forming a structured category. In order to satisfy the different purposes, many researches
and organizations have put forward the methods and theories of product classification.
Generally speaking, in addition to the standardized product classification system, there
are many informal product classification methods designed by different industry organi-
zations. First, product classification helps the producer to knowwhat kind of product can
be designed. Second, product classification reflects and clarifies the feasibility of design
and production. Third, product classification can represent design-related methods and
materials. Finally, the validity of the whole manufacturing process can be verified by
product classification.

In this experiment, product classification was defined as a proof-of-concept proto-
type, and based on the relevant design model; its concept and elements were extended as
the core thinking. The main purpose of using this prototype is to clarify the function and
configuration of the product and its practical use, so as to help the product development
point in the right direction. A good prototype design should have clear and well defined
constraints that can help design developers understand the requirements of the product
more easily, thus creating more accurate and effective discussion groups, to promote the
rapid improvement of new products, shorten the market development time.

2.3 AI Application

In machine learning, computers learn how to perform tasks from exemplar data. Given
the experience of defining more tasks for a machine, its performance would be improved
[10]. Traditional deep learningmodels require high-resolution images as inputs to extract
complex features, which is very energy-intensive. The high cost condition will bring
many challenges to NPD’s problem solving, because NPD is very strict on time and
cannot tolerate the cost of long time training.

Due to the dynamic and competitive market environment, the compatibility of new
products, that is, the consistency between a new product and the values of consumers is
a dynamic and complex system. Compatibility is related to the consumer’s experience,
lifestyle, religious beliefs, and prior knowledge of the product item [11]. If the designer
can predict the consumer’s definition of product and improve the design method, the
separation between product and market can be avoided and the economic benefit can
be improved. One way to improve classification results is to integrate consumer-defined
data into model training. However, because of the problem of privacy, the information
of the target consumers is difficult to collect, and the way of obtaining data through
questionnaire is limited by great manpower and material resources and has limitations.
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To sum up, how to apply the machine learning technology to the field of NPD has
been a widespread concern of researchers, but traditional market research to under-
stand the cognitive orientation of consumers is difficult, in fact, the best way is through
interaction. Therefore, effective processing of on-the-spot information is necessary to
understand consumer perceptions, as they can help explain themotivations behind related
phenomena.

3 Methodology

3.1 Network Structure

As mentioned above, the product classification framework based Motivation process
framework is a new attempt to embed human innovation into machine learning. Unlike
most product classification processes, the deep learning-basedMotivation process frame-
work can output classification results from the consumer’s perspective and integrate them
with the designer’s perspective to achievemore comprehensive classification results. This
framework consists of the target consumer modeling module, the consumer motivation
derivation module and the weighted fusion module.

Application of Motivation process framework to the discovery of consumer interests
and expectations. This model can construct a closed loop of consumer characteristics
including expectations, incentives, expectations, and intentions. It outputs categorical
results from the consumer perspective. In the deep learning-based Motivation process
framework, we apply Motivation process framework to design the following experi-
mental steps: first, we randomly select a standard image from each class of products
to simulate consumer expectations. Then, as we categorize the existing product library,
we evaluate the similarities between the new products we filter out and our expecta-
tions. From the consumer’s perspective, similarity ranking refers to the order in which
new products fall into a category. In this model, we use histograms to describe product
characteristics and Pearson Correlation Coefficients to estimate similarity.

Through the first two modules, we get the classification results of consumer perspec-
tive. At the same time, by using the classification method based on Resnet, we can get
the classification result from the producer’s perspective. Both results are expressed in a
sort sequence, meaning that the most likely category for a new product is at the top of the
sequence. The lower the rating, the less likely a new product is to fall into this category.
In the fusion module, we perform weighted fusion of two sequences. By adjusting the
weight coefficient, we can adjust the ratio of the consumer perspective result and the
producer perspective result in the final result.

3.2 Target Customer Modeling

As mentioned above, the purpose of the deep learning-based Motivation process frame-
work is to predict the definition of a new product by the target consumer. However, it
is difficult to get a consumer’s opinion of the new product. Since consumer history is
relatively easy to obtain, we use past purchase databases as a reference for expanding
new products. This is done by looking in the historical database for products that are sim-
ilar to new products. In this framework, these similar products are defined as the target
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consumer’s interest domain. According to the EDM, we know that consumer behavior is
positively correlated with their cognitive orientation. Cognition is a matter of personal
experience, which does not change in the short term, nor does behavior. Thus, there is a
correlation between the past and future purchases of the target consumer. We can predict
their definition of a new product by analyzing their definition of the relevant product.

The goal of consumer modeling is to find the interest domain of the target consumer.
In order to describe image features accurately,we need amodelwith high learning ability,
and convolutional neural network is one such model. Their abilities can be controlled
by changing depth and breadth, and they can make strong and fundamentally correct
assumptions about the nature of the product. As a result, CNNmay theoretically perform
less well than the most accurate neural networks, but it is easier to train because of their
simpler algorithms and parameters than the standard feedforward neural networks with
similar size layers.

Inspired by the development of CNN, this experiment uses image retrieval technol-
ogy to expand the information of target consumers. We introduce a simple and effective
supervised learning framework for fast image retrieval, which takes past purchases of
the target consumer as input and outputs all similar products [12]. Specifically, this mod-
ule extracts functionality from products from past purchase libraries and from existing
product libraries. Then, compute the distance between the new product vector and the
library vector, find the similar pair, and take the corresponding similar product as the
search result.

3.3 Motivation Process Framework

In the process of target consumer modeling, the method of enlarging, superimposing
and multiplying by machine memory and algorithm is used to build the interest domain
of target consumer with image retrieval technology, the domain of interest is then con-
verged to the desired element inMotivation process framework, and the output continues
to be classified as a consumer perspective. In the experimental comparison, the standard
product image of each category is selected at random as the standard value expected
by consumers, the similarity between the expectation and interest of the subsequent
output of the classification result is calculated from the consumer’s point of view. In
Motivation process framework, a product image is described by a histogram. The exper-
iment then assessed the similarity between the interests and expectations of the target
consumer. Conclusion the correlation between Bhattacharyya Coefficient and Pearson
Correlation Coefficient was used. Pearson Correlation Coefficient is a linear correlation
coefficient, which reflects the degree of linear correlation between two quantities. Pear-
son coefficients range from −1 to 1. The closer the absolute value to 1, the stronger
the correlation (negative correlation/positive correlation). Therefore, Pearson Correla-
tion Coefficient is used to evaluate the correlation between target consumers’ interest
domain and expectation.

As Luh D B says (1994) [11], needs guide human behavior. Some needs are extro-
verted and related to the physical aspect, while others are introverted and related to
the psychological aspect. In addition, these needs can be divided into individual needs,
family needs and social needs. Although human beings have a variety of needs, after a
lot of research, the classification of basic needs is still limited. The wealth of evidence
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gathered by cultural anthropology shows that, while there are huge differences in the
way these needs aremet across cultures, the basic needs of all people are very similar; the
psychological motivation generated by demand varies with environmental parameters
[13–17]. Motivation process framework is based on the concept of human-motivated
requirements. In this concept, this model starts with the complaints and demands of
the target consumer, and then expands the target consumer’s information in terms of
expectations, incentives, desires, and intentions, it will output classification results from
a combination of consumer and producer perspectives.

4 Conclusion

Themainwork of this research is to put forward a fast and effective product classification
method, which is a new attempt based on embedding human’s motivation requirement
thinking into machine learning technology. The deep learning-basedMotivation process
framework can improve the timeliness of NPD, accelerate the design process to keep up
with and promote the pace of business change. It is an attempt to combine the traditional
artificial designmethodwith deep learning technology. It is composed of target consumer
modelingmodule,Consumer Information reasoningmodule andweighted fusionmodule
based on deep learning technology. Experiments on benchmark vehicle data set show
that this method has good performance.

When developing large and complex new products, designers tend to collect large
amounts of data about their target customers in order to understand their needs. However,
this data is not readily available, can only reveal superficial information, and has various
other limitations, such as privacy issues, so interacting with machine learning systems is
the best way to solve these problems.When dealingwith the data of the target consumers,
the algorithm based on deep learning should pay more attention to the nature of their
motivation demand.

While there have beenmany techniques for understanding consumer needs by focus-
ing on consumer categories, most of these techniques relate only to decisions about prod-
uct features and interfaces. Understanding the consumer’s cognitive structure and related
motivations, and deriving the concept of product classification from these motivations,
has not received much attention in the field of digital computing.

Thus, the contribution of combining deep learning with other image processing tech-
niques to capture information about consumers’ motivations and to produce consumer-
focused categorizations is that, demonstrating that using Motivation process framework
to stimulate consumer interest and expectations can help designers better understand
consumer behavior in the face of a specific product.
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Abstract. The usability of the user interface for shopping websites is very impor-
tant pertinent to the user experience. The purpose of this research study was to
explore the usability of different background transparency in the operation of
shopping websites, and propose design suggestions for improvement. A total of
30 participants were invited to take part in the experiment via convenience sam-
pling methods. They were required to use a mouse to conduct 3 assigned tasks
on the hover feedback of three different of background transparency on shop-
ping websites. A questionnaire was also created using a 7-point Likert scale to
help investigate participants’ subjective evaluations. The experiment is a between-
subjects design using one-way ANOVA to examine the three different background
transparency of hover feedback designs, i.e., transparency at 0%, transparency
at 25%, transparency at 50%. The findings generated from the experiment and
post-experiment interview revealed that: (1) In the interaction with a shopping
website, there existed a significant difference in the background transparency in
terms of the task completion time. The transparency at 0% supported the best task
performance. (2) There existed no significant difference between the 25% trans-
parency and the 0% transparency in terms of operational performance. (3) There
existed a significant difference in the degree of attractiveness. The transparency
at 25% was more likely to attract users.

Keywords: Shopping website · User experience · Background transparency ·
Hover feedback

1 Introduction

With the Internet technology leaping forward, online shopping is even more popular and
has, in a sense, become a regular shopping habit (Ma 2021). Many studies have pointed
out that the user’s willingness to purchase is affectedmainly by the user inter-face design
of the online shopping application (Patel et al. 2020). Detailed product information, such
as brand, price, color, stock, and user reviews, is themost critical factor influencing users’
loyalty to shopping sites (Yin and Xu 2021). Some studies have shown that transparency
will affect users’ attention. Gutwin et al. (2003) believe that changing the degree of
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transparency of the floating windows can effectively promote users’ perceptions. In
addition, the research on virtual environment wayfinding interfaces shows that 50%
transparency performs far better than 100% transparency and 0% transparency in terms
of users’ perceptions of information (Chen andChen 2020). In addition, because pop-ups
as a way of highlighting, there has been little research on the background transparency
of pop-ups in shopping websites. Therefore, this study aims to explore the usability of
different background transparency in the operation of shopping websites.

2 Method

2.1 Participants

A total of 30 participants (18 males and 12 females) were invited to take part in the
experiment via convenience sampling method. They were in the range of 18 to 30 years
old and were required to experience different shopping websites. Their education level
is above the bachelor’s degree. They all have web-shopping experience.

2.2 Materials and Apparatus

The experimental prototypes were completed with Mockingbot. The Lenovo Ideapad
Y700 notebook, with a monitor of 15.6 in. (37 cm) at a resolution of 1920 × 1080,
was used as the experimental platform. In addition, the Logitech M171 wireless mouse
which has an overall size of 97.7 × 61.5 × 35.2 mm with three operation keys and a
two-way wheel was adopted as the input device in the experiment.

2.3 Experimental Design and Procedure

The purpose of this research study is to explore the usability of different background
transparency in the operation of shopping websites. This experiment is a between-
subjects single factor experimental design. The prototypes of this experiment are shown
inFig. 1. Eachparticipantwas needed to operate three tasks. The experimenter introduced
the content and task of the experiment to the participants and made sure that they knew
the task clearly before starting the formal experiment. The time (in seconds) of complet-
ing each task was recorded. In addition, after completing all the tasks, participants were
required to fill out a questionnaire of subjective evaluations.
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Fig. 1. The prototypes of this experiment

3 Results

The experiment results were analyzed based on a between-subjects one-way ANOVA
(shown in Table 1 and Table 2). By using the SPSS software, the participant’s task
performance, and subjective evaluations were analyzed.

3.1 Analysis of Task Completion Time

Table 1. The one-way ANOVA results of task operation time.

Source SS df MS F P η2 LSD

Task 1 Transparency 423.92 2 216.46 1.42 .260 .10

Task 2 Transparency 1079.91 2 539.96 3.82 .035* .22 0% transparency <

50% transparency

Task 3 Transparency 2877.31 2 1438.66 6.91 .004* .34 0% transparency =
25% transparency <

50% transparency
* Significantly different at α = 0.05 level (* p < 0.05)

Significant main effects were further analyzed by post hoc comparisons. The first
task required the participants to “find out and read the prices of three tables and chairs”.
No significant difference (F = 1.42, P = 0.260 > 0.05) was found in the first task. The
second task required the participants to “find out the data concerning the graphic sizes
of different furniture”. The results showed a significant difference (F= 3.82, P= 0.035
< 0.05). The post hoc comparison showed that the 0% transparency (M = 35.95, SD =
7.75) and the 50% transparency (M= 50.30, SD= 14.57) had a significant difference (P
= 0.012< 0.05). However, the 0% transparency and the 25% transparency (M= 40.39,
SD = 12.31) had no significant difference (P = 0.411 > 0.05). The 25% transparency
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and the 50% transparency also had no significant difference (P = 0.073 > 0.05). The
results indicated that the task completion time of the 0% transparency is shorter than
the 50% transparency. The third task required the participants to “find out the price of
two brands of products”. The results showed a significant difference (F = 6.91, P =
0.004 < 0.05). The post hoc comparison showed that the 0% transparency (M = 40.13,
SD = 13.63) and the 50% transparency (M = 57.86, SD = 15.38) had a significant
difference (P= 0.011< 0.05). The 25% transparency (M= 35.00, SD= 14.24) and the
50% transparency also had a significant difference (P = 0.001 < 0.05). However, the
0% transparency and the 25% transparency had no significant difference (P = 0.411 >

0.05). More specifically, the task completion time of the 0% transparency is shorter than
the 50% transparency. In addition, the task completion time of the 25% transparency is
the shorter than the 50% transparency. However, no difference of the task completion
time was found between the 0% transparency and the 25% transparency.

3.2 Analysis of Participants’ Subjective Evaluations

Table 2. The one-way ANOVA results of participants’ subjective evaluations.

Source SS df MS F P η2 LSD

The degree of
attractiveness

Transparency 6.20 2 3.10 5.04 .014* .27 0% transparency <

25% transparency
* Significantly different at α = 0.05 level (* p < 0.05)

The results generated from the one-way ANOVA in terms of participants’ subjective
evaluations are shown in Table 2. Regarding the degree of attractiveness, the results
showed a significant difference (F= 5.042, P= 0.014< 0.05). The post hoc comparison
showed that the 25% transparency (M = 4.40, SD = 0.70) and the 50% transparency
(M = 3.30, SD = 0.67) had a significant difference (P = 0.004 < 0.05). However, the
25% transparency and the 0% transparency (M = 3.70, SD = 0.95) had no significant
difference (P= 0.056> 0.05). The 50% transparency and the 0% transparency had also
no significant difference (P = 0.264 > 0.05). The results indicated that the degree of
attractiveness of the 50% transparency is lower than the 25% transparency. However, no
difference of the degree of attractiveness was found between the 0% transparency and
the 50% transparency. In addition, no difference of the degree of attractiveness was also
found between the 0% transparency and the 25% transparency.

4 Discussions

The generated results revealed a significant difference between the transparency types
regarding users’ performance for Task 2 and Task 3. Specifically, it took participants
longer to complete task 2 at the 50% transparency than the 0% transparency. In addition,
it also took participants longer to complete task 3 at the 50% transparency than the 0%
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transparency and the 25% transparency. In other words, the 50% transparency provides
the worst user performance, probably because the 50% transparency affects the user’s
ability to distinguish between background and foreground information. However, the
user’s ability to distinguish between foreground and background information is not
affected at the 25% transparency and the 0% transparency. In addition, the study also
found that the 25% transparency had a better degree of attractiveness than the 50%
transparency which is consistent with previous research that subjectively rated 25% as
more harmonious by the user (Kim et al. 2015). The semi-structured interviews also
revealed that participants struggled with the 50% transparency of the background when
viewing the screen information.

5 Conclusion

The purpose of this research study was to explore the usability of different background
transparency in the operation of shopping websites. The findings generated from the
experiment revealed that: (1) In the interaction with a shopping website, there existed
a significant difference in the background transparency in terms of the task completion
time. Overall, the transparency at 0% supported the best task performance. (2) There
was no significant difference between the 25% transparency and the 0% transparency
in operational performance. (3) There existed a significant difference in the degree of
attractiveness. The transparency at 25% was more likely to attract users. It is hoped that
the results generated from this study can be a good design reference for future Website
designers.
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Abstract. First-person shooting games are massively popular and have
prominent established digital communities. Over the years, FPSG has
seen changes in game design and gaming device technologies. Previous
work was primarily to understand the video-game communities’ oper-
ations and identify affordances of FPS games. This paper studies how
affordances of FPS gaming technology influence the social interactions in
the digital gaming communities and comprehends the relation between
their virtual and real communities. We explored these communities using
qualitative research methods like interviews, surveys and ethnography
(auto-ethnography and anthropology) and analysed the findings with
the help of theories of social constructivism, technological determin-
ism, actor-network and affordances. The results reflected that communi-
ties determine which type of games will be prevalent, which inherently
decides the technology that will prevail. Technology influences the shape
and structure of the community using it. The stability of communities’
social networks depends on how actants are held together and whether
new networks emerge through a new flow of information in the games.
Different properties of affordances offered by the game, such as commu-
nication, exploration etc., influence social interactions in the community.
The relationship in the virtual and real communities are not exclusive
but are a continuation of each other. Members of the community with a
relation beyond the game will have a stronger bond.

Keywords: First-person shooting games · Gaming communities ·
Affordances

1 Introduction

Since the introduction of online multiplayer games, people have resorted to games
for meditated entertainment, and social interaction [9]. New digital communities
popped up with gaming as the primary consumption activity to facilitate inter-
actions between players. Shooting games are among the most-played games with
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prominent virtual communities. The social aspect of interactions in these shoot-
ing gaming communities has been a subject of interest for many researchers in
the past few decades. Shooting games have diverse sub-genres of first-person and
third-person style games. First-Person Shooters are a combat-heavy genre where
the player views the game from the perspective of the main character [4]. People
can play on different devices like - personal computers, mobile phones and gaming
consoles. The ubiquitous nature of such devices has made games to be ease-of-
access. The rapid development of first-person shooting games has introduced new
changes that influence the digital gaming based communities. To explore these
changes, we present an investigation to understand how the affordances offered
by the FPSG design and technology influence digital gaming-based communi-
ties and subsequently disambiguate the operations of digital gaming communities
and the relationship between these virtual and real communities. We will analyse
our findings through the lenses of theories of social constructivism, technological
determinism, actor-network theory and affordances.

1.1 Previous Research

Goodman et al. [6] highlighted that researchers should give more attention to
the unique aspects of gaming communities since it supports and encourages dis-
cussion between members. Following the paper’s conclusions, this study focuses
on understanding the interactions in established video-game related communi-
ties. The study accentuates social interactions because previous research indi-
cates that discussions in video games lead to community bonding and prosocial
behaviour within the members. The ties within the communities lead to building
social capital in members [12,15]. Seay et al. [14] investigated ‘guilds’ in MMOGs
and found similar results on the positive effect of communication towards com-
mitment to the guild, time spent in the community and maintenance of the player
organisation. Frazer [4] concluded that FPS games perform strongly in afford-
ing conversation, displaying new knowledge, encouraging exploration, immersing
the player and offering rewards for success. The research study focuses on FPS
games due to their support for discussion, world creation, and contextualisation
of information, which would aid in understanding the influence of games on dig-
ital communities. Morris [13] provided invaluable insights and methodological
considerations for conducting and analysing the ethnographic research on FPS
digital gaming communities for this study. Researchers have studied the moti-
vation and appeal behind playing FPS games. The results indicate that online
FPS gaming was motivated by social reasons, and members in (semi)professional
clans had more social interaction than non-clan members. The gamers used FPS
to gain more experiences than real life could give them. The communication
between gamers was about gaming rules, and other profound subjects such as
personal problems [5,9]. The factor of communication and interactions backs the
importance of focusing on FPS games.
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2 Methodology and Reflections

The researcher has to identify relevant communities and conduct qualitative
research (survey, interviews and ethnography) to obtain insights into social inter-
actions between members and further use the information in the disambiguation
of operations of the gaming community. The selection of research methods [3]
brought a multi-directional perspective by gathering the members’ views through
interviews and indulging in the digital community’s interactions through ethnog-
raphy. Triangulation of different methodologies is essential because one method
on its own is not reliable.

2.1 Identifying Digital Communities

Based on a few factors listed in Table 1, two digital FPS communities were iden-
tified. The factors were chosen based on the knowledge obtained from previous
research work and the requirement of the research question:

1) A digital community based out of a tech university. It is a broad com-
munity of over 600 students, consisting majorly of undergrad students from the
same university, with an average age of 18–22 years. The community comprises
students from majors in Computer Science and Electrical Engineering. They
are deeply involved in the gaming culture, especially FPS games, interacting
virtually on a discord server called “E-Sports” and physically on the univer-
sity campus. The university’s student council promotes the gaming culture by
organising special gaming tournaments. The bonding between the community
members is low due to social interactions between smaller communities inside
the larger community.

2) A small digital community of 12 students. It consists of students in different
schools and colleges pursuing different education backgrounds like Engineering,
Design, Commerce and Liberal Arts. The age of members is between 17–20
years. The community is actively involved in playing FPS Games. The members
interact virtually through a discord server and interact physically by organising
meetups and trips. The high bonding levels in the community are due to smaller
size and more significant social interactions.

Table 1. Factors to identify digital communities for the study

Factor Characteristic

Type of community Geek and building community

Central consumption activity FPS gaming

Social interactions Regular interactions

Community strength Large or small

Bonding levels Low or high

Establishment status Pre-established community

Researcher’s involvement Non-active/semi-active member in the community

Digital and virtual relations Interactions should exist beyond virtual community
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2.2 Surveys

An open-ended online survey, having multiple choice and one-liner questions,
was conducted to get a macro-view of the E-Sports community. The flow of
questions were designed to find the type of FPS games, the gamer level and
the type of technology utilized for gaming in the community. In addition, the
survey also collected the number of hours spent interacting while playing FPS
games and the overall degree of participation in the community. Furthermore,
the one-liners raised questions about the reasoning behind playing a particular
game. We distributed the survey form over the esports discord server, and the
groups used to manage gaming tournaments.

2.3 Interviews

From the larger community, ten interviewees were chosen based on various sur-
vey responses to get distinct viewpoints. On the other hand, active participants
were selected to be interviewed from the smaller community since they had more
involvement in the overall social interactions and a better discernment about
the gaming culture in the community. Unstructured interviews were conducted
with open-ended questions over video conference, and the conversation was tran-
scribed to be used for analysis. The unstructured interviews gave flexibility to
the participants and focused primarily on comprehending the association of the
participants in different communities, with necessary attention given to the ele-
ments of FPS games and the specification of gaming technology used (Table 2).

Table 2. Insights obtained about communities from survey and interviews

Information Large community Small community

Prominent games CODM, Valorant, COD Warzone Valorant

Prominent devices High-end mobile phones and PC High-end mobile phones and PC

Time spent 2.5 h 4 h

Type of players Mix (highly diverse) Competent players

Individual involvement Low participation High participation

2.4 Ethnography

We conducted auto-ethnographic research to understand the social interactions
by participating in a Call of Duty Mobile (CODM)1 gaming tournament organ-
ised for the Esports Community. The student body conducted the event for two
days in August 2021. Communication was done over Whatsapp2 and discord3

with over 100 participants registered in different teams. There were 5 partici-
pants in a single team, and the teams were divided into four factions that played
1 https://callofduty.com/.
2 https://www.whatsapp.com/.
3 https://discord.com/.

https://callofduty.com/
https://www.whatsapp.com/
https://discord.com/


Influence of Affordances of FPSG on Digital Gaming Communities 557

amongst them. The winners of each faction participated in the semi-finals and
finals. The researcher took on the role of ‘participant as an observer’ to play
and research in parallel as the same engaged activity [2]. The researcher joined
the team Whatsapp group. Communications between the members were using
calls and texts on the Whatsapp group. The team connected as “friends” on
the CODM platform to play together. Some practice matches were conducted
before the actual tournament to familiarise ourselves with each other’s gaming
styles. While playing CODM, the team members used the in-game audio fea-
ture to interact. The team made two rounds of the tournament before being
knocked out. After the completion of the tournament number of social interac-
tions dropped, and the group was later disbanded.

We covertly conducted an anthropological observation of the social inter-
actions in the small community in both offline and online settings to primar-
ily understand the relationship between real and virtual communities. We con-
ducted it on the smaller digital community since it was more efficient and less
time-consuming due to the smaller group size and higher bonding level between
the community members. The researcher took the “participant-observation” [1]
approach to observe the interaction between members on discord while playing
Valorant and other FPS games. Furthermore, the researcher observed the inter-
action between members in regular offline meetings and trips to understand the
changes in virtual and real interactions.

3 Analysis

We will thematically analyse the reflections with a deductive approach based on
social aspects of technology and science.

3.1 Social Constructivism and Technological Determinism

The digital FPSG-communities influence the individual choices of their mem-
bers. Players with lower levels of bonding are more inclined to play the FPSG
with a greater number of players and a significant appeal in the community
to increase their social interactions with other members. The most active and
socially influential members in the community play a key role in determining
the FPS game that the members play. Community members prefer purchasing
gaming devices that enable parallel gaming with their fellow gamers [10].

Gaming technology can be viewed as a unidirectional abstract force that
influences the formation of new social relations in the digital FPSG communi-
ties. Participants who had access to similar specifications of gaming technologies
and similar FPS game preferences tend to form smaller social groups together
within the larger community. Members who have been playing a particular FPSG
to improve their learning curve or/and have made in-game purchases such as
skins, weapons, and game passes are more active in their community and have
more significant social interactions. The points above imply that the technology
directly impacts the community using it [8].
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3.2 Actor-Network Theory

The actor-network depends on how the actants are held together and whether
new networks emerge to disrupt or eclipse it [11]. The introduction of game
updates and tournaments results in new networks within the community, replac-
ing and reinforcing network actants. If a new purpose does not emerge for the
community, the networks break and become disrupted, resulting in the commu-
nity becoming non-active over time [7]. The network fails to hold the gaming
community together if any network elements fail, like map design, weapons, or
anti-cheat software. Interaction features such as in-game audio and chats play a
significant role in shaping the interaction between community members during
game-play.

3.3 Affordances

The affordances offered by the FPS Games and the affordances offered by the
gaming devices to the user are interconnected, and interrelated [8] in influencing
the community using them. The enabling functional properties of the FPSG like
in-game audio and friends list allow easier interaction while constraining factors
like game time limit, player limit and level restrictions bounds interactions and
limits the community. The relational properties of gaming devices depend on the
requirements of FPS games. The relational properties of FPSG depend on the
individual players in the community. Each element of the game, such as weapons,
armours, and special powers, is used uniquely by individual members to increase
their performance in the game, which increases overall social interactions. The
game affords unique elements for newbies and advanced players. The range of
affordances offered by the FPS game gradually opens for perception. This new
flow of information and purpose helps form new social networks within the com-
munity. Individual members have to learn about the social rules that delimit the
affordances [8]. Breaking such social rules are frowned upon in the community.
The social involvement, interaction, and position of a community member is
associated with how the member interprets the affordances offered by the FPS
gaming technology.

3.4 Relationship Between Virtual and Real Community

Some community members only had virtual interactions, but they have created
a strong bond since they shared personal problems and ideas and asked for
opinions from fellow players. The relationship in virtual and real communities
are not exclusive; they are a continuation of each other. The conversations of the
virtual community are picked up in real communities and vice versa. The social
structures in the community can change depending on the different events taking
place in online and offline modes. It was observed that when future-anticipated
interactions and/or positive past relations between members are present, players
are expected to be cooperative, self-disclosing, and generally engage in socially
positive interaction if they interact.
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4 Discussions and Future Work

The study discussed how different affordances of FPS gaming technology influ-
ences social interactions in a digital gaming-based community. The analyses
showed that changes in technology and changes in the community impact each
other. The study also showed the dependence on the game elements to keep
the social network stable. In addition, the study concluded that the relationship
between virtual and real gaming communities is not exclusive but a continuation
of each other. The relationship between community members with some form of
connection other than the community itself has more substantial bonding levels.

The type of FPS based communities, first-person shooting games and gaming
technologies studied are not exhaustive. There is scope for studying different
digital communities and FPS game variations. Plenty of room is still available
for further research to improve our understanding of how FPS games influence
digital communities.
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Abstract. The coronavirus (COVID-19) pandemic has markedly changed the
ways we live and the ways we play games. This is because the situations disrupted
by the virus have forced so many people to quarantine and self-isolate. These can
lead to many serious problems such as mental and physical health. At the same
time, the metaverse, particularly virtual reality and augmented reality, has been
very popular in the fields of human-computer interaction and computer science in
recent years. Therefore, in this paper, we propose a new research work for explor-
ing recent digital games inspired during the virus outbreak to support people in
various aspects, such as entertaining people during the pandemic period, enhancing
awareness among people about the virus, suggesting preventive measures against
the spread of the virus. Next,more specifically, the impacts of COVID-19 on recent
games from virtual and augmented realities are examined. We investigate meta-
verse games to support people during COVID-19 and the post-pandemic period,
including enhancing the healthcare education toolkit, simulating health protection
protocols, and supporting healthcare workers.

Keywords: Digital game ·Metaverse · Virtual reality game · Augmented reality
game · Coronavirus · COVID-19

1 Digital Games During COVID-19

The coronavirus pandemic, a pandemic of coronavirus disease 2019 created by severe
acute respiratory syndrome coronavirus 2, has posed tremendous impacts to many peo-
ple around the world. Despite the negative impacts of the virus outbreak, well-designed
and computer-generated games can be a great positive tool to help people to benefit
human society during the pandemic in many ways. This paper explores recent computer-
generated games inspired during COVID-19 to support children and adults in vari-
ous aspects. After that, more specifically, we investigate the impacts of COVID-19 on
recent games from virtual and augmented realities. In this section, we divide computer-
generated games during COVID-19 into two main categories based on their objectives:
supporting children/students and helping adults.

To begin with, there are games aimed to entertain children or help students deal
with the virus during the pandemic period. For example, Satu et al. [1] implemented a
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mobile game for enhancing awareness among children about the virus using machine
learning regression models. Their game, called COVID-Hero, allows children to grab
objects from their superhero-shaped player so that it can create children’s awareness and
endurable behavior from COVID-19. Similarly, Ndulue and Orji [2] also implemented
a mobile persuasive game to enhance the awareness to raise the attention of African
people towards physical distancing and related preventive measures against the virus
proliferation. Their game, calledCOVIDDodge, uses the story of youngAfrican children
to start journeys for their grandmother. In addition, Grizioti et al. [3] designed a serious
choice-driven simulation game to improve awareness of outbreak threats and outcomes
for students during COVID-19 social isolation. Their game, named COVID-19 Survivor,
energizes the daily routine of a user through a simulation game of available options and
consequences through decision making. Therefore, the school students can understand
the awareness of pandemic risks more clearly. Moreover, Naaj et al. [4] studied the
possible impact of digital game addiction on the accomplishment of students in the
virus outbreak period in the United Arab Emirates. According to their study, digital
gaming addiction levels differ significantly based on sex, in which male students are
more addicted and use more time playing digital games than female students.

Second, there are gaming works focusing on supporting people, particularly adults,
to deal with the virus during the virus outbreak. For instance, Venigalla et al. [5] devel-
oped a collaborative multiplayer desktop-based game for educating people of different
backgrounds with the proper rights and duties of citizens by following COVID-19 safety
measures. Their game, titled SurviveCovid-19++, helps people to increase empathy and
unite human society during this contagious virus outbreak. Also, Hill et al. [6] created
a multiplayer serious game for exploring changes of a serious game on behavior and
perception of preventive measures from the virus. They examine the implications of a
serious game, such as Point of Contact, towards outbreak risk modeling. Also similarly,
Zhao et al. [7] created a persuasive game for shopping to enhance people’s awareness
and preventive measures for COVID-19, such as keeping social distance and wearing
masks. Their game, named Dino-Store, uses grocery shopping and the mechanic to
suggest that each preventive measure can decrease the risk of infection effectively. Fur-
thermore, Kleinman et al. [8] studied how people leveraged digital games to deal with
the COVID-19 quarantine. By using a thematic Twitter analysis from 2000 tweets in
April 2020 to derive questions, their study can explain the ways in which isolated people
brought and used digital games as a tool to deal with their lockdowns.

2 Reality-Based Games for COVID-19

In this section,weexamine the impacts ofCOVID-19ongames frommetaverse or reality-
based technologies. According to our research, COVID-19 has given an obvious impact
on creating reality-based games. We have found that there are many reality-based games
built because of the virus outbreak in different aspects. For example, Pallavicini et al. [9]
gave a systematic review of metaverse games for exploring the main impact of the virus
on human mental health. They suggest that reality-based games will possibly change
the way to help human mental health, building methods inexpensively and comfortably
accessible to many people around the world in near future. This paper will focus on two
reality-based technologies: virtual reality and augmented reality.
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First, there are virtual reality games for dealing with the contagious virus. For
instance, Kao et al. [10] designed a virtual game, titled Fighting COVID-19 at Purdue
University, for teaching hygienic best practices to prevent the virus by leveraging people
from different backgrounds, such as educational technology designers, game designers,
and health experts. They build the game in a virtual computer laboratory in the university
based on the physical laboratory to study and compare the game to a video for rising
hygienic self-efficacy and positive hygienic attitudes for the contagious virus outbreak.
Furthermore, Wang and Huang [11] built an adventure console game for facilitating
the conceptual learning of COVID-19 mechanisms. Their game, called Viruscape, can
enhance the healthcare education toolkit using three-dimensional modeling and motion
graphics. In addition, there are several recent works dealing with virtual reality serious
games during the virus outbreak, such as Sipiyaruk et al.’s work for dental education
[12], Ang et al.’s work for curing dementia patients [13], and Pavlou et al.’s work for
simulating health protection protocols [14]. In detail, Sipiyaruk et al. gave a literature
review on serious games, including virtual reality games, in dental education during the
COVID-19 outbreak. They build a conceptual framework of the advantages of the use of
serious games during the virus outbreak. They suggest key strengths, including positive
educational outcomes, interactive asynchronous remote learning, enhanced engagement
and motivation, the advantage of stealth assessment, and a safe learning environment.
Moreover, Ang et al. developed a real-time virtual reality serious game for helping peo-
ple with the impaired ability to think, remember, or make decisions during the virus
outbreak. They use this game as a form of therapy for supporting healthcare profes-
sionals and researchers to cure dementia patients. There is also a similar work to the
mentioned virtual reality serious game, focusing on simulating protection protocols and
infection spread. Pavlou et al. designed a virtual reality serious game simulation from
the indoor safety guidelines during COVID-19. They simulate preventive protocols to
give awareness about the transmission of the virus.

Second, there are augmented reality games, particularly location-based games, to
entertain people in many aspects. Our previous work [15] discussed location-based aug-
mented reality gamesmainly for entertainment. However, it does not focus on supporting
people disrupted by the COVID-19 pandemic. In this way, here, we focus on augmented
reality gaming works for helping people during the outbreak. For example, Laato et al.
[16, 17] analyzed how location-based augmented reality game players and developers
reacted to the COVID-19 pandemic for Pokémon GO. By using the research method of
netnography—a term integrating “ethnography” into “internet”, they utilize the data of
in-game changes from the virus made by game developers, social media reactions, and
the Pokémon GO’s raiding activity in Finland. Interestingly, their study has implications
on how gamification and games can be utilized in movement of human directly in the
virus pandemic. In addition, Bhattacharya et al. [18] gave a good discussion on how the
next design of augmented reality location-based games should improvemental and phys-
ical health when the virus outbreak is over. A two-week diary study with augmented
reality location-based games was also conducted by Bhattacharya et al. [19] dealing
with challenging life situations disrupted by the virus outbreak. They attempt to reimag-
ine proximity-based social interactions and the essential principles of location-based
metaverse applications in the post-pandemic era.
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Abstract. Emojis are commonplace in text, and skin-toned emojis have
gained widespread adoption. Unfortunately, the level of bias or errors
in Sentiment Analysis (SA) algorithms is unknown when working with
online text containing emojis with skin tone modifiers. This study inves-
tigates SA algorithms to understand potential changes in polarity when
the same sentence is presented with emojis of different skin tone modi-
fiers. We found that many of the SA algorithms ignored the skin tone of
the emoji in their calculations; however, for some algorithms, the method
used to translate the emoji to text affected the SA polarity score. We aim
to present a methodology to compare commonly used SA algorithms and
lexicons and to highlight potential bias areas. This research shows that
there may be discrepancies based on the SA methods and algorithms
used to process text with skin tone emojis.

Keywords: Emoji · Sentiment analysis · Bias

1 Introduction

Sentiment Analysis (SA) is used to gain insights from writers’ text and SA has
grown in use with the rise of online communication [9,22,23]. SA algorithms
provide a polarity score that states how positive or negative a sentence is [18].
It has been shown that SA algorithms can be biased based on gender and race
words [16]. Kiritchenko and Mohammad found that of 219 Natural Language
Processing (NLP) systems tested, 75% contain gender or race biases [16]. These
biases could lead to inequitable political and business decisions and potentially
perpetuate certain inequalities by giving the wrong view of certain users [16].

Emojis and the addition of skin tone modifiers in 2015 have given people new
ways to express and represent themselves online [5]. According to media richness
theory, emojis should improve the richness and effectiveness of the communica-
tion format [6,8,14]. Emojis are a large part of computer-mediated communica-
tion (CMC), but present challenges to the accuracy of some SA algorithms.

The purpose of this study is to explore potential biases built into SA algo-
rithms when interacting with emoji skin tone modifiers. The results will deter-
mine if the skin tone modifiers used with emojis influence the sentiment polarity
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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returned by a SA system, examining if current sentiment analysis systems con-
tain bias between skin tones of emoji. A non-biased system should return the
same amount of information (richness) regardless of skin tone.

We aim to present a methodology to compare commonly used SA algorithms
and lexicons and highlight potential areas of bias. Our goal is that by using this
methodology in practice with different systems and emoji translations, others
will be able to better determine what tools to use in their work.

2 Background and Relevant Research

Media richness theory comes from research in CMC and states that different
means of communication (textual, vocal, visual etc.) can provide varying levels
of information or richness [8]. Written communication is lower on the richness
list; however, researchers have claimed that the added use of emojis and emoti-
cons help improve written communication’s media richness [6,14]. A non-biased
system should return the same information, represented here by sentiment polar-
ity score, regardless of skin tone. Therefore, if there is a difference in information
due only to the skin tone, then emojis may not actually lead to increased richness
but instead lead to biases and false analysis.

2.1 Emojis

Emojis were developed by Shigetaka Kurita for a Japanese mobile phone provider
and later added to the Unicode system in 2009 by the Unicode consortium
[17,23]. In 2015, five skin tone modifiers were added for certain emojis to better
represent the diversity of users [7,21]. Each tone is based on the Fitzpatrick

scale for skin color: light , medium-light , medium , medium-dark ,
and dark [11].

Guibon et al. state that alot of SA work in NLP has been done on social
media data [13]. Guibon et al. indicated that the emoji’s name is not always
sufficient to express emotional or cognitive states, but the emoji must be seen in
context. The authors also point to non-sentiment reasons for using emojis such
as for “convenience, to type faster, or just for fun and emphasis” [13].

Robertson, Magdy, and Goldwater note the “positive role [of] emoji skin tone
modifiers” [21]. Self-representation is one of the main uses of skin tone modifiers
[7,21]. Coats reports that modifiers were especially popular among dark-skin
users, but the darkest skin tone modifiers were less likely to be used [7]. On a
global level, Coats found the use of skin tone modifier used were 36% light, 25%
medium-light, 20% medium, 16% medium-dark, and 3% dark [7].

Other researchers have explored the use of skin tone modifiers to make infer-
ences about people. Suntwal et al. stated that “emojis can be studied to under-
stand product consumption and learn if certain endorsements using particular
skin tones are likely to affect purchase intentions for different products” [23].
Other works either do not directly focus on emoji skin tones or manually add
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emoji sentiment scores to lexicons for SA [10,22,24]. We further existing work
by examining emojis with skin tone modifiers to see effects on SA algorithms
without manually altering the existing SA implementation.

3 Methods

3.1 Dataset Creation

Sentence Templates. The dataset used for investigation was modeled after
Kiritchenko and Mohammad’s Equity Evaluation Corpus [16]. The goal of the
investigation was to see effects of varying skin tones on sentiment polarity while
keeping the remaining portion of the sentence constant. Sentence templates such
as “The restaurant was amazing” provide a baseline sentiment score for each
method used. Each template resulted in six data entries: the original template,
the template with an emoji in default yellow, and a template with an emoji
in four skin tones. Light, medium, dark, and one of the compound skin tones
(medium-dark) were used to create the data set.

Emotional face emojis such as the smiling and sad emojis do not
contain skin tone modifiers and emojis that are associated with people such
as the medium skin toned woman health worker , which do allow for skin
tone modification, add additional information such as gender and age which
have been shown to influence SA [3,16]. The emojis chosen represent positive
and negative sentiments, can have varied skin tones, and do not include any
additional demographic information. The thumbs-up and raising-hand
emojis were used for positive sentences and the thumbs-down were used for
negative sentences.

Each template was created to be either strongly positive, negative or neutral
and short in length. We focus on the change in sentiment not the accuracy
of the baseline sentiment. Many of the templates have keywords such as great,
happy, or sad to explicitly set the sentiment of a sentence. We also tested neutral
sentences such as “Your appointment is at 11:00” to see how adding an emoji
with an emotional context such as the thumbs-up would affect the sentiment
score of the sentence.

Emoji Translation. Sentiment analysis practitioners may translate graphical
emojis into text before using SA tools. Two translation methods were used and
evaluated against the graphical emoji representation. The emoji library converts

to :thumbs up::light skin tone. The demoji library writes the as :thumbs
up: light skin tone. The convention sentence is used to refer to the sentence
template appended with a graphical emoji i.e. “The restaurant was amazing ”.
emoji-text is used to refer to a template with an emoji appended and translated
using emoji i.e. “The restaurant was amazing :thumbs up::light skin tone.”.
demoji-text is used to refer to a template with an emoji appended and trans-
lated using demoji i.e. “The restaurant was amazing :thumbs up: light skin
tone”.
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3.2 Lexicons

Sentiment140L, SentiWordNet, VADER, AFINN, and TextBlob were tested in
this evaluation [2,4,15,19,20]. These were chosen based on their usability, avail-
ability in Python, and their common use among the community. All five SA sys-
tems include their own lexicon, but VADER, AFINN, and TextBlob also include
their own sentiment scorer which include added heuristics discussed below.

The Sentiment140L lexicon is mined from tweets determined to be positive
or negative based on present emoticons [12]. The Natural Language Tool Kit
(NLTK) library includes an interface for SentiWordNet [4]. The first word found
in the lexicon is used for analysis. Each word is assigned a positive, negative,
and objectivity score.

VADERs’ built-in SentimentIntensityAnalyzer returns a tuple of polarity
scores which includes a negative, neutral, positive, and compound score [15].
VADER’s analyzer can take into account additional heuristics which are repre-
sented in the compound score. VADER’s heuristics include punctuation, cap-
italization use, degree modifiers, contrapositive conjunction use, and tri-gram
analysis to determine any polarity flips [15].

AFINN includes a lexicon of 2,477 words scored between −5 and 5 [20]. The
score function returns a single result which is the sum of the valence of each word
in the sentence divided by the number of words. TextBlob’s default sentiment
analysis uses CLiPS Pattern module, which includes a lexicon of adjectives and
considers negations and modifiers [1]. The sentiment function returns a tuple of
polarity and subjectivity between −1 and 1 [2].

3.3 Analysis Procedure

An aggregation algorithm was created to return a polarity score for each test
sentence similar to ones found in previous literature [20]. Once each sentence and
word were tokenized using the NLTK [4], the words were converted to lowercase,
and their values were then queried from each lexicon. If found in the lexicon,
each word’s value was added to the overall sentence sentiment score.

Our aggregation method used the lexicon provided by each SA system. The
dataset includes the original template and graphical emoji sentence , the emoji-
text form, and the demoji-text form.

VADER, AFINN, TextBlob were run once with their lexicons and built in
analyzers for the dataset and once using only their lexicons with the aggregation
method described above. The run using only the lexicon allowed for a comparison
of the lexicons themselves to the Sentiment140L and SentiWordNet lexicons. In
practice, many users may utilize these systems out of the box and not create
their own scoring algorithm, so both types of runs are included in the analysis.

4 Results

Aggregation Method. Sentiment140L, AFINN, and VADER returned no dif-
ferences between any variables. The template sentence with the default skin
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tone emoji returned the same value as the template sentence with any skin
tone modifier. For SentiWordNet the default and skin tone modifiers returned
the same value using both the emoji and the emoji-text . The skin tones all
returned the same polarity using demoji-text but this value was different from
the defaults’ polarity. MANOVAs were run for each skin tone option per lexicon
on the demoji-text output, see Table 1. From these results, we can see that
TextBlob and SentiWordNet, have statistically significant differences between
the skin tones, see Table 2.

Table 1. Demoji-text aggregation method: one-way MANOVA p-values, α = 0.05

Sentiment-140L SentiWordNet VADER AFINN TextBlob

Pillai Trace 0.452 0 0.762 0.759 2.046E−09

Wilk’s Lambda 0.448 0 0.761 0.758 9.689E−10

Hotelling Trace 0.444 0 0.790 0.757 4.598E−10

Table 2. Demoji-text aggregation method: group means of TextBlob and SentiWord-
Net

None Default Light Medium Medium-Dark Dark Total

Polarity 0.279 0.484 0.484 0.484 0.484 0.484 0.460

SentiWordNet 0.047 −0.281 −0.953 −0.953 −0.953 −0.953 −0.716

TextBlob −0.209 −0.234 0.281 −0.234 −0.234 −0.375 −0.165

Built-In Methods. Both VADER’s and AFINN’s built-in score functions
returned no difference between any variable. No differences were observed
between skin tones or between skin tones and the default when using the emoji
and emoji-text in TextBlob. However, when using the demoji-text , statisti-
cally significant differences between the default and skin tones as well as differ-
ences between the skin tones themselves were observed, see Table 3 and 4.

Table 3. Demoji-text built-in methods: one-way ANOVA p-values, α = 0.05

Sentiment 140L SentiWordNet VADER AFINN TextBlob

Emoji-Icon 1.075E−46 1.156E−11 4.716E−17 1.080E−24 1.215E−12

Emoji-Text 1.075E−46 8.346E−10 4.716E−17 1.080E−24 2.551E−19

Demoji-Text 6.885E−18 1.941E−122 4.716E−17 1.080E−24 6.696E−27

Further evaluation of the data revealed that while the “medium” and
“medium-dark” skin tones returned the same polarity as the default emoji, the
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Table 4. Demoji-text built-in methods: one-way MANOVA p-values, α = 0.05

VADER AFINN TextBlob

Pillai Trace 0.762 0.759 2.046E−09

Wilk’s Lambda 0.761 0.758 9.689E−10

Hotelling Trace 0.760 0.757 4.598E−10

“light” and “dark” skin tones returned different values. When the returned sen-
timent was negative, both the “light” and “dark” values were higher (more
positive) with the “light” skin tone returning the most positive valence value.
When the returned sentiment was positive, both the “light” and “dark” values
were lower (more negative) with the “light” skin tone again returning the more
positive value of the two.

5 Discussion

Both VADER and AFINN returned no changes in polarity score between using
and not using an emoji while Sentiment140, SentiWordNet and TextBlob all
reported changes in at least one run. This demonstrates that emojis may play a
role in sentiment analysis whether users prefer out-of-the box functionality with
an API such as TextBlobs’ or prefer to create their own SA algorithm such as
our aggregation method.

Some sentiment analysis systems already come with their own emoji trans-
lation lexicon, such as VADER. When comparing the built-in VADER scoring
functionality and the VADER lexicon with our aggregation method, the scores
between identical inputs differed. This is to be expected even without the inclu-
sion of the emoji lexicon, as heuristics are included with the API that were not
taken into account in the aggregation method. The VADER emoji lexicon uti-
lizes the demoji-text translation, but the descriptors are not found within the
lexicon and do not contribute to the score.

The type of translation (emoji-text v. demoji-text) used to process the
emoji text influences the returned score if the descriptors are included in the
lexicon. Different scores between the skin tone modifiers on the same tem-
plate occurred when the additional description words were found in the lexicon.
Demoji-text separates each word and parts of the emoji name or description
are found in some of the lexicons.

TextBlobs’ analyzer returned a more positive score with the light skin tone
compared to the dark skin tone modifier regardless if it was a positive or neg-
ative statement when demoji-text was used. The inclusion of descriptors in
the lexicons allow for analysis of phrases such as “You are the light of my life”;
however, using lexicons with set sentiment values for words has a large limita-
tion of context. If and when lexicons are used in methods where only scores of
individual words are used and context is not taken into account, i.e., when the
descriptor should not have an effect on the sentiment, unintended biases arise.
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5.1 Limitations

Our study only looked at a small subset of possible emojis and their skin-tone
description. Future work includes expanding the set to all skin-tone enabled
emojis and using datasets that already include emojis. The number of sentiment
analysis lexicons and systems was also limited due to feasibility constraints and
the large number of systems that exist. Many newer sentiment analysis machine
learning models try to address the context challenge. With the increased use of
such models, future work should also consider those techniques when evaluating
the potential introduction of bias in frequently used systems.

6 Conclusion

New features such as emojis and emoji skin tone modifiers have enabled users
to be more expressive in their communication. This study aimed to understand
how SA polarity scores changed relative to a sentence containing emojis with
skin tone modifiers. Changes in polarity were found based on varying the skin-
tones in some SA systems. This study presents a methodology to the community
for sentiment analysis, which may help uncover biases in selected systems in
future work. Unmitigated or unintentional bias in a system could lead to the
perpetuation of disparities in other areas. Emoji’s added richness can be accessed
when systems truly capture the message a user would like to communicate about
themselves and their ideas.
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Montenegro, E., González-Castaño, F.J.: Creating emoji lexica from unsupervised
sentiment analysis of their descriptions. Expert Syst. Appl. 103, 74–91 (2018)

11. Fitzpatrick, T.B.: Soleil et peau. J. Med. Esthet. 2, 33–34 (1975)
12. Go, A., Bhayani, R., Huang, L.: Twitter sentiment classification using distant

supervision. CS224N Proj. Rep. Stanford 1(12), 2009 (2009)
13. Guibon, G., Ochs, M., Bellot, P.: From emojis to sentiment analysis. In: WACAI

2016 (2016)
14. Hsieh, S.H., Tseng, T.H.: Playfulness in mobile instant messaging: examining the

influence of emoticons and text messaging on social interaction. Comput. Hum.
Behav. 69, 405–414 (2017). https://doi.org/10.1016/j.chb.2016.12.052, https://
www.sciencedirect.com/science/article/pii/S0747563216308810

15. Hutto, C., Gilbert, E.: Vader: a parsimonious rule-based model for sentiment anal-
ysis of social media text. In: Proceedings of the International AAAI Conference on
Web and Social Media, vol. 8, no. 1, pp. 216–225, May 2014. https://ojs.aaai.org/
index.php/ICWSM/article/view/14550

16. Kiritchenko, S., Mohammad, S.M.: Examining gender and race bias in two hundred
sentiment analysis systems. CoRR abs/1805.04508 (2018). http://arxiv.org/abs/
1805.04508
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Abstract. People use microblogging platforms like Twitter to involve with other
users for a wide range of interests and practices. Twitter profiles run by different
types of users such as humans, bots, spammers, businesses and professionals. This
research uses a treemap visualization to identify different users profile on Twitter.
For this purpose, we exploit users’ profile and tweeting behavior information. We
evaluate our approach by visualizing the different Twitter profiles. We focus just
on user activity, ignoring the content of messages. We take into consideration both
social interactions and tweeting patterns, which allow us to profile users according
to their activity patterns using treemaps.

Keywords: Treemaps · Hierarchical visualization · Twitter · User profile

1 Introduction

Microblogging platforms have become an interesting and fast way to share and con-
sume information of interest on the Web in real-time. For instance, in recent years,
Twitter (http://twitter.com) has emerged as an important source of real-time information
exchange platform. It has empowered citizens, companies, marketers to act as content
generators, that is, people share information about what they experience, eyewitness, and
observe about topics from a wide range of fields such as epidemics, disasters, elections
and more. This allows users not only to be consumers of the information, but prosumers
of the information, where the information is produced by themselves.

To consume information, Twitter users follow other users who they think can provide
useful information of their interest. Information shared on Twitter in the form of short
text messages (\tweets”) immediately propagated to followers, and implicitly starts a
one-way conversation, which is also known as social interaction [1].

Social interaction on social media has a resemblance to social interaction that one
practices in daily routine. For instance, companies leverage insights from social media
information to better market to its customers and increase sales. In this case, companies
always seek to gainmore in-depth information of their customers for better understanding
and to improve interaction with them despite it is one-to-one, through a phone call, or
on social media.
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Moreover, understanding the types of users on social media is important for many
reasons. For example, this includes detecting bots or spam users [2], recommending
friends (e.g., potential users to follow on twitter) [3], finding credible information and
users [4], for example, to receive trusted analysis or feedback of products or to ask
questions to fulfill information needs [5], and so on.

In recent years, Twitter has been extensively used in a number of research studies that
analyze and process mainly tweets content using different natural language processing
(NLP) techniques to differentiate Twitter users [6]. Moreover, many studies focus on
aspects like, who follows whom, who is in which list, etc. However, understanding
the types of twitter users using their tweeting behavior or more importantly what their
profile information reflects, is an aspect which is broadly overlooked. Twitter profiles
provide useful information, furthermore determining various behavioral aspects of users
on Twitter such as how often they post, re-tweet, or reply could provide significant
insights about users.

2 Related Work

Analyzing users and their behavior on online social networks has been the subject of
many previous works [7]. The particular domain of the Twitter microblogging service
has not been an exception. By looking at the contents produced by users, or at the actions
they perform, researchers have been able to derive user characterizations and other useful
information, with the goal of, for example, doing sentiment analysis [8] or predicting
the diffusion of information [9]. Chu et al. [10], observe the differences between human
users and what they designate as bot and cyborg users. The authors characterize a bot
as a user whose actions are all automatic, i.e. without any human intervention. Java
et al. propose a taxonomy of user intentions on Twitter [11]. To achieve this, users were
manually categorized according to their link structure and tweet contents. Based on link
structure, three main categories of users where identified: (1) Information Sources, (2)
and (3) Information Seekers.

Tweeting behavior, network structure, and the linguistic content were used by Pen-
nacchiotti et al. to infer the political orientation and ethnicity of users [12]. Cha et al.,
for instance, define three types of influence on Twitter: Indegree, Retweet and Mention
[13]. Gomez-Rodriguez et al. [14] developed a method to trace diffusion and influence
paths through the network on a dataset of MemeTracker.

3 Tweeting Behavior and Hierarchical Visualization

Twitter users can be analyzed based on their profiles, posts, and tweeting behavior.
Users’ profiles exhibit an extensive set of informational pieces, users’ posts represent
rich content (i.e., tweets) often used to perform NLP based analysis, and users’ tweeting
behavior represents different aspects related to a user’s interaction with the platform
as well as with other users (e.g., followers). In Fig. 1 we show a partial view of the
information that can be obtained from Twitter about a user. The figure shows a meta-
data part (i.e., profile specific information, followers, and friends), and a content part
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Fig. 1. Information obtained from Twitter.

(i.e., tweets). To identify Twitter users into different classes, we exploit users’ profile
and their tweeting behavior.

Users on Twitter can be anyone. These users can be classified into two broad cat-
egories, that are, (i) real-users, (ii) digital-actors. Real-users represent human-beings
(e.g., home users, business users, or professional users), and digital-actors represent
automated computer programs (e.g., bots, online services, etc.). Both types of user built
their profiles on Twitter by specifying information such as name, website, description,
bio, etc. Other information such as created at, status count, listed count that a twitter
profile contains automatically provided or manipulated by Twitter platform and it tends
to change over time (e.g., number of followers change over time, listed count change
over time).

In general, tweets posted by users are publicly available and are followed by sub-
scribers called followers. Users who share particular interests are included in one’s
reading list.

A profile’s listed count is the number of users whose reading lists contain the profile’s
tweets.

In other hand, treemaps are a space-filling graph visualization technique first intro-
duced in [15]. An important feature of treemaps is that they make very efficient use of
display space. Thus it is possible to display large trees with many hierarchical levels in a
minimal amount of space. In Fig. 2a shows a sample tree structure and in Fig. 2b shows
the corresponding treemap.
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Fig. 2. A) hierarchical tree, b) treemap visualization.

The algorithm used to partition the display space is known as the “slice-and-dice
algorithm” and functions like a k-d tree space partition. The positioning of tree nodes in
a treemap is a recursive process.

First, the children of the root are placed across the display area horizontally, where
each node’s area is directly proportional to its weight. Then, for each node n already
displayed, each of n’s children is placed across vertically within n’s display area. This
process is repeated, alternating between horizontal and vertical placement until all nodes
have been displayed.

Treemaps can be especially helpful when dealing with large clustered graphs. When
viewing a graph at some level of abstraction, the viewer is really looking at nodes
belonging to some level in the cluster tree. A treemap can display the whole structure of
a cluster tree, thus allowing the user to place the current view in context.

In the standard treemap of Shneiderman [15] the nodes are represented as rectangles
of various shapes. This makes a visual comparison of their importance (as determined
by area) difficult, especially as the rectangles vary in orientation as well.

4 Hierarchical Structure of Users Profiles

Twitter provides us information through its official API in JSON (Java Script Object
Notation) format, that in general terms we obtain is simply text, which by its nature does
not allow a comparative analysis in large amount of data, on the other hand there are
variables difficult to identify without any visual tool. Using the Twitter API, we have the
information generated by the user when a tweet is published, this by itself provides us
a lot of information. Also, we have the option to extract a dataset limited to 200 tweets
that have been published or republished (retweet) by a specific user.

Thenwe created aweb application in order to visualize using treemaps of all different
users. We identify the steps that the web application will carry out:

1. Twitter Username has to be inserted on the application.
2. The application will connect to through the API and extract tweets from the Twitter

account.
3. Each of the tweets will be analyzed and the important data is grouped sharing similar

characteristics.
4. The system will create a hierarchical structure (tree) where they will be grouped the

different data.
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5. A treemap is created using these hierarchical structure.

Having these steps, the frontend and the backend can be distinguishing. The frontend
will be the part that interacts with the user of the web application, while backend will be
the processing information and the creation of the hierarchical structure. Technologies
like HTML, CSS, Java Script, Reactjs, VueJS and Angular was used to implement the
web application.

To identify Twitter profiles into the defined groups, we choose 16 features as sum-
marized below. These features include a few trivial ones, which can be easily obtained
from profiles, for example, statistical features like # of tweets, # of replies, followers,
etc. However, some of the selected features are derived like Answer with hashtag and
mentions or Retweets with mention, etc.

The selected features are: followers, friends, # of likes, original tweet having a
hashtag, original tweet having a mention, original tweet having only text, original tweet
having hashtag and mention, answer having a mention, answer having only text, answer
having a hashtag and a mention, retweet having a hashtag, retweet with a mention,
retweet having a hashtag and a mention, retweet having only text.

All these information is then analyzed in order to create the hierarchical structure
and the treemap. In Fig. 3 a treemap with all these features is shown.

Fig. 3. User profile represented by a treemap.

5 Small Multiples Experiment

As a case os study, it was decided to use the “small multiples” technique to compare
different user profiles at the same time. All users are Mexicans politicians and some
recognized journalist. Figure 4 shows this Treemap.
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Fig. 4. Small multiples visualization and treemaps.

Comparing this small multiple visualization, some similarities can be found regard-
ing all different users, for example the @HLGatell and @JaimeRdzNL are very similar.
Both users are politicians and had a lot on interaction with other accounts (light blue)
because they have a lot of answers. In the case of@AristeguiCNNand@Javier_Alatorre,
(both journalist), show a similar profile with the Retweet section (light brown). In the
other hand, comparing@LopezObrador_ and@BrozoxmisWebs, although they are two
completely different characters (politician and journalist), their profiles are very similar,
which shows that they behave very similarly in the social network.

6 Conclusions

Twitter is a famous microblogging platform used by companies, businesses, profession-
als, and also by home users in their daily routine to disseminate information online in
real-time. Twitter users exhibit different characteristics that distinguish one user from
others. Understanding Twitter users is important for many reasons such as for companies
to plan their marketing campaigns differently for different types of users.

In this paperwe proposed a set of features that allowus to characterize and distinguish
user activity patterns on Twitter using a treemaps as a visualization tool. Through the
analysis of diffusion patterns we are able to infer different kind user behavior. Our
approach uses a lot of information from the user profile.

We explored the treemap visualization and demonstrate that can be very interesting
tool to identify automatically some user’s profiles. Also the “small multiples” technique
has been used to compare different user’s profile.
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A future workwill be the user classification using this automatic visualization, only a
manual verification and classification has been made in this work. Automatic clustering
will be a priority to continue with this work.

Also, in future we want to combine this approach with other features to detect
spammers. Spammers on Twitter tend to do many posts with similar text and URLs, and
since normal users are able to detect a spammer and ignore her posts, it is expectable
that few retweet and network chains are generated by this type of users.

Moreover, we want to include user profile and content features. Profile features can
help to contextualize user behavior, e.g. it may be possible to detect different behav-
ior depending on the geographic localization of users. Content features can help to
understand how different behavior can be generated based on what and how users write.
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Abstract. While in social media users most commonly interact with
each other without a guiding entity, the discussion space of newspaper
platforms is moderated by community managers, who invest considerable
amounts of time and effort in keeping comment sections clean. To reduce
this effort and allow community managers again to more freely interact
with their users, automated comment moderation systems (ACMS) be
be utilized. However, most newspapers do not have the expertise to cre-
ate, update, and maintain machine learning (ML)-models. Thus, they are
forced to rely on proprietary off-the-shelf solutions. However, if they want
to keep their sovereignty over their data and systems, they would need
access to models which could be integrated within their current moder-
ation or content management systems. One option could be a platform
for newspapers and data scientists where the data scientists could sell
their pre-trained models and where newspapers could hire data scientists
to create tailor-made models for them. In order to identify the require-
ments, community managers have for such systems, we conducted a series
of semi-structured interviews with community managers of newspapers
of varying size (from local to national). Furthermore, the information was
enriched by the participation in multiple workshops on content modera-
tion. We were able to elicit five major technical requirements necessary
to create the described design artifact.

Keywords: Abusive language · Comment moderation · Model store

1 Introduction and Motivation

Hate and abusive comments are spreading through social media and other discus-
sion spaces [16,18]. As this could pose a serious threat to online discussions [21]
and is already being targeted by lawmakers (e.g., the Netzwerkdurchsetzungs-
gesetz (NetzDG) in Germany1 [13], or other countries [6]), newspapers have

1 The NetzDG forces the providers of comment spaces to remove abusive language
from their sites within 24 h after being alerted.
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to employ community managers in order to manually moderate user generated
content.

These community managers used to fulfill the role of gatekeepers, interacting
with their readers and fostering a healthy discussion space. However, in recent
years, they are forced to act as content moderators, deleting or blocking user
generated content [7]. This pushes the community managers away from their
original job description [14]. Consequently, many newspapers have resorted to
close their comment sections entirely (around 45% in Germany [17]), as the
benefit of having a political discourse does not measure up to their necessary
economic investment.

To support community managers in their work and allow newspapers to keep
their comment sections, automated comment moderation systems (ACMS) uti-
lizing different forms of machine learning (ML) are a promising option [10,20].
These ACMS utilize natural language processing (NLP) methods in order to
automatically detect abusive content. Afterwards, this content can be automati-
cally blocked from publication or be reviewed by community managers; resulting
in semi-automated moderation.

In contrast to large newspapers, small- or medium-sized newspapers often
times do not have the in-house competences to build such ACMS themselves
[26]. Therefore, often times, they have to rely on proprietary solutions, e.g.,
Perspective2 by Alphabet [25]. This, however, comes at the price of losing their
sovereignty over their own and their users data, as the comments are transferred
to the provider of the proprietary system. Therefore, a possible solution could
be the utilization of publicly available research insights.

Favorably for newspapers, there already exist multiple, accessible research
endeavors in which researchers investigate models suitable for abusive language
detection (c.f. [2,4,5,8,9,16,22,24]). However, these insights are still not on a
usable level for small- to medium-sized newspapers. The described approaches
need to be applied to the newspaper’s data and the resulting models need to be
delivered in an easy to use format so that newspapers are able to seamlessly inte-
grate them into their existing IT-architecture [26]. Thus, on the one hand, even
though there exists available research in the domain, newspapers are still in need
for external expertise to create proficient and usable models which can then be
integrated into their ACMS. On the other hand, there exists the need for labeled
training data, especially in non-English speaking communities, for the creation
of refined models [3]. Therefore, apart from possible monetary benefits, data
scientist could also benefit from receiving data from the different newspapers.

Apparently, both sides could benefit from either the provided data or the
external expertise. Therefore, the goal of this paper is the elicitation of require-
ments for a NLP-model store, especially for the detection of abusive language
which can be utilized to connect newspapers with data scientists/researchers.
In the paper all five requirements are explained w.r.t. their implications on the
community managers daily work. Additionally, the implications for the practical
implementations of the desired artifact are detailed.

2 https://www.perspectiveapi.com/.

https://www.perspectiveapi.com/
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The paper is structured as follows: Sect. 2 introduces the research method
utilized in this paper. Afterwards, the results are presented in Sect. 3. Finally,
Sect. 4 discusses the findings and concludes the paper.

2 Research Method

In order to gain insights into the daily work of community manager and their
requirements towards an NLP-model store semi-structured interviews were con-
ducted. Semi-structured interviews are a widely accepted form of building a basis
for requirement elicitation [1,27]. Furthermore, this form of interview allows for
deeper insights into the necessary domain knowledge of community managers
[11].

Community managers from three different newspapers participated in the
interviews: One national newspaper (among the three largest newspapers in Ger-
many), one regional newspaper (with daily circulation > 250, 000), and one local
newspaper (with daily circulation < 10, 000). During the interview the intervie-
wees were asked questions focusing on their daily work in comment moderation,
their current practices, and possible automation possibilities. Later, they were
shown a comment moderation system with a functioning automated moderation
support and were then asked which requirements they would have towards such
a system. Following up, questions were aimed at their current moderation system
and how they could envision an integration of ML-models for automated com-
ment moderation. Afterwards, questions regarding their possible capabilities in
creating their own models as well as a possible envisioned procurement process
for such models were asked.

The interviews were conducted in a virtual setting via Zoom3 and, after
approval by the interviewee, recorded with both video and audio. After the
finished interview each was transcribed and analyzed.

To gather additional information, we participated in three domain-specific
workshops. Here, insights regarding practitioner’s views and issues in their cur-
rent work were gained. These insights were subsequently structured to allow for
further analysis.

Combining the two sources of information, the data was analyzed to obtain
the requirements. They were then evaluated by discussions with community man-
agers.

3 Results

Utilizing the input of the interviews and the workshops, we elicit five require-
ments for NLP-model stores for abusive language detection. The requirements
are explained in more detail in the following.

3 https://zoom.us/.

https://zoom.us/
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3.1 Ease of Understanding

As mentioned above, community managers are rarely experts in the domain
of NLP. While the community managers expressed a rather positive attitude
towards ML in general they also mentioned insecurities about inner workings of
ML. Furthermore, they mentioned that also the dark side of ML was not obvi-
ous to them either. However, even with these concerns, all community managers
expressed the willingness to include ML in their moderation process. Thus, elim-
inating possible insecurities about ML and informing the community managers
about the workings of the presented ML-models could pave the way for broader
acceptance.

REQ1: An NLP-model store for abusive language detection should be conceptu-
alized in such a way, that community managers are guided towards an under-
standing of the necessary ML specific technical terms and workings and are thus
able to make informed decisions.

3.2 Explainable Models

While transparency, regarding the moderation decision, towards the users varied
between the different community managers, all community managers stated that
transparency in moderation decisions is of crucial importance within their teams.
Traceability between different community managers are important in order to
make similar moderation decisions and present a consistent image towards their
users. When confronted with model explainers4 the community managers appre-
ciated the quick overview provided [15,19]. However, as soon as too much text
was highlighted all agreed to lose focus on the important passages. Furthermore,
the community managers pointed out different aspects which they focus on dur-
ing their moderation process which should be reflected in possible word highlight.
Thus, highlighting the different ML outputs on the NLP-model store examples
could provide the community managers with valuable feedback on model perfor-
mance and fit to their specific moderation habits.

REQ2: An NLP-model store for abusive language detection should include the
option to add model-agnostic explainers in order to make the ML output under-
standable and transparent for community managers.

3.3 Multiple Vendors

All community managers were utilizing different moderation systems, many are
tailor-made or customized for the specific newspaper. Some already had experi-
ences with different kinds of ML input in their moderation decision. However,
none expressed the desire to switch to proprietary system, sourced from one
company, which would support the comment moderation with ML. Rather than

4 The presented moderation system was equipped with explainers, highlighting differ-
ent words or passages which were crucial to the models moderation decision.
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a new solution, the community managers preferred the integration of ML into
their system, either as a full integration or an interface in order to “keep control”
over their own data and infrastructure. However, they expressed the desire for
external support as long as they were not dependent on a single supplier.

REQ3: An NLP-model store for abusive language detection should include the
option to buy ML-models from multiple vendors in an easy to use format, pre-
venting lock-in effects and allowing for the integration into existing moderation
platforms.

3.4 Comparable Metrics

The community managers stated difficulties in evaluating ML-models. This
becomes even more difficult, as researchers utilize many different metrics in eval-
uating different ML-models. As non data-scientists, the community managers
prefer metrics which are easy to understand and also appreciate consistency
when it comes to the metrics utilized when comparing different models. This is
also echoed by existing literature (cf., [26]).

REQ4: An NLP-model store for abusive language detection should offer com-
parable and understandable metrics for all offered models to enable community
manager to find the best model suited for their specific business needs.

3.5 Customized Models

The community managers detailed significant differences between their respec-
tive moderation processes. These were also reflected in the community guidelines,
the moderation process, and the harshness/lenience in moderation decision mak-
ing. Thus, the community managers pointed out that a ML-model should reflect
both the newspaper’s community guidelines and the community managers judg-
ment. Consequently, not every model will fit every newspaper. Therefore, the
community managers expressed the desire commission tailor-made models, based
on their own previous decisions, which could better gauge the desired discussion
culture on their respective comment sections.

REQ5: An NLP-model store for abusive language detection should offer the
option to commission tailor-made ML-models for community managers, based
on data gathered from their own newspapers.

4 Discussion and Conclusion

The goal of the research presented in this paper is the elicitation of requirements
for an NLP-model store for abusive language detection to support both commu-
nity managers in their daily work and provide data scientist with the necessary
input to improve existing models or develop entirely new ones. By connect-
ing these distinct stakeholder groups new collaboration possibilities should arise
which could benefit both sides.
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Towards this goal, three interviews with community managers were con-
ducted and three workshops on content moderation were visited. Based on the
acquired knowledge, five requirement have been elicited and presented in this
paper. These requirements should guide researchers and practitioners in creat-
ing an NLP-model store for abusive language detection.

However, the presented research in progress does not come without limita-
tions. First, we only interviewed community managers. This excludes the views
from data scientists from our results and, therefore, does not include impor-
tant aspects and requirements they have towards such an IT-artifact. Second,
only three interviews with community managers have been conducted up-to-
date. Consequently, the insights acquired from these interviews should be val-
idated with different community managers from other newspapers. Third, the
presented research is purely conceptual and should be demonstrated and evalu-
ated by implementing a functioning model store.

Thus, our next steps in our research agenda include conducting more inter-
views; both with additional community managers to validate the current find-
ings, as well as with data scientist to include their viewpoints. Next, utilizing
design science research [12], the NLP-model store needs to be developed based
on the generated requirements. Utilizing the developed store the requirements
and further insights can be evaluated [23]. Lastly, the developed store will be
integrated into the currently existing moderation system5 to offer practitioners
the ability to procure models from data scientists.
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Abstract. Emotions are part of a person’s behavior, and some feelings can affect
their actions, they can even prevent a person from producing an intelligent result.
Interest in researching all aspect of the relationship between humans and comput-
ers has been increasing during the last years. Emotion is a fundamental component
of being human; enjoying, hating, disgusting, among a lot of other emotions, help
to value the entire human experience. Nowadays, it is recognized that the emo-
tions play a critical and important role in all relationships with the computer, from
playing games, shopping online to reading some news in a digital newspaper.
Human computing interaction is an area that involves elements from different
disciplines of psychology, anthropology, computer science, artificial intelligence,
among others, for the study of emotions. In this paper, we took different digital
Chilean newspaper to analyze if the designs of the texts influence the emotions
contained in the comments of the news about COVID-19.We combine content and
sentiment analysis to help an effective recognition of feelings, including ironies
and hybrid language. Interesting results were obtained to identify and understand
the models associated with the design of texts and the reactions of readers.

Keywords: HCI · Content analysis · Sentiment analysis · COVID-19

1 Introduction

With the arrival of the first case of COVID-19 in Chile, in March 2020, the population
began to follow with great interest the information about the health crisis originating in
China in December 2019. Until mid-March 2022, 3,323,324 people have been infected
with Covid 19 and 44,039 have died in Chile.

Since the beginning of the pandemic, the media have played an important role in
informing the population about relevant issues. As announced in an article published
in the MIT Technology Review on February 12, 2020, COVID-19 is the first global
pandemic of social networks [1], a fact that has caused numerous challenges in relation
to communication.

This pandemic has changed social structures and the way we inform ourselves is
developing in a new socio-economic context. We are now facing an information pan-
demic of COVID-19, which is what is called an “infodemic”, defining it as information
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associated with fear, speculation and rumors, amplified and rapidly transmitted by mod-
ern information technologies and negatively affecting the economy, politics and security
disproportionately to reality.

The dangers of misinformation, especially caused by infoxication or infodemic, are
being made visible through the role that social networks are playing during confinement.
Finding truthful information that offers us a rigorous analysis of the context in which
we live is sometimes a complicated task.

Considering the global and the local context, it is necessary to study the influence of
text designs on the emotions contained in the comments on the news about COVID-19.
The aim of perceiving emotion is to identify whether the user is feeling satisfied and
from there make the adjustments required to make better developments [2].

For this purpose, news about COVID-19 in digital newspapers in January and Febru-
ary 2022 will be studied. Based on Content and Sentiment Analysis, this research ana-
lyzes the relationship between the journalistic design of news texts and readers’ com-
ments. The analysis will provide information about the readers’ emotions in relation to
the design of each of the news items. In addition, the Content Analysis will provide us
with important information about who delivered the message.

“Content analysis, a method which can be used qualitatively or quantitatively for
systematically analyzingwritten, verbal, or visual documentation, goes back to the 1950s
and the study of mass communication [3]. Content analysis is a research technique used
to establish the presence of certain meanings in a text. Content analysis is a research
technique used to establish the presence of certain meanings in a text. This tool will help
us to know how journalistic texts are constructed and sentiment analysis will help us to
qualify the tone of each of the comments in those news items.

This paper is organized as follows: Sect. 2 presents the problem, results, and
discussion. Conclusions and some lines of future directions are given at the end.

2 Discussion and Results

When we refer to the journalistic design of a text, we are referring to the subject
and sources used, photographs, size, tables, and graphics present in the text. All this
configures a form of expression.

The categories of analysis that will guide our study are denominations, stereotypes,
ironies, sources, and presence of additional elements in the informative text.

The Content Analysis of the news about COVID-19 in the analyzed period allows
us to observe interesting findings. The first thing to note was the absence of stereotypes
and irony in the journalistic texts. Nor was there any use of qualifying adjectives.

The main source in the news items studied was the Chilean Minister of Health,
Enrique Paris. On some occasions, the Assistant Secretary of Health was also used
as a source. These were the two most frequently cited sources of information. Only
government sources were used in the news items studied.

In relation to the topics covered in the news, the information on COVID-19 was
related to two themes. The first one, was the increase of cases in Chile. These news
items always also indicated the number of deaths. The second topic referred to the
vaccines, focusing on the fourth booster dose currently being applied in Chile.
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The typographywas quite similar in all the news stories. The same font sizewas used,
and no colors were used to highlight any concept. All news items were accompanied by
a photograph. The photography did not provide additional information to the text, the
images were constantly repeated.

It should be noted that 50% of the selected news items had no comments. This
situation was presented in news referring to an increase of cases in regions of Chile and
when the vaccination schedule for the fourth dose was reported. In the first case, it could
be inferred that the audience commenting on the news is mainly from the Chilean capital
and has no interest in commenting on news that is not directly related to them.

All news that had a government source was commented on. The comments were
100% negative, criticizing the government’s handling of the pandemic. In the remaining
cases, 93% of the comments were critical of the government or the media for their
handling of the pandemic. In 7% of the comments, the government and the Minister of
Health were congratulated for their work in this health crisis.

Thus, after applying Content Analysis to the news items studied, we affirm that
negative comments increase when a government source is present. However, when the
news item presented infographics, the comments congratulated the government of S.
Piñera.

After applying the Content Analysis, a sentiment analysis was performed on the
comments of the selected news items (using SentiStrength). The positive sentiment
strength ranges from 1 (not positive) to 5 (extremely positive) and the negative sentiment
strength from−1 (not negative) to−5 (extremely negative). By using sentiment analysis,
we can recognize whether a text is positive, negative or neutral (Table 1).

Table 1. Polarity statistics in COVID-19 news

Positive 24%

Negative 40%

Neutral 36%

When we apply emotional computing to the comments, we can observe that 40% of
people issue negative comments about this news. However, 36% of them were rated as
neutral and the remaining 24% as positive.

3 Conclusions

We were able to verify that in the months of January and February in Chile in the news
about COVID-19, the news mainly referred to the increase in cases and information
about vaccination. In addition, we were able to verify through sentiment analysis that
40% of the comments had a negative connotation. However, we believe that in order to
establish relationships we need to take a larger sample.
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Abstract. As smartphone adoption surges in new markets, casual gaming has
become a fast growing vertical. Emergingmarkets typically experience three chal-
lenges: network connection, network bandwidth, and device storage capacity [1].
To deploy new technologies such as augmented reality with high fidelity assets,
novel approaches are needed. High fidelity assets are necessary to generate a sense
of presence, or being there, in virtual environments [2]. In our paper, we explore
the deployment of a mobile application to 2.5 million users across South Asia.
This application allows users to build their own interactive 3D avatar. Our work
discusses novel approaches to deploy high fidelity assets in emerging markets.
We next explore two topics central to virtual worlds: self-representation and self-
presence [3]. Key to virtual environments are the realism and connection to avatars
[4]. The stronger the human-avatar connection, the more likely virtual experiences
are to have an impact on physicalworld identity.While self-representation has long
been a concept explored in research, only recently have emerging markets gained
technology for culturally accurate virtual representations. As such, our work is
one of the first large scale field explorations of self-avatars’ impact on identity in
newmarkets. Our paper explores the quantitative and qualitative engagement with
a user’s self-avatar. We find that self-representation, particularly clothing and ani-
mations can strongly influence user’s connections to their virtual self. This leads
to positive associations with the user’s avatar. Long term implications of virtual
identity via mobile experiences are discussed.

Keywords: Mixed reality and environments · User survey · Heuristics and
guidelines for design · Game design and game mapping · Cultural differences
and HCI

1 Introduction

Recent years have seen a rise in usage of mobile games in emerging markets. Driven
by an increase in access to mobile devices, interest and engagement with mobile games
has grown. Games of all genres have seen success with new access to millions of users.
To produce a high-quality game, developers must consider many factors. These include
(but are not limited to): high fidelity 3D assets, customization options for users, and
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low latency experiences [5]. There is an appetite for using network-based applications
in emerging markets; an eMarketer survey found that users in India spent 1h39 on the
internet daily across mobile and computer devices in 2020 and that time is predicted to
grow 6% compounded yearly [6]. Services like mobile payments have also seen a 23%
compounded annual growth rate, largely driven by the ease of sharing money over a
network [7].

3D Assets & Customization. High fidelity 3D assets are here defined as objects that
are three-dimensional and look realistic to an end user. These assets can be used to build
a compelling virtual world that immerses a user. These objects frequently use animations
andmay interact with the user. In some cases, users can also control their own 3D charac-
ter in mobile games. High fidelity experiences here are defined as visual experiences that
involve 3D, media rich content. These experiences—including augmented and virtual
reality =—have been shown to produce a strong sense of presence, or “being there” in
recipients. Media experiences that make us feel as though we are transported to another
location can have many prosocial effects, ranging from environmental consciousness to
increased empathy [8]. It would be beneficial for mobile applications deployed in new
markets to showcase this content without technical restriction. Therefore, developing
high quality assets is necessary for compelling game experiences.

Customization within games is also an important component of interactive games.
This can take on many different forms. Most commonly, users can customize their
appearance in virtual environments to develop a persona they will display to others.
This often involves customization of face, clothing, and body details. A digital character
can function as a powerful conduit to virtual interactions. High fidelity digital characters
also drive virtual economies with purchases for virtual clothing accounting for 50 billion
USD of all virtual game transactions by 2018 in a recent study [9]. For digital characters
to have high impact, they must appear interactive and contain realistic detail. A similar
pattern holds true for the customization of game worlds. Rich in detail, these often allow
for users to build their own world and share it with friends. These worlds can often serve
as backdrops for millions of hours of social interaction, virtual transactions, and more.
More granular customization of both virtual environments and digital characters appears
to result in unique game experiences and valuable social interactions.

Delivering Optimized Experiences. Low latency experiences are also important to
users. Latency, or the lag in virtual environments, can reduce the overall quality of a given
game as it makes real-time gameplay decisions difficult. Latency can be controlled with
technical optimizations of asset size prior to cloud download and reducing concurrent
scripts on the client device during a gameplay session. For games to succeed they must
have fast response times to user input and be available on demand [10]. A smooth
experience without delays can increase engagement with mobile games.

When considering mobile games for emerging markets, new challenges arise in
distribution of high fidelity, customizable content. A key challenge we will focus on is
device storage, defined as the ability of a device to store content locally. Although many
manufacturers have distributed their mobile phones widely, these devices often do not
have the capacity to store large volumes of data as premium phones do [11]. This means
that to deliver high fidelity experiences, they must be either: highly size-optimized to
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produce a small local data footprint or stored in the cloud so that the content does not
live directly on the phone.

Early exploration has been done with dynamic asset downloading to reduce device
storage. A small subset of essential assets is pre-bundled in the client application that
is distributed on ecosystem marketplaces to preserve functionality while reducing size.
The remaining assets are stored on the Content Delivery Network as described above
and are available from proximity servers on demand. When the client reaches a point
of the experience that requires given assets they are downloaded on an as-needed basis
over the network connection. This allows the initial download size of the application to
be kept to an acceptable size for low-bandwidth connections. It also avoids filling up
limited device non-volatile data storage capacity, another concern in emerging markets
in which devices often have more limited technical specifications to make them more
affordable [12].

In our exploration,we focused on twomain components: the first was a dynamic asset
download system build to deliver high fidelity, interactive assets to emerging markets.
The second was to review the popularity of specific assets to determine which, if any,
resulted in a stronger overall human-avatar connection.

2 Methods and Analysis

2.1 Data Privacy and Sample Standardization

During our research process one of the priorities was to ensure user privacy by keeping
users anonymous both in our technical logs data andour user research.Regarding our logs
data, we removed Personally Identifiable Information (PII) that was not essential for our
work such as precise geolocation data, only retaining it at a city-level, Internet Protocol
address, and any other user-provided contact information. We also looked through all
the data to make sure no information could, in combination with others, identify a user
personally [13].

2.2 Dynamic Asset Download

Wefirst examined the effects of dynamically downloaded assets on game loading latency
before and after a system of proximate servers was introduced. Our sample included
the same 3 sets of assets groups for both proximate and non-proximate servers. The
3 asset groups ranged in size from 0.5 megabytes (MB) to 17 MB. Two of the asset
groups contained 1 grouped file, while another contained 92 individual files. A mobile
application was deployed to users across the South Asia region. We collected a random
sample of 22,227 data points total. Our data sample included raw latency per asset group
download (in seconds) and mean latency per asset group (also in seconds). We coded a
categorical variable of size (small, medium and large) for the dataset to include this as
an interaction effect in our analyses (Table 1).

Data Cleaning.Upon initial visualization of the data, we found that each asset group
had an abnormal distribution, driven by outliers. This also increased the mean of the
asset group. An outlier was classified as any value more than three standard deviations
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Table 1. Asset group size in megabytes.

Asset group name Size (MB)

Asset group Y 11.7

Asset group K 17.5

Asset group F 0.5

away from the group mean. To address this, we removed 313 outliers before proceeding
with our analysis [14]. We also examined the mean latency for the three asset groups
before and after adjusting for outliers (Table 2).

Table 2. Asset group summary statistics (seconds)

Asset group Mean latency 1 Standard deviation Mean latency 2

Group Y 21.44 49.89 13.96

Group K 0.56 8.84 0.17

Group F 7.80 33.17 4.51

Once the outliers had been removed from our dataset, we began our quantitative
analyses, with a focus on linear regressions to answer specific questions [15].

2.3 Human-Avatar Connection

To quantify the human-avatar connection, we looked at forms of self representation. In
our app, users can customize their 3D avatar and utilize it in augmented reality games.
Customizations can be broadly broken into a few categories: body, clothing, accessories,
and animations. Body customizations include hair, eyebrows, eyes, skin tone, and body
shape. Clothing includes many different types of outfits, including culturally relevant
ones to our market in South Asia. Accessories include jewelry, bags, and other props.
Finally, animations are seasonal and culturally specific. For example, avatars can perform
cricket catch and Bollywood dance animations. We chose to focus on clothing and
animations, as these tend to be the best forms of self-representation in our market. For
example, clothing and animation customized to regional South Asian festivals or events
contains a higher likelihood of representing users than a generic outfit or animation.

Connection in our context can best be defined as the number of salient interactions
a user elects to have with their avatar. Each time users open our app, they interact with
their avatar. These interactions can involve customization, video creation, or gameplay.
A metric called App Session captures all these interactions by counting the number of
times a user returns to the application to interact with their avatar. We chose to use
correlations to examine the relationship between these variables.

DataCleaning.As this dataset was primarily dealingwith categorical variables, there
were no outliers to remove.
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2.4 Quantitative Analysis

We wanted to answer two key questions in our work.
RQ1: Is there a significant difference in latency between asset groups, and does this

vary by server proximity conditions?
To answer this question, we chose to run a linear regression with and without an

additive effect of server proximity. In our regression, asset group was the independent
variable, and latency was the dependent variable.

RQ3: Are there specific assets within Group K that have high popularity?
Asset Group K contained the high-fidelity assets for interactive avatars. Within this

group, there were many categories of assets (example: cultural clothing, headwear, and
more). To answer this question,we visualized the correlation between visits to ourmobile
app and the usage of specific asset categories.

2.5 Quantitative Results

ResearchQuestion 1.Wefound a significant effect of asset group on raw latency,meaning
that the asset group category affected the amount of latency for the asset download, R2

= 0.31, F(2,21910)= 5030, p< 0.01. From the graph below it appears that Asset Group
Y has a significantly higher latency overall than the other two groups. We also found a
significant additive effect between server proximity and asset group on raw latency, R2

= 0.34, F(3,21909) = 3782, p < 0.01. This means that the relationship between raw
latency and asset group improves with the addition of servers proximate to the user’s
location.
Research Question 2. In Figs. 1 and 2 we compare the number of app sessions on average
per user to respectively the number of avatar clothing selections and avatar animations.
On average per user, over the period of 30 days. Our sample size was 322,800. Users
selected an average of 16 animations and 17 clothing items (outfits, tops, bottoms) for
2.5 sessions, showing high engagement with the character and the desire to fully use
and customize the avatar representation of the self. Our library of avatar characteristics,
supported by our low latency architecture therefore could enable better immersion in the
virtual world.

2.6 Discussion

Dynamic Asset Download. Our study found that the proximity of servers and the type
of assets provided can affect the download latency for mobile gaming experiences. The
size of assets downloaded seems to matter less than the proximity at which they are
being downloaded. This indicates that assets of any size and fidelity may be provided to
users for mobile gaming, so long as they are downloaded dynamically from a relatively
proximate location. Especially in emerging markets, downloading assets on-demand is
a useful solution to ensure that initial app size can remain small. This helps drive user
adoption.

In some cases where network connection is sparse, it is possible that high fidelity
assets may not be accessible. For example, we saw some download latencies greater than
5 s in our sample, which may be longer than the acceptable period users will wait to play
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Fig. 1. Comparison of clothing selections across app sessions on average per user across 30 days

Fig. 2. Comparison of animation selections across app sessions on average per user across 30days.

games. To combat this, we started providing an Android Lite version of our experience
for low-spec devices that enables users to still access content and basic functionality
even with low-bandwidth networks.

Human Avatar Connection. Our study found that the avatar customization flow,
proven by the high number of interactions with the assets available to setup one’s avatar
could show a high desire for connection to the avatar form of the user, by spending time
and effort to tailor it to their desired appearance (clothing) and behavior (animations)
[16]. The multitude of assets chosen suggests variety is important. This human avatar
connection is capital to social presence and engagement in virtual worlds.
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3 Limitations

Running a field study produced specific limitations to our user population. First, because
we used fully anonymized data to capture our logs, we could not be sure about details of
the conditions under which assets were downloaded. This included: device type, network
connection strength, device location & distance from nearest server, and demographic
data about our users.

As such, it is possible that some anomalies existed in this dataset. For example,
network connection and speed likely varied by participant. As we used data from the
field, we could not effectively control the connection of each participant, which would
have standardized the experience. However, we felt that the ultimate result showed a
more accurate picture than a lab study, since it simulated what real-world conditions
might be like for a deployed mobile application.

4 Future Work

Lab Study
This field study provided useful information on how real-world conditions might

impact the download speed of assets for mobile gaming. To gain more granular insights,
we recommend a lab study. Such a study could focus on isolating conditions like network
speed, asset size, andmore to confirm under which conditions assets will bemost quickly
downloaded for users. Such results could then be confirmed against additional field data.

Interactive Experiences
Additional experimentation is needed to understand what specific types of experi-

ences with our assets could elicit the strongest social presence between humans and
avatars. For example, multiplayer games or networked virtual social sessions could have
higher levels of social presence than our current single player experience.
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Abstract. It is widely assumed that Short video are rising fast and theworld enters
ageing. The purpose of this paper is to improve the “ageing-appropriateness” of
short video application interaction design. Based on the experience of elderly
users, this paper extracts the needs of elderly people through three aspects: physi-
cal, psychological and scenario, summarizes the factors influencing the interaction
design of short video social application for the elderly, and examines the short-
comings and problems in the current short video social applications from the
perspective of “ageing appropriateness”. Simultaneously, we summarize the con-
cept of “ageing appropriateness” interaction design for short video applications
from the framework of Norman’s instinct layer, behavior layer and reflection layer.
Eventually, the strategies of “aging- appropriateness “ interaction design for short
video social applications is proposed in three dimensions:multi-channel guidance,
ease of use and socialization, scene adaptation and care. This paper aims to enrich
the research on human-computer interaction, improve the experience of elderly
users, and optimize the digital life of the elderly.

Keywords: Short video · Interaction design · Ageing

1 Introduction

In the context of digitalization, the world is grasped as images, more and more capital is
injected into the short video field, and short video social applications are emerging, such
as Tik Tok, Likee, Zynn, Triller, Dubsmash and so on. The global population is aging,
UNFP points out in its annual report State of the World Population 2021 that the propor-
tion of people aged 65 and above has increased by 0.3% to 9.6%. In China, for example,
the population aged 65 and above is 176.03 million, accounting for 12.6% of the total
population, and China has entered the stage of an aging society. As of June 2021, the
proportion of Internet users aged 50 and above was 28.0%, an increase of 5.2 percent-
age points from June 2020. Older people face special physiological and psychological
needs, and the interaction design of short video application needs to enhance “age-
appropriateness”. Particularly, in the related research on human-computer interaction,
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short video application is relatively new and has not been given enough theoretical atten-
tion [1]. Therefore, it is urgent and necessary to improve the age-appropriate interaction
design of short video application.

In the field of human-computer interaction, how to create “interaction contexts” in
cold computing terminals to maximize user perception has been a hot topic of research
[2]. The ideal human-computer interaction mode is “human-centered”. Therefore, based
on the analysis of the special needs of the elderly, this paper refines the concept of “age-
appropriateness” interaction design for short video social applications and proposes
specific design strategies under the perspective of humanistic care.

2 Features of Short Video Social Application Interaction Design

The process of “human-computer interaction” is to realize the dialogue between human
and computer in an effective way through computer input and output devices, in which
the human inputs instructions or actions to the product through the implementation of
operations, eventually the instruction information outputs the results to the user. This
process is bound to a level - “interface”. Based on the analysis of the existing short video
social applications interface on the market, it is found that they have the characteristics
of personalization, simplicity and simplicity of operation.

First of all, the short video social platform has built-in algorithm technology for
content pushing, and the user’s action characteristics, including clicking, staying, swip-
ing, commenting, sharing, environmental characteristics and social characteristics are
transformed into data, which becomes the basis for information recommendation by the
algorithm and determines the information visibility-the content of the “interface” that
the user sees. This information pushing based on user habits precisely meets user needs.
Therefore, the interaction design of short video application has the characteristics of
personalization. Secondly, take the interaction design of Tik Tok and Kwai as examples,
their designs follow the characteristics of simplicity and efficiency, for example, the
main color of Tik Tok is black and white, with simple color scheme, the interface has
“concern”, “find”, and “city”. The buttons are simple and unified, while Kwai is mainly
in black, white and orange. Finally, in terms of interaction, most of the short video social
applications are operated by sliding and clicking gestures, which adapt to the user’s
common way of operation.

3 Influencing Factors of Short Video Social Application
for the Aging Group

Combining Maslow’s Hierarchy of Needs Theory and the Technology Acceptance
Model, which is most commonly used to explain the digital engagement of older people,
this paper extracts three major influencing factors: physical, psychological and scenario.

3.1 Physical

The motor function of the elderly are reduced. The joints of the hands of the elderly
become less flexible and sometimes even tremble, so it is easy to make mistakes when
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operating some of the more delicate product interfaces. In terms of vision, in addition
to not being able to see tiny objects, older people are more likely to experience “glare”
than younger people, they are more likely to be afraid of light in daylight or at night,
and cannot see outside objects or targets. In terms of hearing, about 30% of the elderly
over 60 years of age in China have some degree of hearing impairment. In terms of
cognition, the elderly are prone to cognitive decline, which affects their ability to learn
and operate in a closely related way. Older adults are slower to learn a new operation
and less flexible to change the mode of operation in time according to the requirements
of the current task. If the operation method of the task they are facing is very different
from their previous experience, it will take them a longer time to adapt.

3.2 Psychological

At the psychological level, the twomost important factors influencing interaction among
older adults are psychological safety and social needs, respectively. In studies of ICT use
among older adults, subjective factors frequently cited by researchers include negative
attitudes toward the Internet and a sense of unfamiliarity and fear [3]. Some older adults
have a “technophobia” of Internet applications, and they subjectively reject new things,
and some of them even suffer from high-tech anxiety. Some elderly people are easily
frustrated when using the products. Based on the weakening of karma, kinship and
local ties, elderly people are gradually marginalized in society, work and family, and
face a huge transition in their social roles, coupled with limited physical mobility and
shrinking social networks, social needs are notmet, resulting in psychological loneliness,
and illness is often closely related to loneliness and social isolation. Conversely, when
social needs are met, older adults tend to avoid illness and depression, which in turn can
increase their self-esteem and actively seek avenues for self-actualization [4].

3.3 Scenes

The scenario refers to the physical environment around when the interaction between
people and products occurs, including the communication space, lighting conditions and
other related facilities. Short video social applications are characterized by mobility, and
their use scenarios can be switched at any time. In different usage scenarios, the elderly
have different usage needs, such as walking from indoors to outdoors, the visibility of
the cell phone will become poor.

4 The Shortage of Interaction Design of Short Video Social
Application from the Perspective of “Age-Appropriateness”

Whenwe look at the interaction design of current short video social applications from the
perspective of “age-appropriateness”, there are still many shortcomings. For example,
the distance between elements on the product interface is too narrow, which makes it
easy for the elderly to make mistakes in operation. The cache of short videos occupies
the content of cell phones, which often leads to the problem of insufficient cell phone
memory. In the era of information monopoly, media information is authoritative, which
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has shaped the inertia of the elderly to trust information blindly, coupled with the decline
of cognitive ability, it is difficult to distinguish the authenticity of information, and in the
digital environment of short video applications, there aremore information such as online
fraud, privacy leakage and “pseudo-health” information, which threaten the physical
and mental safety of the elderly. Although the intelligent algorithm recommendation
effectively solves the contradiction between attention and massive content, which is
more likely to trigger the immersion experience of users, once they cannot control their
over-immersion, it may lead to the so-called “addictive behavior”. A part of the elderly
people have nothing to do in real life and feel lonely, indulge in the virtual world of
the Internet, the elderly user groups fall into “digital addiction”. Therefore, for the short
video social media application interaction design, the unified algorithm recommendation
standard is worth reconsidering, and the technology of algorithm recommendation still
has a lot of room for improvement.

5 The “Age-Appropriateness” Interaction Design Concept of Short
Video Social Application

In Design Psychology 3: Emotional Design, Norman proposes three levels of human
brain activity: instinct, behavior and reflection from the perspective of human evolution
[5]. Corresponding to the above body, mind and scene, this paper proposes the following
interaction design concepts.

5.1 Instinctive Layer

The instinctive layer focuses on the sensory level, which corresponds to the decline of
motor and perceptual functions in the elderly population. Older people receive informa-
tion through visual, auditory and tactile channels. When a product interface provides
information to older people only through a single channel, there is a risk of interaction
failure if this channel does not work. For the elderly with normal sensory functions, the
multi-channel design principle can expand the information flow and enhance the immer-
sive experience of elderly users. Specifically, vision is the most direct and important
sensory channel for humans to relate to the external world. Visual optimization of prod-
uct interface is through adjusting the text symbols, patterns and colors of the interface.
The auditory channel is an important way for human beings to obtain information, and
psychology believes that about 15% of the amount of information human beings obtain
from the outside world comes from the auditory channel, therefore, it is necessary to
optimize the auditory experience of users.

5.2 Behavioral Layer

The behavioral layer focuses on the functionality of the product and the process of
realizing the functionality, addressing the “technophobia” and social needs of older
people. “Ease of use” is considered to be one of the most important factors to enhance
user experience, including three dimensions: easy to understand, easy to operate, and
easy to remember. Rogers’ theory of innovation diffusion involves the discussion of
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“compatibility” and “cultural perceptions”, which focuses on the extent to which the
innovation is consistent with “existing values, past practices, and the needs of potential
adopters”. The more the content of the application interface matches with the user’s
previous cognitive experience, the better the user experience of the mobile Internet
application interface will be. Easy to operate needs to consider two directions, that is, as
a communicator and as a consumer of elderly users, the corresponding functions need to
make the elderly feel simple and humanized. Easy to remember means that the operation
process is easy to remember, so for short video interaction design, we need to design
reasonable operation navigation, and summarize and associate metaphors through good
analysis ability and rich artistic imagination.

Social presence theory is the degree to which a person is perceived as a “real person”
and connected to others in the process of usingmedia to communicate [6]. Social presence
is considered to play an important role in the process of human-computer interaction [7].
The interaction design of short video application needs to focus on the social needs of
the elderly and improve the social connection of the elderly users through the interface
design. However, some studies have pointed out that elderly people who adopt online
social networks are not interested in weak relationships, except for maintaining strong
relationshipswith family and friends [8]. Therefore, in terms of social relationships, short
video application should focus more on strong relationships rather than weak ones.

5.3 Reflective Layer

The reflective layer requires consideration of multiple aspects and, as Don Norman puts
it, refers to “conscious thinking, learning about new concepts, and generalizing about the
world.“ According to philosopher Arbor Bowman, a single product cannot be separated
from the context in which it is used. The use of a product is the relationship between the
user and the product, and the relationship between the product and the world in which
people live. The environment largely influences the usability of the interface, so in the
interaction design of short video applications, the constraints of the environment need to
be taken into account. “Caring” aims to create a media environment that is suitable for
the use of short videos by older people. Studies have shown that the perceived quality of
content and the social responsibility of the short video application platform affects the
immersive experience of users [9]. Therefore, optimizing algorithm recommendation
criteria, presenting high-quality content interface, injecting humanistic care and taking
social responsibility become the direction of short video application interaction design.

6 Specific Strategies for “Ageing” Interaction Design of Short
Video Social Application

6.1 Multi-channel Instructive

Firstly, Ensure the Autonomy of Font Size Selection. Short video application inter-
action design, only emphasize the large font size is completely inadequate, independent
choice of font size can adapt to the needs of different older users at different times, at the
same time, the choice of font needs to be clear, such as “Microsoft elegant black” is eas-
ier to recognize than “Song font”. Secondly, emphasise the balance and accentuation
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of colours, increase the contrasting colors, avoid large complementary colors and high
brightness colors to avoid visual damage to the elderly, and choose low-saturation colors
that can bring relaxation and comfort. Thirdly, focus on auditory and operational corre-
spondence. In the auditory sense, voice prompts, event bells, operating feedback sounds
and other bells have their necessity, creating associations through the correspondence of
operating functions and sounds, helping the elderly to better remember the functions of
the application.

6.2 Ease of Use and Socialization

First of all, add voice handwriting input. Increase voice input and handwriting input in
the chat interface and comment interface with friends to ensure the basic interaction
needs of the elderly. Next, allow withdrawal of operations. When the elderly users have
operation failure, give a key to withdraw can return to their familiar interface, to avoid
the unfamiliar interface to bring the elderly psychological panic. Again, following the
principle of consistency. Respect the user’s mental model in the interface design of short
video social application mainly in two aspects: the design of new application interface
and existing application interface iterative design. For example, the shooting function of
short video application should be similar to the shooting function of cell phone as much
as possible to reduce the learning cost of elderly users, when iterating and updating the
new product, it should be gradual, with compatibility and consistency among multiple
functions, respecting the inherent mental model of elderly users to avoid increasing the
memory burden of elderly people. Finally, expanding social recommendations. Socially
strengthen the social recommendation of strong relationship for senior users, for exam-
ple, the recommendation based on address book and geographic location is the core,
recommend “friends of friends” to expand the social circle and avoid loneliness. For
senior users of short video content production, it is necessary to expand the recom-
mendation range, highlight the comments of friends, and enhance the sense of social
presence.

6.3 Scene Adaptation and Care

To start with, Enhance environment adaptation. The product needs to change with the
environment. For example, the product interface is sometimes used in extremebrightness,
darkness or natural light, and the light of the interface in different environments needs to
be suitable for the physiological needs of the elderly. Simultaneously, add intelligent tips.
When the elderly users fall into “digital addiction”, the short video social application
needs to make thoughtful and warm tips to remind the elderly to move their bodies at the
right time. Moreover, avoid complicated gestures, such as turning pages, zooming in and
out, two-finger tapping, or you need to guide the elderly users. In response to the situation
that induced information and “pseudo-healthy” information threaten the normal life of
the elderly, short video application should strengthen information audit and video tagging
to remind the elderly users. Subsequently, Optimise algorithm recommendations. Social
emotional selection theory suggests that the elderly paymore attention to emotion-related
information due to ageing, especially favoring to pay attention to positive emotional
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information, so the corresponding algorithm can be moderately adjusted and optimized
to avoid the recommendation of a large amount of negative information. The algorithm
can increase the weight of official, disinformation, health and other high quality short
videos in the recommendation criteria, or increase the corresponding content sections of
interest to the elderly, for example, the Himalaya application selects history, health and
other quality sections for the large-word elderly users. Last but not least, automatic cache
cleaning. It is also a humanized design, solving the use of elderly people’s problems.

7 Conclusion

This paper aims to improve the “Age-Appropriateness “ of short video application inter-
action design, based on the needs of the elderly through three aspects: physical, psycho-
logical and scenario, summarizes the influencing factors affecting the interaction design
of short video social application for the elderly. On the basis of this, we propose the
following strategy:In the principle of multi-channel guiding, set a font size or font for
users to choose, emphasise the balance and prominence of colours, focus on the corre-
spondence between hearing and operation; in the principle of ease of use and sociality,
simplify the interface by deleting, organize and hiding, add voice handwriting input,
allow withdrawal. What is more, follow the principle of consistency and expanding
social recommendations. In the principle of scene adaptation and care, enhance environ-
mental adaptation, add intelligent prompts, optimise algorithmic recommendations and
automatically clearing the cache. Through these specific strategies, the user experience
of older users will be optimised to promote “active ageing”.

Being able to access the Internet does not mean being able to use the Internet safely.
The community needs to build a digital environment that is friendly to the elderly from
hardware to software. The “age- appropriateness “design of the interaction of short
video social application is one of the small steps, under the care of humanistic vision,
the deep-seated needs of the elderly can be explored, enhancing the stickiness of the
platform while helping the elderly to integrate digitally.
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