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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings to appear just before the start of
the conference. The contributions thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. These papers provide academics, researchers, engineers,
scientists, practitioners, and students with state-of-the-art information on themost recent
advances in HCI. The volumes constituting the set of proceedings to appear before the
start of the conference are listed in the following pages.

The HCI International (HCII) conference also offers the option of ‘Late Breaking
Work’ which applies both for papers and posters, and the corresponding volume(s) of
the proceedings will appear after the conference. Full papers will be included in the
‘HCII 2022 - Late Breaking Papers’ volumes of the proceedings to be published in
the Springer LNCS series, while ‘Poster Extended Abstracts’ will be included as short
research papers in the ‘HCII 2022 - Late Breaking Posters’ volumes to be published in
the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as goodwill ambassadors for the
HCII conference.



vi Foreword

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

June 2022 Constantine Stephanidis
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Preface

Preliminary scientific results, professional news, or work in progress, described in
the form of short research papers (4–8 pages long), constitute a popular submission
type among the International Conference on Human-Computer Interaction (HCII)
participants. Extended abstracts are particularly suited for reporting ongoingwork,which
can benefit from a visual presentation, and are presented during the conference in the
form of posters. The latter allow a focus on novel ideas and are appropriate for presenting
project results in a simple, concise, and visually appealing manner. At the same time,
they are also suitable for attracting feedback from an international community of HCI
academics, researchers, and practitioners. Poster submissions span the wide range of
topics of all HCII thematic areas and affiliated conferences.

Four volumes of the HCII 2022 proceedings are dedicated to this year’s poster
extended abstracts, in the form of short research papers, focusing on the following
topics:

• Volume I: User Experience Design and Evaluation; Visual Design and Visualization;
Data, Information, and Knowledge; Interacting with AI; Universal Access,
Accessibility, and Design for Aging.

• Volume II: Multimodal and Natural Interaction; Perception, Cognition, Emotion, and
PsychophysiologicalMonitoring; HumanMotionModelling andMonitoring; IoT and
Intelligent Living Environments.

• Volume III: Learning Technologies; HCI, Cultural Heritage and Art; eGovernment
and eBusiness; Digital Commerce and the Customer Experience; Social Media and
the Metaverse.

• Volume IV: Virtual and Augmented Reality; Autonomous Vehicles and Urban
Mobility; Product and Robot Design; HCI and Wellbeing; HCI and Cybersecurity.

Poster extended abstracts are included for publication in these volumes following a
minimum of two single-blind reviews from the members of the HCII 2022 international
Program Boards. We would like to thank all of them for their invaluable contribution,
support, and efforts.

June 2022 Constantine Stephanidis
Margherita Antona

Stavroula Ntoa



24th International Conference on Human-Computer
Interaction (HCII 2022)

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at

http://www.hci.international/board-members-2022.php



HCI International 2023

The 25th International Conference on Human-Computer Interaction, HCI International
2023, will be held jointly with the affiliated conferences at the AC Bella Sky Hotel
and Bella Center, Copenhagen, Denmark, 23–28 July 2023. It will cover a broad
spectrum of themes related to human-computer interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as
novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will be available on the conference
website: http://2023.hci.international/.

General Chair
Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2023.org

http://2023.hci.international/ 

http://2023.hci.international/
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Abstract. With reduced prices of VR device, consumers are increasingly pur-
chasing VR devices. As a result of this, increase in the popularity, device makers
are seeking new methods for VR interaction. Current haptic feedback gloves such
as CyberGrasp, Haptx glove, and Demo focus on the positioning of the hand in
the virtual environment, as well as the feedback of the force haptics of the hand
on virtual objects. Users can use haptic gloves to determine the shape and size
of virtual objects. However, while touching some tiny objects in the virtual envi-
ronment, haptic gloves achieve cannot provide a good user experience. In this
paper, I propose a new method to enhance haptic resolution from centimeters to
millimeters, which can improve user experience with haptic device.

The goal of this study is to create a device that can be worn on the fingertip,
which can reflect the subtle haptic sensations received by the user’s fingertip in
the virtual space built on UE4. This device enhances the user’s haptic experience
in a virtual space.

Keywords: Virtual reality · Human interface · Dielectric elastomer · Unreal
engine

1 Introduction

Virtual reality has attracted increased attention in recent years. Oculus, Sony, HTC, and
other hardware manufacturers have already launched their head-mounted displays and
game controllers. At the same time, researchers have developed more feedback devices,
such as haptic gloves, to provide an immersive experience. However, to date, most
commercial VRdevices developed bymanufacturers focus only on visual enhancements,
overlooking the need for adding information beyond the visual field.

As a very important bridge between people and the external environment, using
haptic information as a complement to the visual can provide a more complete and
immersive virtual experience. Currently, haptic feedback focuses on the positioning of
the hand in a virtual environment and force feedback. Users can use haptic feedback
gloves to experience the shape and size of virtual objects. However, while touching some
tiny objects in the virtual environment, such as edges, unable to provide good feedback.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 3–9, 2022.
https://doi.org/10.1007/978-3-031-06388-6_1
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Dielectric elastomers are polymers, that deform in response to electric fields and
widely used in aerospace, soft robotics, braille readers and sensors. These polymers
have good bio-affinity, are soft, lightweight, inexpensive, can fit on the skin surface, and
are easy to carry. Therefore, I propose that dielectric elastomers can be used in human-
computer interaction devices. This research aims to find a suitable DE material and use
an array of haptic response units based on the materialized to enhance haptic resolution.
This tactile pad consists of DE units that can simulate the surface of small objects and
provide a more realistic tactile sensation to users (Fig. 1).

Fig. 1. Haptx glove

2 Related Work

2.1 Dielectric Elastomer (DE)

Currently, dielectric elastomers studied in laboratories are either silicone rubber (SR) or
polydimethylsiloxane (PDMS, etc.), or composites based on them. These two dielectric
elastomer materials exhibit major differences in performance in terms of parameter
such as dielectric constant, viscoelasticity, response time, and degree of deformations.
For example, silicone rubber has the advantages of fast response, low viscoelasticity,
and high resilience; however it has the disadvantages of a low deformation and a base
dielectric coefficient. PDMS and other materials also have the advantages of a high
deformation, high dielectric coefficient, slow response, and high viscoelasticity.

2.2 DE Synthesis

Huang et al. [1] combined HO-PDMS and CB materials to produce a film with a higher
dielectric coefficient and displacement than a normal PDMS film. On the one hand,
dielectric elastomers have a certain viscoelasticity. Reducing the negative impact of
viscoelasticity in human-computer interaction devices will be a research focus in the
future. Dielectric elastomers also exhibit different deformations when subjected to elec-
tric fields, evenwith the same chemical structure. Therefore, another focus of this study is
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to limit the deformation of dielectric elastomers such as that the variation between differ-
ent dielectric elastomer units is consistent. Most current academic research on dielectric
elastomers has focus on dielectric elastomer films.Given their relative ease of availability
in the market, dielectric elastomer films are favored by university researchers. Deforma-
tion of dielectric elastomer films has been used to create grippers, Braille readers, and
soft robots.

2.3 DE Fabrication

Sasaki et al. [2] fabricated multilayer elastomer films that achieved a response speed of
up to 10 ms while reflecting a 50% increase in the peak value. Therefore, this property
can be exploited to produce larger elastomers; that are easier to handle. In addition,
the shape of the dielectric elastomer can be using mechanical structures such that its
deformation is oriented toward the target.

3 Tools

3.1 Flexible Electrode

Since DEAs (dielectric elastomer actuator) undergo deformation over time, the elec-
trodes used to drive DEAs should bemade of deformable electrode material. At the same
time, for DEAswith a thickness of several millimeters, the thickness of the attached flex-
ible electrode is negligible. Conductive rubber [4] is preferred as the flexible electrode.
Conductive rubber mixed with carbon black has high toughness and tear resistance, and
is therefore suitable as a flexible electrode material for DEA in this study.

3.2 Wire

Conductive tape has the advantage of being lightweight and easy to operate. It is also
negligible in thickness compared to DEA. Therefore, conductive tape was chosen as the
conductor for the DEA. The conductive tape was processed to match the width of the
DEA, thereby facilitating the post-processing of the DEA (Fig. 2).

3.3 DEA Structure

Fig. 2. DEA structure sample
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3.4 DE Array

Using DEA to form a reaction array, we can respond to the surface shape of the virtual
object and perform deformation at the corresponding parts for the simulation (Fig. 3).

Fig. 3. DE array sample

4 Platform

4.1 Blender

In 3D modeling software, Blender, triangles were used to construct the mesh bodies.
The surface structure of an object was stitched from triangles, which have a wide range
of applications in computer graphics.

4.2 Unreal Engine

In addition to being a popular game engine, Unreal Engine (UE) has a large user base
because it free. Many game developers use UE for virtual space construction. Because of
the nature of its game production engine, it can perform calculations at a high frequency.
Rosskamp [3] and others have developed the UnrealHaptics plugin, which is based on
the UE4 engine Andrew is able to detect collisions between objects in the virtual space
at a high frequency of up to 1000 Hz. At the same time, communication between the
haptic feedback device worn by the user and computers occur at a high frequency of up
to 1000 Hz. Furthermore, the UnrealHaptics plugin can also be used to calculate force
and torque. Therefore, the plugin can be used to provide timely haptic feedback.

4.3 Oculus Quest

A set of head-mounted displays and controllers, which were produced by theMeta Quest
Company, were found to be compatible with various development platforms. In addition,
these head-mounted displays are popular among VR users because of their affordability
(Fig. 4).
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Fig. 4. Oculus Quest II

5 Method

First, Blender wash used up to model irregular objects for experimental material as
the experiment. Second, in the UE4 engine, a VR space template was created, and the
irregular object models created in the previous step were imported. An external camera
(Oculus Quest2) was used for hand positioning. When the position of the hands overlaps
with the surface of the virtual object in the virtual space, the distance between the surfaces
of the overlapping part and the relative position of the hand is obtained. Using acquired
angle data, theDE unit corresponding to a negative distancewas determined. The voltage
that should be applied was calculated, and was applied to this DE unit to complete a
haptic simulation.

5.1 DE Pre-treatment

Because dielectric elastomers can deform, it is necessary to stretch the DE material
before processing. A stretching device [5] was used to hold the DE material in place
and stretch it in the direction of the desired deformation. This procedure provided prior
knowledge of the degree of deformation of the DEmaterial and helped evaluate the DEA
performance.

5.2 DE Material

Commercially available liquid silicone rubber and conductive carbon black powder were
purchasers. Conductive carbon black powder, which can be easily purchased, is typically
used as a pigment. Liquid silicone rubber can also be purchased from chemical material
manufacturers. The liquid silicone rubber was poured into a beaker, and a certain per-
centage of carbon black powder was added as needed, stirred until fullymixed, measured
to the proper thickness, and placed in a drying apparatus until solid. After cutting and
polishing the solid DE material, it was used an experimental DE material [6].

5.3 Angle Recognition

The position information of the three Rs vertices of each plane in themesh bodywas used
to calculate the normal data of each plane by interpolating each vertex after rasterization
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of the GPU. The angle between the vector functions of UE4 was used to calculate the
angle between the two planes on the mesh body. If the angle was less than a certain
number of degrees (initially 90° is more appropriate), the common edge between the
two planes was marked. Thus, it could be assumed that touching this edge was required
to provide edge haptics.

5.4 Hand Localization

There are various ways to achieve hand positioning. For example, the Oculus Quest2,
now available in the market, is equipped with a camera on the outside of its body, which
can be used to capture the finger optically. In addition, haptic feedback gloves can be
used for hand position capture. Therefore, this study directly combines the existing
methods for hand localization and focuses on matching and calibrating the position of
the dielectric elastomer on the hand device.

This studyusedMetaQuest’sOculusQuest II as the experimental platform; therefore,
the camera on the Meta Quest was used for gesture tracking (Fig. 5).

5.5 Workflow

Fig. 5. System workflow

First, hardware was prepared using the experimental platform described in the previous
sections. Then, spatial localization of the user’s hands was performed in the experimen-
tally prepared virtual space. After the position was determined, the imminent collision of
the hands was predicted using UnrealHaptics plugin. If a collision occurred, the surface
angle of the object that touches the finger was identified. Haptic feedback was provided
if the angle was less than a certain number of degrees. If the hands moved, collision
prediction and haptic feedback were performed again.
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Abstract. MR fluid has high speed responsiveness and shows a shear
response in a direction perpendicular to the magnetic flux direction, when
a magnetic field is applied. In this research, we propose a compact and
lightweight wrist-mounted resistance force presentation device utilizing
the characteristics of MR fluid. By controlling the magnetic flux density
applied to the rubber tube filled with MR fluid, the resistance force is
presented by increasing the rigidity of the wrist joint.

Keywords: Haptic display · Wearable device · Magnetorheological
fluid

1 Introduction

Virtual reality (VR) technology is becoming increasingly popular. The major
difference between VR space and real space is the lack of haptic feedback: when
a user touches an object in VR space, the user you do not get the same sensation
that comes with touching an object in real space. This lack of haptic feedback
severely compromises the user’s immersion in VR space. Presentation of haptic
sense to the user is thus an essential element for practical use of VR space in
medicine, entertainment, and other fields.

The aim of this study is to develop an easily handled, light-weight, highly
responsive force feedback device that uses a relatively small force to present a
resistance force. These features allow users to operate the device for a long time
with little stress and easily experience a deep feeling of immersion.

Resistance force is generated when movement is hindered by external factors,
e.g., the reaction force when touching an object, wind pressure, and resistance
to movement in water. Our proposed design minimizes the increase of moment
of inertia by attaching the device at a position close to the center of rotational
motion and presenting the resistance force by limiting the rotational motion of
the joint. To do the latter, we use magneto-rheological (MR) fluid, which can
control rigidity arbitrarily.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 10–17, 2022.
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2 Related Works

Force-feedback devices that have been developed to date may be roughly divided
into two types: active and passive.

The active type presents force directly to a part of the user’s body by means
of an actuator such as a motor. The active type has the advantage of being
relatively easy to implement. The active type allows users to interact with real
space from the VR side independently of the user’s state. Disadvantages of the
active type come from the direct presentation of force by the actuator, which is
likely to cause injuries, and the large actuator required to present a large force,
which increases the weight.

The passive method involves force feedback by a passive force element such
as a brake when the user takes an action. A passive device is intrinsically safe,
because the force-presenting part is a passive element. Unfortunately, the pre-
sentation of force in a passive device depends on the user’s movement, which
limits the freedom of VR/real-space interaction. For example, it is possible for
the user to have the sensation of touching a ball, but it is not possible for the
user to have the sensation of being hit by one. Therefore, the range of expression
of passive devices is narrower than that of active devices.

From the viewpoint of installation, force-feedback devices can be divided into
grounded and ungrounded types.

A grounded device is one that is fixed to the work space. Typical examples
are Phantom [2] and SPIDAR [8]. This implementation method is mainly used
for large devices. It has the advantage of being able to exhibit stable performance
precisely. However, its use is limited by the availability of a place to install the
device.

Ungrounded devices are those that are not installed on the ground. Typical
examples are devices that are light enough to be grasped by hand [10], devices
that present multiple haptics using a drone [5], and wearable devices that users
attach to their own bodies [6,9]. The advantage of the non-grounded device is
that there are no restrictions on its location. Meanwhile, the force that can be
presented is smaller than for the grounded type, the device is complex to install
and the force is not stable.

Some force-feedback devices use the resistance acting on human joints by
arbitrarily changing the joint’s stiffness from the outside, thus changing the dif-
ficulty of bending the joint. There is a method using dilatancy by air aggregation
for reproduction of resistance force [4,6], but there is a problem that the response
is very low because air is moved.

3 Proposed Method

In both real space and VR space, work is often done by hand, and feedback to
the hand is essential for such work to be accomplished smoothly. Therefore, the
user’s hands were chosen as the target of resistance presentation in this research.

VR equipment often places a severe burden on the user. When the device
is worn, it moves in the same way that the user does, so the moment of force
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Fig. 1. Principle of resistance presentation

increases. This makes the device feel heavy. In addition, the procedure for attach-
ing and detaching the device to the user is often complicated, making it difficult
to put on unassisted.

One way to mitigate the increase in moment is to mount the device as closely
as possible to the center of rotation of the motion (in this case, a human joint),
thereby minimizing the moment of inertia. We chose to focus on the wrist, a
place where the device can be attached fairly easily.

To present resistance, we sought a method that would be lightweight, would
be able to increase joint stiffness instantaneously, and would not obstruct free
movement of the joint except when presenting. MR (Magneto-Rheological) fluid
is a material satisfying these three requirements.

MR fluid is a colloidal dispersion of 10 μm ferromagnetic particles in oil.
When a magnetic field is applied, the particles form a chain structure along the
lines of magnetic force, and the fluid exhibits a shear stress in a direction perpen-
dicular to the chain structure. The magnitude of the shear stress corresponds to
the strength of the applied magnetic-flux density; generally, its maximum value
is several tens of kPa. MR fluid response-time is a few milliseconds; this is much
shorter than a human’s reaction time, allowing real-time control of rigidity [3].

The principle of resistance presentation is shown in the Fig. 1. A device
equipped with a rubber tube filled with MR fluid (hereafter referred to as an
MR tube) is attached to the wrist. Applying the strong magnetic field to the
MR tube increases the viscosity of the MR fluid, and the induced shear stress
resists movement of the wrist.

4 Device Development

The device configuration and prototype device are shown in the Fig. 2, the device
in use is shown in the Fig. 3.

To adjust the viscosity of the MR fluid, it is necessary to control the magnetic
flux density applied. The obvious method of doing this would be to use an
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Fig. 2. Device configuration and pro-
totype device

Fig. 3. Device in use

electromagnet. However, this is not feasible if the device is to be light-weight
and wearable, because a huge electromagnet would be required to produce the
necessary flux density. We use two high-field permanent magnets, one above and
one below the MR tube. Fixing the upper magnet and moving the lower one
up and down with a linear actuator strengthens or attenuates the magnetic flux
density in the tube as desired.

Since the proposed device uses a permanent magnet instead of an electro-
magnet, a magnetic field is present even when sense of resistance is not required.
To reduce the magnetic flux density in the deactivated state, a spring is inserted
between the fixed upper magnet and the MR tube. This spring contracts when
the lower magnet is brought near the MR tube by the linear actuator, and the
magnetic flux density applied to the MR fluid increases. In the deactivated state,
the extension of the spring increases the distance from the MR tube to the mag-
net and decreases the magnetic flux density.

Rather than a pure MR fluid, we used an MRα fluid [7], that is a mixture
of MR fluid and non-magnetic material. The inclusion of non-magnetic material
increases the hardness of the MR fluid when solidified and reduces the weight of
the fluid per unit volume. In the present case, polystyrene spheres with a particle
size of 0.5 mm were mixed in as a non-magnetic material. The mixing ratio was
determined so that the volume ratio of MR fluid to polystyrene was 1:1.

We used the MR fluid (MRF-140CG, LORD Corporation) [1]. It exhibits a
shear stress of 0–60 kPa as the applied magnetic flux density varied from 0–1 T.
The MRα fluid was enclosed in a highly oil-resistant fluororubber tube with an
outer diameter of 22 mm and an inner diameter of 20 mm.

To control the magnetic flux density, we used two neodymium 40 permanent
magnets. The upper magnet had a diameter of 16 mm and a height of 20 mm
and the lower magnet a diameter of 20 mm and a height of 30 mm. The magnet
and motor cases were each made by PLA with a 3D printer.
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Table 1. Result of Experiment 1

Range
[mm]

Magnetic flux
[mT]

0 630

10 353

20 124

30 65

A wrist fixing band was used to secure the resistance-presentation device
to the user’s wrist. We used a wrist holder (KA085, Medical Project Co., Ltd)
as a restraint to secure the device to the wrist. It is desirable to use a rubber
fixing-band that can be adjusted to fit the user’s wrist. However, if rubber with
high elasticity is used, it will bite into the wrist as the wrist moves, and a sense
of restraint occurs. This feeling of restraint could be reduced by using rubber
that is not highly stretchable. In practice, we found that the undesirable sense
of restraint was strong enough when the fixed orthosis was used as it was, so the
unnecessary fixing band was removed.

5 Experiments

5.1 Experiment 1: Measurement of Magnetic Flux

An experiment was conducted to confirm whether the magnetic flux density
could be controlled by the prototype mechanism.

We measured the magnetic flux density under the MR tube of the prototype
device with a teslameter (BST-200, Beijing Ever Good Electronic) having a range
of 0–2000 mT, and a sensitivity of 0.1 mT. We conducted measurements when
the distances between the MR tube and the lower magnet were 30 mm, 20 mm,
10 mm, and 0 mm.

The results are shown in the Table 1. The maximum value of the magnetic
flux density was about 9.7 times the minimum value. This confirmed that the
magnetic flux density could be controlled by the proposed mechanism, and that
the amount of change is sufficient for our purposes.

5.2 Experiment 2: Measurement of Bending Stiffness

We measured the hardness of bending the prototype’s MR tube, which is the
source of resistance to wrist motion. As shown in the Fig. 4, we fixed one side of
the device, applied a load to the other, and measured the resulting deformation.
The bending stiffness K was calculated according to

K =
P

δ
, (1)

where P is the load and δ is the device displacement. The distances between
the MR fluid and the lower magnet were the same as in the experiment 1.
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Fig. 4. Arrangement of Experiment 2

Table 2. Result of Experiment 2

Range
[mm]

Displacement
[mm]

Bending stiffness
[N/mm]

30 18.67 1.07

20 18.46 1.08

10 17.95 1.11

0 17.53 1.14

To apply a torque of approximately 1 Nm, a 2 kg weight was attached at a
position 50 mm from one end of the MR tube. A laser displacement sensor
(ZX2-LD100, OMRON) was used to measure the deformation of the MR tube.
The measurement range was 35 mm and the accuracy was 5 µm.

The results are shown in the Table 2 and Fig. 5. The bending stiffness was
found to increase with the applied magnetic flux density, as expected. However,
the difference in bending stiffness was small. This is because the fluororubber
used for sealing does not expand or contract much, and is difficult to bend even
when the magnetic field is not strong. By making the material stretchable, for
example by wrinkling it like a bellows, the bending stiffness due to the fluororub-
ber could be reduced.

5.3 Experiment 3: Subjective Evaluation

An experiment was conducted to investigate whether it is possible to distinguish
between the activated and deactivated states.

The subjects were five males in their twenties. We measured the wrist cir-
cumference, forearm circumference, and forearm length of each subject. The
subjects were asked to operate the device, with the device in the activated state
or deactivated state. Thirty trials were performed in random order, fifteen for
each state. In the activated and deactivated states, the distances between the
MR fluid and the lower magnet were 0 mm and 30 mm, respectively. During the
trial, the state of the device was not visible to the subjects. Sound was played
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through headphones, so that the state could not be determined from the driving
sound of the device. The subjects were asked to move their hand freely and then
asked in which state they believed the device to be.

Fig. 5. Result of Experiment 2

Table 3. Result of Experiment 3

Subject Perimeter
of wrist [cm]

Perimeter of
forearm [cm]

Length of
forearm [cm]

Correct answer
rate [%]

A 22 25 30 73.3

B 22 24 28 73.3

C 22 30 30 86.7

D 26 30 33 63.3

E 25 27 30 66.7

The results are shown in the Table 3. All the subjects achieved a correct
answer rate that exceeded the chance level. The result showed that the two states
could be identified with reasonable accuracy. However, an average accuracy rate
of about 72.7% is still low for a practical resistance-presentation device, so further
development for increasing resistance force will be necessary. We found that the
correct answer rate was independent to the size of the user’s arm.

After the experiment, we asked the subjects for their impressions of the force
and restraint presentation in the experiment. Wrist movement direction had not
been limited, and the subjects had been instructed to move their wrists freely.
They reported that it was easy to perceive if they rotated their wrist joints
round. And there was also an opinion that the bands for fixing the device to the
wrist were annoyed and restrained smooth moving of the subjects’ hand.

6 Conclusion

In this research, to develop a lightweight and easy-to-use force-feedback device,
we focused on joint-stiffness control. Since MR fluid can rapidly and controllably
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change its stiffness in response to magnetic flux density, we proposed using an
MR-fluid tube and a movable neodymium magnet in a highly responsive, light-
weight resistance-presentation device attached to the wrist joint. We experimen-
tally confirmed the performance and controllability of the magnetic flux density
control mechanism of the prototype device. In addition, we conducted exper-
iments confirming that the bending stiffness of the MR tube, which causes a
sense of resistance, could be controlled by the application of magnetic flux den-
sity. The subjective evaluation revealed that users could correctly perceive the
resistive state of the device with a probability significantly higher than chance.
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Abstract. Recently, the coronavirus pandemic has led to a new nor-
mal lifestyle, and reducing contact with humans by 70% is necessary in
order for preventing infection. Therefore, in order to reduce the chances
of contact between humans to the greatest degree possible, we propose
a prototype method for remotely controlling a robot arm using human
hand gestures in a non-contact manner. By multithread processing of
involving hand gesture recognition using a Kinect device, and conversion
between the camera coordinate system and the robot coordinate system,
smooth operation of the robot arm is realized by asynchronous communi-
cation using exclusive control (mutex class in C++) and queue buffering
(queue class on C++).

Keywords: Robot arm maneuver · Remote control · Kinect ·
Multithread

1 Introduction

Recently, the coronavirus pandemic has led to a new normal lifestyle, and reduc-
ing contact with humans by 70% is important in order for preventing infection.
However, in order to carry out economic activities, people have to be in close
contact with each other in the workplace and in reception work, and the risk of
infection tends to increase. Therefore, in the present research, we propose a pro-
totype method for remotely controlling a robot arm using human hand gestures.
By acting on behalf of humans, we attempt to reduce the chances of contact
between humans as much as possible. In a previous study, in order to remotely
operate a robot by hand gestures, the fluctuation component was calculated by
acquiring the values of multiple motion sensors attached to the fingers and was
reflected in the operation of the robot arm [1,2]. However, in a situation such as
the coronavirus pandemic, there is a risk that the operator also increases infec-
tion cases by attaching and detaching sensors. For this reason, Microsoft Kinect
is extremely effective as a device that can recognize gestures in a non-contact
manner without the need to attach the sensor directly to the human body [3–6].
In the prototype system of this research, smooth robot arm operation is realized
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 18–25, 2022.
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by asynchronous communication using exclusive control and queue buffering.
This multithread processing system involves 1) hand gesture recognition using
a Kinect device, 2) conversion between the camera coordinate system and the
robot coordinate system, and 3) operation of the robot arm.

2 Kinect V2 and SCARA Robot VS-ASR

2.1 Kinect V2 Coordinate System and Joint Position

Microsoft Kinect V2 [7–9] is equipped with an RGB camera, a 3D depth sensor
for measuring the distance to the target object, and an infrared sensor. It is
possible to acquire human skeleton information (25 skeleton data per person).
Each joint is defined in the Joint class, and the type, tracking status, and position
of the joint can be acquired.

The Kinect V2 coordinate system can be divided into three systems: a color
coordinate system, a depth coordinate system, and a camera coordinate system.
The color image uses the color coordinate system, and the depth image uses the
depth coordinate system. Both coordinate systems are two-dimensional coordi-
nate systems. The origin is the upper left of the screen. The positive X direction
is to the right, and the positive Y direction is downward. The units are pixels.
The camera coordinate system is a three-dimensional space coordinate system
with the sensor as the origin and is the coordinate system necessary for tracking
a human skeleton in the present study. Figure 1 shows a concrete example show-
ing the relationship among these three coordinate systems. Since the resolutions
of the color image and the depth image are different, it is necessary to correctly
align the images to either coordinate system. We use CoordinateMapper as the
conversion utility.

Fig. 1. Relationship among three coordinate systems in Kinect

In Kinect V2, the hand state can be detected by the hand state property.
Figure 2 shows the state of each hand when the right or left hand is traceable.
The open state is indicated by a green circle, and the closed state is indicated
by a red circle. The lasso state is indicated by a blue circle [10].
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Fig. 2. Hand state recognition results (Color figure online)

2.2 SCARA Robot VS-ASR

The robot used in the present study is a pen type Selective Compliance Assembly
Robot Arm (SCARA) robot VS-ASR [11] manufactured by V-stone Co., Ltd.
(Fig. 3). The SCARA robot has an arm that moves in the horizontal direction,
but since the robot has a Z-axis motor at its tip, the robot can be pushed up
and down.

Fig. 3. External view of VS-ASR

The VS-ASR is connected to a PC via USB, and programming in the C
language is possible by using the Kinect V2 SDK. The joint length of the robot
arm is 80 mm, and it is possible to work on a stage with a length of 210 mm
and a width of 230 mm.

3 System Development

In the present study, we considered tracking the palm of the right hand as a hand
gesture and created a prototype program that operates the robot arm according
to the movement distance. The system development environment in this research
is shown in Table 1. The CP2110-USB-to-UART bridge of Silicon Laboratory is
used for communication with the robot.
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Table 1. System development environment

Operating system Windows10

Integrated development environment Visual Studio 2019 C++

Kinect SDK Kinect for Windows SDK 2.0

Communication library CP2110-USB to URAT

Motion editor SCARA Programmer

3.1 Multithreading

The program developed in this study is multithreaded, allowing multiple pro-
cesses to be performed in parallel. The reason for using multithreading is that
the processing speed of the robot arm is much slower than that of the Kinect,
and multiple threads are required to adjust the work. Figure 4 shows the cor-
respondence between the threads. The process of (1) is mainly to collect and
process the coordinates of the skeleton through the Kinect, and processing is
performed for each video frame. The coordinates obtained from (1) are sent
to (2), conversion to the robot coordinate system is performed using Coordi-
nateMapper, and the operation command is issued to the robot arm. In (3),
the robot arm is operated according to the instruction from (2). The above pro-
cess is performed asynchronously using mutex class [12] and queue class [13].
The frame rate obtained from various Kinect sensors is much higher than the
movement speed of the robot arm. Therefore, communication from (2) to (3)
is appropriately controlled according to the operating status of each thread so
that buffer overflow does not occur in the arm operation process in (3) in Fig. 4.
Figure 5 shows the flowchart of this system. In Fig. 5, (1), (2), and (3) have a
one-to-one correspondence with (1), (2), and (3) in Fig. 4.

Fig. 4. Multithreaded process configuration
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Fig. 5. Flowchart of the system

3.2 Teaching Recording and Playback Function

Figure 6 shows a flowchart of the recording and playback program. When the
hand gesture changes from Open to Closed, the text file required for record-
ing is generated. When the Closed hand gesture is maintained for 0.5 seconds,
recording of the robot coordinates sent to the robot arm starts, and when the
hand gesture changes from Closed to Open, recording is stopped and the file is
closed. When the hand is stationary during teaching, approximately the same
coordinate values are recorded. Regarding the playback function, when the ges-
ture changes from Open to Lasso, the robot’s teaching data is read into an array
from the recorded JSON file. After that, the movements of the robot arm can
be reproduced in the order of teaching by sequentially transmitting to the robot
arm.

4 Execution Results and Considerations

4.1 Correspondence Between Gesture and Arm Movement

The robot arm could be moved in the two-dimensional X–Y coordinate system
according to the hand gesture (movement left, right, up and down) that tracks
the palm of the right hand. As shown in Fig. 7, movement of the palm to the
right (left) corresponds to the positive direction (negative direction) of the X
axis of the robot, and upward (downward) movement corresponds to the positive
direction (negative direction) of the Y axis.

4.2 Results of Teaching Recording and Playback Functions

Figure 8 shows an example of a JSON file generated by the teaching record.
The teaching file contains one line each for the X-axis and Y-axis in the JSON

format. Figure 9 shows an example of playback operation using the teaching
data. The operating speed limit is equal to the maximum speed of the robot,
although it depends on the performance of the PC. Therefore, it is easy to expect
an improvement in performance by using a robot that operates faster than the
robot used in this project.
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Fig. 6. Flowchart of the program to record and play

Fig. 7. Examples of hand gestures and scalar robot movements
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[ { "x-coordinate": "-17.090189", "y-coordinate": "-8.136154" },
{ "x-coordinate": "-17.455139", "y-coordinate": "-7.944824" },
{ "x-coordinate": "-21.954224", "y-coordinate": "-0.013176" },

...
{ "x-coordinate": "-73.681732", "y-coordinate": "0.320969" } ]

Fig. 8. Example of recorded teaching data

Fig. 9. Example during playback operation using teaching data

4.3 Considerations

From the results of the program operation, the robot arm could be moved in the
two-dimensional X–Y coordinate system according to the hand gesture (move-
ment left, right, up and down) by tracking the palm of the right hand. Further-
more, we were able to implement the teaching recording and playback functions
of the robot arm. However, the following improvements are required: a) In order
to reduce unnecessary movements of the robot due to the influence of hand fluc-
tuations and minute shaking, it is necessary to apply a smoothing process to the
movements of the robot. However, if fine operation is required, this smoothing
process need not be performed. b) By introducing interpolation processing by
point-to-point control (PTP control), we can attempt to simplify the teaching
method and improve the accuracy of arm movement. It is necessary to set the
time required for the movement and playback functions of the robot arm to the
optimum interval based on the operating environment.

5 Conclusion

In the prototype system in the present research, smooth robot arm operation is
realized by asynchronous communication by multithread processing of 1) hand
gesture recognition using a Kinect device, 2) conversion between the camera
coordinate system and the robot coordinate system, and 3) operation of the
robot arm. We also implemented a robot arm teaching recording and playback
function. As a future task, we will consider applying a smoothing process to
the movement of the robot in order to reduce unnecessary movement due to the
influence of minute shaking of the hand. We also plan to introduce interpolation
processing by PTP control, in order to simplify the teaching method and improve
the accuracy of arm movement. In addition, to perform complex actions, new
gestures will be added to control the robot arm.
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Abstract. In recent years, the opportunity to operate smartwatches has increased
owing to the increase in the number of people using smartwatches. The main
input methods for smartwatches are touch and voice; however, there is/are these
input methods present a few problems. In this study, we focus on gesture input,
which involves detection via hand and arm movements. It can be discriminated
by the accelerometer and gyroscope in a smartwatch. Previously, we attempted to
discriminate finger movements; however, each finger movement was difficult to
distinguish. This implies that discriminating gestures usingmotion sensors is chal-
lenging. Therefore, we herein propose side-tap, dial-rotation, and band-rotation
operations, which can be effectively performed in a motion sensor. The purposes
of these operations are to tap the side of the device, twist the dial, and twist
the wrist, respectively. The characteristic waveforms of these operations can be
obtained using the accelerometer and gyroscope in the smartwatch. In addition,
the proposed operation offers a sufficient number of selections for the character
input. The waveforms of the proposed operations are analyzed, and a discrimi-
nation algorithm is developed and evaluated. First, each motion is performed 10
times consecutively; subsequently, each motion is randomly performed 10 times.
The results show that the average discrimination rate is 97.5%. Therefore, the
proposed motion is useful as a new input method for smartwatches. In the future,
to use the proposed motion as a character input, an appropriate keyboard design is
necessitated. Therefore, we develop a keyboard design that enables users to input
characters intuitively using the proposed motion.

Keywords: Interface · Smartwatch · Gesture · Character input

1 Introduction

Owing to the technological developments in recent years, various types of smart devices
have become widespread. According to the “Trend Survey for Communication Areas”
by theMinistry of Internal Affairs and Communications, as of 2019, the maximum own-
ership rate of mobile terminals is 96.1% [1]. Among mobile terminals, wristwatch-type
smartwatches are garnering significant attention. According to the Moving Mobile &
Mobility Forward survey, the domestic sales volume in 2019 increased by 32.1% com-
pared with the previous year; hence, the market size of smartwatches is expanding [2].
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Therefore, the demand for smartwatches is expected to further increase in the future,
which necessitates the development of functions that are more user friendly.

Currently, two typical input interfaces exist for smartwatches: touch and voice inputs.
Touch input is an intuitive input method because the input target displayed on the screen
is directly touched. However, touch inputs exhibit certain problems. For example, in
a device with a narrow screen area, such as a smartwatch, the size of the input target
becomes extremely small, which is identified when an adjacent button has been pressed,
thereby resulting in an erroneous input. This problem is known as the fat finger problem
[3]. In addition, because the input targets are not physically separated, the screen at the
time of input must be observed to confirm the input targets. Voice input is applied by
speaking the input content into a microphone. Because this method does not require
touching the screen of the device for input, the problems associated with a touch input
can be avoided. However, voice input is difficult to use, such as in libraries and hospitals
where voice commands cannot be used, or in noisy areas such as crowds and underpasses;
hence, its usage is limited to certain environments. Furthermore, reluctance in using such
inputs has been reported [4]. Hence, various input interfaces are being investigated to
solve these problems.

The current mainstream input method is the touch method. Therefore, touch input,
which is familiar to many users, is used in smartwatches. In previous studies, touch
inputs for smartwatches with small screens have been actively investigated. Various
input methods have been proposed, such as slide-in [5], single strokes [6], a method
that renders the key top transparent to provide a two-layer structure comprising a flick
keyboard and a text area [7], and an input method that allows a QWERTY keyboard to
be traced [8]. However, none of these approaches can solve the fat finger problem.

Therefore, to solve the problems posed by conventional input methods, gesture input
is actively being investigated. Gesture input is applied using body movements without
touching the screen. In this method, an input can be applied regardless of the screen size
and surrounding environment, unlike a voice input.

In a previous study [9], a gesture input based on the bending and stretching of each
finger was examined. Although the bending and stretching movements of the thumb and
index finger sides and those of the finger and little finger sides can be discriminated,
the movements of an entire finger could not be discriminated. In a previous study [10],
researchers examined whether a motion pattern can be determined using the vibration
waveform obtained from the keystroke motion of the fingertip. The results revealed
that the rotation of the wrist can be discriminated, but not the number of keystrokes.
In other previous studies [9, 10], difficulty in distinguishing vibrations owing to finger
movements when using a smartwatch was demonstrated. Therefore, six types of inputs
were proposed [11], including tapping outside the touch screen and performing wrist
movement. It was discovered that the input operation can be recognized. However, the
discrimination rate was lower for certain movements.

Based on the results of previous studies, we focus on the motions of tapping outside
the touch screen, twisting the terminal, and turning the wrist to obtain characteristic
waveforms using an acceleration/gyro sensor. We propose nine types of movements for
selecting characters with fewmovements and examine whether the proposedmovements
are useful as input.
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2 Proposed Method

Herein, we propose the side-tap, dial-rotation, and band-rotation operations, as shown
in Fig. 1. Considering movements effectively utilize a motion sensor, the x- and y-axes
of the acceleration can be used for tapping, the x-axis of the angular velocity can be
used for wrist movements, and the z-axis of the angular velocity can be used for twisting
the dial. In addition, because a smartwatch is small and lightweight, the device can be
moved by tapping, whereas it can be held with the thumb and index finger. Based on
these findings, we investigated the following nine types of operations, which can be
easily applied and can secure the number of selections for the character input (three
types of side-tap operations, four types of dial-rotation operations on the band, and two
types of rotation operations).

• LB: Tap the bottom left
• RB: Tap the bottom right
• RT: Tap the upper right
• L_tw: Twist the device clockwise
• R_tw: Twist the device counterclockwise
• Up: A series of movements from the outside to the inside of the wrist

L_tw, R_tw, and Up comprise two types each; additionally, we determined whether
the time from twisting to returning was short or long.

Fig. 1. Proposed action

3 Waveform Analysis

3.1 Measurement of Waveform Data

Anacceleration sensor and agyro sensor,whichwere built into the smartwatch,were used
to determine the operation. The sampling frequency of the acceleration/gyro sensor was
set to 100 Hz. In addition, because the data obtained by the accelerometer included the
gravitational acceleration, the gravitational acceleration was removed using a difference
filter. When the proposed operation was applied, characteristic waveforms appeared on
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the x- and y-axes of the acceleration in the side-tap operation, the z-axis of the angular
velocity in the dial-rotation operation, and the x-axis of the angular velocity in the
band-rotation operation.

3.2 Waveform Characteristics of Each Operation

As shown in Fig. 2, when each operation was performed, a waveform characteristic of
the x-axis acceleration, y-axis acceleration, x-axis angular velocity, or z-axis angular
velocity can be obtained. First, the waveforms obtained via the side-tap, dial-rotation,
and band-rotation operations were different. It was discovered that the time from the first
peak to the second peak of the side-tap operation waveform was 10 to 50 ms, whereas
those of the dial- and band-rotation operationswere 150ms or higher. Side-tap operations
LB, RB, and RT show characteristic waveforms on the x- and y-axes of the acceleration.
LB shows a positive-to-negative waveform on both the x- and y-axes, RB shows a
negative-to-positive waveform on the x-axis and a positive-to-negative waveform on the
y-axis, and RT shows a negative-to-positive waveform on both the x- and y-axes. In
the dial-rotation operations, L_tw and R_tw, a characteristic waveform appeared on the
z-axis of the angular velocity. L_tw shows a negative-to-positive waveform, and R_tw
shows a positive-to-negative waveform. In the Up band rotation operation, a negative-
to-positive waveform appeared on the x-axis of the angular velocity. In addition, when
the time from twisting to returning was long, the dial and band rotation operations show
a waveform with a long period from the first to the second peak.

(a).LB                       (b).RB                       (c).RT 

(d).L_tw                   (e).R_tw                     (f).Up 

Fig. 2. Waveform example for each action



30 K. Hino et al.

3.3 Operation Discrimination Algorithm

The algorithm was constructed based on the fact that the characteristic waveforms can
be obtained during an operation. The time from the first peak to the second peak was
used to distinguish among the side-tap, dial-rotation, and band-rotation operations. If
the difference in peak time is 100 ms or less, then a side-tap operation is implied; if it
exceeds 100 ms, then a dial-rotation or band-rotation operation is implied. The values of
acceleration from the x- and y-axes were used to discriminate the three types of side-tap
operations (LB, RB, and RT). For LB and RT, the waveforms of the acceleration in the
x- and y-axes were in phase, whereas that of RB was out of phase. Therefore, when the
integral value of the product of acceleration from the x- and y-axes is positive, LB or
RT is implied, whereas when it is negative, RB is implied. When LB or RT is implied,
if the first peak of the waveform on the x- and y-axes of acceleration is positive, then
LB is implied; if it is negative, then RT is implied. The dial-rotation operation (L_tw,
R_tw) is determined by setting a threshold value for the added value of the z-axis of
the angular velocity. If the added value of the z-axis of the angular velocity is positive
and exceeds the threshold value, then R_tw is implied; if it is negative and exceeds the
threshold value, then L_tw is implied. The band-rotation operation (Up) is determined
by setting a threshold value for the added value of the x-axis of the angular velocity. In
addition, In the dial-rotation and band-rotation operations, when the time from the first
peak to the second peak of the waveform of the x-axis or z-axis of the angular velocity
is 500 ms or higher, then a long operation is implied.

4 Motion Discrimination Experiment

4.1 Experiment Method

For the experiment, four types of smartwatches (OPPOWatch, GalaxyWatch 4, SUNTO
7, and TicWatch S2) were used, and eight participants in their 20s were recruited. The
experiment was conducted with the participants in the seated state, and the smartwatch
was attached to the arm on which the wristwatch is typically worn. All participants wore
the smartwatches on their left arms and conducted the proposed movements with their
right hand. First, each operation was applied 10 times successively; subsequently, and
eachoperationwasperformed10 times randomly.The experimentswere conductedusing
four models, and the total number of operations was 720. In addition, discrimination was
performed based on the algorithm described in Sect. 3.3.

4.2 Results

The experimental results are shown in Table 1, Fig. 3 and Fig. 4. As shown in Table
1, most participants were able to discriminate with high accuracy, with a maximum
discrimination rates of 90%. In addition, extremely high accuracy was indicated for
the dial-rotation and band-rotation operations, with an accuracy of 90% for the latter
half. However, the discrimination rate for the side-tap operation was lower than those of
the other operations. The discrimination rate for RT was particularly low. As shown in
Fig. 3, all terminals indicated a discrimination rate of 90% or higher, with TicWatch S2
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exhibiting the highest discrimination rate. The discrimination rates for the side-tap, dial-
rotation, and band-rotation operations varied by device. However, multiple comparisons
showed no significant differences between terminals for most operations. Comparisons
between group were made by analysis of variance (ANOVA), and when significant were
examined by Bonferroni-Dunn multiple comparisons post hoc test. Differences were
considered significant when P < 0.05. As shown in Fig. 4, the learning effect was not
indicated. Multiple comparisons were performed, and the results showed no significant
differences between rounds for all movements. Multiple comparisons were made in the
same way as between terminals.

The newly introduced dial-rotation and band-rotation operations were discriminated
with high accuracy, regardless of the amount of time spent from twist to return.

Table 1. Discrimination rate for each participant [%]

Fig. 3. Discrimination rate and standard deviation for each terminal
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4.3 Consideration

The experimental results show that the proposed algorithm was able to discriminate the
side-tap, dial-rotation, and band-rotation operations. Although the discrimination rate
varied by participant, the accuracy was approximately 90% for most participants, which
suggests the universality of this input method. The fact that the discrimination rate varied
by the device model suggests that the discrimination rate may be affected by the device.
The side-tap operation of the OPPO Watch indicated a lower discrimination rate than
the other models. This may be because its body size was the smallest among the round
models, and that the edge of the band interfered with the tap position. In addition, as no
learning effect was indicated, the operation proposed herein does not require practice.

Fig. 4. Discrimination rate and standard deviation for each round

The discrimination rate for the side-tap operation was lower than that for the dial-
rotation and band-rotation operations, particularly for RT. The discrimination rate of RT
was lower than those of the other side-tap operations for all participants, which suggests
that it may be an inappropriate input for the proposed operation. To perform RT, the
participant must tap the upper right side of the terminal side toward the lower left with
the index or middle finger; however, in the experiment, the participant tapped toward
the left instead of the lower left, which might have resulted in misclassification or non-
discrimination. In addition, the discrimination algorithm for LB and RT shared many
common components and was prone to misclassification. Excluding RT would improve
the discrimination rate of the side-tap operations.

5 Summary

In this study, we focused on gesture input as a new input method for smartwatches. We
proposed side-tap, dial-rotation, and band-rotation operations, created a discrimination
algorithm based on the characteristic waveform of each motion, and conducted a dis-
crimination experiment. As indicated by the experimental results, the proposed operation
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can be discriminated with high accuracy, and the usefulness of the smartwatch as a new
input method was demonstrated.

In future studies, we intend to improve the discrimination algorithm and investigate
a character input approach that incorporates the operation proposed herein. Hence, we
will identify the appropriate action to be performed for the input, as well as develop an
appropriate keyboard design. Subsequently, we will conduct an evaluation experiment
by inputting the characters to develop a new input method for smartwatches.
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Abstract. With the increasing number of opportunities to search for
a desired content from a large amount of information, it is required
to improve the efficiency of information search. We propose a support
method for information search with eye movements. For information
search, the gaze moves quickly during the search, and the gaze stops
when it is judged whether the content is the desired content or some-
thing close to it. From this, it is thought that by coloring spots where
a certain fixation happens, it would help users read back quickly, and
it would be easier for the gaze to go to similar contents. A experiment
is conducted on nine subjects and it is found that the total distance
of eye movements and elapsed time to complete information search are
shortened.

Keywords: Eye movements · Information acquisition · Reading
comprehension

1 Introduction

In recent years, with the spread of information terminals such as smartphones
and tablets, there are increasing opportunities to search for a desired content
from a large amount of information. Along with this, efficient information search
is required. In the field of research, properties of eye movements during reading
sentences have been discussed so far [1,2], and there are not so many discussions
that deal with support of information search in real time. In this research, we
discuss a system that supports information search in real time by eye tracking
technologies. During a user searches for a desired piece of information, quick
movements of back and forth of gazing happen iteratively for him/her to organize
information of sentences and determine whether the gazing content is the desired
one or close to it. Our basic idea of supporting information search is to help
users to organize information of sentences by making spots where gazing stops,
conspicuous such as coloring, so that reading back and forth is encouraged to
happen smoothly and they could find the desired content quickly.
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2 Related Work

Eye movements in reading are classfied into two types: fixation and saccade. A
fixation is a state in which the eye is kept at a point for a certain period of
time, and a saccade is a state in which the eye is moving from one point to
another at a high speed. As regards reading comprehension, fixation happens to
capture a certain amount of characters and saccade does to move the eye to the
next fixation point, and understanding of sentences is achived while repeating
fixation and saccade [2]. McConkie et al. [1] analyzed data of eye movements
during reading comprehension to identify factors that affect the position of the
reader’s initial eye fixation for a word. This study focuses on support of infor-
mation search and relies on an idea that a period of duration the user spends for
determining whether the gazing content is the desired one or not would become
longer if it is closer. Based on this idea, when a series of fixations is kept at a
spot within a given radius for a given time span, the spot is colored to make
it conspicuous so that the user could read back and forth easily between those
candidates for the desired content, resulting in quick access to it.

3 Experiment

3.1 Purpose

The searching speed is supposed to be improved by coloring spots where gazing
for a certain period of time happens because of its contributions to organizing
information of sentences. To confirm this, a comparative experiment is conducted
with or without the coloring to investigate its impact on performance of infor-
mation search.

3.2 Method and Tasks

Gaze data is obtained from a screen-based eye tracker of Tobii Pro Spectrum.
The size of a screen attached on the tracker is 23.8 in. and the resolution is
1920 by 1080. Subjects sit in front of the screen and read several documents
shown on the screen. A screenshot of a document with some colored spots is
shown in Fig. 1. Subjects are asked to perform a finding task of the three main
points of the given document. Six different documents which consist of about
600 characters in Japanese are prepared. Three of them are used for coloring
condition and the remaining three for no-coloring condition (control condition).
These documents do not include pictures, charts and diagrams because those
visual stimuli are expected to add other aspects to propenties of eye movements
and they could hinden subjects from concentrating on the finding task. Table 1
summarizes properties of the documents.
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Fig. 1. A screenshot of one of documents used in the experiment

Table 1. Summary of six documents used in the experiment

Text no. 1 2 3 4 5 6

Hiragana 337 346 386 334 337 358

Katakana 38 75 10 43 74 56

Kanji 159 129 159 159 117 127

Punctuation 39 43 38 40 44 38

Total 573 593 593 576 572 579

3.3 Procedure

There are nine subjects with the ages of 21 to 23. They perform calibration of the
eye tracker at first and then move to finding tasks. Each subject performs a single
finding task for each of six documents (3 for coloring + 3 for no-coloring) and
the sequence of documents is balanced to remove order effects. A first document
is shown on the screen and the subject starts a first finding task by hitting any
key. When he/she finishes the task, he/she hits any key again to move to the
next task.

6 subjects × 6 documents × 1 finding task = 36 trials (1)

4 Results

The results obtained from the experiment are shown in Fig. 2, 3, 4, 5 and 6.
Figures 2, and 3 show the results obtained from two subjects. The horizontal
axis is the elapsed time in millisecond and the vertical one does the coordinates’
value of the screen. Figure 2 shows the eye movement on each axis for the
condition of no coloring at each subject and Fig. 3 shows it for coloring. From
these figures, there is a certain difference in eye movements between coloring
condition and no coloring one. Figure 4 shows the elapsed time to complete a
finding task in millisecond on average. The graph shows that the elapsed time
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is shortened for 7 of 9 subjects for the coloring condition. It would indicate that
reading comprehension is performed efficiently. So, it is expected that the gaze
would be navigated efficiently to the desired information for coloring condition.
Figure 5 shows the total distance of eye movements in pixel and Fig. 6 shows the
number of gaze stops. From those graphs, there would be a certain difference in
total distance between the conditions.

Fig. 2. Results from two subjects for no coloring

Fig. 3. Results from the same subjects for coloring

Fig. 4. Results of elapsed time
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Fig. 5. Results of total distance

Fig. 6. Results of gaze stops

5 Conclusion

For reading comprehension, this study shows that coloring documents with
marks shorten both the total distance of eye movements and the elapsed time to
find out the main point of the documents, and it is a possible course of action to
support reading comprehension. Our future tasks include increasing the number
of subjects for reliability and devising better methods.
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Abstract. Virtual reality content is gaining popularity as a next-generation
medium, however because the 180-degree contents previously used cannot be
used in their current state, new VR content is required. Due to the current paucity
of VR content, content production is happening in a range of fields, and discus-
sions concerning viability continue. This article will detail the whole process of
designing, manufacturing, and constructing a hand-tracking-based virtual reality
game. It is built on the Unity game engine and was made using Autodesk’s 3ds
MAX, Blender, C#, and JSON. Additionally, it is a real-time interactive game that
the user manipulates with his or her hands. The game ‘BodyCureBot’ is designed
in such a way that a user wearing a head-mounted display explores and cures the
human body’s lungs, heart, and blood vessels. The player takes on the role of a
nanorobot and inspects the diseased human body, treating the afflicted place as a
game. The production of game content using hand tracking technologywill deliver
new experiences for game customers looking for variety. This paper proposes and
applies various types of user interfaces that can be used in the VR environment.
Additionally, educational benefits may be predicted when users are presented with
medical knowledge and given the opportunity to understand it. ‘BodyCureBot,’
which was created to increase user immersion and deliver new material, wants to
make realistic graphic content in the future to enable investigation of a broader
range of human organs. The addition ofmultiplayer functionality via the identifica-
tion ofmultiple gestures will result in increased content diversity as a consequence
of user collaboration.

Keywords: Virtual reality · VR content · Hand tracking · Educational

1 Introduction

Korea is fairly competitive globally in terms of terminals, solutions, and networks critical
to the growth of the emergingVR sector but lags behind in terms of platforms and content
(Choi 2020) [2]. At the moment, investment and demand in the virtual reality industry
are growing, but the existing VR content is insufficient. Additionally, relatively few
virtual reality games use hand tracking, and the bulk of content experiences are short. To
solve this content shortage and provide customers with a new experience, we designed
a narrative game using VR hand tracking and then used hand tracking to increase the
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player’s sense of immersion by utilizing hand gestures rather than a VR controller. To
assist the user in learning while following the story, medical information is included in
the character’s dialogues, allowing the user to naturally acquire (medical) knowledge.
Following that, the user may play the game and reinforce learning by adding a quiz based
on the prior dialogue.

2 Project Design

2.1 Game Summary

In the near future, nanorobots will be able to repair humans. Many nanorobots change
one day as a result of a system abnormality, and the main character (player), one of the
unaffected nanorobots, returns to the headquarters. Returning to the headquarters, the
player sees a robot with a damaged body but an intact mind, and progresses through
seven scenarios.

2.2 Functions Required to Progress the Game

Fig. 1. Flow chart

In order to organize the functions and requirements necessary for the progress of the
game, a (Fig. 1) flow chart of the game’s major functions were created.

2.3 Large Intestine in Game Content Overview

Three distinct body organs were featured in the game. Among them, we described large
intestine disorders and the stages and functions of the game that users face in the large
intestine.
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Introduction of Large Intestine Disorders. Colorectal cancer is a malignant tumor
that develops in the colon and rectum [3]. It is termed colon cancer if it occurs in the
colon, rectal cancer if it occurs in the rectum, and colon cancer or colorectal cancer if
it occurs in both [3]. According to statistics provided in 2021 by the Korean Ministry
of Health and Welfare’s Central Cancer Registry, there were 254,718 new cancer cases
in Korea in 2019 [3]. Among them, Colorectal cancer (C18–C20) was the fourth most
common, accounting for 29,030 instances in both men and women, or 11.4% of the
total [3]. Despite the fact that it is a disease with a high incidence rate, the survival rate
improves when it is diagnosed early by screening [3]. Colorectal cancer was chosen as
the game’s large intestine ailment. Thus, the general public and patients acquire per-
tinent information and may hope to have a better understanding of colorectal cancer and
its prevention through the game (Fig. 2).

Description of the User’s Execution Steps

Fig. 2. Progression of the large intestine

1 After passing through the portal, flip the dialogue panel adjacent to the front
nanorobot over to continue the story and acquire the quest.

2 Pass via the portal into the large intestine.
3 After the story progresses, obtain the quest by passing the dialogue panel in the

front.
4 If you place your hand on the front-loading bar for three seconds, a rope forms at

the front.
5 Pull the rope in front of you to rescue the nanorobot.
6 Return to the rear and flip over the dialogue panel to continue the story and obtain

the quest.
7 Grab the five tumors in the front with your hands.
8 After the story progresses, obtain the quest by passing the dialogue panel in the

front.
9 Conduct a tumor inspection to determine the extent of the excised tumor.
10 After the story progresses, obtain the quest by passing the dialogue panel in the

front.
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11 To treat the tumor, throw a water balloon at the target NPC.
12 After the story progresses, obtain the quest by passing the dialogue panel in the

front.
13 Solve quizzes about diseases of the large intestine.
14 After obtaining the third key, proceed to the portal.

2.4 Functions Implemented Within the Large Intestine

Various functions were applied to the game, such as gesture recognition, Grab, flipping
the dialogue panel, defense, CPR, intravascular flight, stent expansion, and rope pulling.
Among the functions implemented in the large intestine, pulling the rope, pressing the
button, sensing the movement of the player’s head, and drawing functions are described
(Figs. 3 and 4).

Fig. 3. Image of pulling the rope Fig. 4. Image of pressing button

Rope Pulling Function. Referring to the existing code [1], a rope was created between
the nanorobot in the large intestine and the rope support. The nanorobot gets pulled when
it grasps and tugs on the linked thread. A trigger is put in a specific location to guarantee
that the line, line support, and robot are all removed as the robot passes (Table 1).

Table 1. Part of code to Add GrabDetector to capsule [1]

//add OVRGrabbable, AjustGrabbable, GrabDetector and Collider component  
            segments[i].AddComponent<OVRGrabbable>(); 
            segments[i].AddComponent<AdjustGrabbable>(); 
            GameObject grabDetector = new GameObject("GrabDetector"); 
            grabDetector.transform.parent = segments[i].transform; 
            CapsuleCollider grabsphere = grabDetector.AddComponent<CapsuleCollider>(); 
            grabsphere.transform.position = sphere.transform.position; 
            grabsphere.transform.rotation = sphere.transform.rotation; 
            grabsphere.transform.rotation = Quaternion.Euler(0, 0, 0); 
            grabsphere.isTrigger = true; 
            grabsphere.radius = radius * 5f; 
            grabsphere.height = sphere.height * 1.3f; 
            grabDetector.AddComponent<GrabDetector>();

Establish a Capsule and a GrabDetector as a child to explain the rope generating
idea in its simplest form. Capture the Capsule with the script, then the Capsule can be
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grabbed. Create several capsules and connect them using a Configurable joint. Connect
Configurable joints additionally in multiples of two, four, eight, sixteen, and thirty-two.
The connecting Capsules are covered with mesh, giving them the appearance of a single
line.

Button Press Function. When the player solves the quiz, a button function is added to
the view object so that he can pick the view he believes is the correct answer. As soon
as the player presses the view button, the correct answer to the problem is displayed in
the dialogue panel.

If you look at the principle of how the buttonworks, a BoxCollider with trigger prop-
erties is added to the view object to detect the player’s hand. Through theOnTriggerEnter
function, after checking if the object entered into the trigger matches the player’s hand,
the value of the view selected by the player is sent to the quiz manager.

Fig. 5. Image of detecting the player’s head
movement

Fig. 6. Image of drawing

The Capability to Detect the Player’s Head Movement. In addition to using their
hands, we introduced a feature that allows the user to enter the quiz answer by moving
their head. Instructed the player to move their head up and down if the quiz sentence was
accurate, and left and right if the quiz sentence was incorrect, through the dialog panel.
It was implemented to recognize the player’s head movement every frame. When the
player moves their head up, down or left and right, the answer is immediately dis-played
in the dialog panel so that the player can check the correct answer.

In order to detect the movement of the player’s head, the value of the direction vector
that the player is looking at must be obtained first. And then, the rate of change in the
x-axis and the y-axis is calculated using the value of direction vector saved one frame
ago. If the rate of change in the x-axis is greater than a value that we set, it is recognized
to move their head left and right. If the rate of change in the y-axis is greater than the
value, it is recognized to move their head up and down. If the amount of change in both
the x-axis and the y-axis is greater than the value, the amount of change in the x-axis and
the amount of change in the y-axis are compared to determine that their head is moved
in the direction of the axis with more change.

Drawing Function. When taking the quiz in the large intestine, the drawing function
was constructed by referencing to existing code [4] so that the player may write down
the right response to the short-form question. When the player makes a pinch gesture, a
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line is formed in the game that corresponds to the player’s hand so that the text written
by the player is visible in the game (Table 2).

Table 2. Part of code that generates a line based on the position of the player’s hand [4]

private void CheckPinchState() 
{

bool isIndexFingerPinching = ovrHand.GetFingerIsPinching(OVRHand.HandFinger.Index); 
float indexFingerPinchStrength = ovrHand.GetFingerPinchStrength(OVRHand.HandFinger.Index); 
if (ovrHand.GetFingerConfidence(OVRHand.HandFinger.Index)  

!= OVRHand.TrackingConfidence.High) 
return; 
// finger pinch down 
if (isIndexFingerPinching && indexFingerPinchStrength >= minFingerPinchDownStrength) 
{

UpdateLine(); 
IsPinchingReleased = true; 
return; 

}
// finger pinch up 
if (IsPinchingReleased) 
{

AddNewLineRenderer(); 
IsPinchingReleased = false; 

}
}

In terms of the drawing concept, each frame’s pinch strength was monitored, and
when it exceeded the threshold, a line was drawn at the player’s hand location, allowing
the line to be drawn constantly in the direction of the hand movement. If the pinch
strength is less than the threshold, line drawing is stopped and a new line object is
formed that is not connected to the previously drawn line.

3 Conclusion

Along with HMDs, virtual reality games using current controllers have been developed
using Kinetic or treadmill technology. However, with the release of Oculus quest2, it
has been claimed that an HMD capable of being worn wirelessly outside may be devel-
oped. The progress of these technologies demands the incorporation of a diverse range
of contents within the device. As a result of the creation of the Body Cure Bot game,
this article shows a controller-free HMD game. In the metaverse age, the line between
virtual reality and the real world is getting increasingly blurred. As with Body Cure
Bot, it provides content that enables you to have new experiences and have fun while
playing virtual reality games that include a human body in the background, replicat-
ing real-world situations in virtual reality. Body Cure Bot not only provides a unique
experience by tracking users’ hands, but it also presents diseases that are statistically
common among people and helps them learn disease prevention measures naturally
through simple quizzes, thereby contributing to knowledge provision. Furthermore, the
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gesture recognition function based on hand tracking, as well as the player’s head move-
ment recognition and drawing function are expected to be used as reference materials
for developers creating UI interfaces in a VR environment.

Benefit. When examining existing VR content, the majority is controller-centric, and
developing gaming material that can be operated without a controller would provide a
new level of fascination for customers already accustomed with controller-based games.
This game has the benefit of lowering the entry barrier to virtual reality by allowing
players who have difficulty using a controller to interact with non-controller-dependent
content. Additionally, because it is a game with a body in the background, it is not stim-
ulating, which allows it to appeal to a larger range of game players’ ages. Additionally,
educational effects can be obtained by providing users with medical in-formation in the
dialogue and playing a quiz-style game based on the conversation.

4 Future Plans

In this paper, we propose a game that explores three human organs. Approximately
eight hand gesture recognition routines were employed to accomplish this. We intend
to do more research in the future to build a variety of games based on the identification
of more diverse hand movements. We built a method to accept text typed in a VR
game while working on the Body Cure Bot project. Following that, OCR recognition
research will be conducted to develop subjective answers to be recognized. Users will be
more interested in VR games as the OCR recognition capability allows them to explore
numerous UI interfaces in addition to gesture approaches. Additionally, wewant to delve
deeper into the 3D software in order to deliver more realistic aesthetics, which has been
highlighted as a disappointment with Body Cure Bot. If physical parts have an excessive
sense of realism, the user may feel sense of rejection; yet, if a more realistic depiction
than the one used in this research is possible, we believe that the user’s absorption will
improve. Additionally, a user satisfaction survey conducted via a recognition rate survey
of the game’s key feature, hand tracking, is deemed critical for determining the game’s
scalability.
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Abstract. A sufficiently qualified virtual reality (VR) application should be an
immersive environment where all natural actions and behaviors, e.g., head expres-
sive motions, torso postures, limb gestures and body signs, should be recognized
and translated to interactive operations or commands. But according to our survey
on the state-of-the-art applications, there is still a large gap between the actuality
and the ideal. Tofill this gap,we carried out a focus groupdiscussion throughwhich
a descriptive framework of whole-body interaction (WBI) techniques was formed.
The framework provides a comprehensive illustration about the natural interac-
tion forms derived from human bodily natural actions and behaviors. We also
discussed and proposed technical principles for implementing WBI techniques.
Based on these, we developed experiencing prototypes and had them evaluated.
An empirical user study proved the feasibility and benefits of theWBI techniques.

Keywords: Whole-body interaction ·Motion-sensing interaction · Interaction
paradigm · Natural user interface

1 Introduction

Benefiting from a rapid development of computer graphics rendering andmotion sensing
technologies in recent years, an increasing number of VR devices and applications have
permeated into a wide range of domains, including remote education, entertainment and
surgery training [1, 2]. A wide spread of ‘metaverse’ concept in particular makes the VR
technology a more well-known and unique entrance to the immersive virtual world. As a
most representative form of natural human-computer interaction (HCI), VR technology
has an obvious advantage of naturalness and user immersion. A sufficient naturalness
represents that the interaction commands are derived from and highly analogous to the
operational actions that are universally accustomed by users [3]. But according to a latest
survey, nowadays VR applications are often criticized for weak in naturalness and user
adaptability [4]. Except for the limitations of the motion sensing techniques, another
important reason lies in a lack of scientific exploration on natural interaction paradigms
and design guidelines of natural user interfaces (NUIs) that can be universally exploited
in a VR environment.

The original version of this chapter was revised: The grant number has been corrected in the
acknowledgements section. The correction to this chapter is available at
https://doi.org/10.1007/978-3-031-06388-6_53

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022, corrected publication 2023
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 46–53, 2022.
https://doi.org/10.1007/978-3-031-06388-6_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06388-6_7&domain=pdf
https://doi.org/10.1007/978-3-031-06388-6_7


Whole-Body Interaction and Representative Applications in Virtual Reality 47

This research work is aimed to have a comprehensive investigation on the most
fundamental and frequently used interaction commands and evaluate their naturalness
in state-of-the-art applications. And then based on these propose a universal design
framework of natural user interaction techniques in VR. We named this natural interac-
tion design framework as ‘whole-body interaction’ (WBI) framework, which presents
guidelines for designing natural forms of interaction commands and user interfaces, as
shown in Fig. 1. Given theWBI framework, we then developed prototypes of the natural
interaction techniques and evaluated their practical advantages in VR.

Fig. 1. An illustration about the natural interaction cases and potential applications in a VR
environment.

2 Related Work

The origin of the WBI framework, or the earliest form of bodily natural interaction
technique, can be dated back to the proposal by Krueger et al. [5] in more than thirty
years ago. In their proposal, the silhouette of the body was employed as a tool for
interacting with large displays. Such application was initially developed to perform
artistic expression in a more natural way without relying on conventional input devices,
which unexpectedly brought a profound and lasting effect on the natural interaction
techniques development in the HCI community. More recent investigations, such as
Shoemaker et al.’s [6] and Jacob et al.’s [7], further extended the forms and categories of
the natural interaction applications and proposed various techniques that can be applied
in specific situations, such as ‘reality-based interaction’ (RBI) [7], ‘shadow-reaching
interaction’ (SRI) and ‘body-centric interaction’ (BCI) [6]. In the RBI technique, the
physical operations and properties in the real world, such as the user’s proprioception
or body awareness and haptic feedback, were obeyed and simulated in user interaction.
In the SRI technique and its applications, the user’s shadow was purposely generated
in digital form and cast on large displays. The shadow in SRI acted as a role of user
representation and it was used as interactive elements on the user interface, such as
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a pointer for target pointing and acquisition and a file folder for storing individual
documents, as shown in Fig. 2. In technical implementation, the body shadow was
generated in virtual form, and the user adjusted the body orientation and the interactive
distance toward the display to change the shadow size and position. The shadow can not
only be used as a pointing and acquisition tool on the user interface, but can also be used
as a metaphorical access to individual database.

Fig. 2. ‘Shadow-reaching interaction’(SRI) technique and application examples on a large display
[6]: (a) the user torso shadow was used as folder for storing individual documents; (b) the shadow
was used as a pointing and manipulation tool on the display.

On the basis of the SRI technique, BCI technique provided an extended framework
of natural user interaction technique in which user’s operational activities on and sur-
rounding the bodywere detected and translated intometaphorical operations on the large
display. The peripersonal space around the user and its social implications were also con-
sidered and reflected in the BCI technique. For example, the distance or the proximity
from the user to the display was detected in real time and based on this aroused the dis-
play or adjusted the display content [8]. In multiple users-engaged scenario, the distance
between two users was also detected and then the display interface changed the interac-
tion modalities to adapt to the users’ practical requirements, either supported individual
interaction or aided collaborative interaction between two or more users. Researchers
had also proposed to recognize the user’s choice of the operating hand and the handed-
ness characteristic and based on this developed a hand-adaptive interaction technique,
so as to make the hand natural interaction more immersive, labor-saving and efficient
[9, 10].

3 Whole-Body Interaction Framework in VR

According to our survey on the relevant research, we have learnt that earlier research
mainly focused on and applied natural interaction techniques, including the RBI, SRI
and BCI techniques, to aid and improve interaction naturalness in large displays-based
interactive scenarios; but in virtual interactive environments such as HMD-based aug-
mented and virtual reality applications, interaction naturalness is still restricted to hand
natural interaction or voice natural interaction. More comprehensive natural operations
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and behaviors such aswhole body postures and gestures and their related social meaning,
however, had seldom or at least not comprehensively been considered nor investigated.
In this study, we had a comprehensive exploratory on human natural actions and behav-
iors that can be translated into interaction paradigms and commands, and based on this
formed a descriptive framework ofWBI. To ensure that theWBI framework is applicable
to a VR environment and more importantly to verify the practical benefits of the WBI
techniques, we developed technical prototypes and had them evaluated.

3.1 Focus Group and Discussion

To form a scientific and comprehensive natural interaction framework of WBI, the
authors and other four invited researchers who had more than 5 years of research prac-
tice in the HCI field, carried out a focus group to discuss and sum up all possible forms
of bodily natural interaction operations. Then other five experts in the HCI field were
invited to review and assess the rationality of the above natural interaction forms. Given
the discussion outcome of the focus group and the comments gained from field experts,
a descriptive framework of WBI was formed. Technical principles and implementation
means were also discussed.

3.2 Descriptive Framework of WBI

Focus group is a rapid and effective method for surveying and gathering thoughts, com-
ments and suggestions from specialists for a specific topic. In this research, a focus
group was organized to discuss and then to form a descriptive framework of WBI. There
were eight members participated in the focus group, each one had a basic knowledge
or experience on bodily natural interaction techniques and applications, including but
not limited to Microsoft Kinect-based motion sensing interactive games and immer-
sive applications in VR. The focus group discussion was conducted in a multimedia
laboratory where a wide and circle table and eight VR head mounted devices (HMDs)
were provided. Figure 3 presents a few photos showing that focus group members were
performing and discussing on the bodily natural interaction techniques.

Fig. 3. Performing-and-discussion scenes in the focus group.

Firstly, all participants discussed about the forms and paradigms of bodily natural
interaction techniques. All valuable viewpoints and comments were recorded and classi-
fied. Then all participants worn a VRHMD and performed natural interactive operations
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and behaviors through a specific designed order. When one participant was performing,
other seven participants provided comments which were also recorded. After all partic-
ipants completed the performing tasks, the comments were collected and filtered. The
following Table 1 gives a descriptive summary of the WBI framework.

Table 1. Descriptive framework of whole-body interaction techniques in VR.

Body part Actions and behaviors Interactive operations and commands

Head • Head waves from left to right;
• Head nods from up to down;
• Keep the head tilted (for 2–3 s);

• ‘Disagree’ input;
• ‘Agree’ or ‘confirm’ input;
• Controls the visual angle in the
interactive task;

Arms • Crosses two arms to perform a ‘X’
sign;

• Puts one arm on the other arm, and
slides from up to down;

• Puts one hand on the wrist of the other
arm;

• Puts one hand on the head;
• Waves one or two arms rapidly;
• Puts one hand at a specific height in
air and adjusts the height;

• Raises two hands palm to palm and
adjusts the distance;

• Puts one or two hands on the stomach;
• Stretches two arms out to perform a
‘fly’ sign, and tilts the torso;

• ‘Close’ and ‘reject’ input;
• Changes the visual field size, or
controls the playing progress of
general medias;

• Checks the time in the system, or set a
timer or timing reminder;

• Reviews the system memory, and
visits the history records;

• Says ‘goodbye’ to the system and
ends the task;

• Adjusts the system volume up and
down;

• Zooms in and zooms out;
• Access to the personal database;
• Triggers a flight view in an immersive
environment;

Torso • Twists the body or changes the body
orientation;

• Leans the torso forward;
• Bends the waist;

• Aids navigation in the VR
environment;

• enlarges information showed to make
them more readable;

• Switches the visual angle to the
ground;

Legs • Bends the legs to crouch;
• Performs a ‘walk’ posture;
• Steps backward;
• Cocks one leg to perform a
‘single-leg-standing’ posture;

• Changes the perspective to a lower
height;

• Travels in the VR environment;
• To have a wider field of view at a
farther distance;

• To keep balance in the VR
environment;
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4 Technical Prototypes and Evaluations on the WBI Framework

In this section we present a summary introduction about the technical principles in
implementing WBI interaction techniques. Given the descriptive framework of WBI
and its technical principles, we developed prototypes which were then evaluated in
terms of usability, user immersion, user perceived naturalness and comfort level. Figure 4
presents an illustrated classification of bodily natural actions or postures, and their related
interactive operations. Then Table 2 provides technical essentials in translating bodily
signals into interactive operations.

Fig. 4. A summary classification of bodily natural actions and related interactive operations.

Given the descriptive framework and the technical implementing principles, we
developed prototypes and had them evaluated. We selected an Oculus Rift as the HMD
device since it had a sufficiently precise motion detecting module installed internally,
which enables recognizing and tracking its movements in real time. We also used an
RGB-Depth camera of ASUS Xtion™ to identify and track whole body joints and
based on this to recognize user actions and postures. Twelve voluntarily participants
(male: 6; female: 6) aged from 19 to 45 were recruited to experience and comment the
WBI prototypes. In prior to formal evaluations, participants were firstly given a detailed
introduction about the study purpose and the content of the WBI framework. They were
also instructed to learn and practice natural operations and actions. In formal evaluations,
each participant had 10 min to perform all natural interactive operations during which
he or she was encouraged to express thoughts and comments. Finally we found that all
participants could adapt to the WBI techniques quickly without difficulties in learning
and understanding; and six participants expressed that the WBI techniques made the
interactive tasks in VR more interesting and intelligent.
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Table 2. Technical principles of recognizing and translating user actions.

User actions Technical principles of recognizing actions

• Waves the head;
• Nods the head nods;
• Keep the head tilted;

• Measuring waves of the HMD;
• Measuring movements of the HMD;
• Measuring the HMD’s orientation;

• Crosses two arms: X;
• Slides one arm on the other arm;
• Puts one hand on the other wrist;
• Puts one hand on the head;
• Waves arm(s);
• Adjusts the hand height in air;
• Changes palm to palm distance;
• Puts hand(s) on the stomach;
• Stretches arms out to fly;

• Detecting and tracking arm joints through cameras;
• Detecting and tracking the hand joint;
• Detecting and tracking two hands’ joints;
• Detecting and tracking the hand and the head joints;
• Detecting and tracking hand joint(s) movements;
• Detecting the hand joint movement in height;
• Detecting the hand joints’ distance change;
• Detecting the hand joint position relative to the torso;
• Detecting and compares 6 joints’ positions of two arm;

• Changes the body orientation;
• Leans the torso forward;
• Bends the waist;

• Measuring the HMD’s orientation;
• Measuring the HMD’s motion in the forward direction;
• Detecting the height changes of shoulder joints;

• Crouch: bends legs;
• Performs a ‘walk’ posture;
• Steps backward;
• ‘Single-leg-standing’ posture;

• Detecting the height changes of the knee joints;
• Detecting the changes and movements of the foot joints;
• Measuring the HMD’s motion in the backward direction;
• Detecting the foot joints’ positions;

5 Conclusion

Through a focus group discussion, we proposed a descriptive framework of WBI tech-
niques that can be applied in and benefit general VR applications. The WBI framework
provides a comprehensive illustration about the natural interaction forms that are closely
related to human natural behaviors in physical operations, including head movements,
torso postures, limb gestures and body signs. Considering the state-of-the-art motion
detecting modules and devices that have been widely used in VR applications, we also
discussed technical principles and schemes for implementing all WBI techniques. To
verify the feasibility and practical advantages of the WBI techniques, we developed
prototypes and had them evaluated through an empirical experiment. User comments
showed thatWBI techniques could be familiar to users at different ages easily, they were
also commented to be appealing and intelligent.
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Abstract. This work presents the development of an asynchronous dwell-free
virtual keyboard application which can be operated using electrooculographic
(EOG) data. Unlike other EOG based eye typing applications, the developed sys-
tem avoids the use of dwell-times and relieves the user from the need to perform
repetitive and unnatural eyemovements tomove a cursor towards the desired letter
or the need to perform voluntary blinks to interact with the application. Instead, the
proposed application requires the user to simply glance through the vicinity of the
desired letters, as one would swipe through letters when typing on a touchscreen
device, after which a set of word predictions are displayed for the user to select.
The proposed application obtained a top five rate of 76.00 ± 12.61% using EOG
data which is comparable to the top five rate of 79.00 ± 13.37% obtained when
operating the application using a vision-based eye gaze tracker.

Keywords: Electrooculography · Eye typing · Virtual keyboard

1 Introduction

Gaze controlled virtual keyboards offer individuals with mobility impairments an alter-
native mode of communication through which one can edit documents, send emails, and
participate in online chat rooms. In recent years, such human-computer interface (HCI)
typing systems have been developed using videooculography (VOG) based techniques
which operate through a vision-based eye gaze tracker that estimates the pixel coordi-
nates of the point of gaze (POG) of the user on a computer screen. Although VOG based
systems offer good resolution, they can be an economically unviable option for certain
individuals and their performance is affected by different lighting conditions [1]. On
the other hand, EOG can offer an alternative solution to human eye gaze tracking. It is
based on the human eye behaving as an electrical dipole between the cornea and the
retina which respectively maintain a positive and negative potential. This corneo-retinal
potential (CRP) is oriented with the line of sight of the user and ranges from 0.4 to
1.0 mV [1]. This electrical activity is monitored through the use of non-invasive surface
electrodes which are placed in close proximity to the human eye.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 54–62, 2022.
https://doi.org/10.1007/978-3-031-06388-6_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06388-6_8&domain=pdf
https://doi.org/10.1007/978-3-031-06388-6_8


Dwell-Free Typing Using an EOG Based Virtual Keyboard 55

In the literature, most EOG based eye typing applications are cursor-based imple-
mentations which operate directly on the saccadic activity of the user to move a cursor
towards a desired letter in a step-wise manner [2–4] or perform eye movements orig-
inating from the center of the keyboard towards the periphery of the application [5].
Such implementations support four-directional or eight-directional cursor locomotion
whereby cursor movement is based on the direction and amplitude of the user’s sac-
cades recorded in the electrooculogram. Finally, key selection is often executed through
a voluntary blink [2–4].

On the other hand, the EOG based implementation of Barbara et al. [6] supports
a dwell-based mechanism and permits the user to operate the application in an asyn-
chronous manner. While operating this application, the user is required to fixate on each
key for a stipulated period of time known as the dwell time. For example, in order to
type in the word ‘the’, the user would need to dwell on three separate individual letters
and fixate upon each letter until the set dwell time is elapsed for each letter. In such sys-
tems, the dwell-time simulates the standard click used in conventional systems however
heavily limits the typing speed users can achieve.

Reducing the set dwell-time can have a positive impact on the user’s text entry rate
however it makes the user’s input heavily susceptible to theMidas Touch problemwhere
the user’s gaze is simultaneously used for vision and to actuate a command, hence leading
to more mis-selections. Alternatively, dwell-free systems employ a different technique
whereby the user does not need to fixate on each letter for a stipulated period of time.
Instead, such systems operate on the eye gesture of the user traversing through the desired
keys without requiring the user to interface with each individual key for a stipulated
period of time. Such systems offer a natural mode of interaction however, they have only
been developed using VOG as an eye movement recording technique.

To this effect, the main contributions of this work include an analysis on the manifes-
tation of EOG data recorded while typing in a dwell-free manner, the implementation of
the LCSMapping algorithm [7], which is a state-of-the-art approach for dwell-free typ-
ing and its fine tuning to operate with EOG-based POG estimates, and the development
of a real-time eye controlled virtual keyboard application that can be operated through
EOG data in a dwell-free manner. The performance achieved using the data collected
from ten participants will be compared to a VOG based alternative.

The rest of this paper is organized as follows. Section 2 describes the hardware
framework used for data collection and the adopted experimental protocol. Section 3
outlines the manifestation of eye movements while typing in a dwell-free manner whilst
Sect. 4 provides an overview of the adopted dwell-free typing mechanism to operate
using EOG data. Finally, Sect. 5 concludes this paper.

2 Hardware Framework and Data Acquisition

Ten subjects (mean age 23.8± 2.32 years) participated in this study which was approved
by the University Research Ethics Committee (UREC) at the University of Malta. Sub-
jects were positioned at a distance of approximately 50 cm away from a 24-inch LCD
computer screen which displayed the virtual keyboard application. Subjects’ EOG data
was recorded using the g.tec g.USBamp biosignal amplifier in conjunction with the con-
ventional electrode setup as shown in Fig. 1. The latter consists of six surface electrodes
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connected in close proximity to the user’s eyes. Specifically, the electrodes labelled ‘1’
and ‘2’ are placed above and below the human eye and record EOG data attributed to the
vertical EOG channel, whereas electrodes ‘3’ and ‘4’ are connected to the outer canthi
of the user’s eyes and record data attributed to the horizontal EOG channel. Finally, a
reference electrode ‘R’ is positioned behind the ear whilst a ground electrode labelled
‘G’ is placed at the top of the user’s forehead. These electrodes detect changes in the
electrical potential on the user’s skin surface which shed light on the size and direc-
tion of the user’s eye movements. On the other hand, VOG data was recorded using
the SMI RED500 vision-based eye gaze tracker from SensoMotoric Instruments. This
eye gaze tracker directly provided the estimated pixel coordinates of the user’s POG on
the screen. During data collection, subjects were instructed to perform different dwell-
free eye gestures using the virtual keyboard design developed for this study. Subjects
were instructed to input a total of twenty words in a dwell-free manner using each eye
movement recording modality. These words were randomly selected from the Corpus
of Contemporary American English (COCA) [8].

The virtual keyboard designed for this study is shown in Fig. 2. This consists of
a writing bar together with five-word prediction sections in the second row which are
designed to operate in tandem with the dwell-free typing mechanism explored in this
work. Due to its widespread use, the keys were designed to support a QWERTY layout
with which users are familiar, allowing them to locate the desired keys with ease and
ensuring an optimal user experience. While operating the virtual keyboard, visual feed-
back was provided, by momentarily highlighting the closest key to the user’s POG. This
mechanism enabled user interaction and also mitigates the Midas touch problem since
the user can avoid selecting undesired keys. Throughout the data collection procedure,
participants were instructed to dwell upon the first letter for a short period of time until
this is highlighted in red, traverse through the remaining desired letters in a dwell free
manner and finally dwell on the last letter until this is selected. This interaction enables
the user to demarcate the start and end of a dwell-free eye gesture and was used to filter
the lexicon when retrieving the potential word candidates.

The vision-based eye gaze tracker used in this study provides the estimated pixel
coordinates of the user’s POG on the computer screen. In turn, this data was directly used
to operate the virtual keyboard application and accordingly highlight the closest key to
the user’s POG. On the other hand, the EOG electrodes registered the change in potential
while performing the eye gesture to type a word, which in turn had to be processed to
estimate the gaze angles corresponding to the user’s POG. In order to carry out the latter,
this study adopted the work of Barbara et al. [9] which estimates the horizontal gaze
angle θh and vertical gaze angle θv of the user’s POG. Based on the resolution of the
screen being used and the distance of the user from the screen, the gaze angles were
converted to the pixel coordinates of the user’s POG on the screen using a trigonometric
model.

https://doi.org/10.1007/978-3-031-06388-6_2
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Fig. 1. EOG electrode configuration used.

3 Manifestation of Eye Movements While Dwell-Free Typing

The goal of this section is to show the nature of the EOG data while dwell-free typing,
where the user is not required to fixate upon each key for a stipulated period of time
but glance through the vicinity of each key in a rapid sequence instead. As the user is
performing this eye gesture, he/shemomentarily fixates upon the desired keys, generating
what are known as quasi-fixations. These quasi-fixation periods occur naturally, as they
are situated between the end of one saccade as the user’s POG approaches the desired
key and the start of another saccade as the user directs his/her POG towards the next key.
These quasi-fixations shed light on the user’s typing intent since more sample points are
collected in the vicinity of the ‘intended letter’ candidates [7]. Figure 2 demonstrates
such instances, where the intended letters have an abundance of POG estimates located
within their respective key area.

When typing in a dwell-free manner, the user is also likely to select the neighboring
key of the desired target thus registering a neighbour letter error [7]. There are various
reasons why this happens, one of which depends on the POG estimation framework
which may, in time, degrade in accuracy due to the accumulation of errors resulting from
the continuous drift typical in EOG signals [6]. Moreover, neighbour letter errors also
manifest themselves in the occurrence of saccadic overshoots and undershoots whereby
the user’s POG misses the desired target and thus falls on a neighboring key. In most
cases, neighbour letter errors are followed by a corrective saccade through which the
user directs his/her POG back to the desired letter. For example, while travelling from the
letter ‘U’ (labelled as ‘6’) towards the letter ‘S’ (labelled as ‘7’) in Fig. 2, the user’s POG
landed on the letter ‘D’ after which a corrective saccade was performed. Finally, while
the user is traversing from one letter to the next, some POG estimates fall on letters in
between the two desired keys. These are referred to as extra letter errors. Such instances
can be noted in Fig. 2 where POG estimates on the letters ‘Y’ and ‘U’ were collected
as the user’s POG was travelling from the letter ‘R’ (labelled as ‘3’) towards the letter
‘I’ (labelled as ‘4’). These extra letter errors occur with a low occurrence rate as they
are situated within a saccadic region where the user is not maintaining a relatively fixed
POG.

https://doi.org/10.1007/978-3-031-06388-6_2
https://doi.org/10.1007/978-3-031-06388-6_2
https://doi.org/10.1007/978-3-031-06388-6_2
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The next step would be to implement an algorithmwhich can exploit the information
in the recorded eye gesture to determine the desired word that the user wanted to type,
while also handling the resulting neighbour and extra letter errors. For this aim, the
LCSMapping algorithm [7] will be used which will also be fine-tuned to handle EOG-
based POG estimates as discussed in the next section.

Fig. 2. Graphical illustration of the user’s POG while dwell-free typing the word ‘SERIOUS’ on
the designed virtual keyboard.

4 Adaptation of the LCSMapping Algorithm

The LCSMapping algorithm is a robust dwell-free typing algorithm developed by Liu
et al. [7] which uses eye gaze tracking data obtained through a VOG based eye gaze
tracker to identify the intended letter typed by the user. This algorithm regards the
user’s input as an ‘observable transition’ which is constituted by the different letters
(‘observable states’) selected by the user’s eye gesture. This observable transition is then
compared to each potential word in the lexicon in order to determine their resemblance.
The latter is carried out by constructing a 2-D table where the first row corresponds to
the observable transition whilst the first column corresponds to the considered potential
transition from the dictionary [7]. The latter are then compared, and each corresponding
cell is populated based on the following three conditions:

I. Same letter condition: If the states being compared between the observable and
potential transition are identical, the corresponding matrix cell is populated with
the occurrence rate value of that particular state.

II. Neighbour letter condition: If the states being compared between the observable
and potential transition are neighbouring letters, the corresponding matrix cell is
populated with the occurrence rate value of that particular state multiplied by a
neighbour weight w.
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III. Extra letter condition: If the states being compared do not satisfy the neighbour
letter or same letter condition, the cell is populated with a value of zero.

These three conditions show how the LCSMapping algorithm handles neighbouring
or extra letter errors by employing the weight w or assigning a zero respectively. In
this work, the goal is to use the LCSMapping algorithm using eye gaze tracking data as
captured through EOG instead of VOG. Given the stream of EOG-based POG estimates,
the sequence of selected letters could be determined andwas translated into<l, t> tuples
where ‘l’ corresponds to the selected letter whilst ‘t’ corresponds to the occurrence
rate of that particular letter. After running the LCSMapping algorithm on this data, its
performance is measured through the top five rate which corresponds to the percentage
of the desired words which were ranked in the top five recommended candidates by the
algorithm.

4.1 Optimal Weight Estimation

Since in this work, the LCSMapping algorithm was made to operate using EOG-based
POG estimates, an optimal neighbour weight parameterw had to be identified. The latter
was determined by considering the data collected from the ten participants and running
the LCSMapping algorithm to determine the top five rate for different neighbor weights
w ranging from 0 to 0.9 in steps of 0.1. The results shown in Fig. 3 identify the optimal
neighbour weight w to be equal to 0.1. A similar procedure was carried out using the
VOG data of the same subjects, in which case the optimal weight was found to be 0.2
as implemented in [7].

4.2 Results

The performance of the LCSMapping algorithm using both EOG and VOG data from
the ten participants was calculated and compared. The results are tabulated in Table
1. It can be noted that the LCSMapping algorithm achieved an average top five rate
of 79.00 ± 13.37% and 76.00 ± 12.61% when operated using VOG data and EOG
data respectively. These results show that despite the lower accuracy of POG estimates
typically obtained with EOG data as compared to that obtained with VOG data [1],
the LCSMapping algorithm still yields comparable performance. This shows that the
latter manages to handle neighbouring letter error mappings well even though with the
recorded EOG data, these are 1.8 times more frequent than those with the recorded
VOG data. The choice of the neighbour weight w is also important. For VOG data this
was found to be optimal at 0.2, which means that neighbouring letters contain relevant
information for the detection of the intended word. For EOG data the optimal value was
found to be 0.1, half of that used for VOG data, possibly because there are much more
neighbour letter errors and hence are given less weighting. This procedure drives the
number of common elements between the observable transition and potential transition
to a maximum hence ensuring optimal performance of the dwell-free typing algorithm.
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Fig. 3. LCSMapping performance under varying neighbour weight w using EOG data.

5 Conclusion

This work has presented the development of an EOG based dwell-free virtual keyboard
application that relieves the user from the need to perform repetitive eye movements
in order to input each character or dwell on each desired letter to select it. Instead,
users can input a single word by sequentially glancing at the keys forming the desired
word in a dwell-free manner. While providing a more natural mode of interaction, the
proposed application also permits faster typing speeds since the use of dwell-times is
only restricted to the first and last letter and for word prediction selection. In addition,
the application can be operated in an asynchronous manner hence moving away from the
need to perform specific actions during timed intervals or interactingwith the application
through saccades originating from the center of the virtual keyboard.

Subjects achieved an average top five rate of 79.00 ± 13.37% and 76.00 ± 12.61%
when operating the application using VOG data and EOG data, respectively. In light of
this, it can be noted that the LCSMapping algorithm [7] may be effectively tuned for
EOG based dwell-free typing to compensate for the presence of selected letter errors
which arise from the different levels of accuracy achieved from the two eye gaze tracking
modalities. Given the small difference in the average top five rate, the proposed appli-
cation makes the use of EOG signals as a viable alternative for operating an eye typing
application. The achieved performance is expected to improve with increased subject
familiarity with the typing application. Future work also aims to analyse the effect of the
visual feedback provided in conjunction with the virtual keyboard layout used to help
improve user interaction and system performance.
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Table 1. Performance of the LCSMapping algorithm using VOG-based and EOG-based esti-
mates.

Subject Top five rate (%)

VOG EOG

S1 95.00 70.00

S2 75.00 75.00

S3 80.00 55.00

S4 60.00 65.00

S5 90.00 90.00

S6 90.00 85.00

S7 55.00 95.00

S8 80.00 65.00

S9 95.00 90.00

S10 70.00 70.00

Average 79.00 ± 13.37 76.00 ± 12.61
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Abstract. Tendon vibration causes illusory movement in human limbs, which
is a kinesthetic sensation experienced in the absence of any actual joint move-
ment. This phenomenon can be effectively used to generate kinesthetic sensation
in virtual-reality settings, which can solve various problems. However, because of
the previously unknown relationship between the stimulus and perceptual char-
acteristics, its implementation is limited. This study investigated the synergetic
effect of the contact surface area and the joint angle. A vibration device was used
to stimulate the biceps brachii tendons in four participants’ dominant-side arms
for 30 s at 100 Hz and 120 m/s2. This device was fixed to a customized vibration
fixture base, and the contact head was attached on top of the vibration device.
Contact heads with different diameters (ϕ10, ϕ15, and ϕ20) were adopted. The
shoulder was flexed at 90° on an armrest, while the elbow was flexed at 30°, both
in the midsagittal plane, with palms facing upwards. After the experiment, they
were asked to take two subjective evaluations of the vividness and range of exten-
sion of their elbow-joint angle. Three diameter conditions were ranked. During
the illusory motion, both parameters increased with the contact surface area and
the flection angle of the elbow joint. Thus, the contact surface area and joint angle
had a synergistic effect on the perceptual characteristics of the illusory movement.

Keywords: Kinesthetic sensation · Sensorimotor system · VR

1 Introduction

Inducing vibrations on the tendons in human limbs evokes the illusion of motion, which
is kinesthetic sensation experienced without any actual movement of the joint [1]. The
underlying mechanism is that applying a vibratory stimulus to a tendon at a frequency of
approximately 100 Hz excites the Group Ia [2, 3] and Group II [4] afferent nerve fibers
present in skeletal muscle spindles, which causes them to communicate with the central
nervous system that the muscle is stretched [5]. This appears to induce a nerve signal
corresponding to the perception of joint movement. The effect of joint angles on motion
illusion had not been reported before our previous work [6, 7]. Because gravitational
torque depends on the joint angle, it could influence perceptual parameters such as the
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strength of motion illusion. We compared motion illusion for two different angles of the
elbow joint using a subjective assessment of three aspects: strength of illusion, range,
and velocity of extension [6], and a quantitative assessment of two other aspects: latency
and duration [7]. The results showed that the three subjective aspects were affected by
limb position, while the two quantitative aspects were unaffected by the joint angle.
Conversely, the area of contact affects vibrotactile thresholds and is a more important
stimulus parameter than the gradient or curvature of displacement [8], this is called spatial
summation. Based on this, we verified the following hypothesis: the contact surface area
influences perceptual parameters such as the strength of motion illusion evoked by the
vibration of tendons [9]. Contact heads of different areas were tested on participants.
After the experiment, participants were asked to take two subjective evaluations based
on a five-point visual analog scale of the vividness and range of extension of the elbow-
joint angle. Results demonstrated that both parameters increasedwith the contact surface
area during the illusory motion. Thus, we conclude that the spatial summation affects
the perceptual characteristics of illusory movement. Based on the above, this study
investigated the synergetic effect of the contact surface area and the joint angle.

2 Materials and Methods

2.1 Participants

One male (aged 31) and three females (aged 44, 43, and 48) volunteered as participants
in this study. In accordance with institutional requirements, they provided prior written
informed consent. The Tokyo Metropolitan Industrial Technology Research Institute’s
ethics committee approved the experimental procedure (ES2021-14).

2.2 Apparatus and Experimental Setup

A palm-sized vibration device (WaveMaker-Mobile, Asahi Seisakusho, Japan) was fas-
tened to a pre-existing fixing base (Fig. 1) [10]. The participants sat in front of the fixing
base wearing an eye mask and earmuffs (Fig. 2). Their arm was positioned on the hor-
izontal armrest with palms facing upwards, so that their shoulder and elbow were held
still at a flexion of 90° and 30° in the midsagittal plane. The vibrator was positioned over
the biceps brachii tendon, just above the elbow.

Figure 3 shows a 3D model of the contact head that was tested in this experiment.
The contact heads were designed with a hole in its center for fastening a single-axis
accelerometer (710-D, EMIC, Japan). Our previous studies used an accelerometer exter-
nally attached to the contact-head to record tendon vibrations [6, 7]. This setup, however,
makes changing the contact surface area difficult. Hence, we developed a more conve-
nient method for mounting an accelerometer inside a 3D-printed contact head [11],
which we modified from the design of our previous studies. Figure 4 shows the setup of
the vibration device, contact head, and accelerometer. The upper end of the contact head
was bolted onto the vibrator, which was printed with a commercial 3D printer (Objet500
Connex3, Stratasys, USA). Figure 5 shows the contact heads of different radii (ϕ10,
ϕ15, and ϕ20 mm) that were tested in this experiment. First, the ϕ10 mm (Condition
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A) contact head, whose area was close to that of the biceps brachii tendon, was used.
The remaining two contact heads, with diameters of ϕ15 (Condition B) and ϕ20 mm
(Condition C), were then used in succession. The accelerometer was connected to a
PC (VJ27M/C-M, NEC, Japan) through a vibration meter (UV-16, Rion, Japan) and
a multifunction I/O device (USB-6000, National Instruments, USA). LabVIEW 2014
(National Instruments, USA) was used to record the accelerometer output.

Fig. 1. Vibration device fixing base and armrest.

2.3 Procedure

Before the experiment, participantswere informed that theywould experience a sensation
of their elbow joint extending, without any actual movement of the joint. In a preliminary
experiment, we determined the appropriate anatomical location to consistently elicit the
target kinesthetic sensation. The location on the participant’s forearmwhere the stimulus
was presented to themwas marked on their skin with a felt-tipped marker. The right arm,
which was the dominant arm for all four participants, was used.
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Fig. 2. Experimental setup of the elbow joint.

Fig. 3. 3D model of the contact head that was designed with a hole in its center for fastening a
single-axis accelerometer.

The right arm biceps brachii tendon of all participants was stimulated for 30 s at
100 Hz and 120 m/s2. The acceleration measured by the internal accelerometer was
recorded at 1000 Hz and the RMS (root mean square) value of each acceleration was
calculated using the following equation:

RMS =
√
1

n

∑n

i=1
(xi)2, (1)

where xi is an acceleration sample and n is the total number of samples.
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Fig. 4. The setup of the vibration device, contact head and accelerometer.

Fig. 5. Contact heads with different radii (from left to right: ϕ10, ϕ15, and ϕ20). The ϕ10 mm
contact head was close to the area of the biceps brachii tendon.

The stimuli were presented in the order of ϕ10, ϕ15, and ϕ20 mm. After the exper-
iment, participants were asked to take two subjective evaluations of the vividness and
range of their perceived extension of their elbow-joint angle. They were asked to rank
the three diameter conditions.

3 Results

All four participants described consistent sensations of motion. Table 1 shows the vivid-
ness and range of extension of the elbow-joint angle as perceived by each of the four
participants. In all four participants, both parameters increased with the contact surface
area.
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Table 1. Subjective evaluation of vividness and range of extension of the elbow-joint angle during
tendon vibration for each participant.

Participant Vividness Range of extension of
elbow

#1 A < B < C A < B < C

#2 A < B < C A < B < C

#3 A < B < C A < B < C

#4 A < B < C A < B < C

4 Discussion and Conclusion

In our previous studies,we focused on the illusorymotion in terms of joint angle [6, 7] and
contact-surface area [9]. Thus, this study examined the synergetic effect of the contact
surface area and the joint angle. The vividness and range of extension of the elbow-
joint angle increased with the contact surface area during the illusory motion because
of the effect of spatial summation [9]. In a previous study, participants’ arms were
positioned on a horizontal armrest with their palms facing upwards and their shoulders
and elbows held still at a flexion of 90° and 0° in the midsagittal plane, respectively.
In this study, the shoulder was held stationary on an armrest at a flexion of 90°, while
the elbow was flexed at 30°. Because gravitational torque depends on the joint angle,
it could influence perceptual parameters such as the vividness and strength of motion
illusion. After the experiment, they were asked to take two subjective evaluations of the
vividness and range of extension of their elbow-joint angle. The participants ranked the
three diameter conditions. During the illusory motion, both parameters increased with
the contact surface area. Thus, the combined results of the previous study and this study
show that the perceptual characteristics of the illusory movement were affected by the
contact surface area and the joint angle in a synergistic manner.

Existing virtual reality (VR) systems require the user to move their body, which
poses various issues ranging from safety concerns arising from falls and collisions and
economic problems that require wide spaces and large-scale equipment, to accessibility
issues for users with physical disabilities. The realization of a VR system that does not
require the user to move their body can make VR safer, more economical, and more
accessible. However, by modulating the proprioceptive sensation, which is related to
the posture and movement of the body (primarily the limbs), it is possible to generate
the illusion of motion even in the absence of any actual movement. This phenomenon
is called kinesthesia. Kinesthesia is just as important as the visual and auditory senses
for safety, comfort, and entertainment quality in immersive VR environments. However,
because the mechanisms of kinesthesia are not known in as much detail as those of the
audiovisual senses, the presentation methods of kinesthesia, have lagged behind those
of the visual and auditory senses. The results of this study have provided effective data
for overcoming these current conditions.

However, there are still issues to be solved. Tendon thickness and location vary
slightly from individual to individual. To induce the desired illusion, we must properly
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stimulate the user’s target tendons. Additionally, the degree of subcutaneous exposure
of the tendon differs when the joint is flexed and extended, as examined in this study.
Therefore, it is necessary to identify the location of the targeted tendon and stimulate
it appropriately according to the degree of exposure. In the current system, an expert
familiar with the musculoskeletal system locates the target tendon and applies a vibrator
to it. In the future work, we intend to develop a method that allows anyone to stimulate
the right tendon with the right acceleration.

A systematic combination of knowledge on the relationship between vibratory stim-
ulus and motion illusion can enable us to control kinesthesia and possibly simulate the
experience of an Olympian or a Paralympian. Additionally, it can solve an important
problem inmotor learning, which is the transmission of first-personmotor sensation, and
move away from the conventional trial-and-error learning method. This is a significant
step toward the development of a novel motor-learning method based on the first-person
motion illusion.
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Abstract. In this study, we propose a pen-type interface that uses a
vibration motor to reproduces the feeling of writing on paper when writ-
ing using a stylus pen on a tablet device. Conventional pen-type inter-
faces have two problems. First, a delay occurs between the start of writing
and the start of vibration. Second, because the frequency and amplitude
of the vibration are fixed, the writing feel is not reproducible. Hence, we
quantify the degree of time delay that humans can tolerate by conducting
sensitivity evaluation experiments. To maintain the time delay within an
acceptable range, we utilize an acceleration sensor to acquire the start
of a writing action and the writing speed at the interface. This approach
can reduce the system delay and ensure a fast response. Based on a sub-
jective evaluation experiment, we confirm that the proposed method does
not cause any time delays. To solve the second problem, the vibration
generated in the pen when writing on paper at various speeds is mea-
sured, and the linear prediction coefficient of the autoregressive model is
derived. The vibrations reproduced based on the model are transmitted
to a vibrator at the interface in real time to improve the reproducibility
of the writing feel. Spectrogram analysis results of the generated vibra-
tion confirm that the difference in vibration characteristics based on the
writing speed can be reproduced.

Keywords: Writing feel · Auto regressive model · Vibration

1 Introduction

In recent years, the use of tablet devices has increased in various fields and
industries. The adoption of information and communication technology (ICT) is
accelerating in the education industry; consequently, the number of classes using
tablet devices will increase. For example, the United Nations Educational, Scien-
tific and Cultural Organization recommends ICT, because it promotes universal
access to education and bridges the learning gap [1]. It has been confirmed that
tablet-based applications can significantly reduce the disadvantages experienced
when using curriculum-based measurements in schools [2]. In addition, drawing
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using tablets has become mainstream not only in the education industry, but
also in the animation and manga industries.

The most typical input methods for tablets are tracing with a finger or writ-
ing using a stylus pen as if it were an actual writing instrument. For people who
typically write on paper, such as notebooks, using a stylus pen allows an intu-
itive operation. However, writing on a tablet device using a stylus pen does not
transmit sufficient haptic feedback to a finger touching the stylus pen because of
the slight vibration caused by friction between the pen’s tip and the writing sur-
face. This causes discomfort among users owing to the difference felt compared
with the sensation of writing on paper using a writing tool.

The purpose of this study is to achieve a vibration sensation equivalent to
writing on paper by reproducing the vibration of writing on paper using a vibra-
tion actuator built into a pen-type interface.

2 Related Studies

Several interfaces have been developed to improve user experience by reproduc-
ing the vibration of writing on paper, and they can be classified into two types.
The first type is an interface with an internal mechanical vibration actuator.
Cho et al.’s RealPen [3] reproduces the feeling of writing on paper by acquir-
ing vibrations that occur when writing on paper using an acceleration sensor,
which generates the same vibration waveform from obtained data and drives a
vibration actuator. Ii presents a vibration similar to the writing vibration that
occurs on paper by determining the difference between the spectrum of writing
vibration on paper and the frictional vibration that occurs between the tablet
device and interface, as well as by considering the transfer function from the PC
to the interface [4]. However, the interfaces developed in these studies detect the
writing start timing from the change in the pointer coordinates on the tablet
when the user moves the pen tip, which generates and outputs vibration sub-
sequently; therefore a delay occurs between writing and the start of vibration,
causing a sense of discomfort.

The second type is haptic feedback generated during writing, based on the
principle of electric vibration. The EV-Pen [5] developed by Wang et al. provides
tactile feedback to the user by generating electrostatic attraction between the
pen tip and the electrode layer on the tablet surface, with the silica insulating
layer on the tablet surface serving as a capacitor when the user writes while
driving the interface with a vibration waveform with a preset amplitude and
frequency. The EV-Pen provides accurate writing with a low error rate in the
steering task of tracing a predetermined path. However, the haptic feedback
obtained from the EV-Pen is only a periodic vibration signal comprising a preset
amplitude and frequency. Typically, when writing on paper using a pen, the
haptic feedback obtained differs depending on the writing speed. However, the
EV-Pen lacks reproducibility because it cannot change the vibration presented by
different writing speeds. In this study, the first type of method, where mechanical
vibration actuators are used, is applied to reproduces the sensation of writing
on paper.
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3 Fast Response Implementation

When using a pen-type interface, The user feels discomfort owing to the delay
between the time of writing and the start of vibration. In this section, we explain
the effect of delays on users, as well as the implementation of a system to reduce
delays.

3.1 Effects of Delays

The time between writing and the onset of vibration was measured using a
pen-type interface developed by Ii’s [4]. The delay varied based on the writing
speed; at a writing speed of 3 cm/s, the delay exceeded 0.3 s. Therefore, users
felt discomfort when using the interface developed by Ii. Based on an evaluation
experiment conducted by Miyazato et al. pertaining to delay [6], we investi-
gated the amount of delay tolerable by users. Experimental collaborators were
instructed to write with various lengths of delay and rate the degree of discom-
fort on a five-point scale. The results showed that writing with a delay exceeding
approximately 0.1 s was uncomfortable to the users.

3.2 System to Reduce Delays

The authors developed a new system [7] to reduce delay. A prototype (Fig. 1)
that can detect the movement of the pen nib by itself, equipped with a pressure
sensor to detect the ground state of the interface pen nib and writing surface,
and a gesture sensor to detect the timing of writing was built; subsequently,
the delay values were measured, as shown in Table 1. It was confirmed that the
writing speed was below 0.1 s, whict was the criterion for feeling discomfort, at
all writing speeds. An analysis of variance at the 5-% significance level showed
no significant difference in term of the increase or decrease in latency values at
different writing speeds. In conclusion, the new system using the gesture sensor
reduces delay, which is important for improving reproducibility.

Fig. 1. Prototype
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Table 1. Average of reduced delays

Writing speed (cm/s) Average delay (s)

1 0.064

2 0.059

3 0.061

4 Reproduction of Writing Vibration at Different Writing
Speeds

When writing on paper using a pen, the vibration transmitted from the grasp
to the fingers differs based on the writing speed. In general, when paper is
manufactured, after the surface is smoothed via coating, it is heated by metal
and elastic rolls to render it smoother and shinier. However, in terms of paper,
which is typically used for drawing letters and pictures, the number of rolls
used is reduced to process the paper, which results in microscopic irregularities
on the surface of the paper. When the nib moves at different writing speeds
while in contact with the paper, the vibration level transmitted to the finger
differs, owing to the difference in the number of irregularities in contact per
unit of time. Therefore, it is expected that the frequency characteristics of the
vibrations produced by each increase in the writing speed will differ. In this
section, we describe the construction of a system that changes the presented
vibration based on the writing speed when an interface is used.

4.1 Vibration Characteristics at Different Writing Speeds

To confirm that the vibration transmitted to the fingertip varies with the writ-
ing speed, we measured the vibration produced when writing on paper at each
writing speed. An acceleration sensor (ADXL337, Analog Devices) was attached
to the grip of a twist-type ballpoint pen (Parker), and a straight line was written
from left to right on a copy paper. The writing distance was fixed at 25.5 cm,
and 10 measurements were performed for each writing speed from 1 to 10 cm/s
(1 cm/s increments). A tablet device was placed under the copy paper and the
writing surface, and a black dot was displayed on the screen; the black dot
moved in a straight line at a specified speed. This allows users to write at a
constant speed. Because the high-frequency vibration felt at the fingertip is pri-
marily independent of directionality [8], only the acceleration component per-
pendicular to the pen axis was considered in this study. The sampling frequency
was 5890 Hz. Figure 2 shows the results for writing speeds of 1, 5, and 10 cm/s.
Figure 2 shows the waveforms and spectrograms of the writing vibrations that
occur while writing on paper. As shown by the spectrograms for each writing
speed, vibrations with more high-frequency components were generated as the
writing speed increased. Therefore, it is more meaningful to present vibrations
that match the user’s writing speed.
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(a) writing speed 1 cm/s

(b) writing speed 5 cm/s

(c) writing speed 10 cm/s

Fig. 2. Vibration waveform and spectrogram on paper

4.2 Vibration Reproduction Method for Each Writing Speed

As indicate in Sect. 4.1, it is confirmed that the writing vibration caused by the
writing speed exhibits different vibration characteristics. When writing on paper
or on a tablet device, users do not maintain the same writing speed, but change
their writing speed depending on the writing direction and type. Therefore,
instead of periodically presenting a single vibration prepared in advance to the
user, it is necessary to acquire the user’s writing speed in real time, as well as
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generate and present a new writing vibration for each writing speed. In this
study, we propose a method to model the writing vibration measured on paper
at each writing speed and then present it to the user.

Writing Vibration Modeling. In particular, we propose a method to recon-
struct writing vibration using linear predictive coding (LPC) based on the writ-
ing vibration on paper. The LPC can be used to estimate the current signal
from previous signals. The reconstructed writing vibration reproduces the power
spectrum of the original vibration waveform. Vibration can be generated for each
presentation. Using white Gaussian noise as the signal source during vibration
reconstruction, the waveform does not become a constant repetition of wave-
forms, and the user is presented with the sensation of writing without period-
icity. The data ŷn of the presented vibration are calculated using the following
equation:

ŷn = en −
k∑

i=1

aiyn−i (1)

where en is the white Gaussian noise, k the order that determines the range
of previous data to be referenced, ai the linear prediction coefficient, and yn−i

the i-sample past value of the reconstructed writing vibration. The value of en
was calculated using the Box-Muller method, and k was determined using the
Akaike information criterion. Using statistical model and, a Python statistical
analysis library, we obtained the order from the data written data on paper, and
the order k = 27 in this implementation. ai is used to calculate the writing data
measured on paper using the Levinson-Durbin method [9] at each writing speed.

Vibration Characteristics of Reproduced Writing Vibration. The vibra-
tion waveform and spectrogram of the reconstructed writing vibration based on
the writing vibration on paper, as shown in Figure 2, are shown in Fig. 3. The
reconstructed writing vibration shows that it is can reproduce the vibration
characteristics of different writing speeds on paper. The results indicate that
if the linear prediction coefficients are appropriately selected using the user’s
writing speed as a parameter, then the vibration of writing on paper can be
reproduced, and the randomness of the vibration can be obtained. Furthermore,
vibration can be presented to the user in real time, and hence the result above
was obtained.
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(a) writing speed 1 cm/s

(b) writing speed 5 cm/s

(c) writing speed 10 cm/s

Fig. 3. Vibration waveform and spectrogram of reconstructed writing vibration

5 Conclusion

In this study, we propose a pen-type interface that can reproduce the feel of
writing on paper when writing using a stylus pen on a tablet device. We devel-
oped a system that achieves two elements: the fast response required to improve
the reproducibility of the writing sensation and the real-time modification of
the presented vibration in response to the writing speed. It was confirmed that
the delay from the time of writing to the start of vibration can be reduced by
detecting the timing of writing at the interface using a gesture sensor and a
pressure sensor as a method to guarantee a high-speed response. Additionally,
it was confirmed that LPC based on written vibrations on paper.

can be used to reconstruct vibrations with vibration characteristics equiva-
lent to those of written vibrations on paper. Future prospects include the devel-



78 R. Watanabe et al.

opment of a system that can acquire a user’s writing speed in real time and
select appropriate linear prediction coefficients based on the acquired writing
speed. In addition, by producing a mechanism and exterior to present the recon-
structed vibration to the user and conducting comparative evaluation experi-
ments using existing interfaces, we show that the interface developed in this
study can improve the reproducibility of the writing sensation on paper.
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Abstract. Text input on smart devices with small screens has problems such
as erroneous input due to the small size of each button or a small information
presentation screen even if the input screen is large. To solve these problems,
a previous study investigated a gaze input interface using the Eye Glance input
method as an input method that does not depend on the touch panel area. Input
is performed by quickly moving the line of sight back and forth from the center
to the four corners of the smartphone. The purpose of this study is to propose an
efficient screen design for text input using the Eye Glance input interface. Hereby,
the display area is reduced by centering the input screen with a smaller size in
accordance with the input operation, and at the same time, it is less likely to cause
erroneous input due to unintentional eye movement. In addition, the available
input options are arranged to match the input movement of the eye. Further, back
taps and winks are considered for switching between input options to achieve
a more intuitive input design. In the experiment, data were obtained by asking
subjects to enter text using the proposed input screen design. Data analysis results
showed that the interface is less prone to error and requires less time to input data,
indicating its practicality. In addition, since it is possible to distinguish which eye
is performing the winking, it is suggested that this could be used to create even
more efficient input screen designs.

Keywords: Line-of-sight input system · Eye-gaze input · Input interface

1 Introduction

The main input method for smartphones is touch; however, the use of a small screen has
been regarded as a problem from the viewpoint of operability, for example, erroneous
input and keyboard screen occupancy, thus, a non-touch input method is required. One
alternative to touch input is the use of eye gaze. The advantages of eye gaze input include
the ability to perform quick movements at will and faithfully reflect the user’s intention.

However, it is difficult to implement this method on a hand-held smartphone device
because it is difficult to determine whether the user intends to input information while
gazing at an object and because it requires high accuracy in locating the gazing position.
As a new method for eye gaze input, the Eye Glance input interface has been proposed,
which uses quick back-and-forth movement of the eyes from the center of the screen

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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to the four corners in a diagonal direction as the input motion [1]. The input motion is
discriminated using an optical flow waveform, which is a vector representation of the
movement of an object inferred from a sequence of images.

In another previous study [2], an input screen design was proposed for an input
method with fewer degrees of freedom of operation, referring to the QWERTY layout.
Since this screen design has eight compartments, an increase in the degrees of freedom
of operation was considered using two types of input: short input, in which the four
corners are viewed only momentarily, and long input, in which the four corners are
viewed for a slightly longer duration [3]. However, these interfaces are not appropriate
for Eye Glance input for two major reasons. First, the screen design is horizontal. This
makes Eye Glance input behavior based on the center of the screen difficult. Second,
the judgment between short and long input is ambiguous, and long input increases input
time. Based on the forementioned points, this study aims to improve the practicality
of the Eye Glance input interface by proposing an appropriate input screen design and
examining additional actions appropriate to the design.

2 Proposal Screen Design

2.1 Screen Design Overview

The screen design is a rectangle with 2× 2 compartments (see Fig. 1). The layout of the
options and input actions are aligned to enable intuitive input, such as moving the user’s
gaze back and forth from the center to the upper right for the options in the upper-right
compartment. In addition, by arranging the choices in regular alphabetical and numerical
orders in a clockwise direction, it is possible to shorten the time required to search for
input characters. Furthermore, the regularity of the arrangement allows the user to locate
the position of the input character even when only a portion of the choices are displayed.
This allows for a low screen occupancy rate. The design of the input screen should be
centered at the starting point of the Eye Glance input operation, and the input characters
should be placed at the top of the screen to reduce the number of input errors caused by
eye movement during input.

The options that can be input byEyeGlance are the colored areas outside of the screen
design. Input is performed in two Eye Glance steps, with the first step displaying the
characters contained in the selected option, one at a time, and the second step completing
the input by selecting the characters.

The inner choices can be input by performing a switching action. Because of the 1:1
correspondence between the placement of choices and actions, two types of switching
actions were considered, which are different from Eye Glance actions.
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Fig. 1. Design of previous studies using QWERTY layout

2.2 Switching Operation

Two types of switching actions were considered: back tap and wink. An algorithm using
the z-axis of the accelerometer was used to discriminate back tap motions. Because the
accelerometer contains noise due to gravity, filteringwas performed. The resultingwave-
forms were used to discriminate back tap movements (see Fig. 2). Optical flow similar
to the Eye Glance motion was used to discriminate the wink motion. The waveform
obtained by taking the optical flow from the left and right eyes separately and using the
absolute value of the difference between them was used (see Fig. 3). Eye Glance and
blink movements, in which both eyes are moved in the same manner, do not produce
similar waveforms and can thus be distinguished from these movements.

Fig. 2. Waveform of back tap operation
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Fig. 3. Waveform of wink operation

3 Text Input Experiment

We conducted a text input experiment to confirm the operability of each interface using
the proposed screen design and two types of switching behavior. The experimental
equipment used was an iPhone XRwith a built-in camera with a time resolution function
of 30 fps. Subjects were males aged 22–24, four for switching by back tap and six for
switching by wink. Subjects sat in a chair in a room and held the device in their hands
while providing input.

After explaining the operation of the interface, the participants were asked to practice
input freely to familiarize themselves with the interface. The subjects then typed in a
sequence of random characters displayed on the screen, one at a time. The 39 characters
to be input were alphabetic characters, numbers, and auxiliary keys for line feed, delete,
and white space. During input, the characters were displayed on the screen for feedback.
If the input character differed from the displayed character, the userwas asked to continue
until the input was successful. In addition to accuracy and input time data, video was
also obtained from the built-in camera and used for analysis.

4 Results and Discussion

Table 1 shows the results of the character input experiments using Eye Glance and back
tap, and Table 2 shows the results of character input experiments using Eye Glance and
wink. The ratio of the number of correct input actions to the number of correct input
actions is the discrimination rate, and the number of input characters per minute is the
input speed. Table 3 also shows a comparison with previous studies using QWERTY
arrays and long and short Eye Glance movements.

Table 3 shows that the discrimination rate is greatly improved compared to the
previous study, and the input speed is the same as the previous study for the method
using Eye Glance and wink motions, suggesting improved operability as an interface.

In addition, compared with the back tap, better results were obtained for the two
switching actions proposed in this study using wink.
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We analyzed the video of the experiment and classified the causes into three cate-
gories: Eye Glance, switching behavior, and human error due to screen design. In the
experiment using Eye Glance and wink, 2.9% of the subjects were affected by Eye
Glance, 1.7% by screen design, and 2.6% by back tap action.

The reason for the poor results obtained in the experiment when switching between
the Eye Glance and back tap motion is thought to be that the shaking of the screen
caused by back taps resulted in a large number of false inputs whereby the Eye Glance
waveform was detected. We found that rear tap motion did not function well as an
independent sensor because the acquisition of motion by the accelerometer interfered
with the optical flow. Human errors due to the screen design included cases where the
user forgot to switch to the inner choices, resulting in the outer choices being input, and
incorrect input due to not remembering the placement of alphabets thatwere not currently
displayed. It was found that further study is needed on screen design to minimize these
errors. Furthermore, regardless of the cause of the error, there were many cases in which
a character was input incorrectly in succession. A detailed analysis of the input behavior
of these characters would further reduce the number of typing errors.

Table 1. Results of experiment using Eye Glance and back tap action

Table 2. Results of experiment using Eye Glance and wink action
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Table 3. Comparison with previous studies

5 Conclusion and Future Works

This study proposed an input screen design appropriate for the EyeGlance input interface
and suggested that it is useful as an interface allowing text input. In addition, a wink,
which was newly proposed as an input action in this study, can be distinguished in terms
of which eye is performing the action (left or right). In future work, we plan to propose
an input screen design based on this interface and introduce the interface as an Input
Method Editor (IME) for search engines and other applications, aiming for the practical
use of the eye gaze input interface.
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Abstract. The Internet of Musical Things (IoMusT) envisions a net-
work of interconnected objects enabling multi-directional communica-
tion for novel musical interactions. The requisite demands on the inter-
facing technologies are significant. Challenges include users with differ-
ent skills, delivering effective feedback, and signalling adverse conditions
in the physical network. To this end, the design and implementation
of a cooperative virtual drumming interface is investigated. It supports
remote users through gestural interaction with virtual percussion objects.
The GUI includes calibration mode (re-positioning objects), a perfor-
mance window, community rhythm-pattern visualization, and a cooper-
ative synchronicity display. In creative contexts, colour is often used as a
metaphorical representation such as music/colour art, provides a second
sensory perspective to the user, and here they are applied to highlight
evolving user interactions. For evaluation a binary user cohort of stu-
dents with and without prior musical experience was identified. Data
was collected to measure the interactivity response and their rhythmic
cohesiveness along with results on the user impressions of the collabora-
tive aspects of this interface.

Keywords: Gesture based musical interaction · Virtual music
instruments · Music-color mappings · Virtual musical collaboration ·
Performance synchronisation

1 Introduction

IoMusT was inspired by the fusion of ubiquitous computing and the Internet
of Things (IoT) [2]. Its breadth of things includes single user devices (laptop,
computer, iPad or wearables) embedded with computational abilities that have
been specifically created for, or can be directed to, performing in-place or virtual
musical activities. Networked Music Performance (NMP) is one of the predomi-
nant application domains of IoMusT and covers all remote musical interactions
between musicians [3].
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In the traditional performance environment sonic musical cues used in per-
former synchronisation are reinforced by the cues generated from the visual,
physical connections in the shared composite space. However, in virtual interac-
tions this medium becomes impaired. Thus, the virtual interface must compen-
sate in some way.

Another compromise on the effectiveness of any virtual interactions is the
inherent issue of network latency. This is a crucial obstacle as significant sound
lags due to latency can completely disrupt the performers’ rhythmic synchronisa-
tion. Recent papers [3,4] highlighted this challenge and proposed network adap-
tive metronomes to manage synchrony. Another perspective is to treat latency
as a real and ever-present, albeit, unstable feature, and so to think of dealing
with it by designing a new musical instrument which exploits latency as being
part of the interactions [1].

An interface that could successfully integrate sonic and visual feedback that
fits within IoMusT is our motivation for this work. Our approach is to investigate
the development of a virtual remote-collaborative drumming interface.

2 Gesture Based Interfaces and Virtual Musical
Instruments (VMIs)

Gestures refer to meaningful expressions of the human body when it moves; this
may involve the hands, the arms, the head, or whole-body motions [4,5]. More
recently, the handy metaphor (Handy hear and Handy see) in [6] was developed
for IoMusT; in both modes it enables touchless sonic interactions to manipu-
late pitch, amplitude and duration of the sound. Another is “Interval Player”
[7], an in-air VMI, that allows users to specify the melodic interval using their
hands. The vision-based collaborative musical interface “lamascope” [8] uses
image processing to produce music based on the user’s body image. [9] presents
a web-based interface for virtual performance of an air guitar and an upright
bass; collaborative playing of two or more players is enabled. Often for gestural
instruments, custom-build devices, e.g., data gloves, or body suits, or off-the
shelf products, such as Kinect and Leap motion, are used to collect data. These
devices may hinder movement, and have a financial and installation cost. Oth-
ers use camera-based gesture recognition to avoid this and all laptop computers
have a camera as standard. This leads to our use of Human Pose Estimation
(HPE) as an advanced manifestation of the computer vision approach.

Pose is an arrangement of human joints and HPE is the localization of human
joints from a predefined set of key-points or landmarks in a recording or sequence
of live images [10]. These are shown in Fig. 1. These landmarks are tracked
continuously using the Mediapipe Pose Estimation (PE) model. It was found to
be accurate and so could capture user expressiveness during a musical activity.
Figure 2 shows the Region of Interest (ROI) we used for the proposed interface
to track, estimate and recognise users’ movements during the live performance.
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Fig. 1. Key-points extraction from human pose used as referents to determine body,
limbs and fingers positions.

3 Design Description: Gestural Drumming Interface
with Color Based Musical Objects

3.1 Graphical Interface for Virtual and Collaborative Drumming

The system architecture is designed based on a two-tier client server architec-
ture to facilitate the interactive drumming performances of the remote ensem-
ble. The performance has two levels; 1) Local-level Individual Interaction and 2)
Ensemble-level Interaction. The first enables self-interaction where the partici-
pant interacts with the drum machine running locally. Here, the camera sensor is
placed in front of the player for recording the gestures and detecting the actions
of the musical performance. A Deep learning-based PE model [11] is used to
detect the body key positions and movement of the user for acquisition of the
required gestural information. The algorithm estimates the hands’, arms’ and
lower body 3D key points for each of the video frames captured. A buffer with
fifteen frames was created for each arm. To track the movements of each arm we
used a queue-replacement approach. A ‘speed buffer’ calculates the 3D spatial
displacements of the key points between two consecutive frames, so whenever an
index finger enters the specified boundary on the interface and exceeds a thresh-
old parameter, the ‘hit’ instance is processed. The boundary is represented as a
rectangular color box (see Fig. 2(b) and (c)).

Fig. 2. Gesture recognition using computer camera and interaction with musical
objects: hands within the boundary of musical object. (Color figure online)
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Color Based Percussion Objects. A group of arranged percussion instru-
ments is called a drum kit. The drum kit can comprise of any number of per-
cussion instruments, but for this study a bass (kick) drum, a snare drum and
two cymbals (hi-hat and crash) are included. Due to the variability of drum
kit pitches, it was not possible to define a schematic approach for color-pitch
mapping so we represented the kick and snare drums with saturated colors (red
and blue) and used dark colors (dark green and firebrick) for the cymbals. The
general order is observed from left (more saturated) to right (less saturated).
There is configuration flexibility of the virtual drums and so re-positioning of
the objects is possible (see Fig. 2(a)). When a gesture is performed, the gestural
interface executes a “struck” event associated with the particular gesture and
the percussion object.

Fig. 3. (a) Representation of the beat tracking for synchronicity and its visualization,
(b) the system model.

Performer’s Synchronisation Wheel. For collaborative performance, par-
ticipants connect to the same server and the ‘hit’ event initiates the virtual
collaborative interaction between multiple users. We designed a socket server
which handles multiple clients using multi threading. A mathematical model for
multiple oscillator coupling, i.e. the Kuramoto oscillator [12,13] is applied to
encourage synchronization between the virtual performers. For each participant,
each object is considered as an independent oscillator. For example, for two par-
ticipants P1 and P2, player P1 plays the kick(K) and snare(S), and P2 plays
hi-hat(H) and crash(C). This would result in the creation of 4 oscillators OSCK,
OSCS, OSCH, and OSCC. On receiving the information, the server calculates
the time difference between two consecutive hits of each oscillator. This is fed
to the Kuramoto model that informs how to keep these coupled oscillators in
synchronization, not just in frequency, i.e. tempo, but also in phase, i.e. that the
rhythmic pulse or beats happen at the same time. This is illustrated in Fig. 3(a).
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Visual Feedback. Colors for a long time have been used for music visual-
ization and there are many music-color mappings proposed between musical
elements (e.g., loudness, timbre, pitch,) and color properties like hue, satura-
tion, and brightness. A very recent survey in [9] gives a detailed overview. In
our instrument colours are associated with musical objects and are also used
for secondary visual feedback to the performers. Combined auditory and visual
feedback supports performers during a collaboration.

We used the same color mappings used for the percussion instruments to give
color-based feedback on their rhythmic patterns. Every time “auditory feedback”
occurs, the color associated with that specific audio is displayed on the user’s
own, and on the virtual performer’s interface. The complete system interface is
given in Fig. 4. The interface in (a) and (b) show sample rhythmic patterns and
(c) shows the information passed to the synchronization wheel.

Fig. 4. The GUI of drumming interface.

4 User Experience Study

For this study, 4 participants (2 amateurs and 2 musicians) collaborated in
three different settings(Musician-Amateur, Amateur-Musician and Musician-
Musician) using this interface. The sessions were conducted for a time-span of
approximately 2 h. To get feedback about their experience we used the think-
aloud technique [14] and did not interrupt them when they were collaborating.
Thus, the performance was let happen, followed by a sharing of their feedback on
how they were experiencing the interface, then they played again, and following
this commented further until the session ended. Each group spent 15 min on aver-
age excluding the time they took to become familiar with the interface elements.
We then asked them planned open-ended questions at the end of performance.
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Fig. 5. Rhythmic phrases played by participants during performance.

4.1 Musical Interaction Modes

The participants were given 2 simple rhythmic patterns presented in Fig. 5 to
play during the drumming performance. Participants were given time to become
familiar with the interface, then they followed the two models of interactions as
given below.

The ‘Instrumental’ Mode. An ‘instrumental’ interaction is based on the
instrumental metaphors adopted from traditional interaction. Here, the partici-
pants tried to synchronize from the auditory feedback only. It was observed that
the musicians were able to learn the patterns faster than non-musicians. The
amateurs understood the “hitting drums” metaphor but took time to adapt to
the sound of each musical object.

The ‘Interactional’ Mode. In ‘Interactional’ mode, they focused on using the
interface at its full capability. This mode allowed participants to see the colours of
percussion objects that were played by themselves and their virtual participant.
Participants tried to adapt their body gestures to the visual feedback before they
were able to receive the audio feedback, which was subject to a short delay. Once
they found a way to balance between their gestures, with the color and auditory
feedback, they tried to understand their partners’ beating patterns. In the earlier
stage, the synchronization wheel was not considered. When they realized the
position of colors moving in the interface window, they started making gestures
at different scales and they expected to achieve quick visual and audio feedback
responses. Unfortunately, latency did interfere with the predictive worth of the
synchronization wheel and this impacted its value.

Findings. We found that keeping the rhythmic phrases (as shown in Fig. 5)
was easily achievable when the tempo ranged between 60 to 125 BPM (for sim-
ple sequences). The participants after their involvement offered similar opinions
regarding gestural interactions and the drumming interface. They all agreed that
the visualization of what the others were doing along with the auditory feedback
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in the user interface enhanced the performance. In the “Instrumental” mode
the descriptions were flexible, enjoyable, and expressive. In this mode, partici-
pants were more engaged to achieve consistency. In the “Interactional” mode the
descriptors were “expressive”, “conversational” and “enjoyable”. The synchro-
nization wheel was only helpful when gestures were recognized quickly and the
synchronization information was updated prior to the user making the gesture
for next beat.

5 Conclusion and Future Work

This paper focused on musically driven efforts to adopt vision-based techniques
to capture human gesture and afford non-traditional forms of sonic articulation
and creative musical expressions. The intention for this new VMI interface was
that it should permit live interactive performances among users from different
musical backgrounds and with different levels of skills. This paper described a
specially-designed collaborative VMI for drumming that incorporated auditory
and visual feedback in its interface that aimed at shaping the performers’ individ-
ual and joint interactions. Our experience, based on participant feedback, found
that using musical interaction models that were similar to traditional models
along with color-based visual stimulus can facilitate engaging and collaborative
music making activities. The performances mediated by the color based visual
feedback were conversational and conveyed meaningful information among the
participants.

For future work, the interaction experience can be expanded by providing
more coupling between sound and gestures, e.g. faster movements for high-
pitched sounds and slow movements for lower pitched sounds. To achieve this,
the gesture recognition model needs modification along with consideration for an
enhanced color representation. This should also be easy to learn. Focus should
also be placed on solving the time delay issues and their impact on the syn-
chronization wheel. Lastly, a more comprehensive user study must be carried
out.
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Abstract. Through content analysis ofmessages posted on SinaWeibo, this paper
inspected users’ responses to the mobile tactile technology adopted in iQIYI, a
well-known Chinese video platform that specializes in technology development.
We identified this technology as a daily-use version of traditional immersive
technology and analyzed users’ perception, emotions and attitudes towards the
stimulus under the stimulus-organism-response (S-O-R) framework. The study
found that users could hardly immerse into video content through this technology.
Instead, they paid more attention to the platform’s strategic moves. We propose
that despite the growing positive attitude towards this technology, the lack of inter-
activity is a problem that needs to be addressed as immersive technology comes
into everyday life. At the same time, users should be more alert to emotional
manipulation when multisensory stimuli are provided. This study bridged HMC
and everyday life and revealed how so-called immersive technology might be a
detriment to actual immersive experience.

Keyword: Mobile · Tactile technology · Immersive experience · Chinese video
platform

1 Data and Methods

Taking into account the time when iQIYI adopted tactile technology, the time when the
first relevant postwas published, and the timewhen this studybegan,we set the time range
of our research as between August 14, 2020 and September 22, 2021, with “iQIYI” and
“vibration” as shared keywords. After excluding advertisements, official propaganda,
and content not directly related to the research content, 278 microblogs were finally
obtained as the research samples and analyzed by means of content analysis. Seven
categories of analysis units were set for the samples, according to the samples’ specific
contents and the sensory feedback and emotional experiences to be further investigated
and interpreted: text attributes, text types, post focus, posting attitude, sensory feedback,
and emotional experience.

This paper employed an S-O-R framework drawn from the study by Suh and Prophet
[1], where a literature review on immersive technologies was conducted (see Fig. 1).
The classification of post types was drawn from Wohn & Na [2].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. Conceptual framework

2 Findings

2.1 Attributes and Types of Posts

The findings pointed to a total of 182 posts by Weibo users in 2021 about IQIYI’s
vibration technology, nearly double the number (n = 96) of 2020. Of those 278 posts
over the two years, original (n = 272) and untagged (n = 207) posts accounted for the
vast majority.

Notably, in terms of post types, the number of emotional posts was much higher
than the other three categories, accounting for 46.4% of all posts, followed by opinion
(r= 28.8%), attention-seeking (n= 21.9%), and pure information, which accounted for
only 2.9%. This showed that most of the platform users’ posts about IQIYI’s vibration
technology contained strong emotions.Many users alsomade their own value judgments
or framed their own movie-viewing experiences around this technology, according to
which a reasonable assessment of the dissemination effect of this technology can be
made.

2.2 Post Focus and Posting Attitude

First, in terms of the target of the posts (i.e., their focus), most posts were directed at the
platform (n = 139), followed by the technology (n = 75), and fewer still at the video
content (n = 64). Second, in terms of the posting attitudes displayed, positive attitudes
(both affirmative and appreciative) were dominant (r = 50.36%), with 45.68% of posts
displaying affirmative attitudes and 4.68% of posts displaying appreciative attitudes.
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By contrast, among the 32.38% of posts with negative attitudes, questioning and
critical attitudes were equally likely to appear, accounting for 16.55% and 15.83%,
respectively. Finally, neutral attitudes accounted for 17.27% of the posts overall. Hence,
the users’ attitudes towards tactile technology were found to be positive on the whole.

Fig. 2. Ratio of different post attitudes for different years

As Fig. 2 demonstrates, the percentage of positive attitudes was higher in 2021
compared with 2020, accounting for 62.08% of the 2021 posts overall. For the year
2020, negative attitudes accounted for 45.84% of the posts, and positive attitudes for
only 28.12%. These rates suggest that in the early stages of exposure to tactile technology
on the platform, users’ attitudes were more inclined to be negative, gradually shifting
to positive over time. There are two possible reasons for this, as described in the next
paragraphs.

The first possible reason is that in 2020, iQIYI mainly used vibration technology for
music clips in variety shows, and often resorted to flux technology, combining visual
flashes, tactile vibration, and other sensory stimuli, with greater intensity of stimulation
and a stronger sense of violation for users. In 2021, iQIYI came to apply vibration
technology more to web dramas, a genre with plot settings, and with the plot padding,
the degree of abruptness was expected to decrease. However, it should be noted that
the role assumed by tactile technology has correspondingly transitioned from auxiliary
to alternative perception, and such transformation may also cause a sense of violation
among users.

The second possible reason is the positive attitude of the fan base. Reading through
the microblogging texts, the coder found that the web series and its lead actors had many
fan groups whose posts often showed very positive attitudes.
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Fig. 3. Ratio of different post attitudes for different foci

Fig. 4. Ratio of different foci for different post attitudes

In addition, as Figs. 3 and 4 demonstrate, cross-analysis of the two sub-categories
found that negative attitudes dominated in posts targeting technology (r = 40.00%),
while positive attitudes dominated in posts targeting video content and the platform (r=
43.17%; r = 81.25%). Among the video content, the affirmative attitude was dominant
(r= 70.31%). Interestingly, except for appreciative attitudes, most posts were directed at
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the platform, regardless of the attitude. However, this tendency was particularly evident
when the attitude was negative, meaning that the negative attitudes people displayed in
their posts were mainly directed at the platform.

The divergence in positive attitude posts was not as pronounced. When people
showed an affirmative attitude, it was 42.52% likely to be for the platform, 35.43%
likely to be for the video content, and 22.05% likely to be for the tactile technology, while
when people showed an appreciative attitude, they were more likely to be expressing
their views on the video content (r = 53.85%).

2.3 Sensory Feedback and Emotional Experience

Most posts did not mention their sensory feedback (r = 82.01%). Of those that did, the
most common sensory feedback was fright (n= 27), followed by heartbeat (n= 16) and
discomfort (n = 7) (See Figs. 5 and 6).

Fig. 5. Ratio of different post foci for different sensory feedback

Among these, 51.85% of the frightened feedback and 57.14% of the discomfort
feedback were elicited by the platform, with the remainder of the discomfort feedback
being elicited by the technology. By contrast, 43.75% of the heartbeat feedback was
identified as being aroused by the video experience, meaning that the sensory experience
consistent with the goal of tactile technology communication (i.e., the heartbeat), was
mentioned very infrequently and not in direct relation to the technology and platform.
Users preferred to combine the feeling of heartbeat with the video content, while the
sensory feedback from the technology and platform was mainly negative (“frightened”
and “discomfort”).
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Fig. 6. Ratio of different post foci for different emotional experiences

Among the 201 posts containing emotional experiences, the most common emotion
was “puzzled” (n= 71), followed by “excited” (n= 68), “irritated” (n= 28), “immersed”
(n = 20), and “pleasant” (n = 14). When people expressed feeling puzzled, irritated,
or pleased, it was mainly in relation to the platform, while their excitement was mainly
towards the video content. The most apparent emotion in the platform-specific posts was
“puzzled” (r= 29.50%), followed by “excited” (r= 17.27%), “irritated” (12.23%), and
“pleasure” (5.76%). “Immersion” was only signaled by 4.32% of the posts.

It is also worth noting that the emotional experience of “puzzled” further grew
to 34.67% of technology-specific posts. Although this percentage did not affect the
dominance of the platform focus of posts expressing doubt (due to the small total number
of technology-specific posts), it was enough for us to see the negative emotional feedback
towards the tactile technology. Typical sentiments of doubt were as follows.

3 Conclusion

The main purpose of this study was to investigate users’ responses to the newly adopted
tactile vibration technology in the Chinese video platform iQIYI. Through our content
analysis of user discussions onSinaWeibo on related topics,we arrived at the conclusions
described below.

Firstly, more users posted within the emotion category in comparison with the
attention-seeking, information, and opinion categories. This is consistent with previous
findings [2] and suggests that emerging technologies such as tactile vibration technology
have a greater potential to trigger intense emotions among users.
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Secondly, the most frequent posts were platform-focused, followed by technology
and video-content-focused posts. Users’ corresponding attitudes showed positive char-
acteristics overall, with attitudes becoming more positive in 2021 over 2020. However,
most posts did not mention their sensory or emotional experiences; among those that did,
the most frequent sensory feedback and emotional experiences were found to be “fright-
ened” and “puzzled,” respectively, while sensory and emotional experiences consistent
with the communication goals of tactile technology were expressed less frequently.

The other two emotional experiences with high reference rates were “excited” and
“irritated.” These sensory responses collectively form the answers to the research ques-
tion in this study, i.e., whether there are any other possible sensory responses towards
this kind of daily immersive technology besides a sense of presence.

In sum, it would be unfair to evaluate the nature of a technology simply by the
so-called immersion technology provided, considering the gross generalization of the
word “immersive” and users’ actual responses revealed in this study. Both platforms and
technology company should reconsider whether the interaction between mobile phones
and users can be endlessly amplified, in other words, whether immersion can be realized
through the affordances of mobile phones without causing users’ excessive cognitive
load.
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Abstract. In medical imaging, (semi-)automatic image analysis tech-
niques have been proposed to support the current time-consuming and
cognitively demanding practice of manual segmentation of regions of
interest (ROIs). The recently proposed image query language ImgQL,
based on spatial logic and model checking, represents segmentation meth-
ods as concise, domain-oriented, human-readable procedures aimed at
domain experts rather than technologists, and has been validated in
several case studies. Such efforts are directed towards a human-centred
Artificial Intelligence methodology. To this aim, we complemented the
ongoing research line with a study of the Human-Computer Interaction
aspects. In this work we investigate the design of a graphical user inter-
face (GUI) prototype that supports the analysis procedure with minimal
impact on the focus and the memory load of domain experts.

Keywords: User-centred design · Usability study · Cognitive
evaluation · Medical image analysis · Spatial logic · Spatial model
checking

1 Introduction

In the field of Medical Imaging [17], segmentation plays a crucial role [14]. Seg-
mentation consist in the identification of regions of interest (ROIs) – that might
correspond to tissue, organ, traces of disease, or other relevant structure – and
dividing the image into meaningful segments. The current practice of manual seg-
mentation (e.g., in Radiotherapy) is time-consuming and cognitively demanding,
justifying the plethora of existing research on fully- and semi- automatic seg-
mentation methods. In recent work (see [1–3,9]), the approach of spatial model
checking has been proposed. Such methodology combines local image features

This work has been partially supported by the Italian MIUR-PRIN 2017 project IT-
MaTTerS: Methods and Tools for Trustworthy Smart Systems.
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MRI scan hI (ln 4)

vI (ln 5) gtv & GT

Specification 1: Tumour segmentation
1 // Normalisation
2 let pflair = percentiles(flair,brain,0)
3 // High and low thresholds
4 let hI = pflair > . 0.95
5 let vI = pflair > . 0.86
6 // Remove noise
7 let hyperIntense = flt(5.0,hI)
8 let veryIntense = flt(2.0,vI)

9 //Semantic noise removal
10 let growTum = grow(hyperIntense, veryIntense)
11 // Statistical texture similarity
12 let tumSim = similarFLAIRTo(growTum)
13 let tumStatCC = smoothen(2.0,tumSim >. 0.6)
14 // Tumour segmentation
15 let gtv = grow(growTum,tumStatCC)
16 save "hyperIntense.nii.gz" hyperIntense

17 print "00 dice gtv" diceM(gtv)

Fig. 1. ImgQL segmentation of image Brats17 2013 7 1: Overlays hI, vI and gtv (pink)
and ground truth (GT) (blue). (Color figure online)

(intensity, colour, texture) with spatial/topological characteristics (relative dis-
tance, contact, connectedness), exploiting a domain-specific, concise, declarative
language named ImgQL (“image query language”) and the efficient, parallel spa-
tial model checker VoxLogicA1, optimised for operating on medical images, e.g.
MRI or CT scans (see [10] for a tutorial). The resulting ROIs are meant to
be visualised as (semi-transparent) number-valued as well as boolean (so-called
“masks”) layers on top of the original images. Common similarity indexes, such
as Dice-Sorensen, can be directly defined in ImgQL (see e.g. Fig. 1).

VoxLogicA has been successfully applied to BraTS 20172, a publicly available
set of benchmark MRI images for brain tumour segmentation [3]. The obtained
results are well in line with the state of the art, both in terms of accuracy
and in terms of computational efficiency, while supporting explainability, easy
replicability and exchange of analysis methods. So far, the approach has been
used via a command line interface. This is sufficient for the technical validation
of the tool, but hinders usability and broader uptake by domain experts.

The GUI design proposed in the present paper follows a user-centred app-
roach, taking into consideration typical tasks performed by different classes of
professionals in this domain [13]. In particular it aims at supporting the analysis
procedures with minimal impact on the focus of attention and on the user’s mem-
ory load [5,6]. The handling of layers is identified as one of the central tasks. The
creation and visualisation of layers not only supports ROI identification but also
the understanding and evaluation of the results of ImgQL queries. We analyse
the effect of layers selection from the GUI on the capability of users to perform
common tasks (visualise the layers identified by a logic specification, identify a
new layer via a logic formula, visualise and analyse a new layer identified by a

1 VoxLogicA is available at https://github.com/vincenzoml/VoxLogicA.
2 See https://www.med.upenn.edu/sbia/brats2017/data.html.

https://github.com/vincenzoml/VoxLogicA
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logic formula, compare two different layers) in terms of time performance, error
in the execution of tasks, and memory load, using user tests and by a theoretical
evaluation of the memory load. We focus on the following research questions:

I RQ1. What is the effect of layers selection on task performance?
II RQ2. Is the relation between the layers and the specification clear to users?
III RQ3. How does GUI vs. command line layer selection affect memory load?

To answer RQ1 and RQ2, we performed a usability study that provided useful
feedback on the efficiency and effectiveness of the layers handling mechanism. To
answer RQ3 we performed a theoretical evaluation on the memory load required
to complete the tasks conducted in the usability test, with and without the
support of the GUI. In general, the design of GUIs for medical imaging tools is
mainly inherited from the medical consoles already used in the medical domain,
without a dedicated study on their usability [8]. In [12] different user interfaces
for 2D and 3D imaging are reviewed and discussed, and the usability of such tools
is regarded as essential for their adoption by clinicians. In [11,15] a number of
tools with GUI have been evaluated regarding a set of aspects included usability,
that has been assessed qualitatively as the result of the authors’ experience.

For the design of the GUI three classes of users were considered: 1) Healthcare
professionals. This class consists of clinicians that generally use image segmen-
tation. Typical tasks are manually inspecting and comparing base images and
related ROIs; 2) Researchers in Medical Imaging. Their goal is to find innova-
tive solutions to support the work of clinicians; 3) IT professionals. These are
developers that want to create and propose tools and techniques to support the
work of clinicians. Independently from the user class, image segmentation tasks
are cognitively demanding, especially from a memory point of view, due to the
need to manage a variety of information of very different nature such as case
information, medical records, dictation systems, reporting facilities, literature
search, access to databases and version control, to mention a few [18].

2 A GUI for Declarative Medical Image Analysis

Figure 2 shows the underlying architecture of VoxLogicA and its GUI. From the
analysis of different tasks related to different classes of users, we conjecture that
the GUI displaying both input and output in a single window plays a central

Fig. 2. The VoxLogicA process and architecture



106 G. Broccia et al.

role in reducing the user’s memory load: having all the necessary information on
display helps users to complete their tasks without having to retrieve them from
their working memory at each step.

The GUI prototype has been implemented using HTML, CSS and JavaScript
and it runs as a desktop application through Electron3. The next version of the
GUI is under development, building upon the research that we present in this
paper. No longer being a prototype, the next version will be based on a state-
of-the-art web user interface framework, namely vue.js version 3, using pinia
as its store4.

Fig. 3. VoxLogicA graphical user interface

Figure 3 shows the complete GUI prototype with all elements open (the red
numbers in the figure are for reference only and are not part of the GUI). Below
we describe its elements: the name of the GUI element and the corresponding
number introduce each item.

Dataset Row (1). This section shows the dataset of images. To analyse one
or more images more in detail, users can open/close cases by clicking on the
thumbnail images. This action changes the thumbnail images background colour
to yellow and opens/closes an embedded DICOM viewer for each image in the
work space presented below.
3 Electron (https://www.electronjs.org/) is an open-source software framework which

allows for the development of desktop GUI applications using web technologies.
4 See https://vuejs.org/ and https://pinia.vuejs.org/.

https://www.electronjs.org/
https://vuejs.org/
https://pinia.vuejs.org/
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Indexes Row (2). A section immediately below the dataset row shows the
similarity indexes computed over that dataset by the VoxLogicA specification
shown in the code column. Moreover, in this section one can look for items in
the dataset row that satisfy specific characteristics, using a dedicated search box
that opens when clicking on the search icon.

Layers Column (3). The bottom-left column of the window shows the list
of base images and the list of overlays saved with the VoxLogicA specification
shown in the code column. The base image is activated by clicking on the related
button: when selecting a case from the dataset row, the system will display the
activated base image in the viewer referring to the chosen case in the work space.
Moreover, by clicking one or more overlays they will be opened as transparent
layers on top of the base image in the work space. The system automatically
selects a different colour for each layer. If present, the ground truth can be
shown as a layer. Its presence is indicated after the title “GROUND TRUTH”.

Code Column (4). In the bottom-middle column of the window the ImgQL
specification is shown through an embedded code editor. It can be edited and
the modified specification can be run on the open cases shown in the workspace
by clicking the button “Run”; if no cases are open, the button is not active.

Work Space (5). In the bottom-right column of the window the open cases
are displayed (instantiated with the active base image), together with the active
overlays, through embedded image viewers. Below each image viewer a box is
shown with the information about the open case: its name and the values for
the similarity indexes computed by the specification.

Icons Column (6). A column on the left side of the window shows four icons
by clicking on which one can show or hide associated sections in the window.

3 GUI Evaluation

We are performing a number of usability studies on different classes of users to
test specific GUI features. Each of these studies is conducted on small groups
of users, following an iterative design cycle. Here we present a usability study
performed on 5 users belonging to the academic research area (the group is com-
posed of computer science students and professors recruited from a master class
on spatial logic and model checking) focusing on the evaluation of the handling of
the layers, in order to answer RQ1 and RQ2 (see Sect. 1). Moreover, to answer
RQ3, we performed a theoretical evaluation on the memory load required to
complete the tasks proposed in the usability study, comparing two variants of
these tasks, one performed with the support of the GUI and one performed via
command line operations.

3.1 Usability Study

The study design reproduces a realistic scenario, where users were asked to
evaluate the quality of a VoxLogicA segmentation procedure with the support
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of the GUI. Users were asked to perform selected representative tasks and to
fill out a post-study questionnaire under the supervision of a test moderator
who guided and observed the participants during the test execution. The study
started with a familiarisation phase during which participants freely used the
VoxLogicA GUI. The central phase of the study consisted of the completion of
4 tasks, each of which composed of a variable number of basic tasks. For each
basic task users provided an answer or performed an action on the GUI which
were annotated by the test moderator. Each task has been developed to test a
specific GUI feature. Here we focus on the following tasks:

1. Visualise and analyse results regarding the images identified in previous
tasks

2. Modify the segmentation procedure by adding and saving a new layer and
compare the new layer with a previous version

At the end of the central phase participants were asked to fill out a post-study
questionnaire composed of 3 sections: one on personal information, one on feed-
back and suggestions about the GUI and one on GUI satisfaction.

Results. With the data collected through the post-study questionnaire, feed-
back was gathered on the GUI, as well as on its desired new features. Here we
present only those aspects concerning the handling of layers.

Participants were asked to rate the comprehensibility of the opening and
closing of layers on a 5-points scale ranging from 1 (“hardly comprehensible”) to
5 (“very comprehensible”). The collected answers attest that this aspect is very
comprehensible (4 participants rated 5 and 1 participant rated 4). Users were also
asked how clear it was for them that the layers visualised in the layers column
are all and only the ones computed and saved with the VoxLogicA procedure
exposed in the code column. The collected answers attest that this is less well-
understood: 1 user rated 2 in the 5-points scale, while the remaining users rated
in equal measure 4 and 5.

Considering the users’ perception on whether the GUI features are able to
support them in completing the usability study they all responded that they are
satisfied with the GUI features, except for one user who would find it useful to
have additional support for understanding the VoxLogicA specification (such as a
reading guide or a description of the VoxLogicA primitive operators). Regarding
the collected suggestions on how to improve the GUI, we received a number of
helpful proposals. Suggested were the availability of an initial guide where the
basic aspects of the interface are explained and the improvement of the automatic
choice of colours when multiple layers have to be displayed together (e.g. using
colours with high contrast to help the visualisation, or letting the users choose
the colours they prefer).

The data gathered by the test moderator on the users’ performance, provides
some quantitative measures on the central phase of the usability test. Here we
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only report the task success rate (namely the percentage of successfully com-
pleted tasks)5 [16]. Although all tasks have been completed by all users, in 4
cases users had some uncertainties in completing (part of) a task, resulting in
a success rate of 80%. The main issues we observed regard task 2: some users
experienced difficulties in (a) adding the new layer and (b) comparing the new
and old layers. Difficulties in case (a) mainly concerned the comprehension of
the VoxLogicA language (ImgQL). This is also confirmed by one of the sugges-
tions collected during the post-study questionnaire. While difficulties in case (b)
concern the choice of colours automatically performed by the system. This is
again confirmed by another suggestion collected during the questionnaire.

User satisfaction and perceived usability of the GUI was measured via a
System Usability Scale (SUS) questionnaire provided at the end of the test [7].
Overall, based on this questionnaire, the prototype GUI was perceived as suf-
ficiently usable and satisfying, with a mean score of 82.5. Just one participant
gave a global score of 62.5, below sufficient evaluation.

3.2 Memory Load Evaluation

To answer RQ3 (see Sect. 1), we performed a theoretical evaluation of the amount
of information needed by the users to complete the tasks proposed in the usability
test with and without the support of the GUI (details in [4]).

When the tasks are performed without the support of the GUI users have
to navigate the file system in order to find input and output images they need.
This implies remembering at each step not only the names of the images but also
the names of the directories, their position and whether they have been already
opened or not. To this, we have to add all the information regarding the use
of additional tools for open and visualise MRI scans, analysing the similarity
indexes, updating the specification code and running the analysis through com-
mand line operations. With the support of the GUI, instead, all the required
information is displayed, available and visible. Users do not need to navigate the
file system (and thus remember names and positions) since they already have
both input and output files available on the GUI. They do not need to remember
how to use external tools since the GUI provides both an embedded code editor
and viewers that enable a simplified task execution. Finally, users do not need
to remember how to run VoxLogicA from command line since they can perform
an analysis by just clicking on a button. This results in a considerable reduction
of the memory load in using the proposed GUI.

4 Conclusion and Future Work

We presented a prototype of a novel GUI for various user classes in the domain
of medical image segmentation. The GUI supports the use of the spatial model
5 The success rate is measured as the sum of the tasks completed successfully and the

tasks completed with some issue weighted 0.5, over the total number of completion
attempts (i.e. the product of the number of tasks and the number of participants).
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checker VoxLogicA for the design of novel medical image analysis methods. We
evaluated a first GUI prototype with a usability study and a memory load eval-
uation. The study provides important feedback on how to improve the GUI for
further analysis. The memory evaluation shows how the GUI can help users in
completing their tasks successfully with a lower cognitive effort. As part of future
work, we plan to carry on the usability studies on other classes of users to test
further GUI features, in order to improve the tool in an iterative design cycle.
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Abstract. The research on motion perception mainly focuses on flat images, and
there is lacked research on 3D aspects. This study discussed the rotational dynamic
optical illusion movement perception of a sphere through the dimension of the
psychology of vision in the domain of basic modeling. The modeling bodies in
prior studies mainly focused on cylinders and cones; therefore, the sphere was set
as themain research direction of this paper for studying the line angle optimization
of spiral patterns on dynamic sphere surfaces. The study provides five different
angles of samples, that angles are 5°, 10°, 15°, 20°, and 25°. This study employed
themethod of adjustment in experimental methods to study the inducedmovement
effect andmovement afterimage effect of spheres through dynamic modeling. The
findings showed that the sample at the line angle of 5° brought a better dynamic
optical illusion movement perception to the subjects when the sphere was in a
rotationalmovement. The results of this studywere expected to provide a reference
for future researchers and related art design creators.

Keywords: Dynamic modeling · Sphere · Dynamic optical illusion · Induced
movement ·Movement afterimage

1 Introduction

This study followed the studies of Chen [1] and Chen et al. [2] to discuss the probability
of rotational movement perception. The above-mentioned studies discussed changes in
the induced movement and movement afterimage through the rotational movement of a
cylinder, polygonal cylinder, and polygonal cone, and found that the sphere had a worse
movement perception effect. As its characteristic of shape was different from the named
samples, the sphere was worthy of further discussion and could be used as a sample in
research to discuss its movement perception effect.

Movement perception refers to the perception of displacement of an object in space.
It depends on the object’s movement velocity, the distance between the moving body
and the observer, the movement of the observer, and the stationary state. When an object
changes its spatial position and this change can be detected, the perception of the object’s
movement is generated. Movement perception includes induced movement, automatic
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movement, apparentmovement, andmovement afterimage. This studyused a spherewith
a continuous smooth body as the modeling body. As it had a continuous smooth surface
and did not have a border line, a sphere was less relevant to the automatic movement and
apparent movement of movement perception. As a result, the movement perception used
in this study only included the induced movement and movement afterimage. According
to the direction of this study, the effect of visual perception was considered, and the
induced movement and movement afterimage were discussed in depth.

Inducedmovement refers to themovement perception generated by stationary stimuli
induced by the stimuli of all actual movements [3]. Gregory [4] found that the viewer
will consider environmental factors during watching. According to different influence
forms, the inducement can be divided into the mutual movement between objects, the
movement between oneself and the object, the differentiation of figure-ground relation,
and the irregular figure being easier to generate induced movement than the regular
figure [5]. This study probed into the differentiation of the figure-ground relation.

The differentiation of the figure-ground relation results from the direct relationship
between the inducedmovement performance of forms and the figure and ground.When a
continuous line rotates, an obvious figure-based rotation phenomenon will be generated,
causing figure and ground to be differentiated. According to the findings of Chang [5],
when the area of the ground is larger than the figure, the ground will generate the illusion
of nonrotation due to the assimilation phenomenon, but the figure will be separated from
the ground perception, thus generating the dynamic effect of actual rotation and causing
only the induced movement of the rotating figure to be perceived.

The movement afterimage refers to the phenomenon of the naked eye perceiving the
existence of an object’s form for a short period of time after it suddenly disappears [6].
It is the movement perception without the actual movement stimuli which were induced
by the actual movement stimuli. The movement afterimage occurs after watching the
actual movement. When the eye sees a quick movement or spatial displacement of an
object, object images from different time points are temporarily imaged and remain on
the retina for 0.04–0.06 s, after which they are sent back to the brain through the optic
nerves and perceived as the object’s movement or a displacement image. If the object
moves continuously or stops suddenly, the image of the object at the previous moment
will not disappear immediately from the optic nerve but remain for 0.04–0.06 s, thus
generating the visual illusion of existence [7].

The purpose of this study was to fabricate a spherical experimental sample using a
helically continuous line pattern on the spherical surface as the basis for studying the
dynamic optical illusion of the movement perception effect. The experimental results
were analyzed to discuss whether the figure-ground relation generated by different line
angles and different line thicknesses would influence the perception effect. This study
was expected to further understand the characteristics of the rotational dynamic optical
illusion and perception effect of the modeling sphere and to provide a reference for
future research and creation.

In this study, a spiral line pattern was laid on the sphere surface. The pattern varied
with the line angles, and the spiral movement of patterns was adjusted by the wireless
variable frequency digital control system. The movement perception perceived by the
subject’s eye was recorded using a tachometry, and the line angle optimization result of
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spiral patterns on a dynamic modeling sphere surface was obtained by comprehensive
analysis.

2 Experiment Method

2.1 Measurement Method

The psychophysical method can be used to obtain the relationship between the sensory
system and physical stimulation through threshold measurements [8]. If a stimulation
value enables the subject to detect the stimulus, the stimulation value will represent the
lower absolute threshold of the sensory system; on the contrary, if the stimulation value
causes the subject to fail to perceive the stimulus, the stimulation value will represent
the upper absolute threshold of the sensory system. The interval threshold between the
upper absolute threshold and the lower absolute threshold is called the speed threshold
in this study because the stimulation value is the rotation speed.

2.2 Sample Pattern Setting

Lines were used as the basis of the sample patterns according to the experimental objec-
tive. Lines are very important in shaping art, as they can scientifically divide the space
in a shape as well as simply, rapidly, and precisely segment a shape’s external regions
to generate ocular depth remodeling [9]. A line is characterized by its shape, thickness,
and hardness, and the length, curvature, straightness, thickness, and density of a line can
illustrate different artistic expressions [10]. The experimental results would be further
explored according to the said characteristics of the lines, including the thickness of the
lines, the density of the lines, and the space between lines.

2.3 Experiment Design

A spiral line with a thickness of 10 mmwas combined with five line angles (five degrees,
10°, 15°, 20°, and 25°) in the experiment of this stage. The subjects were stimulated by
varying the rotation speed stimulation value, and the researcher recorded and discussed
their responses to the rotational dynamic optical illusion movement perception of spiral
patterns on a dynamic sphere surface in the experiment of this stage. According to the
schematic diagram of the line angle pattern samples (Fig. 1), the angle influenced the
line spacing (line density) and the number of lines in a specific range. According to the
requirement of the sphere sample in this experiment, the experimental samples of line
angles in the first stage of the experiment were 5°, 10°, 15°, 20°, and 25°.
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Fig. 1. Line angle pattern samples

2.4 Pattern Samples

The sample in this study was an actual three-dimensional sphere with a diameter of
200 mm. Based on the optimum viewing angle of 14°, the viewing distance was set as
800 mm, and the calculated sphere height was set at 200 mm, as shown in the schematic
diagram of Stage 1.

The actual sample was fabricated by 3D printing after precise drawing and the
modeling calculation by the 3D modeling software of SolidWorks 2015. Finally, the
printed sphere and line pattern were further processed for the experiment.

In terms of the spiral continuous line pattern on the sphere’s surface, according to
the research findings of Chen [1] a 10-mm-thick black line and a 15° spiral line angle
were employed as the standard for the experimental samples in this study.

According to the experimental line angle samples shown in Fig. 2, a smaller line
angle indicated a larger number of lines visible to the subject and a smaller line spacing.
Comparatively speaking, the larger the line angle was, the smaller the number of lines
the subject could see, and the larger the line spacing. In other words, according to the
division of figure and ground, the subject could perceive more figures at a smaller line
angle than with a larger line angle; comparatively speaking, the subject could perceive
more ground at a larger line angle than at a smaller line angle.

2.5 Subjects

A total of 20 students participated in this experiment, including tenmales and ten females
ranging from 22 to 25 years of age. The subjects all had training in professional design
and art. The naked binocular vision or the corrected binocular vision of the participants
was measured using the C-type visual acuity test scale, and the participants had a normal
visual acuity of 0.9–2.0.

2.6 Experiment Equipment and Tools

The experimental environment was controlled for normal illumination and was based
on a digital variable frequency wireless control system. The rotation direction of the
wireless control system was adjusted according to the user or experimental conditions,
and the motor speed could be controlled accurately by pressing a button. The adjustable
minimum variation of this system was 1 rpm, and the rotation speed ranged from 1 rpm
to 1300 rpm. The digital panel recorded the subject’s stimulation value clearly and pre-
cisely to reduce errors in the experiment and enhance the reliability of the experimental
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results. The wireless control system rotated around the vertical X-axis to perform a spiral
movement of the experimental sample.

Fig. 2. Experimental line angle samples

2.7 Experiment Procedure

At the beginning of the experiment, the knowledge about movement perception was
explained to the subjects, so that the subjects knewabout the overall experimental process
well and the target position of their focal point. The inducedmovement of the samplewas
performed at the beginning of the test, where the rotation speed stimulation value (rpm)
was increased slowly until the subject detected the existence of induced movement. At
this point, the lower absolute threshold of the induced movement was recorded, and the
rotation speed stimulation value (rpm) was increased until the subject could no longer
detect the induced movement. At this point, the upper absolute threshold of the induced
movement was recorded. After a sufficient period of rest, the subject received a test for
rotation speed stimulation value until the movement afterimage was perceived, and the
lower absolute threshold of the movement afterimage was then recorded. In the end, the
experimental data of Stage 1 ware integrated, and a sample sphere with a spiral pattern
at an optimal line angle was obtained after comprehensive discussions and analyses
(the sample with the widest speed threshold interval). The experimental process was as
follows:

1. At the beginning of the experiment, its purpose and procedure were explained to the
subjects, so that they knew that this experiment was about finding the most suitable
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angle of the spiral line pattern for the optical illusion effect of a spiral sphere. An
optimal sample was summarized after the experiment (the sample with the widest
speed threshold interval of themovement perception). The concepts of basic dynamic
optical illusions andmovement perceptionwere explained to the subjects, and further
explanations were provided if the subjects had any questions.

2. The subjects engaged in several practice attempts before the formal experiment to
familiarize themselves with the entire experimental process.

3. After the experiment was completed, the stimulation value (speed threshold) of the
pattern perceived by the subject was recorded.

3 Results

The experimental result, from the induced movement to the movement afterimage, was
analyzed. Five samples of spiral spheres at different line angles were listed in a table and
arranged in an ascending order. The perception threshold in the table was divided into the
lower absolute threshold (i.e., the minimum rotation speed stimulation value of which
the subject could perceive the dynamic optical illusion movement perception during the
rotational movement of the spiral sphere sample) and the upper absolute threshold (i.e.,
the maximum rotation speed stimulation value of which the subject could perceive the
dynamic optical illusion movement perception during the rotational movement of the
spiral sphere sample). The speed threshold in the table was the interval of the average
lower absolute threshold and the average upper absolute threshold of the spiral sphere
sample (i.e., the rotation speed interval value of which the subject could perceive the
dynamic optical illusion movement perception during the rotational movement of the
spiral sphere sample.

3.1 Induced Movement

According to Table 1, disregarding the sex of the 20 subjects, the larger the line angle
of the dynamic sphere’s surface spiral pattern was, the worse the effect of the induced
movement’s visual perception generated by the rotation speed stimulation value, and
the smaller the speed threshold interval. Conversely, the smaller the line angle of the
dynamic sphere’s surface spiral pattern sample was, the better the effect of the induced
movement’s visual perception generated by the rotation speed stimulation value, and the
larger the speed threshold interval. The line angle of 5° had the largest speed threshold,
meaning that the spiral sphere sample with a line angle of 5° was the best spiral sphere
sample compared to the spiral sphere samples with line angles of 10°, 15°, 20°, and 25°.
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Table 1. Induced movement rotation speed thresholds of the spiral patterns on the sphere surface
(unit: rpm)

Line angle spiral
sphere sample

Perception
threshold

Speed threshold Max Min M SD

5° Upper absolute
threshold

79.15 199 47 131.25 48.02

Lower absolute
threshold

83 28 52.10 15.95

10° Upper absolute
threshold

78.95 170 60 125.30 29.37

Lower absolute
threshold

79 26 46.35 15.89

15° Upper absolute
threshold

56.05 151 47 105.80 32.34

Lower absolute
threshold

91 27 49.75 18.26

20° Upper absolute
threshold

43.65 136 55 93.65 26.05

Lower absolute
threshold

88 27 50.00 17.37

25° Upper absolute
threshold

37.95 156 42 91.85 29.33

Lower absolute
threshold

94 23 53.90 21.38

3.2 Movement Afterimage

As shown in Table 2, the larger the line angle of the spiral pattern on the sample surface
was, the lower the lower absolute threshold of the movement afterimage would be, and
the lower absolute threshold of the overall movement afterimage decreased gradually as
the line angle of the spiral pattern increased. For the induced movement and movement
afterimage experiments conducted in this stage, the subjects showed a better perceptivity
for the sample of the spiral pattern at a line angle of 5°, meaning there was a wider speed
threshold interval for the subjects.
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Table 2. Movement afterimage rotation speed thresholds of the spiral patterns on the sphere
surface (unit: rpm)

Line angle spiral sphere
sample

Max Min M SD

5° 206 47 135.80 52.01

10° 175 52 116.70 35.20

15° 168 47 106.50 35.14

20° 157 47 97.90 34.11

25° 153 44 90.80 31.23

4 Conclusion

The line angle of 5° is the best dynamic sphere surface spiral pattern in this study.
According to the experimental results, the best viewpointwaswithin the viewing angle of
14°, the viewing distance was fixed at 800mm, and the height of the sphere was 200mm.
When the line angle of the sample was 5°, the subject could generate a relatively wide
speed threshold interval of induced movement and movement afterimage in the other
four samples that were higher than the line angle.

The number of lines (line angle) has the greatest influence. According to the
experimental results, the larger the line angle of the surface spiral pattern (the smaller
the number of lines of spiral pattern is), the higher the lower absolute threshold value
for the induced movement phenomenon of the sample perceived by the subject, and the
lower the upper absolute threshold value for the phenomenon perceived by the subject,
meaning that the inducedmovement phenomenon perceived by the subject only occurred
in a relatively narrow speed threshold interval. The smaller the line angle of the surface
spiral pattern was (the larger the number of lines of the spiral pattern was), the lower the
lower absolute threshold value for the induced movement phenomenon of the sample
perceived by the subject, and the higher the upper absolute threshold value for the induced
movement phenomenon perceived by the subject, meaning that there was a relatively
wide speed threshold interval.
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Abstract. The probability of shaping the development of zoetrope in the wagon-
wheel effect (WWE)phenomenon, shaping the performance ofBarberpole illusion
(BPI) on a triangular prism, pentagonal prism, heptagonal prism, and cylinder in
theWWEwas studied by experimentation. The shaping performance of a cylinder
in the WWE has such phenomena as “clockwise and anticlockwise rotation” of
the cylinder, “downward movement of line and upward movement of line” of the
lines on the cylinder, “line afterimage phenomenon” of the lines on the cylin-
der, and failure in discrimination (no rotation or line movement phenomenon).
18 students participated in the study. The experimental results show that (1) the
number of prism edges (excluding cylinder) and the number of failed discrimi-
nations increased by alternating rotations. The cylinder had the most prolonged
flicker effect regarding clockwise or anticlockwise rotation performance. Itwas the
last one having the clockwise-anticlockwise alternation compared with the other
prisms. (2) All prisms have about the same number of downward and upward lines
alternations. Regarding the number of alternations, the cylinder was the first to
change from downward to the upward movement of lines, and the triangular prism
was the last one. (3) The cylinder had the most prolonged downward movement
of lines, while all the prisms were coincident in presenting the upward movement
of lines. The number of prism edges positively influenced the number of failures
in discriminations. (4) Different viewing distances had the same performance in
the WWE of a cylinder.

Keywords: Wagon-wheel effect · Barberpole illusion · Persistence of vision

1 Introduction

Wagon-wheel effect (WWE, also known as the stroboscopic effect), it generally refers to
the rotation of spokes reverse to the direction of motion. It is mostly seen in animations
or movies. The eye’s response to light does not disappear immediately. The effect on
the retina remains for 0.1–0.4 s. This means, that when an object is moving quickly and
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the image seen by the human eye disappears, the human eye still maintains the image.
If the rotation speed of an electric fan is synchronous to the frame frequency of the
movie (24 fps), the electric fan blades look motionless. The reason is that the fan blade
would be at the same position when the picture is taken. However, if the speed is a little
faster, the electric fan blades appear to rotate forward. On the contrary, if the speed is
a little slower, the electric fan blades appear to rotate backward [1]. If the frame rate
is too low and a fast-moving object is displayed in the video, the physical movement
cannot be represented accurately and the illusory motion reversal (IMR) is formed.
Such a WWE is from a stroboscopic, intermittent light source, and the rotators in the
movies and TV. The WWE under continuous illumination (e.g., sun) may be observed
only under specific circumstances. Therefore, to achieve the bottommost persistence
of vision, at least 10 fps is required. Many people describe this phenomenon as the
persistence of vision, but there are differences. The persistence of vision affects the
continuity of images, but the motion of objects in the picture requires the participation
of cerebral interpretation [2]. The WWE in stroboscopic is the technology used by the
above-mentioned artists (e.g., stroboscopic and flicker display) so that the dynamics
appear, and these dynamics include clockwise rotation, anticlockwise rotation, upward
movement, downward movement, and IMR variation.

To generate IMR for the experimental stimulator of WWE, the timeliness and pat-
tern should be periodic [2–4]. Kline et al. [5–7] indicated that the IMR is a during-effect
continuous stimulation to a direction of motion. The observation eventually object per-
forms motion in a reverse direction, guiding the perception of reverse motion. Unlike
prior experimental studies, this study employed three-dimensional prisms as stimula-
tors in combination with the WWE of stroboscopic. The findings can be provided as a
reference frame for creating zoetropes in the future.

Corresponding to the periodicity of patterns, this study adopted the BPI proposed by
Wallach in 1935. Through parallel rotation around the cylinder axis, the spiral lines par-
allel to each other on the cylinder surface generate the visual effect of vertically upward
movement. The visual effect corresponds to the IMR ofWWE: rotation direction (clock-
wise and anticlockwise) and line movement (upward and downward movement of the
line). Additionally, the viewing distances were almost the same in the prior experiments.
None of them conformed to the viewing state corresponding to different distances in
the actual exhibition of artistic or design works. As a result, this study took the viewing
distance as one of the items to be investigated.

Two experiments were performed in this study. For Experiment 1 four kinds of
prisms including, triangular prism, pentagonal prism, heptagonal prism, and cylinder,
were developed from the shape of BPI. The rotation speed was increased from 30 rpm
to 600 rpm at an interval of 30 rpm in stroboscopic. Watch prism’s rotation direction
and line movement direction at different rotation speeds were observed and recorded.
A prism with stable performance (cylinder) was found and selected as the stimulator in
Experiment 2. In Experiment 2, according to the stimulator selected in Experiment 1,
the prisms were observed at the viewing distance of 1 m to 4 m. The rotation direction
and line movement direction were recorded. Finally, the BPI shape fit for the WWE in
stroboscopic was found.
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2 Experiment Research (I)

2.1 Methods

Participants. There were 18 participants including the undergraduate students and
the graduate students. These participants include nine males and nine females (Mage
= 22.4 years old, standard deviation [SD] = 2.1). All the participants had a normal
vision after correction, and none of them had color weakness or color blindness. All the
participants’ verbal acknowledgment and consent were obtained before the experiment.

Instruments and Stimulators. The digital variable frequency wireless control system
designed and developed by this study was combined with a multifunctional disc fixer as
the experimental equipment. In terms of the digital variable frequency wireless control
system, the implementation size is 30 cm (Length) * 30 cm (Width) * 30 cm (Height).
Vector control was used, and the operation interface was a digital control panel. The
motor speed was displayed numerically, and the actual rotation speed could increase
from 0 rpm to 1200 rpm. In terms of the multifunctional disc fixer, the disc diameter
is 35 cm, and the surface is engraved with concentric circle graduation grooves at an
interval of 1 cm. The material is aluminum alloy light metal.

In terms of the experimental environment, the experiment was performed in a dark-
room to achieve an ideal state of flicker effect, and the only light source was a strobe
lamp. The flicker equipment voltage is 120 V, 60 Hz (30 flashes per second) are univer-
sal fixed settings and values. The equipment was installed at 1 m above the subject and
positioned vertically downward during the experiment.

The stimulators used in this study were a triangular prism, pentagonal prism, hep-
tagonal prism, and cylinder (Fig. 1). The design of stimulators referred to the calculation
and rule of graphics. The regular polygon in the circumference was worked out through
the known circumcircle. The height of the prism was calculated in the golden ratio of
1:1.618. Referring to the optimal combination setting for the BPI effect of Chen et al.
[8], the stimulator was designed as 25 cm high continuous parallel straight spiral lines
with a surface line with a width of 10 mm at an interval of 40 mm and an angle of 15°.

Procedure. The experimental procedure is described in this section. The participants
were instructed before the experiment, and further explanation was provided if the par-
ticipant had any questions after reading. Afterward, the participant sat at 1 m in front of
the experimental stimulator with a viewing angle between 12 to 17° [9]. The participant
was acquainted with the experimental process by appropriate practices.When the formal
experiment began, the digital variable frequency wireless control system equipped with
the experimental stimulator was turned on. The clockwise rotation speed was increased
from 30 rpm to 600 rpm at an interval of 30 rpm. Combined with the optimum flicker
times suggested by Tseng et al. [10], the stroboscopic was turned on at 30 times per
second for dynamic illusory motion perception response. The “nonresponse”, “anti-
clockwise or clockwise”, “downward movement of line (DMOL) or upward movement
of the line (UMOL)”, and “failure in discrimination (FID)” were recorded directly, and
the experiment was concluded.
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Fig. 1. Research stimulators

2.2 Results and Discussion

Excluding the cylinder, as the number of edges of the prism increased, the clockwise
and anticlockwise rotation alternated more (triangular prism: 4 times, pentagonal prism:
8 times, heptagonal prism: 12 times, cylinder: 7 times), and vice versa. The heptagonal
prism was the first one inducing the clockwise-anticlockwise alternation (90 rpm). The
cylinder was the last one (180 rpm). The cylinder was the longest at 30 rpm–180 rpm
and 480 rpm–600 rpm in the speed threshold of clockwise rotation or anticlockwise
rotation, respectively. Additionally, the number of failures in discriminations increased
with the number of prism edges. Contrarily, a smaller number of edges of the prism had
few failures in discriminations (triangular prism: 17 times, pentagonal prism: 21 times,
heptagonal prism: 24 times, cylinder: 36 times). Finally, a single-factor dependent sample
ANOVA of anticlockwise, clockwise, and FID for a triangular prism, pentagonal prism,
heptagonal prism, and cylinder, anticlockwise (F= 1.094, p= 0.309> 0.05), clockwise
(F = 0.542, p = 0.656 > 0.05), FID (F = 1.691, p = 0.179 > 0.05) was performed.
There was no significant difference in all results.

All prisms had an insignificant difference in the number of alternations of DMOL
and UMOL (triangular prism: 3 times, pentagonal prism: 3 times, heptagonal prism: 2
times, and cylinder: 2 times). The cylinder was the first to show the alternation of DMOL
and UMOL (240 rpm). The triangular prism was the last one (300 rpm). The cylinder
had the most prolonged effect of DMOL (30 rpm–270 rpm). All prisms had a consistent
speed threshold of UMOL (390 rpm–600 rpm). Additionally, the number of failures in
discriminations increased with the number of prism edges. The smaller the number of
edges of the prism leads to fewer failures in discriminations (triangular prism: 55 times,
pentagonal prism: 33 times, heptagonal prism: 31 times, and cylinder: 26 times).

In terms of the trend of DMOL, almost all prisms have DMOL before the rotation
speed of 80 rpm. This decreased gradually after the rotation speed of 180 rpm till
300 rpm–330 rpm. However, the UMOL was observed at 360 rpm, and the DMOL was
observed at about 0 times. In terms of the trend of UMOL, it approached 0 times in the
beginning and increased until 180 rpm. The DMOL was observed at 300 rpm–330 rpm,
and then the UMOL was observed at 330 rpm–360 rpm.

In this experiment, most subjects could not discriminate the line movement direc-
tions at about 300 rpm. This speed threshold was the intersection of the lines’ upward
and downward movement. Finally, the single-factor dependent sample ANOVA was
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performed for the DMOL, the UMOL of lines and FID of triangular prism, pentagonal
prism, heptagonal prism, and cylinder, DMOL (F = 1.105, p = 0.354 > 0.05), UMOL
(F = 1.814, p = 0.155 > 0.05), FID (F = 2.467, p = 0.071 > 0.05). All of the results
had no significant difference.

In the experimental process, when the rotation speed was 150 rpm–210 rpm to
600 rpm, the line afterimage occurred on the prism surface. The line afterimage increased
gradually as the rotation speed increased, as shown in Fig. 2. The semi-transparent line
afterimage phenomenon increased from solid lines to somewhere nearly solid lines.
When the speed was higher than a specific rotation speed, the afterimage of the semi-
transparent line returned to the original midst of solid lines. This line afterimage phe-
nomenon corresponded to the findings of Purves et al. [2] that the actual number of lines
will exceed the original number of lines in the WWE.

Line afterimage from 150 rpm to 600 rpm (left to right) 

Fig. 2. Line afterimage effect drawing of the cylinder in stroboscopic

The relationship between rotation speed and WWE is mainly established on the
flicker rate and rotation speed in the persistence of vision. At a higher rotation speed, a
slower frame is perceived by human eyes. This leads to the response of forward/backward
rotation of prism. The upward and DMOL are the same, so this part verified the visual
phenomenon of WWE. Corresponding to the research purpose, a stable and suitable
display of artistic or design works was discussed. The occurrence time point of the
line afterimage phenomenon was used as a boundary for the criterion of rotation speed
(180 rpm) in Experiment 2.

The experiment of this stage aimed at the clockwise and anticlockwise directions
and the line movement direction. The cumulative trend of “clockwise and anticlockwise
directions”, and “UMOL and DMOL” of the four prisms was similar to the findings of
Finlay andDodwell [11]. They pointed out that the apparentmotion and flicker frequency
would be symmetrized by the apparent velocity trend of clockwise and anticlockwise
motions. In terms of the overall rotation speed of all prisms, the replacement trend
of anticlockwise and clockwise had periodic variation [4]. However, the alternation
phenomenon of “clockwise and anticlockwise directions” and “UMOL and DMOL”
corresponded to the perceived discontinuity of WWE as indicated by VanRullen and
Koch [12].
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3 Experiment Research (II)

3.1 Methods

Participants. There were 18 participants in this experiment as Experiment Research
(I). All participants’ verbal acknowledgment and consent were obtained before this
experiment.

Instruments and Stimulators. The experimental apparatus was the same as Experi-
ment Research (I). The stimulator for this experiment was one cylinder.

Procedure. The experimental procedure is described in this section. The participants
were instructed in reading before the experiment. Further explanation was provided if
the participant had any questions after reading. The participant stood at 1 m in front of
the experimental stimulator. Then the participant was acquainted with the experimental
process by appropriate practice. When the formal experiment began, the digital vari-
able frequency wireless control system equipped with the experimental stimulator was
switched on. According to the result of Experiment 1, the rotation speed was increased
from 30 rpm to 210 rpm at an interval of 30 rpm. This was in accordance with the
optimum flicker times indicated by Tseng et al. [10]. The stroboscopic was turned on
(30 times per second). For the WWE response, the “nonresponse”, “anticlockwise or
clockwise”, “DMOL or UMOL”, and “failure in discrimination (FID)” were recorded.
Afterward, the participant stood at 2 m, 3 m, and 4 m before the experimental stimulator
for experiments.

3.2 Results and Discussion

In this experiment, all the viewing distances had one alternation of anticlockwise to
clockwise. The alternation phenomenon was generated between 150 rpm and 180 rpm.
When the viewing distances were 1 m and 2 m, the clockwise phenomenon at the
rotation speed of 90 rpm. When the viewing distances were 3 m and 4 m, the clockwise
phenomenon occurred at the rotation speed of 30 rpm. It disappeared when the rotation
speed was 60 rpm. The clockwise rotation occurred at 90 rpm and 120 rpm. Therefore,
any viewing distance had a stable anticlockwise phenomenon before 150 rpm.

When the viewing distances were 1 m and 2 m and the rotation speeds were 180 rpm
and 210 rpm, the discrimination failure occurred once and once, and once and twice,
respectively. The FID occurred four times when the viewing distance was 3 m at a
rotation speed of 150 rpm. The FID occurred two and six times respectively at 180 rpm
and 210 rpm, and more than five times anticlockwise at 210 rpm. When the viewing
distance was 4 m, the FID occurred four times and five times respectively at 180 rpm
and 210 rpm, and more than four times of anticlockwise at 210 rpm. Therefore, the
number of failures in discriminations increased with the viewing distance.

Finally, this stage performed single-factor dependent sample ANOVA on anticlock-
wise, clockwise, and FID for 1 m, 2 m, 3 m, and 4 m, anticlockwise (F = 0.276, p =
0.842 > 0.05), clockwise (F= 1.075, p = 0.385 < 0.05), FID (F= 2.783, p= 0.071 >
0.05). All of the results had no significant difference.
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When the viewing distance was 1 m to 4 m, the number of DMOL was more sig-
nificant than that of UMOL with no alternation in the line direction. Regarding line
movement and FID, there was one occurrence before the rotation speed of 150 rpm.
There were at most four occurrences between 150 rpm and 210 rpm. All viewing dis-
tances had shown a stable DMOL before 210 rpm. However, the DMOL decreased as
the rotation speed increased.

In terms of FID, all distances had a few failures in discriminations until 180 rpm.
There was a slight influence on determining the direction of line movement. In the
researcher’s view, this phenomenon was related to the line afterimage phenomenon. The
line afterimage almost appeared at 180 rpm at any viewing distance.

Finally, this stage performed single-factor dependent sample ANOVA of DMOL,
UMOL, and FID for 1 m, 2 m, 3 m, and 4 m, DMOL (F = 1.975, p = 0.154 > 0.05),
UMOL (F = 2.782, p = 0.071 > 0.05), FID (F = 0.495, p = 0.690 > 0.05). All of the
results had no significant difference. Therefore, the viewing distance did not influence
the observation of WWE.

4 Conclusion

This study discussed the effects of different prisms at different rotation speeds and
distances in stroboscopic. In Experiment 1, as the number of prism edges increased
(excluding cylinder), the clockwise and anticlockwise rotation alternated more. The
number of failures in discriminations increased. The cylinder had the longest speed
threshold among all prisms in clockwise or anticlockwise rotation, and it was the last
one having clockwise-anticlockwise alternation.

All prisms had slight differences in the number of alternating DMOL and UMOL
of lines. Regarding the number of alternations, the cylinder was the first to show the
alternation of DMOL to the UMOL. The triangular prism was the last one. The cylinder
had the most prolonged effect of the DMOL. All prisms had a consistent speed thresh-
old of UMOL. The number of prism edges positively influenced the number of failures
in discriminations. In terms of the trend of DMOL, the overall number kept balance,
decreased, increased slightly, and decreased to a low point. The trend of UMOL was
opposite. When the discrimination failed, the intersection of upward and DMOL con-
centrated at about 300 rpm. The observation was performed at different distances in
Experiment 2. Compared to the cylinder at 30 rpm to 210 rpm in Experiment 1, there
was no significant difference in the clockwise and anticlockwise, DMOL, UMOL, and
FID according to statistical analysis.

In comparison with prior studies [2, 5, 7] employed plane figures for experiments. To
match the application of three-dimensional zoetrope, this experiment employed a three-
dimensional shape as an experimental stimulator. The design of the stimulator referred
to the experiment of Chen et al. [8], and the stroboscopic was used in shape, and the
changes in shape were discussed.

Regarding research limitations, this study adopted different prisms, different rotation
speeds, and different viewing distances to discuss the effect of shape in WWE. There
are different shapes in the shaping system, and the line variation of shape will be a
crucial factor influencing the visual effect. Therefore, subsequent research is suggested
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to apply different types of shapes (cone and sphere), colors, materials, and patterns to
discuss other probability and shaping performance. Additionally, the stroboscopic is a
stimulating light source, and its application requires extra attention for photosensitive
viewers.
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Abstract. It is believed that the living habits and living environment have a close
relationship with a person’s concentration. In this study, an experiment is designed
to measure the degree of concentration for two subjects for 40 days. Living habits
and environment data, as well as EEG (Electroencephalogram) data are collected
and divided into six cases according to gender and concentration status, and then
PCA (Principal Component Analysis) for each case is conducted. Furthermore,
using the principal components identified by PCA, a regression model is con-
structed to analyze the relationship between lifestyle (living habits and environ-
ment) data and concentration indexes by EEG. The analysis results on all the data
of the subjects suggested that the regression model has a certain degree of accu-
racy and there exists a significant relationship between concentration and the time
and quality of sleep on the previous day, even if the concentration status on the
following day is different.

Keywords: Electroencephalogram (EEG) · Concentration index by EEG ·
Principal Component Analysis (PCA) · Principal Component Regression (PCR)

1 Introduction

In recent years, people have become so busy with their work and study that their daily
rhythms are often disrupted. It is common to see people skipping breakfast, not getting
enough exercise, or going to bed late. It is believed that the living habits and environment
have a close relationship with concentration. In this study, an experiment is designed
to measure the degree of concentration. Concentration is generally measured according
to the rule of 10–20 EEG system [1]. With the evolution of device manufacturing tech-
nologies, brain waves can now be measured by a portable device of brain wave meter.
By collecting and analyzing the EEG data as well as the lifestyle and environment data,
we try to clarify the relationship between them.

The remainder of this paper is organized as follow. Section 2 presents related work.
Section 3 describes the concentration indexes by EEG and the experiment design for data
collection and analysis approach. The experiment results are reported and discussed in
Sect. 4. Finally, Sect. 5 provides a summary of this study and future research directions.
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2 Related Work

2.1 Analysis of Living Habits Data and Concentration

Nonoue et al. [2] studied on living habits and subjective symptoms and academic per-
formance of junior high school students to clarify the relationship between the living
habits and subjective symptoms to physical and mental health and academic perfor-
mance. In their study, 648 students from a public junior high school were asked to
answer a questionnaire for two months, and the statistical analysis on their performance
was conducted. The analysis results showed that adequate sleep, regular diet (breakfast,
lunch, and dinner), and exercise were associated with better academic performance and
a beneficial relationship with mental faculties, such as attention and concentration.

Van der Heijden et al. [3] examined the relationship of chronic sleep loss (i.e., symp-
toms of chronic sleep loss, such as short sleep, drowsiness, and irritability), subjective
sleep quality, and sleep hygiene knowledge with academic performance and academic
attention for 1378 higher education students in the Netherlands. The result showed that
the chronic sleep loss was associated with the academic performance and academic
attention of these higher education students.

2.2 Analysis of Environment Data and Concentration

Ichikawa [4] investigated the determinants of concentration in class considering the stu-
dents’ personal living environment, such as in a non-uniform thermal environment. In the
study, environmental measurements and a questionnaire survey were distributed to stu-
dents who take classes in a university stairwell. The questionnaire survey was conducted
multiple times, including during and after class. During class, students were asked to
respond to their current state of warmth, concentration, and fatigue once every 15 min.
After class, the students were asked about items such as their level of interest in the
class. The collected data were used to construct a multilevel model with concentration
as the objective variable, and room temperature and psychological status as explanatory
variables. The results of the multilevel analysis with concentration as the objective vari-
able showed that students’ concentration during classes was greatly affected by the level
of interest, fatigue, and the perception of temperature. In the meantime, the effect of
temperature and fatigue on concentration was different for each student, which implies
that there were individual differences among students. It was reported that students
with higher interest in the class may be more affected by the thermal sensation on their
concentration.

Another study of Ishizawa et al. [5] showed that according to the results of their
experiments on thermal environment changes and EEGmeasurements, there were many
cases inwhich higher temperatures tended to decrease the level of concentration.Besides,
they pointed out that individual differences and factors other than temperature may have
an influence on the possibility of environmental evaluation by EEG.

Zhu et al. [6] designed an experiment, having 32 healthy young adults as subjects,
who experienced 175 min of exposure to each of four air temperature levels (26, 30, 33
and 37 °C) and two relative humidity levels (50 and 70%) in a climate chamber, and who
were subsequently administered a cognitive task and had their EEG signals measured.
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The result showed that high humidity and high temperature increased drowsiness and
made it more difficult to think clearly, which implies that they had more difficulty
concentrating at high relative humidity.

2.3 Position of This Study

The study on lifestyle and concentration using questionnaires [2, 3] and the study on the
relationship between living environment and concentration [4] have shown that there
is a close relationship between living habits, environment, and concentration. However,
the data acquisition for these studies was done using questionnaires, which means the
data is highly subjective to each subject.

In recent years, it became possible to collect data with higher accuracy using a variety
of sensors and devices. In this study, quantitative analysis is proposed and conducted
using objective data, such as lifestyle and environment data, actually collected through
the use of wearable and portable devices, rather than subjective data from questionnaire
surveys.

3 Analysis of the Relationship Between Living Habits
and Environment Data and Concentration Indexes by EEG

3.1 Concentration Indexes by EEG

Brain waves are generally classified into five categories according to the magnitude of
frequency (δ, θ, α, β, γ): Delta (δ) 0.5–4 Hz, Theta (θ) 4–8 Hz, Alpha (α) 8–13 Hz, Beta
(β) 13–32 Hz, Gamma (γ) 32–100 Hz. As shown in Table 1, the main status in which
they occur are different [7].

Brainwaves canbeused as an indicator of a person’s level of concentration.Umezawa
et al. [8] pointed out that among the five brain waves, it is possible to observe the status
of human thinking by measuring the power spectrum of α and β waves or the ratio of α

and β waves, and further to measure the level of concentration by evaluating the value
of β/α.

Table 1. Five types of brain waves and their characteristics.

EEG Frequency Main status

Delta δ 0.5–4 Hz Sleeping or dreaming

Theta θ 4–8 Hz Dreaming or in low consciousness

Alpha α 8–13 Hz Physically and mentally relaxing

Beta β 13–32 Hz Alerts or positive thinking

Gamma γ 32–100 Hz Learning or solving problems
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3.2 Experiment Design

In this study, wearable and portable devices are used to collect the subjects’ living habits
data (sleeping and physical activities) and their living environment data (temperature
and humidity) during the EEG measurement experiment.

Since the movement of EEG differs depending on whether a person is in a relaxed
or concentrated status, the EEG measurement experiment in this study is divided into
relatively relaxed and relatively concentrated status, representing the different level of
concentration. Therefore, the EEG data of the subjects is measured and collected in their
comparatively concentrated and relaxed status respectively. The average power spectrum
values of the five EEGs and the value of β/α are taken as indexes, which are used to
conduct relevance analysis.

3.3 Analysis Methods

Regression analysis is a method of predicting an objective variable from explanatory
variables. In general, a multiple regression model is expressed in Eq. (1).

Y = b0 + b1X1 + . . . bpXp + ε (1)

where Y is the dependent variable, Xi is the independent variable, bi is the regression
coefficient, and ε is the error term.

When analyzing data by the multiple regression model, the more explanatory vari-
ables, the higher the coefficient of determination is likely to be. Therefore, using many
explanatory variables increases the possibility of highly correlated variables among the
explanatory variables and increases the possibility of multicollinearity occurring. If mul-
ticollinearity is present, it is difficult to estimate accurately from the model and is likely
to produce incorrect analytical results. Variance inflation factor (VIF) defined in Eq. (2)
can be used to determine the degree of multicollinearity.

VIF = 1

1− R2
i

(2)

whereR2
i is the coefficient of determinationwhen the explanatory variableXi is regressed

on all other explanatory variables. Typically, if VIF is greater than 5, multicollinearity
exists; if VIF is greater than 10, it indicates a high degree of multicollinearity. In such
cases, adjustments should be made appropriately.

Principal Component Analysis (PCA) can be one way to solve the multicollinearity
problem. In PCA, typically based on theKaiser-Guttman [9] and parallel analysis criteria
[10], the scree plot is used to determine the number of principal components.

PCR (Principal Component Regression), as a fusion of Principal Component Anal-
ysis and Regression Analysis, is a method of reducing the dimensions of data by PCA,
that is, reducing variables, and then performing regression analysis. In this study, PCR
is used to analyze the relationship between the living habits and concentration indexes
by EEG.
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4 Experiment Results and Discussion

4.1 Overview of the Experiment

Now there are many types of wearable and portable devices, each with its own unique
features. In this study, we conduct an experiment using the following three devices:
Muse Electroencephalograph1, Fitbit Smartwatch2, as well as WxBeacon2 Simple
Temperature Monitor3.

In the experiment, from August 16 to September 24, 2021, for 40 days two subjects
used the Muse Electroencephalograph to measure and record their EEG data twice a
day during gaming and meditation. At the same time, the data on their living habits and
environment were collected by Fitbit Smartwatch and WxBeacon2 Simple Temperature
Monitor. Next, the collected data were pre-processed, and 143 sets of data were divided
into six cases: all subjects’ game status, male subject’s game status, female subject’s
game status, all subjects’ meditation status, male subject’s meditation status, and female
subject’s meditation status.

4.2 Analysis Results

The calculated results of VIF are shown in Table 2, which shows that the VIF is greater
than 10 for the three variables of sleep duration, bedtime, and wake time. If multiple

Table 2. Calculation results of VIF.

Variable VIF

Time length of sleep 30.60

Time to sleep 13.59

Time to wake 10.86

Score of sleep 7.44

Time length of light sleep 6.63

Time length of wake 4.41

Time length of deep sleep 3.28

Calorie 3.07

Time of exercise 2.17

Step 1.84

Temperature 1.61

Humidity 1.49

Length of walk 1.05

Mean VIF 6.77

1 https://choosemuse.com/.
2 https:// www.fitbit.com/global/us/home.
3 https://weathernews.jp/smart/wxbeacon2/.

https://choosemuse.com/
http://www.fitbit.com/global/us/home
https://weathernews.jp/smart/wxbeacon2/
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regression analysis is performedusing these variables as they are, issues, such as accuracy
and reliability problems, may remain.

Fig. 1. Scree plot for all subjects’ game status

For this reason, in this study using PCA according to gender and concentration status
of the two subjects, the dimensions of the originally collected data with the explanatory
variables were reduced, and then four to six principal components are obtained to solve
the problem of multicollinearity. In addition, the principal components obtained for the
six different cases were set as explanatory variables, and the six types of EEG data
were set as objective variables, respectively. Then the multiple regression analysis was
conducted. The number of principal components is six according to the results analyzed
from the scree plot by all subjects’ game status, as shown in Fig. 1.

According to the results of the analysis of all subjects’ game status shown in Fig. 2,
the six principal components were able to explain 82% of all data and were interpreted as
the principal components representing “overall sleeping”, “sleeping details”, “exercise
situation”, “sleep time”, “environment” and “second exercise situation”.

The analysis results of PCR for all subjects’ game status are shown in Table 3. From
the table, the first principal component of “overall sleeping” was found to be highly
significant with a test result of “***” for the regression analysis of β/α, β and α waves.
Among the six regression models constructed, the coefficient of determination of the
regression model obtained with β EEG data as the objective variable was the highest
at 0.484, suggesting that the regression model has a certain accuracy on that the living
habits and environment are relevant to the concentration indexes by EEG.

Moreover, the analysis results for all subjects at meditation showed that the princi-
pal component of “overall sleeping” was also significant in the regression analysis of
beta/alpha, beta and alpha waves, indicating that sleeping is associated with concentra-
tion on the next day.On the other hand, the analysis results of PCR for the subject-specific
cases show that it did not reach a high degree of precision.
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Fig. 2. Results of PCA for all subjects’ game status

Table 3. Results of PCR for all subjects’ game status

Beta/Alpha Beta Alpha Gamma Theta Delta

x1 0.051*** 0.028*** 0.022*** 0.019* 0.007 0.012

x2 −0.016 −0.012 −0.010 0.006 −0.003 0.006

x3 −0.048* −0.029** −0.023* −0.033** −0.019 −0.014

x4 −0.050* −0.029** −0.018 −0.037** −0.011 −0.017

x5 −0.009 −0.010 −0.004 0.0001 0.009 0.019

x6 0.047 0.019 0.011 0.023 0.009 0.023

Multiple R-squared 0.417 0.484 0.364 0.265 0.130 0.101

Adjusted R-squared 0.365 0.438 0.307 0.199 0.052 0.020

Degree of freedom 67 67 67 67 67 67

p-value 1.66E−06 3.57E−08 2.34E−05 0.002 0.142 0.292
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5 Conclusion

As a result, the analysis of all the data of the subjects suggested that the regression model
had a certain degree of accuracy and that the relationship with the time and quality of
sleep on the previous day was significant, even if the status of concentration on the
following day was different. However, the analysis results for each subject were not
ideal, implying that there may be insufficient experiment data. And in this experiment,
only a part of living habits and environment factors were considered and used in the
analysis.

For the future work, more subjects, longer duration of the experiment, and more
data of lifestyle and environment factors can be considered to improve the accuracy and
reliability of analysis.
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Abstract. In Affective Computing, a mathematical representation of
emotions in the computer is desirable for emotionally interactive agents.
This study aims to obtain a latent representation of emotions (an emo-
tional space) common to the modalities, focusing on that humans can
recognize emotions from multiple modalities. We define the emotional
space as the latent space of the multimodal DNN model and propose
embedding emotional information into a Hemi-hyperspherical space. Our
proposed model fuses the emotional spaces of each modality with an
element-wise weighted average fashion. We train the model by combin-
ing emotion recognition and latent space unification tasks. The unifi-
cation task is the loss of distance between emotional spaces from dif-
ferent modalities expressed simultaneously, which leads to acquiring a
similar space from different modalities. Experiments using audio-visual
data evaluate the robustness of emotion recognition against modalities
missing. The results confirmed that the proposed method, especially in
the low-dimensional Hemi-hyperspherical representations, could acquire
a shared representation of emotion across modalities.

Keywords: Affective computing · Crossmodal · Emotion recognition ·
Representation learning · Hemi-hyperspherical representation ·
Emotional space

1 Introduction

In the Human-Computer Interaction with emotions, particularly in Affective
Computing, understanding the partner’s emotions and expressing the agent’s
emotions has been discussed [11]. For agents to “have” emotions, it is necessary
to represent emotions mathematically in the computer. Humans communicate
using various modalities such as facial expressions and voice. Also, humans can
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Fig. 1. Overview of the proposed model embedding the emotional information into
Hemi-hyperspherical emotional space and fusing an emotional space from multimodal
data.

recognize other people’s emotions accurately even when some modalities are
missing, such as when they are wearing a mask or their microphone is muted in
an online meeting. Moreover, there is redundancy in the emotional information
in each modality [3]. Deep neural networks (DNNs) are considered to capture the
abstract semantic structure of input data, and researchers are working to obtain
latent features as representations that are useful for downstream tasks [2]. This
study aims to obtain shared latent representations of emotions (an emotional
space) from different modalities using DNNs for modality-independent emotion
recognition. In a author’s previous work [5] showed that the latent represen-
tations embedded from different modalities are dissimilar in a trained emotion
recognition model. Note that this previous work has modeled the emotional space
in Euclidean space. Deep metric learning studies reported that normalizing the
feature space increases the inter-class distance and makes training more sta-
ble [13,14]. Therefore, this paper extends the deep metric learning method and
proposes a method to embed emotional information into a Hemi-hyperspherical
representation.

2 Proposed Method

2.1 Models

Figure 1 shows an overview of the proposed model. We define an emotional space
as the latent space preceding the final fully-connected layer of a model and
attempt to acquire the representation of emotions onto this latent space. The
modality A part encodes audio data into the emotional space for audio, and the
modality B part encodes facial image data into the emotional space for visual.
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Besides the Euclidean space, we propose representing the emotional space on
a Hemi-hypersphere by the following activation function a(·).

z = a(h) =

{
[tanh (h1), tanh (h2), . . . , tanh (hD)] (euclidean),

[h,1]√
[h,1]T [h,1]

(hemi-hypersphere), (1)

where h is the output of the fully-connected layers of each encoder model, and
D is the number of dimensions of the emotional space.

This method of the L2 normalization of latent representations is an extension
of the method of deep metric learning [13] to incorporate the bias term of the
output layer. Also, this method is considered to increase the distance of data
distribution between classes in the latent space and enable efficient and effective
training [14].

When fusing the emotional spaces for each modality, we referred to the mod-
eling of human perception of different modality information in a linear additive
form of fusion [4,7]. The proposed fusion method is based on an element-wise
weighted average as follows:

zfused = h
(
w · zaudio + (1 − w) · zvisual

)
(2)

h(x) =
{
x (euclidean),

x√
xTx

(hemi-hypersphere),

where w is the weight of average for fusion. Compared to related works [1,9] that
fuse modalities by concatenating feature vectors obtained from each modality,
our method can adjust the modality of emphasis by changing the fusion weight w.

To implement of the proposed model, we used WaveNet [10] for the encoder
of modality A part and ResNet-18 [6] for the encoder of modality B part.

2.2 Multitasking of Emotion Recognition and Unification

We train the proposed model on the multitasking of the emotion recognition and
the unification by the following loss function. Here, Lossrecog and Lossunif are
the loss of the recognition and unification task, respectively.

Loss = Lossrecog + Lossunif , (3)

Lossrecog =
1
N

N∑
i=1

−log
exp

(
f(zfused

i ,wyi
)
)

∑
c∈Label exp

(
f(zfused

i ,wc)
) , (4)

Lossunif =

{
1
N

∑N
i=1 ||zaudio

i − zvisual
i ||2 (euclidean).

1
N

∑N
i=1 arccos

(
(zaudio

i )T (zvisual
i )

)
(hemi-hypersphere).

(5)

where N is the batch size; Label is the set of emotion labels; yi(∈ Label) is the
target label. Here, f(·, ·) are logits of the output layer as follows:

f(zfused ,wc) =
{
wT

c z
fused (euclidean).

s · a(wc)Tzfused (hemi-hypersphere).



140 S. Harata et al.

Fig. 2. Macro F1 Scores on audio-visual condition for each # of dimensions.

where wc is the parameter of class c and s is a hyper-parameter of scaling the
cosine similarity [13].

3 Experiment

This paper uses an audio-visual acting video dataset RAVDESS [8] to train and
evaluation the model with seven emotion labels (Neutral, Happy, Surprise, Fear,
Anger, Disgust, and Sad). We trained the model with the 2–8, 256 dimensions
of emotional space. Since the results vary depending on the initial parameters,
we trained the model for ten trials in each condition.

3.1 Robustness of Emotion Recognition Under Pseudo Modality
Missing

This experiment evaluates the robustness of emotion recognition under the miss-
ing modality. We varied the fusion weight w in Eq. (2) and fused the emotional
space of each modality using that w. For example, w = 1 is a condition of missing
visual modality; only audio modality is provided, while w = 0 is missing audio
modality; only visual modality is provided. Then, we input the fused space to
the output layer and measured the emotion recognition performance.

Figure 2, 3, 4 shows results of w = 0.5 (audio-visual), w = 1 (audio-
only), w = 0 (visual-only), respectively. There are significant performance drops
when the emotional space is represented in Euclidean space or only trained on
the recognition task, notably in the audio-only case. In contrast, the Hemi-
hyperspherical representation shows better robustness in recognition perfor-
mance for both audio-only and visual-only.

The results suggest that embedding emotions on a Hemi-hypersphere and
training the model in multitasking recognition and unification makes it possible
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Fig. 3. Macro F1 Scores on audio only (missing visual modality) for each # of dimen-
sions.

Fig. 4. Macro F1 Scores on visual only (missing audio modality) for each # of dimen-
sions.

to derive a shared representation of emotions across audio and visual modalities.
Note that the performance even in low-dimensional spaces such as four or five-
dimensional space is competitive with the performance of 256-dimensional space.

3.2 Visualization of Emotional Space

Figure 5 are the visualization of train data on the two-dimensional emotional
space for each modality represented on a Hemi-hypersphere. Figure 5a and
Fig. 5b are projected into 2D from a 3D hemispherical surface. This visualization
shows that the emotional space mapped from audio is similar to the emotional
space mapped from the facial image. This result suggests that the unification
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(a) Encoded from audio data (b) Encoded from visual data

(c) Fused emotional space projected onto 3d
hemi-hypersphere.

Fig. 5. Visualization of two-dimensional Hemi-Hyperspherical Emotional Space.

task yields common latent representations from different modalities. Moreover,
the same emotions are distributed close together, and different emotions are
clustered apart. This indicates that the emotion recognition task lets the model
acquire latent representations that semantically represent emotional informa-
tion. In addition, the positional correspondence between the emotion clusters in
this visualization is similar to that of Russell’s circumplex model of affect [12].
Therefore, we consider that the proposed method can acquire an emotional space
that supports a widely accepted model from psychology.

4 Conclusion

In this paper, to obtain a mathematical representation of emotions (an emotional
space) common to modalities, we proposed embedding emotional information
into a Hemi-hyperspherical representation using a deep neural network model.
We trained this model on multitasking of an emotion recognition task and a
unification task. The experimental results show that the proposed method can
obtain a shared representation from different modalities. In future work, we will
evaluate the model on different datasets and compare the proposed emotional
space with other psychological models, such as Plutchik’s Emotion Wheel.
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Abstract. This manuscript employs an HMD-based virtual display envi-
ronment and looks carefully into impacts of long viewing distances to a
virtual screen upon mouse manipulation performance by including con-
ditions of viewing distances at smaller intervals. At the moment of writ-
ing this manuscript, the experiment is being in progress and this poster
reports the latest results. The results show that the speed of mouse manip-
ulation would increase with a certain amount of error, and physical fatigue
as well as psychological one would get worse for longer viewing distances.

Keywords: Mouse manipulation · Viewing distance · Virtual display

1 Introduction

The VDT syndrome is a symptom that is caused by extensive use of eyes for long
hours and pains in the neck or shoulders due to sitting at desks for long periods
of time, and physiological stress that stems from monotonous and continuous
work requiring no errors etc.

To deal with the VDT syndrome, international standards of ISO9241-303
specify requirements for electronic visual displays. It says for example that the
viewing distance, which refers to the physical distance between the surface of
the computer screen and the user’s eyes, should be 30 to 40 cm for children
and young people, and more than 40 cm for adults and older people. Thus,
optimal viewing distances have been discussed often from the side of human
ergonomics but not task performance. Previously, the authors [1,2] showed that
long viewing distances to a computer screen could improve performance of mouse
manipulation and calculation in terms of speed, accuracy, and psychological
fatigue. In their study, three experiments of tapping, tracing (ISO9241) and
kraepelin tasks were conducted for three viewing distances of 0.5 m, 32 m and
128 m from a virtual computer screen in an immersive virtual space provided
by an HMD. This study aims to add more data about impacts of those long
viewing distances on mouse manipulation performance and psychological fatigue
by including conditions of viewing distances at small intervals.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 144–150, 2022.
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Fig. 1. An HMD-based virtual computer screen system.

Section 2 describes a HMD-based virtual display environment and Sect. 3
conducts an experiment. Section 4 shows the experiment results and Sect. 5 gives
the concluding remarks.

2 A HMD-Based Virtual Display Environment

Figure 1 is a photo of the author’s HMD-based virtual computer screen system.
The user wears an HMD of HTC Vive Pro and he/she sees a virtual computer
screen just before his/her eyes, which is shown in the middle of the right physical
computer screen. The virtual computer screen image is a complete copy of the left
physical one and all the input made on the physical screen like mouse clicks and
drags goes back to the virtual one in a synchronous manner. Those two physical
computer screens are connected to a high-end computer of Dell Alienware to
compose a virtual space and run a virtual screen. The viewing distance can
manually be adjusted between 0.5 m and 128 m.

3 Experiment on Mouse Manipulation Performance

Figure 2 shows a setting of the experiment. The left diagram shows the top
view and the user sees a virtual computer screen just in front of him/her. To
ensure that the computer screen is placed just in front of the user at the given
viewing distance, the 3-dimensional position of the virtual computer screen is
adjusted relatively to the position of the user’s head in real time. The virtual
computer screen is enlarged with a constant horizontal FOV of 60◦ depending
on the viewing distance. For example, he/she perceives a large screen at a long
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Fig. 2. Experiment setting.

distance. The right diagram shows the side view and the virtual computer screen
is placed along a line at the angular position of 22◦ below the eye level according
to ergonomics of human system interaction in ISO9241. Four constant viewing
distances of 0.5 m, 8.0 m, 32.0 m and 128.0 m are given for each subject to perform
the given tasks. The four constant viewing distances are referred to as Near,
N-Middle, F-Middle and Far, respectively.

3.1 Tasks and Subjects

There are 11 subjects with the ages from 18 to 24 at the moment of writing
this manuscript. The author is planning to hire 30 subjects in the end, so this
manuscript is an interim report of the experiment. They are students from a
course of computer science and engineer in the university and all are right-handed
and have experience with manipulating a computer mouse. Each subject is asked
to perform tapping and tracing tasks which measure accuracy and speed of mouse
manipulation. For a tapping task, two rectangles are placed on the left and right
of the screen separately and the subject is asked to move the mouse cursor and
click on the rectangles in an alternating manner 100 times in total as quickly and
precisely as possible. Figure 4 shows a schematic diagram of the tapping task. In
the figure, the size and position of the rectangles are expressed as a percentage
for the width or height of the screen and the value at the top is the number
of counts of accepted clicks. For a tracing task, a circular path is placed in the
middle of the screen and the subject is asked to move the mouse cursor along
the center line of the path in a clockwise direction 100 revolutions as quickly
and precisely as possible. Figure 5 shows a schematic diagram of the tracing task
and the value at the top is the number of counts of accepted revolutions. The
size of the circular path and cursor is expressed as a percentage for the height
of the screen.
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Fig. 3. Procedure of the experiment. Fig. 4.Design of a tapping task defined
by ISO9241-411.

Fig. 5. Design of a tracing task defined by ISO9241-411.

3.2 Experiment Procedure

Figure 3 shows a procedure of the experiment. At the beginning of the procedure,
all the subjects have check-ups for their eyesight. Each subject performs a series
of tapping tasks first, which are followed by another series of tracing tasks. The
subject has a practice time to become familiar with each task before it begins.
After that, he/she sits still for 5 min then starts the task at one of the conditions
of Near, N-Middle, F-Middle and Far, and fills out a questionnaire about his/her
physical fatigue. He/she sits still for another 5 min then starts the task again at
the other condition and fills out the questionnaire.

The order of conditions between Near, N-Middle, F-Middle and Far is bal-
anced among subjects to remove order effects. Each subject performs one trial
at each condition for each task, resulting in

11 subjects × 2 tasks × 4 conditions × 1 trial
= 88 trials in total. (1)

As regards psychological fatigue, just before and after each task, subjects
perform flicker tests. A flicker test provides a subjective indicator of psychological
fatigue by asking them to see a light switching between on and off fast, and
judge the timing of transition between continuous perception of the light and
intermittent one. The timing is measured as the number of counts of flickering
light per section and it is called Flicker Perception Threshold or FPT. The FPT
holds comparatively high when the psychological fatigue is low or vice versa.
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4 Results

Figure 6 shows speed of mouse manipulation of clicking on a target for tapping
tasks. The horizontal axis shows four conditions of Near, N-Middle, F-Middle and
Far, and the vertical one does the average of elapsed times to complete the task
in second across all the subjects (solid line) and its standard deviation (dashed
line). From the figure, there seems to be a tendency for the speed to increase
at longer viewing distances. Figure 7 shows accuracy of mouse manipulation of
clicking on a target for tapping tasks. The horizontal axis is the viewing distances
and the vertical one does the average of rates of misclicks across all the subjects
(solid line) and its standard deviation (dashed line). From the figure, there is
somewhat a tendency for the accuracy to increase at longer viewing distances in
consideration of the fact that the standard deviation for Near and Far conditions
is comparatively large.

Figure 8 shows speed of mouse manipulation of dragging along a round path
for tracing tasks. The horizontal axis is the viewing distances and the vertical
one does the average of elapsed times to complete the task in second across
all the subjects (solid line) and its standard deviation (dashed line). From the
figure, there seems to be more increase in speed for longer viewing distances.
Figure 9 shows accuracy of mouse manipulation of dragging along a round path
for tracing tasks. The horizontal axis is the viewing distances and the vertical
one shows the average of gaps between the center line of the round path and a
sequence of temporal positions of the mouse cursor over the task across all the
subjects. From the figure, there seems to be a tendency for the mouse cursor to
move inside the center line at longer viewing distances.

Figure 10 show psychological fatigue obtained from flicker tests before and
after the task. The vertical axis shows the average of FPTs among all the subjects
for each condition. From the figure, psychological fatigue becomes less after the
task for the conditions of Near, N-Middle and F-Middle. The amount of increase
of psychological fatigue holds almost the same for Far condition.
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Figure 11 shows physical fatigue. The horizontal axis is the viewing distances
and the vertical one does the average of questionnaire scores among all the
subjects at each condition. From the figure, physical fatigue tends to increase at
longer viewing distances.

5 Conclusions

This manuscript conducted an additional experiment to add more data about
impacts of long viewing distances on mouse manipulation performance and psy-
chological fatigue. The results showed that the speed of mouse manipulation
would increase with a certain amount of error, and physical fatigue as well as
psychological one would get worse for longer viewing distances.

In future work, the author is going to hire more subjects to make the results
more reliable and include a further task that requires a large amount of time
like 10 min and 15 min to complete.
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Abstract. Over- and under-confidence in uncertain and volatile conditions often
encountered by military personnel may lead to suboptimal high impact decitions.
We investigated the relation between the metacognition accuracy of cadets‘ per-
formance in a technical IT subject and their observed and measured behaviour
characteristics: learning outcomes, knowledge of meta-cognitive strategies, emo-
tional states, time spent for studies, and overall satisfaction with the course and
their own efforts. Growth of IT knowledge of a group of 19 cadets who received
metacognition training during a three-week long IT course significantly exceeded
the results of a control group. Their metacognitive accuracy changed from over-
confidence to amoderate under-confidence towards the end of the course, although
the relation between the accuracy and the final grade did not differ significantly
from random data.

Keywords: Metacognition · Soft-skills · IT education

1 Introduction

Assessment and testing of knowledge and hard skills is an essential part of any formal
education. Exam forms, exam contents and formalised curricular usually contain the
teaching and testing of so-called “hard skills”, i.e. competences that can be described
as knowledge or skills, and can easily be assessed. This mostly works as an external
motivator for individuals who may then show a tendency to focus on their grades instead
of knowledge itself. Apart from knowledge, universities pride themselves in providing
higher level transferable skills to their students such as critical thinking, problem solving
and decision making. When looking at teaching curricula and assessment strategies of
higher education institutions, it appears that these often clearly defined learningoutcomes
seem to be assumed to develop “naturally”, because they are seldom explicitly taught
and usually not directly assessed.
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The awareness of one’s own thinking is called metacognition [1]. For decision mak-
ers, metacognition, i.e. the accurate assessment of their own abilities and knowledge,
is a critical transferable skill. Overconfidence may lead to overly risky decisions, while
underconfidence (in extreme cases often described as “impostor syndrome”) constitutes
an inefficient use of human resources. Self regulation and perseverance appear to bemore
important predictors of academic success than IQ [2] and the underlying mechanism of
these features is basedon agoodunderstandingof your own thinking.Highmetacognitive
accuracy describes the skill to assess one’s own cognitive processes such as learning and
cognitive performance accurately in line with objective measures. High metacognitive
accuracy thus predicts efficient learning, better decision-making and faster adaptation
in volatile environments. In the military domain, this imbalance between the need for
transferable “soft skills” and the lack of its systematic integration in teaching, training
and assessment can be considered to be particularly important, since security-risks or
inefficient use of human assets can have high costs in high-stake situations. In this pilot
study following an exploratory descriptive approach we aimed to investigate the rela-
tionship between self-assessment of performance, emotional state, learning outcomes
and development of metacognitive accuracy.

2 Methods

Participants (N = 19) were recruited officer cadets from a national military academy
in their first year. Grades in their required classwork of an introductory IT course were
used as outcome measures with grade “10” marking the perfect score, and grades below
“5” marking failure. The course lasted for 3 weeks with 2–4 h of lectures every day,
and homework assignments for the afternoons. In total there were 4 different tests of
their knowledge and skills throughout the course: a pre-course knowledge test (Test 0),
two tests during the course (Test 1 and Test 2), and the final test (exam). A significant
amount of timewas allocated to indirectlymotivate the cadets via introduction of various
meta-cognitive strategies [2]. The first homework assignments made them read literature
on strategies of successful students, write essays about their own methods of learning
they plan to use during the course, and discuss their findings about different note-taking
or memorising techniques. Gradually the focus during the lectures shifted to the subject
matter, but the students were encouraged to spend time on their meta-cognition: work
in groups, compare their notes, review previous tests, and constantly reflect on their
progress. Before the course, their trait and situational metacognition was assessed with
the Metacognition Assessment Instrument (MCAI) [3]. It is a 52-item self-report with
eight scales that assesses knowledge of cognition and regulation of knowledge. Items
are assessed on bipolar responses (true/false) and then ratios are computed from the
subscales. The test shows high reliability on all subscales (Cronbach’s α = .90). Their
judgement of performance was measured before and after each test with the following
items: ‘How well do you think you will do on the test’ (pre) and ‘How well did you do
on the test’ (post). A metacognitive performance score was computed as the difference
between the estimated and true result (the overestimation). To assess the students’ situ-
ational emotional states, we used the self-assessment manikin (SAM) [4] where mood,
physiological activation, and control was measured on a 9-point Likert-scale (1 to 9).
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Previous research has shown the SAM to be valid for both children and adults [5]. Sev-
eral additional variables have been measured after the course: the students were asked
to grade their overall satisfaction with the course, estimate satisfaction with their own
efforts, and specify an amount of hours they spent studying outside the classroom. The
cadets were free not to participate in any activities directly unrelated to the subject mat-
ter, but they chose to answer every questionnaire except for some minor omissions in
SAM towards the end of the course.

Regression analyses were performed to find relationships between the measured
variables. Metacognitive awareness and judgement of performance scores were entered
as the independent variables and outcome test scores were entered as the dependent
variables. Alpha (α) significance levels were set to .05. JASP v16 was used for analysis.

Finally, the pre-course knowledge grades and the final grades were also compared
to a control group of 81 students who had an identical course, but did not receive any
meta-cognition training.

3 Results

Results show that students reported overconfidence at the beginning of the 3week course
(overestimating their grades by 1.50 points during the Test 1) and became better at pre-
dicting their coursework results during the course. During the final test (exam) they
underestimated their score by 1.37 ± 0.36 points (the tests are graded on the scale of
10 with 5 points being the passing grade and 10 points the maximum). Students became
more accurate in predicting their final grades (R2 = .29, F = 6.95, p = .017, β = .539)
at the end of the course due to better metacognitive development. The metacognitive
accuracy was significantly positively associated with their final grade. Namely, a larger
overestimation of their exam grade corresponded to a smaller final grade (r = −.473, p
= .041). This result appears to be in line with numerous other published results citing
the Dunning-Kruger effect [6]. Unfortunately, the result is misleading the same way as
the Dunning-Kruger effect [7]. Indeed, persons with absolute knowledge cannot over-
estimate it, and the plot of overestimation versus the grade always favours the least
knowledgeable. In fact, the effect did not differ significantly from a set of randomly gen-
erated data. However, the score of the self-reported metacognitive awareness (MCAI)
also correlated with the final grade: the correlation of the total score (r= .389, p= .100)
lacked statistical accuracy, but one of the scales, the Declarative Metacognition, had a
statistically significant signal (r = .575, p = .010). Our exploration failed to uncover
correlations between the final grade and many other measured variables including hours
spent on homework, satisfaction with the course, satisfaction with one’s own efforts,
overall mood, activation, and control during the course or the fluctuations of these emo-
tional states.We only observed a tendency of themood to decrease throughout the course
togetherwith decreasing overconfidence, but this could have been caused by other factors
that we did not measure such as fatigue or disturbances in their routine (cadets usually
receive many unexpected military tasks during their free study time, and the process of
adaptation takes time).

Finally, Student’s t-test showed that there was no significant difference between the
initial (pre-course) results of the intervention group and the control group. However, the



154 A. Juozapavičius et al.

growth during the course, measured as the difference between the final and the initial
grade, was significantly higher for the intervention group (t = 4.011, df = 98, p <

0.001) with a very large effect size (Cohen’s d = 1.022). Namely, the group of cadets
who received themeta-cognition trainingmanaged to grow their knowledge significantly
more (by 3.6 grade points) than their colleagues from the control group (their average
growth was 1.9 grade points).

4 Discussion

This explorative study aimed to shed light on the covert process of metacognitive accu-
racy development during exposure to “hard-skill” related teaching. To the best of our
knowledge, this pilot is amongst the first to operationalize metacognitive skills during a
military educational context on IT-related “hard-skills” both on self-report and objective
level. Our preliminary results seem to indicate continuous adjustment of metacognitive
skills operationalized as prediction of exam performance during the course of a 3-week
teaching period. However, since high-performers are less likely to overestimate their
skills than to underestimate them (and vice versa), these results have to be interpreted
with caution. Further research with larger samples is needed to confirm the robustness
of this effect. While this hypothesised development of metacognitive accuracy over time
remains inconclusive for now, the observed tendencies and sub-test significance of a pos-
itive correlation between self-reported metacognitive accuracy and exam performance,
however, suggests a relevant role of metacognitive skills for learning performance.

The resulting moderate under-confidence in the last measurement can be considered
an ideal outcome given the security-sensitive high-stake situations in which graduates
of military education usually face during their first deployments. The development of
metacognitive skills is particularly warranted in situations that can be ascribed as being
of the VUCA type. VUCA stands for volatility, uncertainty, complexity and ambiguity,
i.e., situations where declarative knowledge or specific skills have rather limited effects
and require a high degree of self-regulatory skills, such as metacognitive accuracy.

5 Conclusions

Results of our explorative study show a positive influence of metacognitive training on
the final grade of a technical course taken by a group of cadets. Additionally, there is
an indication of a correlation between the metacognitive accuracy and the final result,
although a larger sample needs to be investigated to achieve a definite conclusion. We
found no correlation between the final grade and hours spent on homework, satisfaction
with the course, satisfaction with one’s own efforts, overall mood, activation, and control
during the course.

5.1 Limitations

Despite including the complete cohort of cadets available in the taught course, the sample
size is moderate and thus the obtained statistical results require replication in a larger



Towards a Metacognitive Accuracy Training in Military Education 155

sample. That being said, the calculated confidence intervals and margins of error suggest
a sufficient robustness of the obtained findings to justify the careful conclusions we
propose in this chapter. Ideally, teaching, grading and performance assessment of “soft-”
and “hard-skills” should be done by different persons.

5.2 Further Research

Further research should continue to improve our understanding on the role of metacog-
nitive skill development as a “side effect” of traditional “hard-skills” teaching, and vice
versa – the impact of meta-cognition teaching on acquisition of subject-related knowl-
edge. Being a valuable skill with a high predictive value for later success, long-term
competency development and personal “soft-skills” such as leadership, adaptability and
resilience, the aspect of metacognitive development should not only be considered to
be an essential learning outcome, but also be explicitly taught, monitored, assessed and
reflected upon. Further research should also include a curriculumwith the specific aim to
practice and evaluate one’s metacognitive accuracy in a wide range of realistic and cross-
domain scenarios. We hope that this initial research contributed to uncover processes
and ways of assessment.
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Abstract. Conceptual models visually represent entities and relation-
ships between them in an information system. Effective conceptual mod-
els should be simple while communicating sufficient information. This
trade-off between model complexity and clarity is crucial to prevent fail-
ure of information system development. Past studies have found that
more expressive models lead to higher performance on tasks measur-
ing a user’s deep understanding of the model and attributed this to
lower experience of cognitive workload associated with these models. This
study examined this hypothesis by measuring users’ EEG brain activity
while they completed a task with different conceptual models. 30 partic-
ipants were divided into two groups: One group used a low ontologically
expressive model (LOEM), and the other group used a high ontolog-
ically expressive model (HOEM). Cognitive workload during the task
was quantified using EEG Engagement Index, which is a ratio of brain
activity power in beta as opposed to the sum of alpha and theta fre-
quency bands. No significant difference in cognitive workload was found
between the LOEM and HOEM groups indicating equal amounts of cog-
nitive processing required for understanding of both models. The main
contribution of this study is the introduction of neurophysiological mea-
sures as an objective quantification of cognitive workload in the field of
conceptual modeling and information systems.

Keywords: Information systems · Conceptual models ·
Entity-relationship diagram (ERD) · Cognitive workload · Brain
activity · EEG Engagement Index

1 Introduction

Conceptual models are formal representations of the real world that are used
for the purposes of understanding and communication between stakeholders,
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analysts, and developers of information systems [11,15]. They are used in the
development of information systems with the aim to communicate the require-
ments of an application domain in such a way that it guides effective design of
the system [8]. A widely used type of conceptual model is entity-relationship
diagrams (ERDs), which communicate entities, i.e., constructs a business needs
to remember in order to run the business, as well as relationships between those
entities.

The use of ontology, a “branch of philosophy that deals with the order and
structure of reality” [2], has been proposed to guide the creation of effective con-
ceptual models [14]. To reduce the chance of failure in the development process
of an information system, a conceptual model must faithfully represent the rel-
evant aspects of the modeled domain, and it must be clear and understandable
to “users” of the model [3]. Therefore, it has to be simple while communicating
sufficient information to the user. Conceptual models that represent reality more
closely are considered more ontologically expressive, but this is achieved possibly
at the cost of increased complexity of the model [14].

The trade-off between “expressiveness” and “simplicity” has been studied
in a number of previous papers and addressed in the meta-analysis by Saghafi
and Wand (2020) [13]. It was found that models with higher ontological expres-
siveness significantly improved users’ understanding of an application domain
across different conceptual modeling grammars [13] as well as their performance
on tasks that required a deeper understanding of the model, e.g., problem solving
[5,8]. These findings indicated a positive influence of ontological expressiveness
on user interaction with the model allowing for better performance using the
system. Gemino and Wand (2005) discussed this finding from a cognitive load
theory perspective, arguing that models with higher ontological expressiveness
require less cognitive workload from the user as they represent the domain more
clearly and the user is better able to understand and retrieve information from
them [8]. However, they never provided any objective quantification of cognitive
workload to support this argument.

A more direct approach to assess users’ cognitive effort when they interact
with and develop an understanding of a conceptual model is to measure their
brain responses during the task using electroencephalography (EEG). Past neu-
roscientific studies indicate that changes in cognitive workload are reflected in
frequency band powers of EEG signals [1,4,10,12]. A neural metric that is often
employed to evaluate workload is the “EEG Engagement Index”, which is defined
as the ratio between beta power and the sum of theta and alpha powers extracted
from an EEG signal [1,4]. This index has already been employed and verified in
multiple human-technology interaction studies, however its application for user
interaction with information systems remains unexplored.

This study, for the first time, investigates neurophysiological metrics of cog-
nitive workload when two groups of users work with conceptual models of dif-
ferent ontological expressiveness as suggested by Gemino and Wand (2005) [8].
The research question is therefore formulated as below:
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Is there a difference in cognitive workload as measured by brain activity when
users retrieve information from two models with a different level of ontological
expressiveness?

2 Methods

2.1 Participants

Thirty university students with a mean age of 22.13 years (SD = 4.81) partici-
pated in this study. They were randomly assigned to one of the two groups: One
group worked with a low ontologically expressive model (the LOEM group), and
the other worked with a high ontologically expressive model (the HOEM group).
The study was approved by the Research Ethics Committee of the Tilburg School
of Humanities and Digital Sciences (REDC 2021.144). Prior to the experiment,
participants read an information letter and signed an informed consent form.

2.2 Experimental Task

Two conceptual models with different ontological expressiveness but presenting
the same business domain were chosen for this study. The ERDs belonging to the
selected domain, namely a machine repair facility, were taken from [9], and can
be viewed in Fig. 1. The left model consists of entities with optional properties
that lack certainty and hence is considered a low ontologically expressive model.
The right model consists of mandatory properties that communicate unambigu-
ous information and hence is considered as the high ontologically expressive
model. Each participant was randomly assigned to one of these models and was
instructed to complete missing information in a fill-in-the-blanks task using the
ERD in front of them.

2.3 EEG Recording

EEG signals were recorded from 16 electrodes according to the 10–20 inter-
national system (Fp1, Fp2, F3, Fz, F4, T7, C3, Cz, C4, T8, P3, Pz, P4, PO7,
PO8, and Oz). This selection allowed recording from all brain areas, i.e., left and
right hemisphere and midline frontal, temporal, parietal, and occipital regions.
The reference was set on the right earlobe and a ground electrode on AFz. A
g.Nautilus amplifier (g.tec Medical Engineering, Austria) was used to collect the
signals at the sampling rate 250 Hz.

2.4 Experiment Design

Before the day of the experiment, the participants received an email with prepa-
ration instructions for the EEG, and a video tutorial that explained ERDs. This
tutorial aimed to familiarize the participants with ERDs prior to the experi-
ment. Upon arrival on the experiment day, first, the experimental procedure was
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Fig. 1. The low ontologically expressive (left) and high ontologically expressive (right)
models used in this study, taken from [9].

explained to the participant and informed consent was obtained. Next, partici-
pants filled in a demographic questionnaire and the EEG electrodes were placed
on the participant’s head. When this was done, the participant sat behind a desk
with two computer screens and began the experimental tasks.

Before the main task, EEG signals in a 3-min baseline were recorded, while
participants looked at a fixation cross on the screen. Then, they read a text about
the domain that the ERD in the task was going to model (machinery repair), and
studied the diagram itself. After that, the main task started where they answered
fill-in-the-blank questions by retrieving information from the model, which was
presented on a second screen. The diagram remained visible on the screen, so
that the participant could refer to it while working on the task. The mean time
it took for the participants to complete the task was 8.78 min (SD = 2.06) for
the LOEM group and 10.51 min (SD = 3.26) for the HOEM group. Once the
experiment was finished, the EEG cap was removed and the participant was
briefed and thanked for their participation.

2.5 Analysis

The raw EEG data was pre-processed using MATLAB R2021b (Mathworks Inc.,
MA) and the EEGLAB toolbox [7]. The pre-processing steps included discarding
bad channels if necessary, applying a band pass filter of 0.5 to 60 Hz, rejecting
artifacts in the data temporally, and rejecting eye artifact components using
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Independent Component Analysis. Then, spectral analysis was conducted on
the clean data using the spectopo function from the EEGLAB toolbox [7] and
the mean beta (13–30 Hz), alpha (8–13 Hz), and theta (4–8 Hz) powers for each
channel and participant were extracted.

Using these powers, the EEG Engagement Index was calculated according to
the following equation [12]:

E =
β

α + θ
(1)

where E is the EEG Engagement Index and β, α, and θ are the mean power
in the beta, alpha, and theta frequency bands, respectively [1,6,12]. For every
participant, the EEG Engagement Index was baseline-corrected, i.e., the baseline
EEG Engagement Index was subtracted from the task EEG Engagement Index.

The baseline-corrected EEG Engagement Indices were compared between the
LOEM and HOEM groups in R (version 4.1.2). For the data of each channel,
it was first determined whether it was normally distributed using a Shapiro-
Wilk test. If the data was normally distributed, a Welch’s independent t-test
was used to compare the groups. If the normality assumption was not met, a
Mann-Whitney U test was used. Because the groups were compared 16 times,
the significance level was adjusted to 0.05/16 = 0.003125 using the Bonferroni
method.

3 Results

The EEG Engagement Indices for each channel are visualized in Fig. 2. Addi-
tionally, the results of the statistical test in each EEG channel are reported in
Table 1. No significant differences were observed in EEG-based cognitive work-
load that was produced by the subjects in LOEM and HOEM groups.

4 Discussion

In this study, EEG signals were employed to obtain a neurophysiological and an
objective measure of cognitive workload when two groups of participants used
conceptual models with different ontological expressiveness (low versus high) to
conduct an information retrieval task. Cognitive workload was quantified by the
EEG Engagement Index (Eq. 1) obtained from 16 channels distributed over the
scalp. Our results showed no significant difference in EEG Engagement Index
between the two groups at any of the investigated brain regions.

The findings presented here are inconsistent with the hypothesis of Gemino
and Wand (2005) that a high ontologically expressive model would require
less workload [8]. They base their hypothesis on the argument that mandatory
properties lead to a lower cognitive workload compared to optional properties,
because models with mandatory properties have a clearer structure, whereas
models with optional properties require extra reasoning in order to understand
the domain [8]. However, our results, providing an objective quantification of
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Table 1. Summary of statistical analysis comparing EEG Engagement Index between
LOEM and HOEM groups at each channel. The outcome of the Welch’s independent
t-test (left) and Mann-Whitney U test (right) are separated.

Channel t df p

T7 1.97 16.03 .07

C3 .73 23.78 .47

Cz .49 27.44 .63

C4 .39 28.00 .70

T8 1.02 18.59 .32

P3 −.20 23.31 .84

Pz .27 25.25 .79

P4 .87 25.74 .39

PO7 .83 24.37 .42

PO8 1.60 19.68 .13

Channel W p

Fp1 70 .33

Fp2 118 .84

F3 124 .65

Fz 107 .84

F4 106 .81

Oz 54 .79

cognitive workload from neural activity of participants, did not support such a
hypothesis, suggesting that both groups recruited similar amounts of cognitive
resources when processing optional and mandatory properties of the models.

A reason why model comparison in this study did not show a significant
difference may be due to the relatively small sample size where only 15 subjects
were present in each group. Particularly with individual differences present in
EEG signals, future research should expand the study with a larger sample to
be able to provide a reliable comparison.

Another reason could be participants’ lack of experience in working with
ERD models in this study. In the experiment of Gemino and Wand, participants
were business students who had taken at least one course related to Management
Information Systems and were thus familiar with conceptual ERD models [8].
Participants in our study were novice to this topic, and although they watched an
introductory video about ERD before the task, their previous experience with
conceptual models was almost non-existent. It could be speculated that such
difference in background knowledge between the participants of the two studies
led to different outcomes.

Finally, in this study, EEG Engagement Index was only compared during one
task which required filling in missing information, whereas Gemino and Wand
(2005) proposed multiple tasks in their study among which the problem-solving
task was argued to illustrate deeper understanding of a model [8]. Future research
should provide a more comprehensive analysis of brain activity as well as perfor-
mance on the task when users interact with ERD models from various domains
and conduct multiple tasks that target different levels of cognitive functioning.

In sum, the current study provides preliminary insights for future employ-
ment of neurophysiological measures in evaluation of conceptual modeling
methods. Using a quantified indicator of cognitive workload borrowed from
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Fig. 2. Plots showing the EEG Engagement Index obtained from participants work-
ing with low ontologically expressive (LOEM group) and high ontologically expressive
models (HOEM group) at all electrode locations.

neuroergonomics research, we propose that the trade-off between clarity and
complexity in conceptual models can be addressed by measuring brain activity
to strike an optimal balance between these two criteria from the user’s perspec-
tive [5].

5 Conclusion

This study aimed to quantitatively assess user interaction with conceptual mod-
els in information systems using EEG brain activity. Cognitive workload was
extracted from EEG signals when two groups of users worked with a low ontolog-
ically expressive model versus a high ontologically expressive model. Contrary to
the predictions of previous research, no significant difference was found in cogni-
tive workload as measured by brain activity in any of the EEG electrodes. This
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study demonstrates preliminary results for employment of neurophysiological
measurements in evaluation of Management Information Systems. Future work
can validate the precision and reliability of this method by employing larger
groups of participants and including more complex tasks (e.g., problem-solving)
to examine deeper levels of model understanding in brain responses.
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Abstract. This study carried out the long-time voyage simulation experiment in
the independently developed experimental cabin to explore the cognitive behavior
and subjective evaluation index of seafarer’s alertness during the simulated long-
time voyage, and test the effectiveness of the cognitive behavior indicators for
seafarer’s alertness during the simulated long-time voyage. The results show that
during the long voyage, the score of KSS was sensitive about seafarers’ subjec-
tive alertness decline from duty during the long voyage, the mean response time,
standard deviation of response time and lapse of PVT task was sensitive about
seafarers’ cognitive alertness decline from duty during the long voyage. The pre-
dictive effect of cognitive behavior index of alertness on the subjective alertness
of long-time seafarers is better in the early voyage and worse in the middle voy-
age, which may be related to the rhythm disorder of seafarers in the middle and
late voyage. The predictive effect after duty is better than before duty. Therefore,
PVT task is more suitable for early vigilance assessment of long-time voyage
seafarers and has more vigilance prediction on seafarer’s alert after duty. When
the seafarer’s rhythm is disordered, PVT’s prediction of seafarer’s vigilance will
be greatly inconsistent with the seafarer’s subjective perception of alert.

Keywords: Long time voyage · Cognitive behavior index · Seafarer · Alertness

1 Introduction

Low cost makes shipping become one of the main ways of international trade. A long-
time ocean voyage often crosses different sea areas and experiences complex and change-
able marine climate. Under the rapidly changing sea conditions, how to ensure the ship
complete the navigation task safely has become one of the critical issues in the field of
long-distance shipping. “The seafarers should be on duty in turn during the long-term
voyage to maintain high vigilance and respond to various emergencies at any time” is
one of the important means to ensure the safety of voyage. With the developing of infor-
mation technology and automation, the seafarer can operate the ship and ensure the ship
safety through various electronic information equipment during maritime navigation,
which greatly reduces the workload of the seafarer. However, long-time operation of
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electronic information equipment also leads to psychological burnout, decreased atten-
tion and alertness, which seriously threaten the safety of ship navigation [1–4]. So there
is great significance to timely evaluate the alertness of the seafarer and give necessary
intervention when the alertness of the seafarer decreases.

Some researches and products on the alertness assessment of automobile drivers,
athletes and other groups have explored the reliability and sensitivity of 3 min, 5 min,
10 min psychomotor vigilance task (PVT) to alertness, fatigue and sleep loss [5–8].
Jones et al. found the 5 min PVT and 10 min PVT had similar response speed, but the
3 min PVT did not produce results comparable with the 10 min PVT for response speed,
lapses or errors [5], which indicated the 5 min PVT could be a substitute for the 10 min
PVT [5, 10]. However, other studies stated the 3 min PVT was able to predict fatigue
and alertness [6, 7]. Differences in target populations may be a source of inconsistent
results. These suggested that there might be differences in the reliability and validity
of vigilance assessment for specific populations using PVT tasks. But few researches
focused on the alertness assessment in the field of ships and the effectiveness of existing
alertness assessment indicators under ship missions. Therefore, according to the needs
of long-time voyage, this study carried out the long-time voyage simulation experiment
in the independently developed experimental cabin to explore the cognitive behavior
and subjective evaluation index of seafarer’s alertness during the simulated long-time
voyage, and test the effectiveness of the cognitive behavior indicators for seafarer’s
alertness during the simulated long-time voyage.

2 Methods

2.1 Participants

12 male subjects were recruited through the society in this experiment. The subjects had
completed high school or college education, who were physically and mentally healthy.
They all have no drug, alcohol, smoking, internet dependence and addiction, no history
of inherited diseases, hepatitis b, hepatitis c, AIDS or other infectious diseases, and no
history of severe allergies. They had no mental disorders, no psychological diseases, no
organic and functional mental and neurological lesions, no sleep disorders or abnormal-
ities in the two and three generations. All participants possessed normal visual acuity (or
corrected visual acuity), hearing, smell and language expression ability, without color
blindness, color weakness. All subjects passed the interview, systematically physical
examination and psychological evaluation.

2.2 Procedure

The volunteers were required to fully implement work and life schedule of the actual
seafarer during the simulated long voyage, and carry out the ship simulation task during
working time. Before and after their working time, theKSS scalewas used to evaluate the
subjective alertness level of the seafarer, and the 5 min PVT task was used to evaluate
the cognitive alertness of the seafarer. The study passed an ethical review before the
experiment was conducted.
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2.3 Test Tasks

Psychomotor Vigilance Task (PVT Task). The subjects were required to focus on the
fixation point in the center of the screen after the start of the psychomotor vigilance
task (PVT task), and press the “J” button immediately when the countdown began.
The countdown would be continuing until the participant pressed the right key, and the
participant’s response time was recorded. Participants were asked to respond as soon as
possible, but not before the number appears, otherwise an error message would appear.
The experimental process is shown in Fig. 1.

Fig. 1. Psychomotor vigilance task (PVT task)

Karolinska Sleepiness Scale (KSS). Karolinska Sleepiness Scale (KSS) only had one
item asking participants represent their current awake status using 1–9 figures. 1 rep-
resented extremely sober. 9 represented sleepiness. The scores among 1–9 expressed
the subjects’ state from extremely sober to sleepiness. The smaller KSS score was, the
higher alert participant was.

3 Results

The score of KSS scale was extracted as the subjective evaluation index of simulated
seafarer alertness. The results of PVT included meant response time (mRT), fastest
response time (fRT), slowest response time (sRT), the fastest 10% response time (10%
fRT), slowest 10% response time (10% sRT), standard deviation of response time (SD),
lapse (LA), lapse ratio (LR), the trial numbers of one test (TN) was used as the alert
cognitive evaluation index [9–12]. Then the difference on the score of KSS scale was
analyzed to test the sensitive of the subjective evaluation index of seafarers’ alertness
after duty during the long voyage, the differences on the mRT, LR, sRT, 10% sRT, LA,
SD, 10%RT, fRT and TN of PVT task were analyzed to test the sensitive of the cognitive
behavior evaluation index of seafarers’ alertness after duty during the long voyage, the
calibration correlation coefficient was calculated with the subjective alert value as the
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calibration standard to evaluate the effectiveness of the alert cognitive behavior index
during the simulated long voyage. The results show that:

The score of KSS scale as well as the mean response time, standard deviation of
response time and lapse of PVT task after duty were significantly larger than before
duty (which was shown in Table 1), which meant the score of KSS was sensitive about
the seafarer’s subjective alertness decline from duty during the long voyage, the mean
response time, standard deviation of response time and lapse of PVT task were sensitive
about the seafarer’s cognitive alertness decline from duty during the long voyage.

Table 1. .

Index t df

KSS −2.47* 11

mean response time (mRT) −2.89* 11

fastest response time (fRT) −0.89 11

slowest response time (sRT) −2.19 10

fastest 10% response time (10% fRT) −0.29 10

slowest 10% response time (10% sRT) −1.94 10

standard deviation of response time (SD) −4.09** 10

lapse (LA) −3.75** 10

lapse ratio (LR) −3.80** 10

trial numbers of one test (TN) 1.81 10
*means p < 0.05, **means p < 0.001

The prediction effect of mRT, SD, fRT 10, 10% sRT, sRT, LA and LR of PVT task
on seafarer’s subjective alertness after duty were significantly better than those before
duty.

Before duty, the prediction effect of cognitive behavior index on the subjective eval-
uation index of simulated seafarer alertness from good to bad is the mRT, 10% fRT, sRT,
fRT, LR, LA, SD,10 sRT TN of PVT task, However, these index’s prediction effects
were poor. All index the calibration correlation were smaller than 0.2, which meant PVT
task might not effectively predict seafarers’ alertness changes from good to bad before
duty during the long voyage.

After duty, the prediction effect of cognitive behavior index on the subjective evalu-
ation index of simulated seafarer alertness from good to bad is the 10% sRT, mRT, LR,
LA, SD, sRT, 10% fRT, fRT and TN. But only the calibration correlation coefficient of
10% sRT and mRT was larger than 0.4, Which meant 10% sRT, mRT of PVT task might
predict seafarers’ alertness changes from good to bad after duty during the long voyage
(Fig. 2).

In time dimension, the prediction effect of PVT taskmRT on the seafarer’s subjective
alertness after duty in the first and second stages of voyage is significantly better than
that in the third stage. The prediction effect of LA and LR of PVT task in the first stage
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Fig. 2. The prediction effect of cognitive evaluation index on seafarer’s subjective alertness before
and after duty (mRT is the mean response time, fRT is the fastest response time, sRT is the slowest
response time, 10% fRT the fastest 10% response time, 10% sRT is the slowest 10% response
time, SD is the standard deviation of response time, LA is the lapse, LR is the lapse ratio, TN is
the trial numbers of one test).

of voyage were significantly better than those in the fourth stage. The prediction of
subjective alertness by PVT task TN in the fifth stage of voyage was significantly better
than that in the fourth stage. The prediction of the 10% fRT on subjective alertness in
the second stage of voyage is significantly better than that in the third and fourth stages,
the prediction of the 10% fRT on subjective alertness in the fifth stage is significantly
better than that in the third stage, the prediction of the 10% fRT after duty on subjective
alertness in the second stage of voyage is significantly better than that in the third stage,
and the prediction of the 10% fRT on subjective alertness before duty in the fifth stage
is significantly better than that in the third stage. The prediction of the fRT on subjective
alertness in the second and fifth stages was significantly better than that in the third stage,
and the prediction of the fRT on subjective alertness in the second stage was significantly
better than that in the third stage; The prediction of the 10% sRT on subjective alertness
in the second stage was significantly better than that in the fifth stage. These results
show that during the long voyage, the predictive effect of cognitive behavior index of
alertness on the subjective alertness of long-time seafarers is better in the early voyage
andworse in themiddle voyage, whichmay be related to the rhythm disorder of seafarers
in the middle and late voyage. Therefore, PVT task is more suitable for early vigilance
assessment of long-time voyage seafarers. When the seafarer’s rhythm is disordered,
PVT’s prediction of seafarer’s vigilance will be greatly inconsistent with the seafarer’s
subjective perception of alert (Figs. 3 and 4).



Study on Cognitive Behavior and Subjective Evaluation 169

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

mRT 10% fRT fRT 10% sRT sRT

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

SD LR LA TN

Fig. 3. The prediction effect of cognitive evaluation index on seafarer’s subjective alertness after
duty in time dimension
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Fig. 4. The prediction effect of cognitive evaluation index on seafarer’s subjective alertness before
duty in time dimension

4 Conclusion

This study has shown that the score of KSS was sensitive about seafarers’ subjective
alertness decline from duty during the long voyage, the mean response time, standard
deviation of response time and lapse of PVT taskwere sensitive about seafarers’ cognitive
alertness decline from duty during the long voyage. The predictive effect of cognitive
behavior index of alertness on the subjective alertness of long-time seafarers is better in
the early voyage and worse in the middle voyage, which may be related to the rhythm
disorder of seafarers in the middle and late voyage. The predictive effect after duty
is better than before du-ty. Therefore, PVT task is more suitable for early vigilance
assessment of long-time voyage seafarers and hasmore vigilance prediction on seafarer’s
alert after duty. When the seafarer’s rhythm is disordered, PVT’s prediction of seafarer’s
vigilance will be greatly inconsistent with the seafarer’s subjective perception of alert.
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Abstract. Today Virtual Reality is widely researched and applied
in non-conventional, informal educational settings, psychology, and
memory-based applications. The popular definition of working memory
is a system that works to provide temporary access to a select set of
representations allowing for manipulation [1]. However, there is a con-
sensus that this system has a limited capacity. This limitation of capac-
ity explains the systematic drop in performance with an increase in task
complexity. There is increasing attention to developing applications that
measure working memory. However, these applications are relatively low
validity. Working memory performance (WMP) is typically measured
by computerizing a WMP task and calculating the participant’s score,
but these applications neglect aspects of the computer-user interface
that may affect user’s WMP (e.g., immersion, presence, satisfaction, and
usability). To build a valid measuring system, all these conditions need
to be considered, and their impact on participant WMP must be thor-
oughly understood. We plan to investigate the impact of the degree of
immersion on working memory performance. First, we will evaluate the
effect of the immersion on the user’s feeling of being in the environment
(i.e., presence), usability, and satisfaction, and then we will investigate
the correlation between WMP and presence, usability, and satisfaction.
This work will measure the WMP in levels of immersion that are pro-
vided through desktop VR (DVR), immersive VR (IVR), and immersive
embodied VR (IEVR). We predict that these factors will impact partic-
ipant WMP, with WMP increasing with higher levels of immersion.

Keywords: Virtual Reality (VR) · Working memory · Head-mounted
display (HMD) · Immersive environments · User experience · N-back
task · Automated operation span task (Ospan)

1 Introduction

Working memory (WM) is one of the most-studied cognitive psychology and
cognitive neuroscience topics. Since Baddeley and Hitch introduced the concept
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of working memory in [2], there has not been a unanimous agreement upon
the definition of working memory. Working memory is vital for performing mul-
tifaceted tasks essential for day-to-day functioning. Tasks such as reading an
article, calculating numbers, and comparing different features or prices of cars
to decide the best to buy usually go through multiple steps, and results in each
step need to be temporarily saved in memory to get the task done [2]. WM is
the system that maintains task-relevant information while performing cognitive
tasks. In different definitions, WM is a system that temporarily provides access
to a set of tasks or relevant representations for manipulating [9]. The traditional
definition of short memory describes it as a passive storage buffer, while the WM
refers to a more active function with processing and storage units. [11]. It also
serves as a place of process execution and result storage [8,11]. Although there
are some different ideas about how to conceptualize WM, there is a consensus
that the WM has limited capacity, which means that only a limited amount
of information can be ready for access at any given time. This capacity lim-
itation accounts for the decline in cognitive performance with increasing task
complexity [5].

Over recent years, the increased usage of VR increased the focus on user
engagement and immersion. In this technology, the level of immersion is referred
to as presence, which can be defined as the feeling of being there in the virtual
environment [13]. Some research reported that the intensity of emotions that
users experience is directly impacted by the level of presence [13]. Due to its
ability to recall and intensify affective states, VR is an “affective medium” [13].
Many studies compare the impact of immersive virtual environments against
non-immersive environments. For example, Coulter et al. [4] compared the effect
of a fully immersive head-mounted display (HMD)-based learning and desktop-
based learning in the field of medical education. The result showed that the
HMD environment had a significant positive impact on knowledge gain among
participants. In the field of airline safety, Chittaro et al. [3] found that learn-
ing outcomes of the HMD immersive environment were better than traditional
card-based learning among passengers. Patel et al. [12] found that immersive
virtual environments positively impacted participant knowledge gain in physical
tasks in the same context. The researchers compared a fully immersive environ-
ment with a 2D video system that teaches participants some physical tasks. In
contrast, Moreno et al. [10] found no performance difference with either using
HMD or desktop-based applications for learning about botany. Juan et al. [7]
also found no significant difference in immersive and desktop in their study in
which students learned about the interior human body.

Researchers have been investigating the impact of immersion and presence
in learning environments; the research showed that this impact is varied among
environments. First, however, it is crucial to conduct empirical studies on the
impact of immersion on working memory performance.
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2 System Design

To induce different feelings of immersion, we varied the visual and auditory
fidelity of the environment. As a result, the environment varies from an embod-
ied and high level of visual and auditory fidelity to abstract and low fidelity
(Fig. 1.0). The user will be immersed in all the environments through a virtual
game that utilizes N-Back working memory tasks. In the immersive embodied
VR environment (IEVR), the user’s working memory performance will be scaled
through a VR game that immerses the user into an embodied virtual environ-
ment. However, in the immersive non-embodied VR (IVR) environment, the
game will immerse the user into a non-embodied virtual environment. Finally,
in the desktop VR (DVR) environment, this game will immerse the user into a
non-embodied 2D environment (Fig. 1).

Fig. 1. The different environments with different levels of immersion.

2.1 Immersive Embodied VR (IEVR)

In this environment, we aim to measure the user’s working memory performance
through a VR game. This game will immerse the user into an embodied virtual
game that utilizes the N-Back working memory task. The high-level flow dia-
gram for the Immersive embodied VR Working Memory scale is presented in
Fig. 1. The game familiarizes players with either little or no VR experience with
the virtual environment through exploration and tutorials. However, the game
provides the highest level of immersion, as it provides an immersive embodied
virtual reality metaphor that includes sounds, avatar hands, and head-tracking
ability. The player views a first-person perspective and controls through the con-
trollers that come with the HMD. Furthermore, the player goes through three
levels of the N-Back task, where the difficulty increases in each level. For perfor-
mance assessment, each achievement is given upon completion of a quest. The
user’s working memory performance is based on his score (correct answer and
response time) (Fig. 2).
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Fig. 2. The different environments with different levels of immersion.

2.2 Immersive Non-embodied VR (IVR)

This environment provides a lower level of immersion as the game will immerse
the user into a non-embodied (no avatar hands) virtual reality game. This envi-
ronment also provides a lower level of design fidelity (less realistic design). In
addition, no sound is provided in this environment. Otherwise, it has the same
features as the IEVR environment.

2.3 Desktop VR (DVR)

This environment provides the lowest level of immersion among the different
environments. The environment immerses the user into traditional non-embodied
2D games that offer lower fidelity. The player goes through three levels of the
N-Back task, where the difficulty increases in each level. After finishing the N-
back task in all three environments, the participant will do the Aospan task in
the DVR environment. These games follow the same approach as the previous
environments for score calculation.

3 Methodology

This research uses the N-Back task (working memory task adopted from Hussey
et al. 2017) [6] in different environments that create different levels of immersion
and interaction and studies how these circumstances impact WMP. To assess
the validity of the VR WMP measure, the Aospan task (working memory task
adapted from Unsworth et al.) [14] will be used for comparison at the end of
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the experiment. Therefore, the participant will do the Aospan task in the DVR
environment after finishing the N-back task in all other environments. We chose
these two WMP tasks based on the following criteria:

1. They are transformable to the computer environment.
2. These tasks include different aspects of WM (transformation, supervision,

and coordination).
3. Based on the literature review, these tasks are validated and reliable.

3.1 N-back Task

This task is adopted from Hussey et al. 2017 [6]. The participant will be asked
to recognize the stimulus object that appeared “n” trials earlier. The trail starts
with 500 ms of fixation followed by 500 ms of stimulus then 2 s of inter-stimulus
interval. Next, the participant determines whether the displayed object is a “Tar-
get” or “Non-target” by pressing one of two keys. Each sequence of items consists
of targets, lures, and fillers (6 targets, 6 lures, and 8+n fillers). Targets are the
items repeated in the n position (i.e., that matches the object that occurred n
trials back), while fillers are items that did not repeat. The lures, however, are
objects that repeat in position n+1, n+2, n−1, and n−2. Non-targets include
both lures and fillers. The user score is calculated based on the number of correct
answers and the time to choose the correct answers.

3.2 Automated Operation Span

This task is adapted from Unsworth et al. 2005 [14]. This task consists of fifteen
trials, each containing 3–7 items. Each item set consists of a math problem and
a letter. First, participants solve a simple math equation as quickly as possible
and decide whether the answer given on the next screen is true or false. After
choosing an answer, a letter will appear on the screen for 800 ms. At the end
of each trial, the participant is required to recall all the shown letters in the
correct order. Accuracy feedback will be provided after each set. To ensure that
participants were not biased in attempting to solve the math operations and
remember the letters, they were encouraged to always keep their math accuracy
at or above 85%. Participants are scored by the number of items recalled in the
correct serial position.

3.3 Questionnaires

In each environment, the sense of being present will be evaluated using Witmer
and Singer’s presence questionnaire [15,16]. Here is a sample of the questionnaire
questions:

1. How likely you are to use this system?
2. How involved were you in the virtual environment experience?
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3. Were there moments during the virtual environment experience when you felt
completely focused on the task or environment?

A questionnaire will be used to gather qualitative responses regarding par-
ticipants’ overall experience, system usability, and satisfaction. This data gives
insight regarding the participant’s satisfaction with the design and experience.
For example, the participant will be asked questions such as:

1. How much were you able to control events?
2. What would you change in this system?
3. Do you think this immersive experience would help you learn better?

3.4 The Experiment

The participant will do the N-back in three different environments: DVR, IVR,
and IEVR. The order will be counterbalanced across participants. The task
begins with a block of 3-back sequences, followed immediately by a block of 4-
back and 5-back sequences, all with lures in positions n + 1, n + 2, n−1, and
n−2. Following each sequence, the subject will be provided with the accuracy
and the average response time feedback. The participant will be provided with
practice before the first block in each environment. After the participant has
done the N-back task in the three different environments, they will be given a
questionnaire (Witmer and Singer’s presence questionnaire [15,16], and usability
and satisfaction questionnaire). They will then do the Aospan task in the DVR
environment. In this stage, score feedback will be provided. However, no ques-
tionnaire will be given after this task. Data will be gathered after each stage.
The experiment is designed as follows:

1. The participant does the N-back WMP task in DVR, IVR, and EIVR envi-
ronments in counter-balanced order.

2. Recording the score considering the number of correct answers, the number
of wrong answers, and reaction time.

3. The exit survey evaluates the participant experience in terms of presence,
usability, and satisfaction in each environment.

4. The participant does the Aospan WMP task in DVR environment.
5. Recording the score of the Aospan task.

4 The Expected Results

In this study, we expect that increasing the level of immersion increases the
feeling of being in the virtual environment (presence). In addition, a good design
and a higher level of immersion improve usability and user satisfaction. We
predict that increasing the level of presence, satisfaction, and usability will lead
to higher WMP. As a result, the level of immersion that the test environment
provides can significantly affect the user’s WMP.
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5 Conclusion

This research investigates the impact of immersion on a users’ feeling of presence
and user satisfaction when performing a working memory task. The foundational
works were prior studies of human working memory capacity using the N-back
task methodology. Existing computer applications that measure WM capacity
neglect conditions that may affect performance, such as immersion, presence, sat-
isfaction, and usability. As such, these applications may compromise the exper-
imental validity of the WMP estimate. This project extends former research
studies and develops a more accurate measuring system that incorporates other
necessary measures (e.g., immersion, presence, satisfaction, and usability) to con-
sider dimensions that affect human conditions and user experience. Addressing
these considerations and their impact on participant WMP will provide greater
insight into working memory and the effects of virtual reality. This work dis-
cusses the application’s design and development plan to measure the WMP in
various levels of immersion, and we predict that these factors will dramatically
influence and impact participant WMP.
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Abstract. This article aims at a comparative analysis of modern methods of neu-
roimaging for studying cognitive processes in clinical practice and psychophysiol-
ogy, taking into account the original experience and data – event-related potentials
(ERP), EEG, functional magnetic resonance imaging (fMRI) and positron emis-
sion tomography (PET). The main feature of neurophysiological diagnostics is
time – spatial resolution. As a rule, these are fractions of a second (ERP), seconds
(EEG), minutes (fMRI). Three groups of traditional neurophysiological research
methods are used – EEG, fMRI and ERP based on the P300 component. The
advantages of EEG include high temporal resolution, high gamma activity in the
right temporal lobe, as an indicator of the mechanism of binding conscious infor-
mation. The advantages of fMRI are high spatial resolution, increased blood flow
in the right temporal lobe, hippocampus, striatum, medial prefrontal cortex, and
dopamine region, nuclei adjacent to the ventral region. ERPs to some extent com-
bine the advantages of EEG and fMRI. PET reflects the state of the brain over
several days, which is associated with the life cycle of radioactive isotopes. The
level of research corresponds to the entire brain. Microelectrodes, maps allow
exploring individual neurons and nerve centers – nuclei.

Keywords: Event-related potentials · Brain computer interface · Positron
emission tomography · fMRI

1 Introduction

What place among the methods of brain mapping do the approaches of clinical neuro-
physiology and applied psychophysiology take? If we represent on the abscissa the level
of research from the whole brain to molecules, and along the ordinate, the time from
milliseconds to several years, one can trace the inclusion of various neurophysiological
mechanisms and their importance in the realization of mental functions (see Fig. 1). The
main feature of neurophysiological diagnostics is time – spatial resolution. As a rule,
these are fractions of a second (ERP), seconds (EEG, MEG), minutes (fMRI). Only
positron emission tomography reflects the state of the brain over several days, which is
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associated with the life cycle of radioactive isotopes. The level of research corresponds
to the entire brain. Microelectrodes, maps allow exploring individual neurons and nerve
centers – nuclei [8, 15, 22].

Research in 
time

Research level
Brain Mapping Layers/ 

Nuclei
Cells Synapses

Millisec/
sec EEG, ERPs, MEG, ECoG Neural activity

Biophysics
Sec/ hours fMRI, USDG, NIRS, EDA Vascular video

microscopy
Days PET-scan Angiography Molecular

biologyYears CT, MRI

Fig. 1. Comparative characteristics of neuroimaging methods (original).

2 Brain Evoked Potentials. Event-Related Potentials

In many psychophysiological studies carried out over the past 2–3 decades in various
laboratories around the world, and during neurosurgical operations, the nature of the
relationship between physiological and psychological indicators of perception hadmuch
in common. Early sensory evoked potentials (EP) waves (with PL up to 100 ms) show
a high correlation with the indicator of sensory sensitivity, and the late ones, including
the Pzoo wave, with the indicator of the decision criterion. Intermediate EP components
with a PL of 100–200 ms revealed a double correlation – both with the sensitivity index
and the decision criterion [10, 13].

Informative data on the essence of mental processes that make up the content of
the third stage of perception were obtained in studies devoted to the analysis of the
functional meaning and informational significance of the wave Pzoo, which shows the
highest correlation with the decision-making criterion. It should be said that over the
past 40 years a phenomenon, and even a paradigm “Pzoo”, has formed in the literature,
combining not one positive oscillation with a peak latency of 300 ms, but a whole
complex of waves following this period of time [4, 9, 12, 14, 19].

Last two decades practical studies of the P300 ERP component have been associated
with brain-computer interface (BCI) systems, which, in addition to solving physiological
and psychological problems, have medical and social significance. Modern BCI systems
can use a number of electrophysiological signals – visual EPs, slow cortical potentials,
alpha and beta EEG rhythm, and the P300 component of evoked potentials [9]. The P300
has a number of interesting qualities that aid in the implementation of such systems.
First, the wave is constantly detected and triggered in response to precise stimuli. And
secondly, the signal to register the P300 can be triggered in almost all subjects with slight
differences in measurement methods, which can help simplify the interface design and
improve usability [11, 16, 17].
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The bioelectrical activity of the brain is converted into an electrical signal during the
signal acquisition phase [9]. Then the target user’s desire is extracted from the signal.
For this, various electrophysiological characteristics can be used. Algorithms developed
specifically forBCIs interpret the desired action and send it to an output device,which can
be adisplaywith letters or targets (P300 speller, alphabet), awheelchair or neuroprosthesis
(for example, a robot arm) [14]. Feedback helps maintain and improve the accuracy and
speed of communication/action. Finally, the P300 component of the evoked potentials
can be used as control signals for the BCI. In a number of studies, P300 BCI systems
have been tested in people with disabilities [9, 14].

Persons with disabilities can use the P300-based BCI for communication [9, 14]. The
P300 spelling system (speller) is proposed, which allows subjects to transmit a sequence
of letters to a computer. To create a “weird” oddball paradigm, a 6× 6 matrix containing
letters of the alphabet and numbers is displayed on the computer screen. A person can
choose a specific sign by focusing attention on it. The BCI can also be used to drive a
wheelchair. With the P300 BCI system, the user can select a destination in the menu by
counting the number of flashes of the destination. Further, the wheelchair moves to the
selected and desired destination along a predetermined path.

In addition to the wheelchair, an important application for people with severe motor
impairments is the control of neuroprosthetic devices. BCIs can be used to control limb
movements, for example, a robotic arm. It has been shown that BCIs based on the
activity of cortical neurons are able to control three-dimensional movements of a robot
arm [14]. In the future, P300-based BCI systems are being considered for controlling
combat information posts and computer virtual games.

3 Functional Magnetic Resonance Imaging

One of the most interesting technologies of modern magnetic resonance imaging, fMRI,
was developed in the early 1990s and was first used in human studies [16, 20]. fMRI is
able to detect changes in blood flow volume and blood oxygen saturation level, morpho-
logically and functionally associated with the identification of working neural networks,
the formation of new and reconstruction of pre-existing neural ensembles (NE). The
contrasting mechanism is based on the difference in the magnetic properties of oxyhe-
moglobin, which carries oxygen, and deoxyhemoglobin, which is formed at the places
of its consumption. During the formation of an active NE in the first seconds, local
energy consumption leads to an increase in the concentration of paramagnetic deoxyhe-
moglobin; then follows the reaction of the vascular system, which consists in increasing
the regional blood supply and blood supply to the brain tissues (by regulating the volume
and speed of blood flow). This leads to a sharp increase in the flow of blood saturated
with diamagnetic oxyhemoglobin.

The sensitivity of fMRI to the physiological processes described above is due to the
strong influence of the concentration of paramagnetic substances on the rate of magnetic
relaxation of water protons. In the presence of a paramagnet, the rate of transverse
relaxation T2* increases, which causes a decrease in the magnetic resonance signal and,
conversely, a decrease in the level of deoxyhemoglobin leads to an increase in the signal
[7, 17, 18].
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Standard fMRI, where the physiological content is cognitive and sensorimotor pro-
cesses, consists of several blocks, each ofwhich includes a resting phase and an activation
phase. The periods of activation and rest should not be too short, since the delay time
of the vascular response is measured in several seconds, so the recommended duration
of each phase is 20–30 s. The optimal sensitivity of the method is achieved by choosing
such a phase duration at which the signal (BOLD) is in a state of dynamic equilibrium
[15, 20].

Functional MRI can solve two classes of problems. Firstly, related to the measure-
ment of hemodynamic response function (HRF) and, secondly, with the localization of
the response. In the first case, the HRF is measured as a set of harmonic functions with
a possible subsequent Fourier transform, while in the second case, the canonical form
of the HRF is used, which empirically corresponds to most of the experimental data.
The canonical HRF model is best applied in cases where it is necessary to determine
when, where and in what sequence the evoked neuronal activity occurred. It may include
delay and dispersion as degrees of freedom, allowing adaptation to regional or group
characteristics [15, 20].

4 Positron Emission Tomography

The degree of preservation of human cognitive functions ranges fromnormal to profound
disorders. Differential diagnosis of the causes of such disorders often causes difficulties
in clinical practice. This was the basis for increasing neuroimaging research in this area.
As is known, the most common causes of cognitive disorders are neurodegenerative
disorders. Among the latter, Alzheimer’s and Parkinson’s diseases are themost common,
accompanied by significant changes in brain metabolism with devastating neurological,
clinical, as well as economic and social consequences. Such changes are visible using
positron emission tomography (PET) already at the earliest stages [1–3, 5, 6].

Most often PET studies of the brain in neurodegenerative diseases were performed
using [18F] fluorodeoxyglucose (FDG), an imaging radiopharmaceutical. Such data
demonstrate diagnostic and prognostic value in assessing cognitive impairment and
differential diagnosis of primary neurodegenerative disorders with different etiologies
of changes in cognitive functions [5, 6, 8, 12, 21].

The intercortical interaction of the associative (frontal and parietal) parts of the
brain, based on the analysis of PET data on glucose metabolism, was assessed by the
activity of the line of cognitive systems. Four factor’s systems were established: factor
1 – dorsal system of attention (voluntary attention), factor 2 – ventral system of attention
(involuntary attention), factor 3 – system of the state of operational rest, and factor 4 -
visual system in the norm and in patients with cognitive impairments of varying severity
and pathology genesis were studied [12].

It has been established that the factor structure of regional levels of glucose
metabolism in individuals with different nosologies, but without cognitive impairment,
is stable in terms of the composition of factors. These factors in accordance with the
affiliation of the areas of the brain experiencing the greatest load on the factor to one or
another neuroanatomical system are explained.

The 1st factor includes the 8, 6 and 7 fields of Brodmann (the precentral cortex of the
frontal lobes and the upper half of the parietal lobes of both cerebral hemispheres). The



Modern Human Brain Neuroimaging Research 183

2nd factor includes 46 and 40, 39 of Brodmann fields (the anterior third of the convexital
part of the frontal lobes and the lower half of the parietal lobes). The 3rd factor includes
the 23, 36, 29 and 30 Brodmann fields (the posterior cingulate gyrus). The 4th factor is
the 17th Brodmann field (primary visual cortex).

Factor analysis found that in patients with Parkinson’s disease without the syndrome
of executive dysfunction, a factor structure with all 4 factors is formed. The same factor
structure was recorded in patients of the control group and in healthy young patients.
The syndrome of impaired executive functions and in the group of patients with vascu-
lar dementia is also accompanied by reorganization of the ventral and dorsal attention
systems, as well as the system of operational rest (see Fig. 2) [12].

Fig. 2. Factor structure of self-organizingworkof functional neuroanatomical systems for patients
without impaired executive functions (left) and with syndrome of impaired executive functions,
right (original).

5 Conclusion

In cognitive psychology, neurology, and psychiatry, the following areas and methods of
studying perception are considered relevant (an example, the phenomenon of insight)
(see Fig. 3). Three groups of traditional neurophysiological research methods are used
- EEG, fMRI and ERP based on the P300 component. The advantages of EEG include
high temporal resolution, high gamma activity in the right temporal lobe, as an indicator
of the mechanism of binding conscious information, and the time interval of the insight
effect (1310–560ms) in terms of making an analytical decision. The advantages of fMRI
are high spatial resolution, increased blood flow in the right temporal lobe, hippocampus
(as a pleasure response), striatum, medial prefrontal cortex, and dopamine region, nuclei
adjacent to the ventral region. ERPs to some extent combine the advantages of EEG and
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fMRI. ERPs have high spatial and temporal resolution, allow you to get closer to the
problem of insight scaling. These results allow you to evaluate internal and external
insight.

Fig. 3. The general directions, methods and problems of perception (insight) research (original).

References

1. Bridges, R.L., Cho, C.S., Beck, M.R., Gessner, B.D., Tower, S.S.: F-18 FDG PET brain
imaging in symptomatic arthroprosthetic cobaltism. Eur. J. Nucl. Med. Mol. Imaging 47(8),
1961–1970 (2019). https://doi.org/10.1007/s00259-019-04648-2

2. Buchert, R., Buhmann, C., Apostolova, I., Meyer, P.T., Gallinat, J.: Nuclear imaging in the
diagnosis of clinically uncertain parkinsonian syndromes. Dtsch Arztebl Int. 116, 747–754
(2019)

3. Campoy, A.-D.T., et al.: [18F] Nifene PET/CT imaging in mice: improved methods and
preliminary studies ofα4β2*NicotinicAcetylcholinergic receptors in transgenicA53Tmouse
model of α-synucleinopathy and post-mortem human Parkinson’s Disease. Molecules 26,
7360 (2021)

4. Danek, A.H., Wiley, J.: What causes the insight memory advantage? Cognition 205, 1–16
(2020)

5. Gan, J., et al.: Clinical characteristics of Lewy body dementia in Chinese memory clinics.
BMC Neurol. 21, 144 (2021)

6. Kane, J.P.M., et al.: Clinical prevalence of Lewy body dementia. Alzheimers Res. Ther. 10,
19 (2018)

7. Kizilirmak, J.M., et al.: Learning of novel semantic relationships via sudden comprehension is
associated with a hippocampus-independent network. Conscious. Cogn. 69, 113–132 (2019)

https://doi.org/10.1007/s00259-019-04648-2


Modern Human Brain Neuroimaging Research 185

8. Khil’ko,V., et al.: The topographicmapping of evoked bioelectrical activity and othermethods
for the functional neural visualization of the brain. Vestn. Ross. Akad. Med. Nauk 3, 36–41
(1993)

9. Levi-Aharoni, H., Shriki, O., Tishby, N.: Surprise response as a probe for compressedmemory
states. PLoS Comput. Biol. 16, e1007065 (2020)

10. Lytaev, S.A., Shostak, V.I.: The significance of emotional processes inman in themechanisms
of analyzing the effect of varying contrast stimulation. Zhurnal Vysshei Nervnoi Deyatelnosti
Imeni I.P. Pavlova. 43(6), 1067–1074 (1993)

11. Lytaev, S., Aleksandrov, M., Ulitin, A.: Psychophysiological and intraoperative AEPs and
SEPs monitoring for perception, attention and cognition. Commun. Comp. Inf. Sci. 713,
229–236 (2017)

12. Lytaev, S., Aleksandrov, M., Popovich, T., Lytaev, M.: Auditory evoked potentials and PET-
scan: early and latemechanismsof selective attention.Adv. Intell. Syst. Comput.775, 169–178
(2019)

13. Lytaev, S., Aleksandrov, M., Lytaev, M.: Estimation of emotional processes in regulation of
the structural afferentation of varying contrast by means of visual evoked potentials. Adv.
Intell. Syst. Comput. 953, 288–298 (2020)

14. Lytaev, S., Vatamaniuk, I.: Physiological and medico-social research trends of the wave P300
and more late components of visual event-related potentials. Brain Sci. 11, 125 (2021)

15. Lytaev, S.: Modern neurophysiological research of the human brain in clinic and psychophys-
iology. In: Rojas, I., Castillo-Secilla, D., Herrera, L.J., Pomares, H. (eds.) BIOMESIP 2021.
LNCS, vol. 12940, pp. 231–241. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
88163-4_21

16. Oh, Y., et al.: An insight-related neural reward signal. Neuroimage 214, 1–15 (2020)
17. Shen, W., et al.: Quantifying the roles of conscious and unconscious processing in insight-

related memory effectiveness within standard and creative advertising. Psychol. Res. (2021).
PMID: 34417868

18. Simola, J., Kuisma, J., Kaakinen, J.K.: Attention, memory and preference for direct and
indirect print advertisements. J. Bus. Res. 111, 249–261 (2020)

19. Salvi, C., et al.: Oculometric signature of switch into awareness? Pupil size predicts sudden
insight whereas microsaccades predict problem solving via analysis. Neuroimage 116933,
1–9 (2020)

20. Shtark, M.B., Korostishevskaya, A.M., Resakova, M.V., Savelov, A.A.: Functional magnetic
resonanse imaging and neuroscience. Usp. Fiziol. Nauk 43(1), 3–29 (2012)

21. Szeto, J.Y.Y., et al.: Dementia in long-term Parkinson’s disease patients: a multicentre
retrospective study. NPJ Parkinson’s Dis. 6, 2 (2020)

22. White, T.L., Gonsalves, M.A.: Dignity neuroscience: universal rights are rooted in human
brain science. Ann. NY Acad. Sci. 1505(1), 40–54 (2021)

https://doi.org/10.1007/978-3-030-88163-4_21


Reaction Times and Performance Variability
in Touch and Desktop Users During a Stroop

Task

Gianluca Merlo(B) , Luna Jaforte , and Davide Taibi

Istituto per le Tecnologie Didattiche, Consiglio Nazionale delle Ricerche, 90146 Palermo, PA,
Italy

gianluca.merlo@itd.cnr.it

Abstract. Reaction times (RTs) are a measure of the time elapsed between the
sensory stimulation and the occurrence of a response. It depends upon many fac-
tors. This paper focuses on one of the possible sources of variability introduced
by the device used to gather RTs data and compares RTs performance between
subjects who completed a Stroop task through desktop or mobile devices. The
research hypothesizes that mobile devices users’ (a) have faster RTs in incongru-
ent trials than the desktop ones, (b) have a lower error rate, and (c) perceive the task
easier. The results showed significant differences in RTs, error rate, and percep-
tion of the difficulty of the task between devices but only the last two hypotheses
are supported by data. Subjects under 40 years achieved a lower error rate than
older people in the incongruent and neutral trials. Moreover, participants always
perceived the task easier when they complete it through mobile devices. Some
implications of the results are discussed, and a second ongoing within-subjects
study is described.

Keywords: Reaction time ·Mobile device · Stroop task

1 Introduction

Reaction times (RTs) have been used as a psychological task since the mid-19th century
[1] and it is also called response time or response latency. RTs are a simple, and pre-
sumably the most widely used, measure of behavioral response in time units (usually
in milliseconds), from a presentation of a given task to its completion. There are two
typical and functional procedures to estimate response latency: choice reaction time and
simple reaction time. The first one is more complicated because it requires the subject to
make the appropriate response to one of some stimuli. The second one concerns making
a response as fast as possible in reaction to a single stimulus [1].

According to Kosinski [2], many factors impact RTs in addition to the type of stimu-
lus, the type of RT experiment, and stimulus intensity. For example, age, gender, arousal,
left/right hand, direct/peripheral vision [2, 3] have a direct influence on RTs.

Previous studies showed that RT latencies and variability increase and become more
variable with age [4–9]. RTs tend to slow down with age starting from the 20s for choice
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tasks and 30s for simple [10] but, in general, the decline accelerates after the age of
about 70 [11, 12]. Rabbitt, Osman, Moore, & Stollery [13] proposed that the increase
in mean RTs with age is a result of increasing variability, and variability is, therefore, a
more important component of cognitive aging.

The present research hypothesizes that another possible source of variability is intro-
duced by the device used to gather RTs data. Many studies revealed that touch devices
are faster [14] and more natural and convenient [15] than desktop computers. Moreover,
users usually prefer touch-input devices because of a coordination factor. Touch input
implicates eyes-hand direct coordination, unlikemouse which requires a greater effort of
coordination: “the input is also the output device” [16]. The ordinary use of touchscreen
is also associated with the cortical reorganization of the fingertips in the somatosensory
cortex [17].

According to the above-mentioned theoretical background, this paper describes a
research aimed to compare RTs performance between subjects who completed a Stroop
task [18], one of the most widely used measures of cognitive functioning [19], through
desktop or mobile devices. The Stroop task requires participants to name the color of ink
in which a color name is printed while ignoring the written word. Indicating the color
with which the congruent color-word stimuli were written takes less time than indicating
the color of the incongruent color-word stimuli. Increased RTs during incongruent trials
have been attributed to the interfering effects of the printed color name on the different
colored ink.

The study hypothesizes that mobile devices users’ (a) have faster RTs in incongruent
trials than the desktop ones, (b) have a lower error rate, and, (c) perceive the task easier.

2 Methods

Data were collected from June 2020 to June 2021. Participants (general population aged
18 years or older) were contacted through the authors’ network and posts on the most
popular social networks. The compilation instructions informed the participants that
the answers were anonymous and that there were no right or wrong answers. Informed
consent was obtained from all subjects involved in the study. A privacy policy at the
beginning of the questionnaire described to the participants the purposes and methods
of treatment operated by the data controller on the personal data collected. The research
was submitted to the ethics committee of the University Polyclinic “Paolo Giaccone” of
Palermo and obtained a favorable opinion for its development.

2.1 Participants

The full sample comprised 397 subjects, with an overall mean of 41.24 years (SD =
11.85). Their age ranged from 18 to 74 years. Among all participants, 304 (76.57%)
were female, 92 (23.17%) were male, and 1 (0.25%) other.

68.26% of the subject participated in the research through a mobile phone, while the
rest (31.74%) did it through a desktop computer. A Wilcoxon signed-rank test showed
that these groups did not differ in age (Z = 19,062.50, p = 0.06) or the proportion of
male and female X2 (2, N = 397) = 4.37, p = 0.10.
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2.2 Stroop Task

Aweb-based computerized version of the Stroop color-naming task has been developed
for the study. The Stroop task was coded using HTML5 and JavaScript programming. In
particular, the web-based Stroop Task implemented the High-Resolution Time API that
provides the time in sub-millisecond resolution, such that it is not subject to system clock
skew or adjustments [20]. In order to make the Stroop Task usable from both desktop
computers and mobile devices, the Bootstrap responsive frontend framework [21] has
been used to design the task templates.

The Stroop Task included 21 training trials and 28 experimental trials for each
type: congruent, incongruent, and neutral (displayed as a colored horizontal rectangle).
Participants were instructed to focus their attention on a fixation cross at the center of the
screen. Then, after 1000 ms, stimuli were presented against a white background. For all
trial types, participants responded by choosing the color (red, green, blue, or yellow) of
the stimulus by typing on the keyboard the letter corresponding to the color or touching
a box matching the color displayed on the screen. Letters (only for desktop computers)
and colors were displayed in a bar at the bottom of the screen (Fig. 1).

Fig. 1. Stroop Task interfaces for desktop and mobile devices

At the end of the Stroop task, a question about the difficulty was asked to participants
with a response mode from 0 to 100.

2.3 Data Analysis

Starting from the results obtained to the Stroop task, mean reaction time and error rates
for congruent, incongruent, and neutral trial types were calculated. The training trials
are not included in the analysis. For statistical analyses, a logarithm transformation was
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applied to data to better approximate a normal distribution. The dependent variables of
the study were the reaction time latency, the error rate, and, according to the work of
Cain and colleagues [22], indexes of interference (mean RTs of incongruent trials - mean
RTs of neutral trials) and facilitation (mean RTs neutral trials - mean RTs congruent
trials). While the interference index refers to the additional time needed to respond
when reading the word interferes with responding to the color, the facilitation index
is a measure of the increased speed of reaction when color and word matched. The
independent variables used in the statistical models were: age group (18–40, >40),
device (desktop, mobile), and trial typology (congruent, incongruent, neutral). The age
groups were chosen applying a median split transformation and this is consistent with
the research of Deary andDer [6] who demonstrated that RTs tend to slow downwith age
30s for simple tasks and that intraindividual variability in choice reaction time increases
steadily from the mid-30s to the mid-60s. The post hoc comparisons showing significant
effects related to the variability of RTs related to age and task are not reported because
they are well documented in the literature. The interquartile rangemethod was applied to
detect and remove the outliers. All statistical analyses were performed with R software.

3 Results

3.1 Latency and Task Per Age Group

The distribution of response time violated both the assumption of normality and homo-
geneity of variances. AShapiro-Wilk test was performed and showed that the distribution
of response times departed significantly from normality (W = 1.00, p-value < 0.01).
To analyze data according to a Task(3) × Age group (2) × Device (2) design, first,
the Aligned Rank Transform (ART) procedure [23–25] was applied and then a factorial
ANOVAbased on the aligned-and-ranked responseswas calculated. TheART techniques
for analysis of variance are considered a powerful and robust nonparametric alternative
when the assumption of a normal error distribution is violated [26]. The ART procedure
and the post hoc pairwise comparisons were calculated with the support of the ARTool
R package [27, 28]. The three-way interaction between age, task, and device was not
significant, (F2 = 0.06, p > 0.05). A significant interaction between the age group and
the device used was found (F1 = 37.31, p < 0.001). Significant main effect on reaction
times for age group (F1 = 144.81, p < 0.001), task (F2 = 39.60, p < 0.001), and the
device used to complete the Stroop task (F1 = 1.94, p < 0.05) were found. The ART-C
post hoc pairwise comparisons, corrected with Holm’s sequential Bonferroni procedure,
indicates that users under 40 years were faster in incongruent tasks when they completed
the Stroop task via desktop devices (p < 0.001).

3.2 Error Rate and Task Per Age Group

The error rate distribution significantly deviates from a normal distribution (W = 0.76,
p-value < 0.01). Applying the already mentioned ART procedure, a Task (3) × Age
group (2) × Device (2) design was analyzed through a factorial ANOVA. A three-way
interaction was identified between task, age group, and device (F2 = 3.30, p < 0.05).
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Statistically significant interactions between task and device used (F2 = 11.30, p <

0.001), and age group and task (F2 = 11.86, p< 0.001) were found. Simple main effects
analysis showed that age group (F1 = 24.75, p < 0.001), task (F2 = 43.44, p < 0.001),
and the device used have a statistically significant effect on error rate (F1 = 30.27, p <

0.001). Post hoc pairwise comparisons, applied with the support of the ART-C align-
and-rank procedure and corrected with the Holm method, revealed that subjects under
40 years have a lower error rate in the incongruent (p < 0.001) and neutral (p < 0.01)
trials when they did the Stroop task from mobile.

3.3 Interference and Facilitation Indexes

Facilitation and interference indexes violated the assumption of normality (W = 0.96,
p-value < 0.01; W = 0.98, p-value < 0.01). As a consequence, the ART procedure
was applied to the analyzed variables. A two-way ANOVA revealed that there was not
a statistically significant interaction between age group and device both for facilitation
(F1 = 0.96, p > 0.05) and interference (F1 = 0.09, p > 0.05) indexes. Simple main
effects analysis showed that the device used did have a statistically significant effect
on both facilitation (F1 = 5.83, p < 0.05) and interference indexes (F1 = 16.41, p <

0.001). The age group had a significant main effect only on the interference index (F1 =
5.91, p < 0.05). Post hoc pairwise comparisons, applied with the support of the ART-C
align-and-rank procedure and corrected with the Holm method, revealed that the index
of interference is greater in mobile device users in both age groups (p < 0.05).

3.4 Difficulty

The perceived difficulty distribution is positively skewed (W = 0.94, p-value < 0.01).
After having applied the ART procedure on the analyzed variables, the interaction
between the device used and age group was not significant (F1 = 2.21, p > 0.05) but
a simple main effect of the device used was found (F1 = 25.36, p < 0.001). Post hoc
pairwise comparisons revealed that mobile users perceived the task easier in both the
analyzed age groups.

4 Conclusion

The study explored the variability of reaction times, error rates, and perception of diffi-
culty comparing users who performed a Stroop task via desktop or mobile devices. The
authors’ hypotheses were only partially supported by the data. Although not always sta-
tistically significant, young users (<40 years) tend to be faster from desktop computers
than from mobile devices, especially in incongruent tasks. This tendency is identifi-
able, also, in the interference index, higher in the just mentioned group of users. This
result needs further investigation, and, for this reason, a second within-subject study
is in progress. The within-subjects design has been chosen to expose every subject to
both the mobile and desktop conditions and to control the possible bias introduced by
the JavaScript library developed for the data gathering. Secondly, the second study is
collecting data about the daily use and experience that subjects have with the devices.
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Familiarity and ability to use the device probably influence the speed and accuracy of
the task. The finding that young people are slower during incongruent tasks with mobile
devices could also be due to diminished attentional capacity among heavy users ofmobile
devices [29]. For example, Leiva and colleagues reported that when the user’s thoughts
drift toward a smartphone-related activity, task completion in one app can be delayed
by up to 400% when these endogenous interruptions appear [30].

In the study presented in this paper, as predicted, users made fewer errors when they
completed the task via mobile devices. Age, task typology, and the device used affect
the number of errors made during the color naming tasks. In particular, subjects under
40 years showed a significantly lower error rate in the incongruent and neutral trials when
they did the Stroop task from mobile. A clear difference is also found in the perception
of the task difficulty: users perceived the task easier when completed through mobile
devices. The perception that tasks based on reaction times are easier when performed
from mobile devices may increase their uptake as a cognitive screening tool for older
people. RTs are widely used to evaluate cognitive performance in general [31] and even
life expectancy [10], and intraindividual variability of reaction times in cognitive aging
is a predictor of dementia [32] and chronic fatigue syndrome [33].

Finally, the second study will have to try to balance the proportion of males and
females which is unbalanced in the present study due to convenience sampling.
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Abstract. In recent years, research has been conducted to evaluate human emo-
tions. Emotions have been evaluated usingvariousmethods such as subjective eval-
uation and physiological indexes. However, the relationship between these eval-
uation methods has not been clarified. Previous research by Ueno et al. analyzed
correlation between in-vehicle conditions and subjective evaluation using adjec-
tive pairs as well as physiological indexes using electroencephalograph (EEG)
and heart rate variability (HRV). However, the relationship between the subjective
evaluation and the physiological indexes itself has not been scrutinized yet. In
addition, the physiological indexes were reported to have large individual differ-
ence. Therefore, this study take into account preferences to clarify the relationship
between the subjective evaluation and thephysiological indexes, focusingonmusic
genres as emotional stimuli. As a result, preferences were strongly correlated with
arousal level measured by EEG, suggesting that human preferences may influence
human emotions.

Keywords: Preference · Emotion · Electroencephalograph (EEG) · Heart Rate
Variability (HRV)

1 Introduction

In recent years, various systems have been improved by taking human emotions into
account, for example, communication robots to improve user-friendliness [1] and in-
vehicle entertainment to improve driver’s comfort [2]. To realize those systems, an
evaluation of human emotional responses is required.

There are several methods for evaluating human emotional responses, including sub-
jective evaluation andmeasurement of physiological signals. The widely used subjective
evaluation method, Self-Assessment Manikin (SAM) scale [3], lets the user select an
item closest to his/her feelings from the nine levels of Valence (pleas-ant-unpleasant)
and Arousal (arousal-inactivate). Since it can be used non-verbally, it is valid across lan-
guages and cultures, which enables an intuitive evaluation. On the other hand, Osgood’s
Semantic Differential (SD) method [4], allows the user to rate his/her impression toward
property-based adjective pairs. This method has an advantage of using terminology
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(adjective pairs) that is commonly understood in daily life. Thus, it allows us to evaluate
impressions more specifically.

On the other hand, an emotion estimation method using physiological signals has
recently been proposed as an objective method of evaluating emotions [5]. This method
is considered highly objective because it can be used to obtain unconscious responses
from human body and is free from social bias due to human subjectivity. Since both
the subjective and objective methods have various advantages, they are usually used in
combination for emotion estimation. However, some studies reported that the results
between those two methods can be different [6]. For example, a person is judged as
being relaxed according to the heart rate variability (parasympathetic dominant in the
autonomic nervous system), but in contrast, he evaluates his current emotion as being
sleepy in a questionnaire. Therefore, the relationship between subjective and physio-
logical response is still unclear, making it difficult to determine which one is correct
and should be used for emotion estimation. Therefore, it is necessary to clarify such
relationship in order to establish a method to evaluate human emotional responses more
accurately.

Previous study by Ueno et al. [2] evaluated comfort of five in-vehicle spatial patterns
(physical space) and mapped emotional states using a combination of physiological
indexes and SD scale onto an arousal-valence space called “Emotion Map”, which was
proposed based on Russell’s circumplex model of affects [7]. However, the study only
analyzed the relationship between physical space vs. subjective evaluation, and physical
space vs. physiological indexes separately. Thus, the relationship between subjective
evaluation and physiological indexes has not been clarified yet.

According to studies by Yoshinaga et al. [8] and Doi et al. [9], people’s preferences
influence both physiological responses and subjective evaluation. Preference is a repre-
sentative of human subjectivity and attributed to positive actions and decisions, which
is regarded as an index in affective evaluation [8]. Therefore, our study aims to clarify
the relationship between physiological and subjective responses by taking into account
people’s preferences in emotion estimation.

2 Experiment Method

In this study, we conducted an experiment to estimate emotions and preferences toward
several genres of music as stimuli. To estimate emotions, we used questionnaire as
subjective evaluation method to evaluate preference on music genres and emotions,
and two types of physiological indexes (i.e., EEG and HRV) during music listening as
objective evaluation method.

2.1 Emotional Stimuli

According to Ueno et al. [5], 10 music genres (i.e., J-POP, K-POP, Hip-Hop, Rock,
Reggae, Jazz, Classic, Electro Dance Music (EDM), Metal, and Japanese traditional
Enka), were effectively used to evoke emotions. Out of those music genres, we selected
4 of them (J-POP, K-POP, Hip-Hop, and Classic) to be used as emotional stimuli in our
experiment. These music have never been heard before by the participants.
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2.2 Subjective Evaluation by Questionnaire

We evaluated the preference on music genres using a questionnaire. The participants
were asked to rank the 4 music genres from most (1st rank) to least (4th rank) preferred
music genres by filling eachmusic genre in the blank in corresponding to their preference
ranking as shown in Fig. 1. (Note that we also used SD scale to evaluate the 4 music
genres. However, this paper only focuses on the analysis of preference.)

Rank Music genre

1st rank

2nd rank

3rd rank

4th rank

Fig. 1. Questionnaire for preference on music genres

2.3 Objective Evaluation by Physiological Indexes

WeusedEEGandHRVas physiological indexes to estimate emotions on arousal-valence
space model using the method proposed by Ikeda et al. [3] as follows:

To estimate the arousal level, we used an EEG index that is a difference between
Attention and Meditation values. The Attention and Meditation are the parameters
obtained from an original algorithm of an EEG sensor, MindWave Mobile 2 (NeuroSky
Inc.).

To evaluate the valence (pleasantness) level, we used two HRV indexes that are
pNN50 and RMSSD. The index was calculated using time-domain analysis from the
data obtained from a pulse sensor (Switch Science, World Famous Electronics llc.). The
pNN50 is defined as the proportion of NN50 divided by the total number of NN intervals,
in which NN50 is the consecutive beat-to-beat interval that differ by 50 ms or more. In
this study, we set the total number of NN intervals to 30. The RMSSD is the root mean
square of the difference between successive RRIs. Both HRV indexes are the indexes
related to the parasympathetic nervous system.

2.4 Experimental Procedure

The experiment was conducted by the following procedure.

1. Participant sat in front of the PC display and answered the questionnaire to rank their
preference on music genres.

2. EEG and heart rate sensors were attached to the participants and the data recording
was started.

3. Participant was asked to stay in a resting state for 1 min to stabilize the physiological
sensors.

4. Participant listened to one music for 1.5 min.
5. Steps 3 and 4 were repeated until the participant listened to all four music genres.
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3 Experimental Results

3.1 Participants

We recruited 6 participants for our experiment. They are 6 healthy males in their 20 s.
The collected experimental data from all participants was used for the analysis explained
in the next sections.

3.2 Evaluation of Music Influence on Emotions

We evaluated the influence of music on emotions estimated by physiological indexes to
confirm that the emotions are effectively evoked by the selected musics. We performed
one-way analysis of variance (ANOVA) and Tukey’s post-hoc analysis to compare the
means of physiological indexes (pNN50, RMSSD, and Attention-Meditation) among
five conditions: resting state and 4 music genres.

The ANOVA results for pNN50, RMSSD, and Attention-Meditation are shown in
Figs. 1, 2, and 3 respectively. For the pNN50, there was no significant difference in
means of pNN50 between any pairs of conditions (Fig. 2). For the RMSSD, here were
significant differences in means of RMSSD between the resting state and each of the 4
music genres, but no significant difference between any pairs of music genres (Fig. 3).
For the Attention-Meditation, there were significant differences in means of Attention-
Meditation betweenmost of the pairs of conditions except for J-POP andK-POP (Fig. 4).
In thefigures,〇denotes significant differencewith p<0.05 and×denotes no significant
difference.

Based on the above results, we confirmed the possibility of the four music genres to
evoke emotions as estimated by physiological indexes especially Attention-Meditation
measured by the EEG sensor.

Fig. 2. ANOVA results for pNN50 (HRV index)

Rest Classic J-POP K-POP Hip-Hop
Rest
Classic × × ×
J-POP × ×
K-POP ×
Hip-Hop

Fig. 3. ANOVA results for RMSSD (HRV index)
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Fig. 4. ANOVA results for Attention-Meditation (EEG index)

3.3 Correlation Analysis Between Physiological Indexes and Preference

We performed Pearson’s product moment correlation analysis to clarify the relationship
between the preference ranking from questionnaire result and the physiological indexes.
The correlation coefficients between preference ranking and each of the physiological
indexes for each participant are shown in Table 1. We performed the correlation analysis
for each participant separately due to the individual differences of preference.

The results show that there is a significantly strong negative correlation between
Attention-Meditation and preference ranking (p < 0.05) for participant B. Also, some
moderate to strong correlations between preference ranking and all physiological indexes
for all participants were also obtained, however, without statistical significance possibly
due to a small number of data. If the number of data is increased, there is possibility to
obtain the statistical significance.

Table 1. Correlation coefficients between preference ranking and physiological indexes

Participant pNN50 RMSSD Attention-Meditation

A 0.713 0.839 −0.817

B −0.881 −0.802 −0.977

C −0.333 −0.223 0.206

D −0.462 −0.600 0.349

E 0.023 0.053 0.603

F 0.216 0.627 0.390

Figure 5 visualizes the correlation between them for participant B whose correlation
between preference ranking and Attention-Meditation is significant, and participant C
whose the same correlation is not significant.

In addition, we analyzed the relationship between EEG index (i.e., Attention-
Meditation) and HRV indexes (i.e., pNN50 and RMSSD) using time-series analysis.
The time-series plots between Attention-Meditation and pNN50 and between Attention-
Meditation and RMSSD of participant B are shown in Figs. 6 and 7 respectively. The
blue background in the figure shows the periods in which each of the 4 music genres as
emotional stimuli were presented during the experiment.
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Fig. 5. Plots of correlation between preference ranking and Attention-Meditation for participant
B (upper) and participant C (lower).

Fig. 6. Time-series plot between Attention-Meditation and pNN50 of participant B

Fig. 7. Time-series plot between Attention-Meditation and RMSSD of participant B
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As shown in Fig. 7, the Attention-Meditation values tended to increase during the
stimuli periods, indicating that more arousing state while listening to the music than
while not listening to it. On the other hand, the pNN50 values were zero during most of
the experiment period, indicating that the HRV was not strongly affected by the stimuli.
However, it slightly increased during the music stimuli 3 (K-Pop) and 4 (Hip-Hop),
which are the music genres with low preference based on the preference ranking. This
result indicates a comfortable state while listening to those music with low preference.

4 Discussion

From the correlation analysis, a significantly strong negative correlation between prefer-
ence ranking andAttention-Meditation (index to estimate arousal level) was obtained for
one participant, and strong correlations without significance for other participants. Also,
we obtained moderate to strong correlations without significance between preference
ranking and HRV indexes. Although no significant correlation between human prefer-
ence and HRV could not be confirmed, the results suggest the tendency of relationship
between human preference and arousal level, and that individual preference is a factor
that may cause the difference in the experimental results,

In addition, theANOVA results show a significant difference inAttention-Meditation
among stimuli, but not for the pNN50 and RMSSD. This might cause by the similarity of
tones among themusic although the genres are different. Therefore, these results suggest
that human preference is likely to influence the arousal level in human’s internal state
and cognition.

5 Conclusion

In this study, we aim to clarify the relationship between physiological indexes and
preference in emotion estimation. We conducted an experiment using 4 music genres
as emotional stimuli while the physiological data was being collected as well as the
preference ranking on the music genres. From the experimental results, we performed
the correlation analysis between the physiological indexes and preference. As a result,
we suggest the relationship between EEG index and preference for one participant. We
considered that the same correlation cannot be obtained fromother participants due to the
individual preference. Our future work will continue to analyze the physiological data
and subjective evaluation data in detail, as well as increasing the number of emotional
stimuli that are more likely to produce differences in preference.
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Abstract. Brain-computer Interfaces (BCIs) and robots hold great potential for
enhancing focus in tasks and acting as educational agents. In this research, we
propose to create a robot alert system that helps improve user’s concentration
by alerting the user when their concentration drops. The user’s concentration is
detected by their brain activity using a commercially available electroencephalo-
graph (EEG) sensor. This paper presents our design and development of the pro-
posed EEG-based robot alert system using voice and facial expressions. To inves-
tigate the possibility of improving user’s concentration, we evaluated the devel-
oped system by carrying out an experiment to improve user’s concentration while
learning. This was evaluated by monitoring the user’s concentration using EEG
while watching an educational video with and without our proposed robot alert
system. The experimental results show the user’s concentration levels to increase
after the alert, thereby suggesting that our EEG-based robot alert system success-
fully improved the user’s concentration. Our alert system contributes to improving
user’s concentration in situations that require cognitive thinking such as e-learning
and driving.

Keywords: Brain-computer interface · Robot · Affective interaction · Social
robot · Concentration

1 Introduction

Due to the advancements infields of robotics, robots have become increasingly accessible
and visible in our day-to-day life even in thefield of education (Qu et al. [1], Toh et al. [2]).
With the demand for distance learning increasing due to the expansion of the COVID-19
pandemic, students completing classes in the online learning environment are at a risk
in facing setbacks due to various factors.

The most common reason behind this set back is the student’s distraction, which
interferes with their ability to concentrate in the online class [3]. Davison et al. reported
the positive effect that praise delivered by social robots have on the growth of children’s
mindset [4]. Park et al. suggests that robots who offer remarks, feedbacks and praise may
promote a growing mindset to improve academic achievements [5]. Similar researches
leads us to speculate that having a robot alongside a student can help regain their con-
centration and improve the student’s learning and attention span. This kind of robot not
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only provides to be helpful in situation of e-learning but also any other task that requires
cognitive thinking.

Therefore, our research focuses on creating a robot alert system that alerts the user
when their concentration drops to encourage and increase the user’s concentration. The
goal of our research is to design an effective robot alert system and conduct a preliminary
experiment to verify the possibility of using the proposed robot for e-learning.

2 Background

Aperson’s concentration or attention can be interpreted by their neural activity. A review
of related literature reveals different methods and tests used to measure attention and
concentration. These range from psychometric tests designed to measure cognitive func-
tion to invasive methods such as electrocorticography (ECoG) and noninvasive methods
such asmagnetoencephalography (MEG), electroencephalography (EEG) and fMRI [6].

EEG is a non-invasive method widely used to study brain activity occurring at the
surface of the brain. It depicts electrical activity as waveforms of varying frequencies
and amplitude: delta wave (1–3 Hz), theta wave (4–7 Hz), alpha wave (8–12 Hz), beta
wave (13–30 Hz), and gamma wave (31–50 Hz).

Previous research by Szafir et al. used techniques from brain-computer interfaces
(BCI) and educational psychology to design agents that monitor student’s attention in
real time using EEG measurements and recapture the decreasing attention levels using
verbal and nonverbal cues [7]. Equation 1 was used to calculate user engagement (E)
from neural activity with alpha, beta, and theta waves [8].

E = β(α + θ) (1)

Research by Shiraiwa et al. used an index shown in Eq. 2 to calculate user’s
concentration and alert the user when their concentration drops [9].

1 <
Low beta

Low alpha
or 1<

High alpha

Low alpha
(2)

In this research, we use the approach of obtaining attention from a commercially
available EEG sensor (Mindwave Mobile 2; NeuroSky Inc.) [8]. This EEG sensor per-
ceives brainwaves and transforms them into Attention andMeditation values using man-
ufacturer’s original algorithm (eSense). These two values have been used to develop
various apps that aim at estimating attention and focus. The Attention and Meditation
data is scaled between 1 and 100. As shown in Table 1, the Attention scale is divided
into 5 ranges: The neutral state is set to be between 40 and 60, 60 to 80 is slightly high
and 80 to 100 is very high. Likewise, 20 to 40 is slightly low and 0 to 20 is very low.
Sethi et al. used this EEG-based attention feedback to help improve focus in e-learning
[10]. Genaro et al. have assessed the usability of Attention parameter to detect attention
levels [11].
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Table 1. Overview of NeuroSky Mindwave values and their attention level

Range of values Attention level

1–20 Strongly lowered

20–40 Reduced

40–60 Neutral

60–80 Slightly elevated

80–100 Elevated

3 Designing Our Robot Alert System

The goal of the Robot Alert System is to help increase the user’s concentration. We
investigated various basic features of facial expression and voice to determine what
features in specific are suitable for our goal. We also surveyed various concentration
indexes to use for our robot. Figure 1 Shows the overview of our robot alert system.

Fig. 1. Overview of our robot alert system.

3.1 Robot Voice

Pitch, pitch range, volume, and speech rate are four fundamental voice characteristics
that indicate personality. These factors make a social robot more appealing and increase
user’s engagement [12]. Thus, it is important to consider these factors while designing
our robot alert system to obtain the best results for improving user’s concentration.

Impression studies investigating the effect of voice reported that more mature voices
result in higher dominance and assertiveness [13]. In addition, a higher pitch is better
rated as voice appeal [14]. Hayati et al. suggests that attention and focus are given to
natural rather than slow speech rates [14]. Other research proposed an agent using a
non-monotonous tone and have the agent raising the volume of its voice at times to help
re-engage student’s attention [7]. Our design incorporates all the mentioned factors to
design our robot voice. According to the concentration level, our robot gives positive
affirmation messages to increase user’s engagement level (Table 2).
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Table 2. Robot alert messages according to the user’s condition of concentration

Condition Message

Concentration drop Your concentration appears to be dropping

Cont. concentration drop Pay Attention! Your concentration is dropping

Better concentration That’s better, keep going!

High concentration You’re doing great, keep going!

3.2 Robot Facial Expression

Similar to designing robot voice, it is also essential to consider robot facial expressions
such that they increase user engagement. Studies reported that increasing eye contact
and serious and mature facial expressions helps improve user’s concentration [7, 13].
Increased eye contact indicates a higher level of dominance as well as affiliation and
immediacy. Instructor’s head nodding has also been shown to positively affect student’s
reactions [15].

In addition to these factors, the display of happy expressions when concentration
is high acts as a reward to the user further encouraging them to maintain their level of
concentration. We used a total of 10 facial expressions as shown in Fig. 2, which were
selected to be displayed based on the concentration level.

Fig. 2. Images of the robot facial expressions and their respective condition.

3.3 Selecting a Concentration Index

Our robot alert system needs to alert the user by judging the user’s concentration by
their neural activity. Previous studies used various concentration indexes as discussed
in Sect. 2. To select the appropriate concentration index for our robot alert system, we
gathered EEG data from one participant during two scenarios: (1) taking online classes
and (2) doing homework, while wearing the EEG sensor (Mindwave Mobile 2). The
collected data was analyzed by three different concentration indexes, and as a result, we
decided to use Attention parameter provided by the NeuroSky original algorithm.
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3.4 Generating Alerts and Selecting a Threshold

To avoid the robot alert system from continuously alerting users, we need to set a thresh-
old for each alert. The alert threshold can be set in two ways 1) relative threshold that
keeps changing the Attention value or 2) fixed threshold. We use a fixed threshold to
send out alerts to user. The eSense’s Attention parameter at 40 is set as a neutral state as
shown in Table 1. Attention value greater than 40 is defined as high attention, and that
of lower than 40 is defined as low attention. Table 3 shows the alert conditions and their
corresponding alert threshold.

Table 3. Robot alert condition and its respective threshold.

Alert condition Alert threshold

Concentration drop Low attention (Attention < 40) for 30 s

Cont. concentration drop Low attention (Attention < 40) for 60 more seconds

Better concentration High attention (Attention > 40) for 30 s

High concentration Hight attention (Attention > 40) for 180 s

4 Experiment Method

The goal of the experiment is to evaluate whether the robot alert system can efficiently
help improve the concentration of the user. The experiment was carried out on one
participant (a female student, 19 years old) with two parts (i.e., test with and without
robot alert system), each lasting around 20 min.

4.1 Test and Questionnaire

We used a test from an online TED talk to evaluate the difference between scores before
and after using our robot alert system. Two TED talk’s listening tests with the same
level of hardness were selected for this purpose. After the listening test, 34 questions
related to the selected TED talks were answered using the following answering styles:
true/false, multiple choice and short answer.

In addition, we used a questionnaire to check how the user felt about the robot, which
consists of the following items:

• Did you find it to help improve your concentration?
• Did you find it annoying or helpful?
• Would you use the robot alert system again?

4.2 Biological Information

For the evaluation of the robot alert system along with the test and questionnaire, the
EEG data was collected using NeuroSky’s Mindwave Mobile 2 during the experiment,
The data was then used to calculate the Attention parameter and analyzed to compare
the effects that the alert system has on the user.
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4.3 Experiment Procedure

The experiment is conducted in two folds, with and without the robot alert system. For
each of them, the procedure is as follows:

1. The participant is required to always wear the EEG sensor.
2. The participant is given some time before hand to read the question presented on the

paper after which they are presented with the first TED talk video and without the
robot alert system.

3. Once the test is complete, some more time is given to complete the test.
4. Steps 2 and 3 are repeated with the second TED talk video and the robot alert system.

5 Experimental Results

5.1 Test and Questionnaire

We obtained the test scores as follows:

• Test score without Robot Alert system = 78%
• Test score with Robot Alert System = 89%

5.2 Biological Information

The Attention values obtained during the experiment is plotted in time-series as shown
in Fig. 3.With the alert system, we can observe the Attention values over the threshold at
40 and some Attention values reaching the peak at 100. Figure 4 illustrates the average
increase in the user’s attention with the help of a robot alert system clearly.

Fig. 3. Time-series plots of Attention data with the alert system (top graph) and without the alert
system (bottom graph) where 100 is the highest and 0 is the lowest attention level.



208 K. Raja et al.

Fig. 4. Average Attention values during the first and second half of the TED talk using the alert
system (blue) and without the alert system (orange). (Color figure online)

6 Discussion

By comparing the Attention values obtained from the EEG sensor during the experiment
with and without robot alert systems, we obtained the following findings:

• With the help of the robot alert system (Fig. 4), the user achieved the maximum
Attention value of 100 after the robot alerts the user.

• The user’s concentrationmeasured byAttention with the help of the robot alert system
was increased from 43.2 to 55.3 and 45.9 to 60.0 (Fig. 5). The results from the test
scores also show an improvement of 11%.

Therefore, we confirm that our robot alert system successfully improved the user’s
concentration.

7 Conclusion

Brain-computer Interfaces (BCIs) and robots hold great potential for enhancing focus
in tasks. With the COVID-19 pandemic and classes being online, students face setbacks
caused by lack of concentration. The goal of this research is to create a robot alert system
that alerts the user when their concentration drops and increase the user’s concentration
measured by EEG sensor. Research was conducted to design an effective robot alert
system by selecting suitable robot voice, facial expression, concentration index and alert
threshold. An experiment was conducted to verify the possibility of improving user’s
concentration using our proposed robot alert system while watching TED talk videos
and wearing the EEG sensor. The results show that the robot alert system effectively
improved user’s concentration.

The current research has only carried out one preliminary experiment for a particular
user and used only one concentration index. Our future work will continue to investigate
other concentration indexes and employ different concentration and alert thresholds,
with more robot features and users.
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Abstract. We apply machine learning techniques to detect moments of stress and
cognitive load during simulator driving experiences. The use of the electrical skin
conductance, or more precisely the electrodermal activity (EDA), is particularly
interesting for assessing drivers’ states because it is easily measurable; it is also
involuntary and uncontrollable. Detection of responses to external stimuli can be
performed on a scale of seconds with an accuracy of 86%. Moreover, we observe
that responses to stress events and cognitive efforts can be differentiated with an
accuracy of 80% over sub-minute time intervals. We compare our results to others
reported in the literature. Automatic and fast detection of responses to stressful
events and high cognitive workload can be used to assess drivers’ user experience
(UX) and their interaction with their vehicle.

Keywords: Machine learning · Driver state recognition · User experience ·
Electrodermal activity

1 Introduction

While aiming to make the driving experience more enjoyable and safer, it is highly
desirable to automatically detect, avoid or alleviate stressful or cognitively demanding
situations. Continuous monitoring of driver state is necessary to reach this goal.

Many studies are based on the analysis of physiological signals such as respiration,
temperature, electromyograms, electrocardiograms (ECGs), and electrodermal activity
(EDA), i.e. the variation in skin conductance. Their objectives are similar: the detection of
the driver’s state and its automation usingmachine learning techniques. These techniques
have been applied to physiological signals measured on drivers, both in real driving (see
[1, 2] and references therein) and on a simulator (see [3, 4] and references therein) to
detect reactions to stressful events with high accuracy. However, they combine several
physiological signals and the classification between several stress states relies on the
analysis of long signal intervals, thus preventing the detection of driver states on short
time scales.
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In this study carried out in a simulated environment, our objective was to automat-
ically detect on the shortest possible time scale, the physiological responses of drivers
to external stimuli, and to determine those which are induced either by stress events or
by cognitive load. To this end, we first considered the characteristics extracted from the
electrodermal activity and from signals derived from the electrocardiogram, namely the
heart rate and its variability. We nevertheless realized that the analysis of the EDA alone
allowed a rapid detection and classification of driver states with an accuracy of 80%.

In this paper, we briefly present our driving simulator and the experimental scenarios
we used to train and test our models. We investigate qualitatively the physiological
responses to stimuli of participants to our experiments. We examine their electrodermal
activity, heart rate, and heart rate variability. We show that, in our opinion, these last two
signals are not relevant for fast detection of the responses to stress and cognitive tasks.
We present the two successive steps of our method to automatically classify drivers’
states.

2 Simulator and Electrophysiological Signals Measurement

The simulator is based on a customized version of CARLA [5], an open-source simu-
lation environment based on Unreal engine. The setup consists of three large 50-inch-
curved screens, an adaptable car seat and a Fanatec® set of a steeringwheel, a gear shifter
and pedals. Two cameras and a microphone were also used to record the experiment. A
small auxiliary screen displayed a simplified navigation map.

Drivers’ physiological signals were recorded at 2000 samples per second with a
BIOPAC® MP36R connected to participants with adhesive electrodes. Two electrodes
were positioned on the sole of the left foot for the EDA measurement; ECG electrodes
were positioned close to the left medial malleolus and on the right wrist. The sole of the
left foot for the EDA measurement was chosen to avoid motion artifacts, the simulator
replicating an automatic transmission car.

3 Detection of Physiological Responses to External Stimuli

We have designed a first scenario in which we alternate periods of normal driving with
stressful situations and situations requiring cognitive effort. A preliminary analysis of
how these signals were varying with the succession of events allowed us to understand
that the signals derived from the ECG, the heart rate and its variability, were not relevant
on short time scales. We, therefore, decided to use EDA alone. In this section, we briefly
present this scenario and our preliminary observations. We then explain the algorithmic
steps we have implemented for the automatic detection of skin conductance responses
to stimuli.

3.1 First Scenario and Preliminary Observations

The first scenario was completed by seven participants. They started in a town and after
a few hundred meters they continued on a highway with a speed of 90 kph.
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Fig. 1. RMSSD and heart rate (HR) of participant 7 enrolled in the first experiment. RMSSD is
calculated over a 20 swindow sliding by steps of one second. HR is averaged over 20 s. The vertical
lines correspond to events (obstacle avoidance, interaction with the vocal assistant, mathematical
exercises, etc.). The small dots correspond to turns on the highway. During the cognitive exercises,
we observe an important increase in the heart rate while its variability decreases.

Fig. 2. RMSSD and heart rate (HR) of participant 2 enrolled in the first experiment. There is
no observable increase in the heart rate and decrease in its variability concomitant with stressful
events and cognitive tasks.

During the drive, which lasted approximately 12 min, they had to avoid an obstacle,
then they were instructed by a voice assistant to take an exit and then come back on the
highway. Later, they were instructed by the voice assistant to take another exit and then
come back again on the highway. They were submitted to a few multiplication exercises
in the last part of the scenario.
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A qualitative analysis of heart rate and its variability, which are both derived from the
ECG, and theEDAsignal of the sevenparticipants in this first experiment has been carried
out. It is well known that heart rate increases, and its variability decreases in presence of
stressful stimuli, but we have observed this trend in few situations only (Fig. 1 provides
an example); this behavior is indeed not observed in five out of seven recordings (Fig. 2
provides an example where this trend is not observed). This is a noticeable difference
with other studies based on ECG derived signals [1–4]. We explain this discrepancy by
the fact that, in our experiments, stressful stimuli and periods of relative calm alternate on
short timescales while, to the best of our knowledge, most studies consider a succession
of longer sequences with very distinctive levels of stress.

EDA refers to variation in skin conductivity. It is linked to the sympathetic nervous
system and is an indication of physiological and psychological arousal. It can be used
as an indicator of cognitive and emotional states. Figure 3 presents an EDA signal,
which consists of a succession of peaks, the skin conductance responses (SCRs). These
responses can be spontaneous, but most are generated by stimuli. Both are unconscious
and uncontrollable. The figure shows thatmost SCRs are followingwell-defined stressful
events (such as sharp turns on the road, the avoidance of an obstacle or the interaction
with the voice assistant) or are generated in a repetitive way during the cognitive tasks
at the end of the scenario. We, therefore, focus in the following on EDA signals only for
stress and cognitive load detection without paying more attention to ECGs.

3.2 First Classification Algorithm

Artifacts in raw EDA were removed with a median filter with a local window of one
second. As the process is time-consuming, the signal was first decimated by a factor
of 10 after applying an order 8 Chebyshev type I anti-aliasing filter. After removing
artifacts, the signal was resampled using Fourier method. A clean EDA and its fast-
changing component (namely the phasic component) were then calculated using the
Python NeuroKit2 library [6]. Phasic was obtained by high-pass filtering the EDA.
Figure 3 displays an EDA signal and its phasic component. The energy of the phasic
signal, its mean absolute value, its mean absolute derivative, its maximum absolute
derivative, its mean derivative and its mean absolute derivative are calculated for every
5-s-long intervals. The last two features are observed to be the most important to achieve
an accurate classification. Each of the 5-s-long intervals are also labeled by one of the
researchers as 0’ in the absence of SCR, or conversely as 1’ in the presence of response.
For this task, he is assisted by the BIOPAC Acqknowledge software and functions from
NeuroKit2 library. It must be pointed out that a small percentage of responses detected
by both tools is questionable and we think this is an important source of errors in the
subsequent supervised classification. Five different classifiers have been trained and
tested by using the leave-one-out validation method: a k-Nearest Neighbors (k-NN)
classifier, a Random Forest (FR) classifier, a Support Vector Machine (SVM) classifier
with linear kernel, a Support Vector Machine classifier with a Radial Basis Function
(RBF), and a four-layer artificial neural network (ANN) classifier. Accuracy, sensitivity
and specificity obtained after hyper-parameter tuning are of the same order, SVM with
RBF and ANN performing slightly better. In the case of the ANN, they are 86%, 84%
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and 87%, respectively. Figure 4 shows the result of the first classification, where intervals
without any SCR are in green, while intervals with SCRs are in grey.

Fig. 3. Clean EDA and its phasic component of participant 2 enrolled in the first experiment.
Red dots correspond to SCR peaks. The vertical lines and the other dots have same meaning as in
Fig. 1. (Color figure online)

4 Classification of Physiological Responses to Stressful Events
and Cognitive Tasks

The time duration devoted to the cognitive effort is very short in the first scenario and
data collected were not sufficient to train and test a second classifier whose task would
be to separate responses to cognitive effort from those relating to stressful events. Data
collected during two other experiments have been used for this purpose. We describe
below the scenarios, then the method used for the second classification process.
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Fig. 4. Top: Result of the first classification. Intervals classified as without SCRs are in green,
intervals classified as with SCRs are in grey. Bottom: Result of the second classification. Intervals
corresponding to responses to stressful events are yellow. Intervals corresponding to responses to
cognitive tasks are in red. (Color figure online)

4.1 Second and Third Scenarios

In the second scenario, participants were sitting in a real stationary car. They were
instructed to first think about a song, then sing it in front of an experimenter while
being video recorded. After relaxing, they had to add the number 3333 to seemingly
randomly generated 4-digit numbers. After a second relaxing time, they achieved a
“Stroop color-naming task” [7]. 7 participants took part in this experiment.

In the third scenario, the participants were driving on a highway, sharing the road
with other cars controlled by the simulator. They were successively submitted to an
“auditory Stroop task” [7], they had to count backwards by steps of 3 then 7, and finally
they had to spell words backwards.
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4.2 Second Classification Algorithm

The 5 s long intervals previously labelled by the first classifier as 0’ but surrounded by
intervals labeled as 1’ (thus with SCR peaks) are relabeled as 1’. All the neighboring
intervals with the same label are then coalesced in longer intervals. The new intervals
that are without any detected SCRs are relabeled as 0 and remain unchanged until the
end of the process. All the other new intervals, which include at least one SCR, are
relabeled as 1′′.

The second classification process aims to separate these intervals labeled as 1′′
between those corresponding to responses to stressful events from those correspond-
ing to responses to cognitive load. These intervals will be ultimately labelled either as
1 or 2, respectively. Several sets of features have been investigated. The most relevant
set of features for the classification of intervals of the same duration is the number of
SCRs in the intervals, the sum of SCR peak amplitudes measured from the onset of the
responses, and the ratio between the number of SCRs and the interval duration.

The training and testing of a Random Forest classifier were made with intervals
clearly identified as either with responses to stressful events (label 1) or with responses
to cognitive tasks (label 2). The accuracy of this binary classification is 80% for 40 s long
intervals. It increases with their duration. By contrast, it rapidly decreases for shorter
intervals. An example of this second classification is presented in Fig. 4.

5 Discussion

In this section, we compare the results of the two classification processes described above
with the results of some other studies [1–4]; it is nevertheless necessary to be aware of
the difficulty of making fair comparisons as the methodologies differ. Some works are
indeed based on experiments with simulators, others use data recorded in real cars. All
use resting periods as a baseline measurement, contrary to our work.

We can compare the results obtained with our first classifier with a study aiming at
a binary classification between stress and no stress [1]. This study is based on scenarios
alternating relatively short periods of driving with and without obstacles to avoid. There,
the best accuracy is 88% with Long Short-Term Memory networks with 15 s long
intervals. This is overall comparable to the results of our first classifier.

The studies aiming at the classification of different levels of stress (namely absence of
stress, low stress, high stress) consider long, uninterrupted, and very distinctive periods
of driving (city streets, highways) in addition to resting periods [2, 4]. In [2], an overall
accuracy of 97% is obtained butwith 5-min intervals and features extracted frommultiple
physiological signals (skin conductance, respiration, heart rate, electromyogram). Only
features extracted from skin conductance, heart rate and respiration on 100 s intervals
are considered in [4]. The overall accuracy for the three states classification is around
90% but it must be pointed out that this value is pulled up by the nearly 100% correct
detection of the resting periods. Therefore, the binary classification accuracy between
low stress and high stress is likely close to 80%. That study shares the same limitations
as those of [2] as it uses the same database.
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6 Conclusion

We have not only shown that it is possible to reliably detect physiological responses
to stressful events and cognitive tasks but also that it is possible to separate them over
sub-minute time intervals.

The tool we have developed here can allow the improvement of drivers’ experience
as we can monitor their emotional state. We already applied it to assess the physiological
adaptation of drivers to our simulator [8]. This research takes place in a project that deals
with semi-automated cars.
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Abstract. In this study, we propose a method to predict the visibility of images
composed of different color schemes using Convolutional Neural Networks
(CNN), which introduces the Multi-Stage Color Model (MSC Model), a human
color vision model. Using the MSCmodel, a method has been proposed to predict
the visibility of color schemes on a computer by reproducing the way humans
see colors. In this study, the response values of multiple cell layers by the MSC
model are used as input values to the CNN. In constructing the CNN, we propose
a CNNwith an improved structure to extract the features for the visibility between
images, and attempt to improve the prediction accuracy of visibility. The CNN
is trained on the color scheme visibility data collected in a pairwise comparison
experiment, and the trained CNN is used to predict visibility for unknown color
schemes. The results show that the construction of a CNN with the MSC model
improves the accuracy of color scheme visibility.

Keywords: Multi-Stage Color Model · Color scheme · Convolutional Neural
Networks

1 Introduction

Humans can acquire a lot of valuable information from visual information such as text,
graphics, and images. Today, the medium for receiving such information is diversifying
through various interfaces such as smartphones and web browsers. In designing such
an interface, the size, color, and layout of the object are important. Color combinations
(color schemes) have a particularly large impact on visibility. However, there are no
fixed indicators or criteria for determining a color scheme that is visible to all humans.
Therefore, by reproducing the process of humancolor visionon a computer and clarifying
the visibility of color schemes, we think it will be possible to design with visibility in
mind.

As prior methods for color scheme visibility, there are studies that collect visibility
data through experiments [1], and studies that predict the visibility of unknown color
schemes after building a visibility prediction model to reduce the time and effort of data
collection [2]. In particular, in a previous study [2], a model was devised that consists of
a reproduction part of the color vision process composed of theMulti-Stage Color model
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(MSC model) [3], which is a human color vision model, and a visibility prediction part
that predicts the visibility of the color scheme based on the responses of the reproduction
part. In this study, we attempt to improve the visibility prediction part of the previous
study [2] by using a convolutional neural network (CNN) to improve the accuracy of
color scheme visibility prediction. In particular, to improve the visibility prediction part,
we propose a CNN model with an improved structure to extract features that contribute
to visibility between images. The effectiveness of the proposed method is then verified
on the data from the pairwise comparison experiments collected in the previous study
[3].

2 Visibility Prediction Methods

2.1 Data Collection Through Pairwise Comparison Experiments

In this study, we use data from a pairwise comparison experiment collected in a pre-
vious study [1] as an index of the visibility of images consisting of two color schemes
(background color and text color). The data collection method in the previous study [1]
is to display two pairs of images (called pairwise comparison images) of horizontally
written text with different luminance values on the same background color in the same
system color to 20 subjects (users with normal color perception in their 20s to 30s) on a
web browser, and ask them to select the image (right image or left image) they judged to
be easier to see (see Fig. 1). Under experimental conditions, lighting is placed approxi-
mately 180 cm directly above the display (approximately 400 lx). Subjects are measured
from a viewpoint approximately 50 cm from the display, and the pairwise comparison
image is placed approximately in the center of the browser.

The color scheme used in the experiment is based on 10 saturated color systems
(red, green, blue, cyan, magenta, yellow, and four systems from the web safe colors
#ff**99, #**9900, #99cc**, #**66**, denoted WSC1, WSC2, WSC3, and WSC4),
with the luminance value changed in four steps (66, 99, cc, ff for the ** element) for
the background color (40 colors). The text color is changed from the same 10 saturated
colors to five different luminance values (33, 66, 99, cc, and ff for the ** elements).
The number of pairwise comparison experiments is 4,000 in total, since 10 colors are
compared by combining text colors of the same system color with 5 different luminance
values (5C2 = 10 pattern) on the same background color (40 color combinations). For the
data collected by the above pairwise comparison experiment (a total of 4,000 pairwise
comparison images), the percentage (visibility value) of subjects who answer that the
right image is easier to see out of 20 subjects is determined. Then, the right area is judged
to be easier to see for pairwise comparison images with visibility values of 0.5 or higher,
while the left area is judged to be easier to see for pairwise images with visibility values
of less than 0.5.

2.2 Outline of the Proposed Method

The proposed method consists of a reproduction part of the color vision process and a
visibility prediction part (Fig. 1). The reproduction part of the color vision process uses
a model from a previous study [2] based on the Multi-Stage Color Model (MSC model)
[3], which is one of the color vision models.
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Reproduction part of
the color vision process Visibility prediction part

Pairwise comparison image

Visibility value

Input layer
Cone cell layer

Light and dark cell layer
Opponent color cell layer
Color responsive cell layer

Convolutional Neural
Network

Results of pairwise 
comparison experiments

Fig. 1. Outline of the proposed method.

2.3 Reproduction Part of the Color Vision Process

Input Layer
Let f (x, y) = (R,G,B) be the RGB values at coordinate (x, y)
(x = 1, 2, · · · ,X , y = 1, 2, · · · ,Y ) in the pairwise comparison image (Fig. 1). The
input layer consists of three cell layers (L, M, S input layer), and the size of each
cell layer is X × Y . RGB values are input to each input layer, and after converting from
RGB values to XYZ values, the XYZ values are converted to LMS values using Eq. (1).

⎛
⎝

L
M
S

⎞
⎠ =

⎛
⎝

0.155 0.543 −0.0329
−0.155 0.457 0.0329
0.0 0.0 0.016

⎞
⎠

⎛
⎝
X
Y
Z

⎞
⎠ (1)

Each input layer outputs e values. M input layer outputs M values. S input layer
outputs S values. Let fL(x, y) denote the L values output from L input layer, fM (x, y) the
M values output fromM input layer, and fS(x, y) the S values output from S input layer.

Cone Cell Layer
Based on the LMS values from the input layer, the response values of the cone cell layer
are calculated. The response values L(x, y) at the coordinate (x, y) in the L cone cell
layer,M (x, y) in the M cone cell layer, and S(x, y) in the S cone cell layer are calculated
from Eq. (2) to (4), respectively.

L(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
fL(x + i, y + j)F(i, j) (2)

M (x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
fM (x + i, y + j)F(i, j) (3)

S(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
fs(x + i, y + j)F(i, j) (4)

The F in the equations represents the Gaussian filter (Eq. 5). K is the size of the
Gaussian filter.

F(i, j) = 1

2πσ 2 exp(−
i2 + j2

2σ 2 ) (5)
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Light and Dark Cell Layer
Based on the LMS values from the input layer, the response values of the light and dark
cell layers are calculated. The response value for the coordinate (x, y) in the light and
dark cell layer λ(x, y) is calculated from Eq. (6). For the brightness, only the response
values of the L and M cone cell layers are considered to be affected.

λ(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j) + fM (x + i, y + j))F(i, j) (6)

Opponent Color Cell Layer
Based on the response values of the cone cell layer, the response values of the three
opponent color cell layers (L0, M0, S0 cell layers) are calculated. The response value
L0(x, y) at coordinate (x, y) in the L0 cell layer, the response value M0(x, y) in the M0
cell layer, and the response value S0(x, y) in the S0 cell layer are calculated from Eq. (7)
to (9).

L0(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j), fM (x + i, y + j), fs(x + i, y + j))PL0F(i, j)

(7)

M0(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j), fM (x + i, y + j), fs(x + i, y + j))PM0F(i, j)

(8)

S0(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j), fM (x + i, y + j), fs(x + i, y + j))PS0F(i, j)

(9)

Based on theMSCmodel, the ratio of excitatory cells in the center to inhibitory cells
in the periphery is 1:1 in the opponent color cells. The ratio of L-cones, M-cones, and
S-cones in the inhibitory cells is 10:5:1. In the case of the L0 cell layer, it is assumed
that the central part is composed of L-cones and the surrounding area is composed of
L-cones, M-cones, and S-cones, and the ratio of the number of cells is set to the above.
At coordinate (x, y) in the L0 cell layer, PL0(x, y) = (1, 0, 0)T if excitatory L-cones
are located, PL0(x, y) = (0, 1, 0)T if M-cones, and PL0(x, y) = (0, 0, 1)T if S-cones.
On the other hand, PL0(x, y) = (−1, 0, 0)T when the inhibitory L-cone is located,
PL0(x, y) = (0,−1, 0)T when the M-cone is located, and PL0(x, y) = (0, 0,−1)T when
the S-cone is located. Similarly, PM0(x, y) f or M0 cell layer and PS0(x, y) f or S0 cell
layer.

Color Responsive Cell Layer
Based on the response values of the opponent color cell layer, the response values of the
color responsive cell layer are calculated. In the MSC model, the basic combination of
L0 −M0 andM0 − L0 responses in the color responsive cells, to which the S0 response
is added or subtracted, yields response values corresponding to red, yellow, green and
blue perception. The number of cells is taken into account when calculating the addition
and subtraction. In the MSC model, the ratio of Lo, Mo and So is 10:5:2. The reaction
values R(x, y) for the coordinate (x, y) in the R cell layer, B(x, y) for the B cell layer,
G(x, y) for the G cell layer, and Y (x, y) for the Y cell layer are obtained from Eq. (10)
to (13), respectively.
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R(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j), fM (x + i, y + j), fs(x + i, y + j))(10,−5, 2)TF(i, j)

(10)

B(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j), fM (x + i, y + j), fs(x + i, y + j))(−10, 5, 2)TF(i, j)

(11)

G(x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j), fM (x + i, y + j), fs(x + i, y + j))(−10, 5,−2)TF(i, j)

(12)

Y (x, y) =
∑K/2

j=−K/2

∑K/2

i=−K/2
(fL(x + i, y + j), fM (x + i, y + j), fs(x + i, y + j))(10,−5,−2)TF(i, j)

(13)

2.4 Visibility Prediction Method by a CNN Model

In this study, we use a regression-type convolutional neural network to predict the visi-
bility values of a pairwise comparison image for the response values of these cell layers.
Furthermore, we propose a CNN model with an improved structure to extract visibility
features between images. The structure of the CNN used for the visibility prediction part
is shown in Fig. 2.

L0 cell layer

Feature map F

Normal
method

3 3, 64
stride:1

3 3, 128
stride:1

3 3, 128
stride:1

3 3, 128
stride:1

2 2
stride:2

2 2
stride:2

2 2
stride:2

2 2
stride:2

FL FR FD

output layer

Difference between
FL and FD

Difference
methodConvolutional layer

Max Pooling

Fig. 2. Structure of the CNN for Visibility Prediction.

Figure 2 shows an example with the response values of the L0 cell layer as input.
The size of the cell layer, which is the input to the CNN, is X × Y . As shown in Fig. 2,
the structure of a CNN consists of several convolutional layers, a pooling layer, and an
output layer (with one neuron). The CNN can be divided into two parts: the part that
generates feature maps by convolution and pooling, and the part that predicts visibility
values from the feature maps.

In the former processing part, the convolution layer and the pooling layer are basically
arranged alternately, and the size of thefilter used is set to 3×3.The featuremapgenerated
from the convolution layer is used to calculate the output value using the ReLU function.
In the pooling layer, max-pooling is performed with a size of 2×2. The number of filters
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and strides in each convolution layer and the number of strides in the pooling layer are
shown in Fig. 2. Padding is assumed to be zero padding.

The latter part is a procedure that calculates output values from the obtained feature
maps, and uses two different methods. One is a method in which the feature map F and
the output layer are fully connected (called normal method). The feature map F obtained
fromapairwise comparison image can be divided into a featuremap representing features
in the left region FL and a feature map representing features in the right region FR with
the center as a border. As a visibility factor, we consider it important to use the difference
in features between the right and left regions. Therefore, the difference FD between the
feature maps of the right and left regions is obtained, and this is used as a new feature
map, which is connected with the output layer (called difference method). If the size of
the feature map F in Fig. 2 is XF ×YF , k channels, the feature map FD of the difference
method has size (XF2 ) × YF , k channels.

L0 cell layer
F

FL FR FD

M0 cell layer
F

FL FR FD

Bright and dark
cell layer

F

FL FR FD

output layer

Fig. 3. Structure of the CNN when using response values from multiple cell layers.

Next, we discuss the case where the response values of multiple cell layers are used
as input values to the CNN. In Fig. 3, L0 cell layer, M0 cell layer, and the light and
dark cell layer are used as input. As shown in Fig. 3, feature maps are created for the
response values of each cell layer using a separate network consisting of a convolutional
layer and a pooling layer. The feature maps obtained from each network are integrated
and then connected to the output layer (with one neuron). In the normal method, if each
feature map F has size XF × YF and k channels, the feature map after integration has
size XF ×YF and k×3 channels. On the other hand, in the case of the difference method,
the integrated feature map has size (XF/2)×YF , k× 3 channels. The integrated feature
map and the output layer are fully connected.

When training a CNN model, we use 1,200 pairwise comparison images with back-
ground colors of red, green, and blue for training and 2,800 pairwise comparison images
with background colors of cyan, magenta, yellow, WSC1, WSC2, WSC3, and WSC4
for evaluation. The teacher signal is the visibility value, the percentage of judges who
judged the right area to be easy to see in a pairwise comparison experiment, described
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in Sect. 2.1. Therefore, the activation function used in the output layer of the CNN is a
sigmoid function. The loss function is the sum of error squares, and the parameters are
modified using stochastic gradient descent.

3 Evaluation

We evaluate the proposed method through evaluation experiments. To evaluate the struc-
ture of CNNmodels, we compare the differencemethod with the normal method (Exper-
iment 1). In this case, we do not use the response values from the reproduction part of
the color vision process as input values to the CNN, but use the pairwise comparison
images (RGB values) for comparison (other training conditions are kept the same). The
results are shown in Table 1. The accuracy rate in the Table 1 indicates the percentage
(in percent) of the predictions that matched the experimental results for the pairwise
comparison images (2,800 images) for evaluation.

Table 1. Results of the Experiment 1.

Accuracy rate

Normal method 87.68%

Normal method and Difference
method

90.79%

Table 1 shows that the accuracy rate is 87.68% for the normal method and 90.79%
when the differencemethod is also used, indicating that the accuracy rate can be improved
when the difference between the left and right regions of the feature map is also used.
Next, the CNN is trained using eight different response values from the reproduction
part of the color vision process as input values (Experiment 2). The results are shown in
Table 2.

Table 2. Results of the Experiment 2.

Accuracy rate

Pairwise comparison image ( RGB) 90.79%

Light and dark cell layer 93.46%

L0 cell layer 89.0%

M0 cell layer 91.43%

S0 cell layer 63.75%

R(G) cell layer 77.71%

B(Y) cell layer 60.29%
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From Table 2, it can be seen that the prediction accuracy is improved when using
the response values for the light and dark cell layer (93.46%) and the M0 cell layer
(91.43%), compared to when using the pairwise comparison images as input values
(90.79%). Next, the CNN is trained using the response values of multiple cell layers as
shown in Fig. 3 (Experiment 3). The results are shown in Table 3.

Table 3. Results of the Experiment 3.

Accuracy rate

Light and dark cell layer 93.46%

Light and dark cell layer, L0 cell
layer

93.71%

Light and dark cell layer, M0 cell
layer

94.29%

L0 cell layer, M0 cell layer 91.43%

Light and dark cell layer, L0 cell
layer, M0 cell layer

94.61%

All cell layers 94.07%

From Table 3, we obtain a 94.61% accuracy rate when using the response values for
the light and dark cell layer, the L0 cell layer, and the M0 cell layer. It can be shown
that the use of response values from multiple cell layers improves prediction accuracy.
However, the prediction accuracy is lower when the response values of all cell layers
are used (94.07%) than when the response values of the light and dark cell layer, L0
cell layer, and M0 cell layer are used (94.61%). We believe that the addition of response
values from the S0 cell layer and B(Y) cell layer, which have low prediction accuracy,
have an effect.

4 Conclusion

In this study, we proposed a method for predicting the visibility of images with unknown
color schemes. In the proposed method, the response values of multiple cell layers of the
MSC model are used as input values to the CNN, and filters are trained to improve the
feature extraction used in visibility prediction. In addition, we proposed a CNN with an
improved structure to extract features that contribute to visibility between images, and
attempted to improve the prediction accuracy. An evaluation experiment was conducted
on the data collected in the pairwise comparison experiment. The results showed that the
proposed method was effective, with a 94.61% correct response rate when predictions
were made using the response values of the light and dark cell layer, L0 cell layer, and
M0 cell layer. In the future, we plan to test the effectiveness of the proposed model by
collecting visibility data on general images usingmultiple colors, and to establish amore
generalized prediction method.
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Abstract. Epidermal Activity (EDA) has proved difficult for use in predicting
workload states in complex tasks. Furthermore, a reliance on a single phasic com-
ponent of the EDA may mask the true effects of workload on EDA. We hypoth-
esized that decomposing a single time series into multiple principal components
would identify a variety of phasic components reflecting the effects of task work-
load. In a 30-min simulated flight, pilots flew in two workload conditions which
varied by task complexity. Mixed-factor ANOVA was used to analyze workload
(within-subjects) and age (between-group) effects on the phasic components. The
largest phasic component showed a marginal effect of workload, where higher
workload was associated with larger EDA. Likewise, the smallest phasic compo-
nent showed a significant main effect of workload, where higher workload was
associated with larger EDA. Additionally, there was a significant effect of age,
such that older pilots demonstrated larger EDA as compared to younger pilots.
Results show that it is advantageous to decompose EDA time series data into mul-
tiple components of phasic data when predicting workload. Further work should
be done to increase our understanding of using principal components of EDA in
predicting workload during complex tasks.

Keywords: Epidermal activity ·Mental workload · General aviation

1 Background

General aviation pilots are usually the sole operators of aircraft, which requires them to
fully attend to and address a variety of flight information frommultiple sources. General
aviation pilots rely on all sensory modalities to maintain safe flight which can tax cog-
nitive workload in the visual, auditory, and sensorimotor domains. Unsurprisingly, the
accident rate in general aviation is significantly greater that of scheduled airline opera-
tions [1], and this rate tends to increase almost threefold when pilots surpass 65 years,
as compared to 30-year-old pilots [2]. Real time monitoring of pilot mental workload
would alert novice and experienced pilots to potentially dangerous situations.
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2 Literature Review

Epidermal activity (EDA) shows promise as an index of mental states and offers the
benefits of being non-invasive, passive, and economical. The literature on the relationship
of EDA and cognitive workload is varied. High cognitive workload has been shown to
result in high skin conductivity (i.e., EDA) [3]. Yet, for complex tasks in naturalistic
settings, EDA has mixed findings in predicting moderate versus high mental workload.
Some studies foundEDAand cognitive load to have significant negative relationships [4],
while other studies have found significant positive relationships with cognitive load [3].
Furthermore, the influence of age on EDA is inconclusive [5]. Some studies have found
age-related effects on EDA, such that older individuals have decreased skin conductance
levels [5, 6]. While other research reports that older adults show similar emotion-related
skin conductance responses, as compared to younger adults [7].

EDAdata is typically decomposed into two components: a tonic (i.e., gradual change)
and a single phasic (i.e., oscillatory) components. This dual component approach may
mask potential effects of workload on EDA [8] due to a lack of granularity in the phasic
component. In the present work we hypothesized that using Singular Spectrum Analysis
(SSA) [9] to decompose a single time series into ten or more principal components
(PCs) would identify both the non-useful tonic data [8] and also elicit multiple phasic
components. We hypothesized that this fine-grained approach to phasic EDA could
increase the opportunity of finding EDA components that were sensitive to the effects
of cognitive workload during flight.

3 Methods

3.1 Flight Simulation

Pilots flew a 30-min simulated flight in two workload conditions which varied by flight-
task complexity. The flight environment was a level-6 Cessna 172 flight simulator con-
structed from an actual fuselage. The flight control unit consisted of realistic instruments
and controls and included calibrated rudder pedals, a yoke, throttle, and radio stack.
Visuals were projected onto a large, curved screen. Pilots flew at two aerodromes where
task load (e.g., aircraft control, landing, and communication) requirements were high.
Between the aerodromes the flight tasks were less demanding, where the pilots flew at
higher altitudes, had minimal communication requirements, and made fewer heading
changes.

3.2 Biometric Data Collection, Processing and Analysis

EDA was measured on the supine surface of the left wrist and recorded at 4 Hz using
a commercial off-the-shelf Empatica E4 wristband. The E4 uses proprietary algorithms
to clean data of artifacts before accessing the data from a cloud-based service. The data
was processed to insert labels denoting the low and high workload phases of flight and
removed noisy artifacts from the start of each file. Singular Spectrum Analysis [9] was
used to decompose the single time series data into 30 PCs. The decomposition used the
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trajectory approach (cf. Broomhead andKing [10]). The goal of SSA is tomathematically
decompose single time series data into multiple PCs that are interpretable, and separate
tonic, phasic and even noise artifacts from the original source [11]. Components 11 to 30
were not used in the present analysis because they were small in magnitude and, similar
to Aladağ et al. [12], we found the use of less than 10 components may be adequate
to decompose EDA data. In this method, PC #1 was considered the tonic PC due to its
reflection of the longer and slower change over the entire time series. The PCs 2–10
reflected almost all phasic data from the original EDA. The PCs were reconstructed to
confirm the minimal loss of information using this SSA process. The nine PCs were
loaded into a software normally used to analyze EEG but found appropriate to analyze
EDA data (EEGLAB 2021.1, [13]). The processing steps included segmentation into
six- second lengths, detrending, and removal of outlier segments. Data was exported in
a format that provided average EDA values for each workload condition for each PC.
The PCs were analyzed using repeated measures analysis of variance (SPSS v 27) with
workload as a within-subject variable and age group as a between-group variable (ages
50+ were the older age group, n = 23 in each age group).

3.3 Sample Characteristics

The present investigation is part of a larger research agenda studying the effects of
aging and experience on pilot performance. While 51 pilots flew the flight scenarios,
46 pilots had adequate EDA data from both workload conditions. Pilot age ranged
from 18 to 71 years. Pilot experience ranged from student to highly experienced airline
pilots. Written informed consent was obtained and this experiment was reviewed by the
university research ethics board.

4 Results

4.1 Raw EDA Data Decomposition

The SSA algorithms decomposed the original single stream of data into components
that were ordered by magnitude. Thus, PC #2 had larger EDA values in comparison to
PC#3, etc. The decomposition was not based on peripheral information pertaining to
workload states or other potential moderators of the data, such as participant age. As
described above, the tonic component (PC #1) had the largest in magnitude compared to
the remaining PCs (2–9). PC #1 was not used in the present analysis due to its tendency
to steadily increase from the beginning to end of the flight, which was likely an index
of overall warmth of the pilot under the overhead light in the simulator cockpit (see
Fig. 1, left image). The remaining nine PCs show typical phasic characteristics of EDA,
without the steady increase in values across the 30-min in the simulator as is shown by
the raw data (see Fig. 1 [left]).

4.2 Workload and Age Effects on EDA

Two of the nine phasic components showed an effect of workload and/or age factors;
PCs 3–8 had ps > .05 for all main or interaction effects. The largest phasic PC showed
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Fig. 1. Raw EDA (left) and phasic PCs (right) from a single participant. Note the increasing tonic
trend across the full time course (left).

a marginal effect of workload, where higher workload was associated with larger EDA,
F(1,41) = 3.52, p = .068, ηp2 = .079. This result was mainly driven by an interaction
with age group, F(1,41) = 3.47, p = .07, ηp2 = .078, where the effect of workload is
seen only in the older age group (see Fig. 2, left panel).

Fig. 2. Effects of workload and age group on EDA for the phasic PC #2 (left panel) and PC #10
(right panel).

The smallest phasic PC (#10) showed a significant main effect of workload, where
higher workload was associated with larger EDA, F(1,44)= 4.68, p= .036, ηp2 = .096
(see Fig. 2, right panel). Also, a significant main effect of age was seen where older
pilots demonstrated larger EDA than the younger pilots, F(1,44) = 5.88, p = .019, ηp2

= 118.

4.3 Ad Hoc Investigation of Spectral Power in Relevant Components

In the present work there were no a priori hypotheses regarding which phasic PC might
show any effects of workload or age. Given that components were ordered bymagnitude,
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it was surprising that both the largest and smallest PCs revealed effects of workload
and/or age. An ad hoc analysis was conducted to investigate the unique and inherent
spectral features (i.e., spectral signatures) of PCs #2 and #10. The spectral information
was extracted at both low and delta frequencies for all the phasic PCs. The absolute
power at a low frequency band (average of .1 to .9 Hz) and at the delta range (average
of 1 to 4 Hz) were extracted using the Darbeliai plugin for EEGLAB [13].

There were clear trends in the power values at the low and delta frequency bands
across all phasic PCs. The power at less than 1 Hz (see Fig. 3, left panel) was greatest in
PC #2 and then dropped significantly for PCs 3–10, with little difference in power noted
between the smallest PCs. In contrast, at the delta range the power was greatest for the
smallest component (#10) and increase incrementally across PCs 2–9 (see Fig. 3, right
panel). The ad hoc analysis indicated that the spectral features of the phasic components
varied systematically across the PCs.

Fig. 3. Spectral power at low and delta frequencies for all PCs.

5 Discussion

In decomposing the EDA data into 10 PCs using SSA, we showed that the PCs 2–9
displayed typical features of phasic data (i.e., the range of the EDA values were within 0
to 1.5µS. for the entire time series). Each successive component showed incrementally
smaller values, which confirmed that no more than 9 PCs were required to reconstruct
most of the phasic structure of the data. This finding is similar to Aladağ et al. [12],
who found that seven components provided adequate decomposition of their EDA data.
Interestingly, both the largest and the smallest phasic components showed sensitivity to
workload manipulations. For PC #2, only the older group presented the characteristic
increase in EDA in the high workload condition. Although studies have shown that
EDA responses in older adults are typically attenuated, not all indices of skin activity
necessarily decrease in older age [5]. The strong low frequency band feature in the
largest phasic PC may be tied to the neural networks that also affect heart rate when
workload increases, which also operate at low and very low frequencies. For PC #10,
stronger workload and age effects were noted, with higher values associated with the
high workload condition and with the older pilots. Although PC #10 was relatively much
smaller in EDAvalues, it showed a stronger sensitivity toworkload and age, as compared
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to PC #2. The ad hoc spectral analysis showed that PC #10 had the largest power for
the delta band frequency, as compared to the remaining phasic components. Delta band
power for other biometric indices, such as electroencephalography, show that increases
in delta power may indicate attentional activity, where the brain uses delta rhythm to
block out less-relevant information from the periphery during periods of high workload
[14]. Our finding regarding the pattern of changes in low and delta power across the PCs
may lead to further insights into how some PCs of EDA may reflect mental states [15].

6 Conclusion

In this work, changes in cognitive demands during flight affected two phasic components
of EDA such that higher workload was associated with higher EDA. The novel methods
and findings in this work are useful for future research on real time monitoring of pilot
mental workload. The implications of early detection of high workload using accessible
and non-disruptive wearable technology may be an important strategy in improving the
accident rate in general aviation.

References

1. Northcutt, M.: General aviation accident rate: how general aviation differs from commercial
airline flight and how to correct the discrepancy. J. AIR L. COM. 78, 381 (2013)

2. Li, G., Baker, S.P., Qiang, Y., Grabowski, J.G., McCarthy, M.L.: Driving-while-intoxicated
history as a risk marker for general aviation pilots. Acc. Anal. Prevent. 37(1), 179–184 (2005)

3. Shi, Y., Ruiz, N., Taib, R., Choi, E., Chen, F.: Galvanic skin response (GSR) as an index
of cognitive load. In: Conference on Human Factors in Computing Systems - Proceedings,
pp. 2651–2656 (2007). https://doi.org/10.1145/1240866.1241057

4. Ikehara, C.S., Crosby, M.E.: Assessing cognitive load with physiological sensors. In: Pro-
ceedings of theAnnual Hawaii International Conference on System Sciences, vol. 295 (2005).
https://doi.org/10.1109/HICSS.2005.103

5. Bari, D.S., YacoobAldosky, H.Y.,Martinsen, Ø.G.: Simultaneousmeasurement of electroder-
mal activity components correlatedwith age-related differences. J. Biol. Phys. 46(2), 177–188
(2020). https://doi.org/10.1007/S10867-020-09547-4/TABLES/4

6. Gavazzeni, J., Wiens, S., Fischer, H.: Age effects to negative arousal differ for self-report
and electrodermal activity. Psychophysiol. 45(1), 148–151 (2008). https://doi.org/10.1111/J.
1469-8986.2007.00596.X

7. Aupée, A.M.: Effect of Normal Aging on Emotional Processing and Impact of Emotion
on Memory : Psychophysiological and Cognitive Findings. Thesis, Lund University (2006).
http://lup.lub.lu.se/record/546007

8. Posada-Quintero, H.F., Chon, K.H.: Phasic component of electrodermal activity is more cor-
related to brain activity than tonic component. In: 2019 IEEEEMBS International Conference
on Biomedical Health Informatics (BHI), pp. 1–4 (2019). https://doi.org/10.1109/BHI.2019.
8834567

9. Groth, A., Ghil, M.: Monte Carlo Singular Spectrum Analysis (SSA) revisited: detecting
oscillator clusters in multivariate datasets. J. Clim. 28, 7873–7893 (2015)

10. Broomhead, D.S., King, G.P.: Extracting qualitative dynamics from experimental data.
Physica D 20, 217–236 (1986)

https://doi.org/10.1145/1240866.1241057
https://doi.org/10.1109/HICSS.2005.103
https://doi.org/10.1007/S10867-020-09547-4/TABLES/4
https://doi.org/10.1111/J.1469-8986.2007.00596.X
http://lup.lub.lu.se/record/546007
https://doi.org/10.1109/BHI.2019.8834567


Beyond Skin-Deep Investigations of Epidermal Activity 233

11. Hassani, H.: Singular spectrum analysis: methodology and comparison. J. Data Sci. 5, 239–
257 (2007)
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Abstract. Thewide application of visualization equipmentmakes people’s visual
fatigue more and more serious. Correspondingly, the recovery of visual fatigue is
a very important topic in the current society. An experiment was carried on the
recovery of visual fatigue. 30 subjects in a state of visual fatigue weremeasured by
Tobii Glasses X-30 for 5 min exercise or overlooking. Questionnaire was used to
obtain subjects’ subjective sensation of visual fatigue. The results showed that both
table tennis exercise and overlooking had a good effect on visual fatigue recovery.
Questionnaire indicated that table tennis exercise had a little better recovery effect
on the visual fatigue than overlooking far away because table tennis exercise
caused much more eye movement. Overlooking far away focused more on the rest
of eyes so that the physiological parameters caused by visual fatigue can be easy
recovered.

Keywords: Eye movement · Number of blinks · Pupil diameter · Visual fatigue
recovery · Overlooking

1 Introduction

The problem of visual fatigue has been widely concerned around the world. If visual
fatigue can’t recover for a long time, it will cause serious adverse consequences for the
body.Many kinds of visual fatigue analysis were researched, and eyemovement analysis
was themore commonly used objective analysis method. Through the analysis of the eye
movement data, it can be judged and summarized the visual responses and laws of the
subjects in the experiment, thus revealing the basic cognitive processes, comprehension
processes and visual processing processes [1]. Through the study of driving simulation
with eye tracker, Wang [2] found that the hierarchical ordered discrete selection model
can realize the consideration of individual differences and enable the driver to accurately
identify different fatigue levels. Chen et al. [3] found that the physiological data of
human body is correlated with the degree of visual fatigue, the degree of fatigue is
positively correlated with blood oxygen saturation and negatively correlated with heart
rate. Zhao [4] showed that the combined classification of ECG and pulse can accurately
measure visual fatigue. Shi [5] concluded that there is a significant positive correlation
between the degree of visual fatigue andpupil diameter through the fatigue eyemovement
experiment. Zhang et al. [6] obtained through the eye tracker experiment that when

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 234–240, 2022.
https://doi.org/10.1007/978-3-031-06388-6_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06388-6_31&domain=pdf
https://doi.org/10.1007/978-3-031-06388-6_31


The Effect of Exercise on Visual Fatigue Based on Eye Movement 235

watching 3D videos, the blink frequency was reduced compared with ordinary videos,
and the speed, frequency and amplitude of saccade were improved. And after watching
for 40 min, it will gradually approach the degree of watching ordinary videos. Sun et al.
[7, 8] used eye tracker, questionnaire survey and flash fusion instrument to study the
fatigue caused by the 3D display, the result showed that the pupil diameter of the left
and right eyes is not synchronized with Red Blue 3D glasses and 3D visual fatigue lead
to a decrease in respiratory frequency.

At present, more and more scholars have studied the visual fatigue based on the
relevant parameters obtained by the eye tracker, such as eye blink, gaze, pupil diameter
and saccade. However, there is little research on visual fatigue recovery, especially on
recovery method.

2 Experiments

2.1 Subjects

30 college students without eye diseases and with corrected vision of 1.0 or above were
selected, including 15 males and 15 females, with an average age of 21.2 years old.
Before the experiment, all subjects signed informed consent.

2.2 Design of the Subjective Fatigue Survey Questionnaire

The purpose of the questionnaire was to obtain the subjective feelings of the subjects
before and after the experiment. The quantification of visual fatigue is divided into 10
grades in the questionnaire, ranging from1 level to 10 level, inwhich 1means completely
no fatigue and 10 means severe fatigue. Fatigue level was determined by the subjects
themselves before and after the experiment.

2.3 Experimental Methods

30 subjects were in a visual fatigue state (above 5 points) through watching 60 min
VR video. Then, the subjects were divided into two groups: one for 5-min overlooking
(named group of overlooking the distance, GOD) and the other for 5 min playing table
tennis (named group of table tennis, GTT). The real-time eye movement parameters of
the subjects were measured through TOBII GLASSES X 30, and the subjective feelings
of visual fatigue were obtained through questionnaire.

3 Data Analysis

3.1 Questionnaire Analysis

Apparently improvedmeans equal to, ormore than 3 levels reducedwhile a certain degree
improvement is less than 3 levels. As shown in Table 1, the results of the questionnaire
showed that the number of subjects significantly improved in the GTT is more than
GOD, which means that the subjects had better subjective feelings after the exercise in
reducing visual fatigue than overlooking far away. The reason is that table tennis exercise
caused much more eye movement which alleviate visual fatigue.
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Table 1. Results of the survey questionnaire

GTT GOD

All subjects 15 15

Number of apparently improved 9 0

Number of a certain degree improvement 3 12

Number of not obvious improvement 3 3

3.2 Analysis of Eye Movement Data

3.2.1 Eye Blink Times
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Fig. 1. Descriptive statistics of blink times

Differential analysis indicates that the eye blink times between GTT and GOD
showed no significant difference, therefore, the data of two groups can be used for
analyzing. Descriptive statistics of the eye blink times for GTT and GOD in the first
minute (1st min), the second minute (2nd min), the third minute (3rd min), the fourth
minute (4th min) and the fifth minute (5th min) are shown in Fig. 1.

The average blink times of GTT showed a downward trend while the blink number
of group of overlooking increased significantly in the 5 min experiment. However, GTT
were less than the blink times at the beginning and GODwere higher than the beginning.
Further, the data were tested for normality. Since the sample size was 15 which was a
small sample test, the Shapiro-Wilke test was selected, and the test results are shown in
Table 2.
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Table 2. Blink times Shapiro-Wilke normality test

Mean value of GTT blink times Mean value of GOD blink times

Statistics Sig. Statistics Sig.

1st min 0.891 0.069 0.879 0.046

2nd min 0.881 0.049 0.880 0.048

3rd min 0.894 0.077 0.946 0.466

4th min 0.916 0.167 0.799 0.004

5th min 0.888 0.062 0.840 0.012

The results showed that GTT was less than 0.05 only at the 2nd min, which did
not meet the normal distribution, the Wilkerson signed-rank test was required in non-
parametric variables, and thepaired t testwas used for the remaininggroups.TheShapiro-
Wilke test indicates that the 1st min, the 2nd min, the 4th min and the 5th min were less
than 0.05, which does not conform to the normal distribution rule. Therefore, Wilcokson
signed rank test should be used for the difference analysis of the blinking times. The test
results are show in Table 3 (Table 4).

Table 3. Test of difference for GTT in eyeblink times

min-min Average value Standard deviation Sig. Method of calibration

2nd-1st 2.937 20.134 0.572 Shapiro-Wilke test

3rd-1st 3.800 20.288 0.480 Paired t test

4th-1st 1.133 19.430 0.825 Paired t test

5th-1st 5.467 20.266 0.314 Paired t test

Table 4. Test of difference for GOD in eyeblink times.

min-min 2nd-1st 3rd-1st 4th-1st 5th-1st

Z −1.875 −2.074 −0.880 −2.160

Asymptotic significance (double-tail) 0.061 0.038 0.379 0.031

The test results showed that the blink times of GOD at the 3rd and the 5th min was
statistically different compared with the 1st min data, and the number of blinking would
increase in subjects. Although the number of blink times showed a downward trend, the
change of blink times still did not show a statistical difference, and the GTT did not
show a significant difference in the number of blink times in visual fatigue.

The number of blinking in GTT is on a downward trend and group of overlooking
shows an upward trend, which may be caused by the subjects who need to focus on table
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tennis, so the number of blinking is less. However, in the group of overlooking far away,
the visual fatigue gradually recovers, the eyes rest and the eye muscles are fully relaxed.

Differential Analysis of the Pupil Diameter. Descriptive statistics of mean pupil
diameter at each minute for GTT and GOD are shown in Fig. 2.
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Fig. 2. Descriptive statistics of mean pupil diameter

It can be seen from the description statistical results that the subjects had only a
slight decrease in mean pupil diameter of GOD, while the mean pupil diameter of the
GTT had a significant decrease. The data were normally tested, and the test results are
shown in Table 5.

Table 5. Mean pupil diameter by Shapiro-Wilke normality test.

GTT GOD

Statistics Sig. Statistics Sig.

1st min 0.930 0.270 0.964 0.764

2nd min 0.970 0.864 0.956 0.622

3rd min 0.934 0.318 0.944 0.434

4th min 0.938 0.359 0.913 0.149

5th min 0.932 0.289 0.903 0.106

Shapiro-Wilke normality test was used for the mean pupil diameters of GTT and
GOD. The results of sig. were all seems greater than 0.05. With paired t-test, the results
were shown in Table 6 and Table 7.
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Table 6. Difference test of in mean pupil diameter for GTT.

min-min Average
value

Standard
deviation

Standard
error mean
value

Difference value: 95%
confidence interval

t Sig.

Lower limit Superior
limit

2nd-1st 0.21933 0.80650 0.20824 −0.22729 0.66596 1.053 0.310

3rd-1st 0.27467 0.91899 0.23728 −0.23425 0.78359 1.158 0.266

4th-1st 0.16200 10.00435 0.25932 −0.39419 0.71819 0.625 0.542

5th-1st 0.04000 0.94892 0.24501 −0.48550 0.56550 0.163 0.873

The difference test results showed that the slight drop did not have significant differ-
ence compared with the 1st min, and the mean pupil diameter could change in subjects
with visual fatigue during exercise.

The description of the statistical results showed that the 15 subjects of GOD had a
significant decrease in mean pupil diameter during the 2nd min to the 5th min compared
to the 1st min, and whether this difference was statistically significant or not, differential
analysis is required.

Table 7. Group of overlooking test of difference in mean pupil diameter.

min-min Average
value

Standard
deviation

Standard
error
mean
value

Difference value:
95% confidence
interval

t Conspicuousness

Lower
limit

Superior
limit

2nd-1st 1.37267 0.93211 0.24067 0.85648 1.88885 5.704 0.000

3rd-1st 1.45133 0.97660 0.25216 0.91051 1.99215 5.756 0.000

4th-1st 1.30133 1.01707 0.26261 0.73810 1.86457 4.955 0.000

5th-1st 1.34800 1.05006 0.27112 0.76649 1.92951 4.972 0.000

The difference test results showed that the mean pupil diameter of each minute
decreased significantly compared with that of the 1st min. This conclusion was statis-
tically significant, indicating that the mean pupil diameter of the visual fatigue person
could decrease significantly in the distance, which was because the eyes had a full rest
when looking in the distance.

4 Conclusions

1. There was a trend towards decreases in the group of playing table tennis while there
was a significantly increase in the group of overlooking the distance.
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2. Overlooking the distance can make the visual fatigue of the eye muscles to resume
the active state, has a positive impact on the recovery of visual fatigue.

3. The pupil diameter playing the table tennis group becomes smaller because of the
fixation while overlooking the distance does not need fixation.

4. The questionnaire survey shows that eye movement will make the subjects have a
better subjective feeling.
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Abstract. Recently, the availability of physiological measures to estimate cog-
nitive activity builds new opportunities to help people understand themselves and
their work or for systems to adapt. However, office employees often have to deal
with a significant mental workload (MWL) due to the increasing proliferation
of mobile technology interruptions. This study investigated the impact of social
media (SM) interruptions on MWL and physiological reactions with 30 office
workers. Each participant executed four simulated computer tasks. The simulated
tasks included reading and writing tasks performed during two conditions (single
vs. interrupted). The results identified that MWL was significantly higher during
interrupted tasks than single tasks. Moreover, the effect of SM interruption on
perceived MWL and physiological responses during the reading task is higher
than in writing, but participants during interrupted condition did the writing task
with less accuracy than the reading task. These findings provide practical and
theoretical implications for both employers and employees on how to manage
SM information interruptions in the workplace and may lead future studies into
cognitive activity monitoring in real environments.

Keywords: Social media · Interruptions · Office workers · Physiological
measurement

1 Introduction

Interruptions while performing a task are a necessary part of work environments. With
the rapid development of mobile technology and smart devices, social media such as
wikis, blogs, instant messaging (IM), and social networking sites (SNSs) have dramati-
cally increased the number of interruptions [1]. Although the widespread use of social
media (SM) provides convenience, it also has some negative outcomes, such as frequent
interruptions, particularly at work [2, 3]. The negative effects of frequent interruptions
(personal inquiries, calls, emails, etc.) are increased mental workload (MWL), recov-
ery effort, increased error rate, time loss, and elicit feelings of stress and anxiety as
well [4]. Time loss encompasses not only the duration of the interruption but also the
time required to resume the primary task following the interruption. Human brains need
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about twenty-three minutes to continue their task after getting interrupted [5]. Research
has found that individuals at work are interrupted four times per hour on average, and
online distractions are the most common [6]. Office workers face a variety of interrup-
tions, such as emails, co-workers’ inquiries, or instant messages [7]. Despite the existing
research evidence, the effect of SM interruptions on office workers’ MWL has not yet
been investigated. Thus, to develop the understanding ofMWL in the office environment,
simulated office-like tasks (i.e., writing and reading) with mobile SM interruptions were
characterized.

According to distraction theory, interruptions can be defined as externally generated,
unpredictable events that disrupt the flow of cognitive focus on the ongoing task [8, 9].
In addition, interruptions cause an attention switch and use the same sensory channel as
those used by the primary task [9]. Due to limited cognitive resources that are not well
allocated across multiple tasks, interruptions mainly caused increased MWL, reduced
efficiency, and deteriorated psychological symptoms such as feelings of “time pressure”
and overloaded responsibility [10].

MWLhas been used as an essential factor to evaluate human performance in complex
systems. Moray (1988) also found that optimizing the MWL allocation could decrease
human errors and improve operators’ satisfaction [11]. Mental workload can be defined
as the amount of mental effort required for an individual to complete a specific task [12].
To measure MWL, earlier studies developed assessment by performance measures, sub-
jective ratings, andmeasurement of physiological processes [13–15]. In comparisonwith
subjective and performance measures, physiological indices possess better performance
in terms of sensitivity, potential diagnostic, and non-intrusiveness [16, 17]. Although
MWL is multidimensional and hard to assess directly [18], former researchers have pro-
posed that using merged indices (subjective rating, task performance, and physiological
responses) can arrive at satisfying precision [22]. In this work, we also applied a com-
bination of subjective rating, task performance, and physiological signals to evaluate
MWL.

2 Method

2.1 Study Population

To estimate a suitable sample size, an a-priori power analysis was invoked by G*Power
(version 3.1.9.6) [27] and the ‘Cohen (1988)’ effect size option. The analysis showed that
28 participants would be needed. However, two extra participants were recruited because
of experimental dropout and deletions. Therefore, thirty participants were recruited from
the university employments (n = 30; sixteen females and fourteen males; age = 44.8
± 14.8 years). All selected participants were healthy individuals and were excluded if
they had a history of neurological or mental illness or organic disease, such as heart-
related and skin conditions. Each participant signed a consent form and received 150
RMB (~23 US dollars) as a financial incentive. The experiment protocol was approved
by the Institutional Review Board of the Industrial Engineering Department, Tsinghua
University.
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2.2 Apparatus

Subjects were seated in front of an Acer P229HQL screen with 1920 × 1080 resolu-
tion. The experiment was controlled by PsychoPy 3.0. For interruption condition, we
employed an online tool on http://www.wjx.cn, a professional online survey platform
in China, to disturb participants’ attention from the primary task by their cell phones.
Participants sat in a quiet place with standard lighting, about 55 cm from the screen,
with no chin rest. Electromyography was used to evaluate the MWL fluctuations due to
SM interruptions over office-like tasks, including reading and writing. For physiological
signal acquisition, non-invasive wearable electrocardiography (ECG) and electroder-
mal activity (EDA) sensors were used (Fig. 1(a)). The analysis and signal recording
were accomplished on the ErgoLAB® cloud platform (Kingfar Technology Co., Ltd,
Beijing, China) for human-machine-environment examinations, which obtains the sub-
jects’ physiological change data in the factual state without restriction and interference.
The EDA raw data were captured from the finger extensors set on the index fingers and
left-hand middle, and ECG indications were read from the ear clip sensor and index.

Fig. 1. (a) Experiment setup and sensors placement (b) Overview of the experimental procedure

2.3 Procedure

Participants were reminded to have a good rest the night before the experiment and
prevent caffeinated drinks. While participants reached the lab, the experimenter gave an
overview of the experiment and described the primary and interrupted tasks, and users
performed several practice tasks.

The experiment used 2 primary tasks (writing and reading) × 2 conditions (single
vs. interrupted) mixed design, and users completed a total of 4 tasks with a 10 min
rest between two sections. Figure 1(b) presents a sequence comprising start of the pri-
mary task in single and interrupted conditions; (a) single condition: the participant was

http://www.wjx.cn


244 E. Zahmat Doost and W. Zhang

instructed to finish two main tasks as quickly as possible while keeping accuracy on
the tasks. The user was also required to fill in the NASA-TLX questionnaire instantly
after completing each task. Once the questionnaire was finished, a fixation cross was
revealed on the monitor for 5 min as a baseline condition before each further task. (b)
interrupted condition: participants started interrupted tasks after 10 min recovery. The
procedure for the disrupted circumstance was like that of the single condition. The dis-
tinctionwas that eachmain taskwas haltedwith three SM interruptions with an uncertain
time distance in between. Disrupted tasks were exhibited on subjects’ cellphones, and
they should complete the interruption tasks immediately and then continue the primary
tasks. To diminish learning effects, the order of the primary and interruption tasks were
randomized.

2.4 Task and Conditions

As shown in Fig. 1(b), the reading and writing tasks were designed to require corre-
sponding levels of MWLwith the addition of SM interruptions to overload participants’
MWL.

Reading task: The reading task was a verbal comprehension task. Participants were
required to read a short passage and choose one of four sentences were presented on the
screen (only one sentence can conclude the passage accurately), then the next passage
will appear. Participants were asked to choose the correct conclusion as quickly and
accurately as possible. The task ended automatically after 5 min. The outcomes were
the number of passages read per minute (latency) and the wrong answers (error rate).

Writing Task: The writing task included several sentences that were presented on the
screen, and subjects should copy and write them in the answer box. Participants were
asked to write as quickly and accurately as possible. The task ended automatically after
5 min. The number of written words per minute (latency) and wrong words (error rate)
was recorded.

The interruption blocks were designed to distract an individual’s attention and bring
the primary task to a halt, interruption’s handling, and resumption. Participants scanned
the prepared QR code with their cellphones at the beginning of the interrupted condition.
They received three interruption tasks with different time distances (t1, t2, and t3) dur-
ing each primary task. Participants were asked to complete the interruption tasks once
they received them and then resumed the primary task. The interrupting tasks included
watching short videos and receiving text messages that required to reply.

2.5 Measurements and Data Analysis

This study investigated the impact of the independent variable (SM interruptions) on
the dependent variables (i.e., subjective perceptions of workload, task performance, and
physiological measures). Behavioral data were assessed using the number of words
read and written per minute and the error rate of the primary tasks. The NASA-TLX
workload questionnaire [21] gathered subjective MWL information. Participants’ phys-
iological indices (EDA and ECG) were also recorded. First, physiological signals were
pre-processed by ErgloLAB. Data cleaned with wavelet denoising and high-pass, low-
pass, and root-mean-square (RMS) filtering. The signal under each task level was divided
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into five-time nodes (1 min, 2 min, 3 min, and 5 min during the experiment). The qual-
ity of recordings data was checked, and poor signals were excluded from the analysis.
Then, a two-way repeated-measures analysis of variance (ANOVA)was used to examine
the effects of SM interruption on subjective ratings, task performance, and physiolog-
ical parameters. To make sure all ANOVA assumptions were met, residual normality
and constant variance were applied. The variables with non-normal distribution were
transformed using Z-score standardization (standardization of x is (Xcurrent −
Xaverage)/(SD of raw data) [23]. If Mauchy’s test of sphericity was significant (p < 0.05),
the Greenhouse-Geisser correction was used to adjust degrees of freedom. A paired t-test
was used to evaluate the pairwise comparisons. The data analysis was done using SPSS
version 25.0 (IBM Corporation, Armonk, NY, USA). Statistical significance for all tests
was set at p < 0.05.

3 Results

3.1 Self-reported Mental Workload Levels

Figure 2 presented the mean TLX overall workload for different reading and writing
tasks in single and interrupted conditions. The results of the NASA-TLX questionnaire
indicate that the participants perceive a higher workload during interrupted tasks than
the single tasks. A two-way ANOVAwith repeated measures showed a significant effect
of SM interruption on overall MWL with (F(1, 29) = 1134.63, p < 0.05, η2 = 0.975).
Additionally, paired t-tests showed that differences between single and interrupted con-
ditions for reading tasks are more than writing (twriting(29)=−20.99,�mean=−21.76,
p < 0.05 and treading(29) = −26.61, �mean = −28.06, p < 0.05).

Fig. 2. Comparisons of TLX overall

3.2 Task Performance (TP)

The ANOVA test showed that there was a main effect of and SM interruption on latency
and error rate with F(1, 29) = 27.14, η2 = 0.484, p < 0.05 and F(1, 29) = 1177.67, η2
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= 0.976, p< 0.05, respectively. Figure 3 shows that the participants were more accurate
and responded faster in the single condition than in the SM interrupting condition.
Additionally, paired t-tests showed that there are significant differences between single
and interrupted tasks performance but the effect of interruptions on writing is more than
reading (error rate: twriting(29) = −43.36, �mean = −8.23, p < 0.05 and treading(29) =
−12.00, �mean = −2.03, p < 0.05; latency: twriting(29) = 4.63, �mean = 17.5, p <

0.05 and treading(29) = 13.85, �mean = 2.33, p < 0.05).

Fig. 3. The comparison of task performance (error rate and latency)

3.3 Physiological Results

The ANOVA results of physiological signals showed that there were significant main
effects of SM interruption on LF/HF and SDNNwith F(1, 26)= 612.84, p < 0.05, η2 =
0.959 and F(1, 26)= 26569, p < 0.05, η2 = 0.909, but there were no significant effects
on HR and SC responses (p = 0.054 and p = 0.155). The variations of physiological
signals with time under the different tasks are shown in Fig. 4. In addition, the paired
t-test showed that differences between single and interrupted conditions for reading tasks
are more than writing. The result of the t-test is as follows:

HR: twriting(26) = −.459, �mean = −1.33, p = 0.65 and treading(26) = −8.37, �mean
= −2.43, p < 0.05;
SDNN: twriting(26) = 12.44, �mean = 3.59, p < 0.05 and treading(29) = 13.15, �mean
= −3.65, p < 0.05;
LF/HF: twriting(29) = −29.89, �mean = −2.83, p < 0.05 and treading(29) = −18.47,
�mean = −2.48, p < 0.05;
SC: twriting(29)=−8.923,�mean=−1.10, p< 0.05 and treading(29)=−11.55,�mean
= −1.19, p < 0 .05.
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Fig. 4. The comparison of physiological signals evoked by tasks in different conditions

4 Discussion

The aim of this work was to assess SM interruptions’ impacts over office-type tasks on
MWL. This paper reports outcomes relevant to MWL acquired from 30 office employ-
ments when doing the simulated-computer tasks (writing and reading). MWL data was
measured by physiological responses (EDA and ECG), the NASATLXmethod, and task
performance data including latency and error rate. The results demonstrated subjective
rating (NASA-TLX), physiological responses (LF/HFandSDNN), and task performance
changed with SM interruptions.

The main finding of this study was that indices from ECG (LF/HF and SDNN) had a
significant increment as SM interruptions occurred which was consistent with the results
of previous studies [24–26, 28, 29]. Contrary to expectations, there were no main effects
of task levels for SCmean andHRmean. Therewere no significant differences forAVHR
and SC among the tasks, which was not consistent with the results of previous studies
[22]. One explanation for this pattern of results could be that task demands increasing is
not accompanied by changes in HRV as long as the manipulation affects only structural
or computational structures in the human information processing system [30, 31]. In this
view, the task difficulty levels seem not to differ by SM interruptions significantly in this
respect.

In addition, the effect of SM interruption on perceived MWL and physiological
responses during the reading task is higher than in writing, but participants during inter-
rupted condition did the writing task with less accuracy than the reading task. If we
consider this in relation to spare capacity [32], as the interrupted writing task was sub-
jectively rated as requiringmoreMWL, there might not have enough cognitive resources
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available to take on the interrupted task concurrently with the primary task. This means
that responding to the interruptions during thewriting taskwould have become a primary
task that was less demanding than the reading tasks [33].

This result means that SM usage increased brain activity during the interruption
comparedwith the single task. This could be explained by the limited cognitive resources
that are not well allocated across multiple tasks and interruptions mainly caused bymore
mental effort to accomplish more than one task at a time [34, 35].

It should be noted that participants were asked to conduct varied tasks in a limited
amount of time in this experiment, which could cause stress. Further, suppose a given
cognitive activity requires extensive application of resources and that activity has to be
carried out for an uninterrupted period of time. In that case, it is likely that the activity
would induce stress [36, 37]. Therefore, stress may have affected the results of this study.
In addition, previous research has shown that stress controls a variety of physiological
processes, particularly the ECG and EDA indexes [36, 37]; hence, the physiological
responses may be affected.

5 Conclusion

This study is an important observation toward elucidating the role of mobile SM in office
workers’ MWL. Our findings show that SM interruptions reduce primary task perfor-
mance and increase MWL. These results help us understand the effect of interruption on
MWL levels during office tasks and could further aid in improving the working habits
and lives and may pose the greatest load on the office workers. Also, previous research
about the effect of SM has been conducted the subjective measurements, but this study
took place in a laboratory environment and used behavioral and physiological methods
to find the variations. Therefore, this study’s inferences promote the prevailing under-
standing of the “dark side” of SM usage in the office surrounding, which may impact
enterprise efficiency and employees’ health. Additionally, this study provides practical
and theoretical implications for both employers and employees on how to manage SM
information interruptions in the workplace.
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Abstract. In the aviation field, the concept of systems management has been
widely recognized, and the human factor analysis of aviation accident/unsafe
behavior has been more focused on finding system vulnerabilities. However, the
analysis of unsafe behavior from the perspective of individual psychology is rel-
atively low. In order to promote the safety of civil aviation and to reduce unsafe
behaviors such as errors and violations caused by civil aviation personnel, the cur-
rent study concluded the psychological factors associated with the unsafe behav-
ior of civil aviation practitioners. The study was based on the core principles
of safety psychology and the human factors analysis and classification system
(HFACS). The psychological factors influencing the unsafe behaviors of civil avi-
ation employees included risk perception, safe attention, memory, negative emo-
tions, job burnout, self-control, safety attitude, safety motivation, and personality
traits. Combined with the social cognition theoretical framework and the psycho-
logical factors associated with the unsafe behavior of civil aviation personnel, a
model was formed. The model provides theoretical and practical reference during
the analysis of psychological factors such as errors and violations caused by civil
aviation personnel.

Keywords: Safety psychology · Unsafe behavior · Psychological factor · Civil
aviation

1 Introduction

Human factors are the main cause of aviation accidents in recent years. However, they
are often overlooked as the solution to the problem is not considered to be related to
them. In particular, most models of aviation human error analysis, such as the SHEL and
REASON models are often based on a system perspective and inevitably focus more
on the role of the system of organization and management [1]. The concept of system
management has also been recognized by most professionals, which could guarantee the
current aviation safety.

However, the analysis of the internal psychological process of people who make
mistakes and violations is not systematic and comprehensive. This limits the possibil-
ity of reducing human errors and violations at an individual level. Mental activity is
undoubtedly the most important part of individual human factors. The effects of human
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perception, memory, attention, decision-making, emotion, fatigue, and stress on safety
behavior have been gradually discovered in the field of coal mines and transportation
[2, 3]. However, few studies systematically analyzed the cause of unsafe behavior from
the perspective of individual psychology, especially in the field of civil aviation. There-
fore, based on the HFACS human factor analysis framework and the core principle of
safety psychology, the current study explored the near-end, mid-end and remote-end
psychological factors that could affect the unsafe behavior of civil aviation personnel.

2 Psychological Factors and the Unsafe Behavior of Civil Aviation
Workers

HFACS model is an important method for investigating and analyzing human factors
in-flight accidents. According to the HFACS model, individual unsafe behavior can be
divided into errors and violations [4]. Therefore, based on the HFACSmodel, the causes
of accidents and associated human symptoms can be systematically analyzed. However,
the psychological reasons behind individual violations and errors are relatively rough.

Safety psychology is based on the principles of safety science and psychology, which
guides safety management through the study of human safety psychological phenomena
and behavioral process characteristics [5]. According to the core principles of safety
psychology, psychological processes (perception, emotion), motivation, attitude, and
personality were all important influencing factors of unsafe behaviors [6].

2.1 Psychological Process Factors and Unsafe Behavior

The near-end psychological factors such as cognitive and emotional processes can
directly affect the unsafe behavior of civil aviation personnel. Individual cognitive pro-
cesses include risk perception, safety attention and memory. Risk perception refers to
the ability of individuals to identify potential dangers in the external environment while
making corresponding preparedness behaviors. Aviation safety practitioners with good
risk perception can better identify possible risks based on their ability, resulting in fewer
unsafe behaviors [7]. Safety attention can also affect the safety behavior of personnel.
Once employees’ safety attention decreases, their perception of safety and risk would
also be weakened, resulting in more decision-making and skill-based errors [8]. Mean-
while, unsafe behaviors may also occur if civil aviation staff have memory deviation due
to old age, lack of sleep, mood fluctuation, disease and stress [9].

The impact of emotions in unsafe behaviors has been widely recognized. During
the violation and error, the role of negative emotions such as fear, anger, impatience,
anxiety, and boredom has been verified for the subway construction workers, motorists
and airport security personnel [10]. In addition, the accumulation of negative emotions
for a long time (burnout) could affect the degree of work involvement, while resulting
in errors and violations [11].

2.2 Motivation, Attitudes and the Unsafe Behavior

Mid-end psychological factors such as self-control, safetymotivation and safety attitudes
can affect the cognition and emotional processes of an individual while having an impact
on their unsafe behaviors.
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People with a high level of self-control are generally able to follow the rules and
have fewer violations on the job. For example, workers who can control their impulsive
behavior and negative emotion in time can be more emotionally stable. Moreover, the
same worker can also abide by the rules and regulations of a company while committing
fewer errors and violations [12].

Safety motivation refers to an individual’s willingness to perform work safely, while
safety attitude refers to an individual’s stable and generalized tendency to respond the
safety in the process of work. Employees with strong safety motivation and attitudes
tend to abide by safety rules. For example, those who are just to evade punishment and
do not truly agree with the value of safe operation are usually unable to perform safe
operations continuously, which results in daily violations [13].

2.3 Personality and the Unsafe Behavior

Personality, as a remote psychological factor, is quite stable in the time dimension. Per-
sonality indirectly affects unsafe behaviors of civil aviation personnel through cognitive
processes, attitudes and emotional factors.

Personality traits have a wide range of effects on individual behavior, even in the
field of security. The accident proneness theory illustrates that personality plays a lead-
ing role in accidents and hence, certain stable internal personal tendencies are closely
related to unsafe behavior [14]. The Big Five personality theory with broad applicability
demonstrates that there are five personality traits, namely openness, agreeableness, con-
scientiousness, neuroticism and extraversion.Meta-analysis results show that agreeable-
ness and conscientiousness can negatively predict unsafe behavior, while extraversion
and neuroticism can positively predict unsafe behavior. However, openness and unsafe
behavior have a minor relationship [15]. Specifically, individuals who are helpful, con-
fident, responsible and value the interpersonal relationships in their personalities have
fewer violations in their daily work. On the contrary, emotionally unstable commitsmore
errors and risky decisions. For example, overly selfish airport workers displayed lower
safety performance, while the active and social air traffic controllers committed more
skill-based errors [16, 17].

3 Psychological Mechanism of Unsafe Behavior of Civil Aviation
Employees

The social cognitive theory suggests that human behavior is affected by the external
environment and internal cognition. Therefore, individual unsafe behavior is not only
affected by the externalworking environment but also closely related to internal cognition
(memory,motivation, attitude, belief) [18]. The existing cognitivemodels of human error
in the field of security often focus on sorting out cognitive processes (identification,
observation, interpretation, evaluation) and the reason behind unsafe behaviors [19].
However, the cognitive process is affected by various factors, such as emotion, attitude,
motivation and personality. To accurately determine the psychological factors behind
the unsafe behavior of civil aviation practitioners, it is more scientific and practical to
establish a comprehensive framework of analysis.
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The cognitive structure within an individual is divided into different levels based
on its stability. Emotional systems and cognitive processing are superficial structures
that influence behavior and are more likely to change. Deeper attitudes, motivations and
self-control are formed as individuals grow up and are relatively difficult to change.
These factors usually affect behavior through superficial emotional and cognitive pro-
cesses. Personality, as a “remote” predictor of behavior, indirectly affects unsafe behav-
ior through factors such as cognitive processes, attitudes, motivation, self-control and
emotions.

Therefore, the current study summarized the psychological factors affecting the
unsafe behavior of civil aviation personnel, including risk perception, safe attention,
memory, negative emotions, job burnout, self-control, safety attitude, safety motivation,
and personality traits. Moreover, the study proposed a psychological factor influence
model on the unsafe behaviors of civil aviation personnel based on the cognitive structure
of individuals (Fig. 1).

As per the model, superficial psychological processes such as risk perception, safe
attention, memory, negative emotions and job burnout can directly affect the unsafe
behaviors of civil aviation personnel. Correspondingly, personality, safety attitude, self-
control and safety motivation also have an indirect influence on unsafe behaviors.

Fig. 1. Psychological mechanism model of unsafe behavior of civil aviation staff.
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We have also further sorted out the attention-worthy areas for future research and
practice. First, lack of attention to the violations and errors committed by other civil
aviation professionals except for pilots, such as air traffic controllers, maintenance per-
sonnel, ground support personnel andmanagement personnel cannot be ignored. Second,
the existing research mainly adopted the self-assessment questionnaire survey method.
In the future, it can be further explored in combination with physiological indicators
and experimental methods. Third, research on intervention programs for civil aviation
practitioners’ unsafe behaviors is required. Considering the diverse psychological factors
associatedwith unsafe behaviors, there is still a lack of systematic intervention programs,
which restricts the development of psychological research to practical applications.
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Abstract. Purpose: Self-monitoring is one of the most effective behavior change
techniques to enhance awareness and task motivation. Wearable devices provide
a unique opportunity for individuals to self-monitoring compared to traditional
record-keeping methods. Furthermore, digital self-monitoring helps to engage
with the technologies/intelligent systems to track, collect, monitor, and display
information about daily activities. This study aimed to implement a quantified
self-approach for university students to explore changes in students’ attitudes
and perceptions after self-monitoring of physical activity. Method: 70 university
students were recruited in the study. The study was divided into four stages i.
Preparation stage: participants filled out pre-survey and were instructed to use
a step counter or any other fitness tracker over three weeks. ii. Collection stage:
participants monitored themselves regularly for three weeks. iii. Integration stage:
The collected data was analyzed and transformed for users to reflect on. iv. Reflec-
tion stage: participants reflected on the findings in a post-survey. Results: 47% of
study participants reported that self-monitoring raised awareness related to physi-
cal activity in study participants. 54% of study participants felt the urge to increase
physical activity after self-monitoring. Before and after self-monitoring, there was
no change in the perception of being more physically active. Conclusion: The
study suggested that self-quantification can raise awareness related to physical
activity. Longitudinal studies can be designed to explore how self-quantification
approaches would be utilized for long-term self-reflection.

Keywords: Quantifying self · Personal informatics · Self-tracking ·
Lifelogging · Activity tracking · Self-perception

1 Introduction

Understanding various aspects of an individual’s everyday life motivates us to record
behaviors, activities, and emotions [1, 2]. Advancement in self-tracking devices (e.g.,
smartwatches, fitness bracelets) has made it possible to quantify and monitor daily activ-
ities remarkably easily, referred to as personal informatics or self-quantification [3].
Self-quantification enables individuals to engage with the technologies/intelligent sys-
tems that help track, collect, monitor, and display information about their daily activities
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to enhance self-sensing or self-awareness [4, 5]. Further, it helps people to record and
evaluate both subjective (e.g., emotion, situation) and objective aspects (e.g., intensity,
frequency) of the observed behaviors [6]. Self-tracking devices to monitor health and
well-being enable individuals to self-reflect. It helps in health preservation, referred to as
the self-improvement hypothesis of personal informatics [7–9]. Digital Self-monitoring
can enhance people’s self-awareness, which positively affects people’s task motivation
[3, 10].

1.1 Theoretical Underpinnings of Self-improvement Hypothesis

Many behavior change theories, such as control theory and self-regulation, theory
Trans-theoretical Model of Change (TTM) [12], propose that self-monitoring enhances
self-evaluation and goal setting, which, after receiving feedback, increases an individ-
ual’s responsibility, independence, and person’s active role in goal setting [11]. Trans-
theoreticalModel of Change (TTM) [12] explains that an individual’s transition to a state
of intention (contemplation stage) from a state of no intention to change behavior (pre-
contemplation stage) is triggered by awareness, knowledge (e.g., possible outcomes of
the behavior) and environmental cues [13, 14]. Contemplation leads to other stages, i.e.,
preparation, action, and maintenance, and individuals can lapse to any stage. Similarly,
models of personal informatics such as the “stage-based model of personal informat-
ics systems” (Fig. 1) and “lived informatic model” explain how people use personal
informatics tools to monitor their behaviors [15, 16].

The stage-based model [15] explains that individuals initially think about collecting
data and determining how to collect and record information (Preparation). Then they
collect data using trackers about themselves (Collection Stage). Further, they integrate
data for reflection (Integration) and then reflect and explore data (Reflection stage). In the
reflection stage, people identify their future goals and figure out the potential possibilities
to achieve them. Lastly, based on reflection, people in the ‘action stage’ either inform
behavior or perform certain activities to match their goals. Similarly, Epstein e al. [16]
integrated both the TTM model and staged-based model of personal information [15]
to develop a “lived informatics model.” It includes the process of deciding to track and
selecting tools, tracking and acting as an ongoing process of collection, integration, and
reflection, and lapsing of tracking that may later be resumed.

Fig. 1. Five stages of personal informatics adapted for the study
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1.2 Related Works

Prior work has demonstrated the effectiveness of using self-tracking devices to promote
goal-directed activities and users’ physical activity motivation. Digital Self-monitoring
is also proven helpful in promoting physical activity when used in behavior change
interventions such as improvement in moderate to vigorous activities and goal-directed
activities [3, 9, 17, 18]. Further, fitness tracking improves task motivation, user’s motiva-
tion and anticipated motivation to be physically active [10, 20, 21]. Further, motivation
to indulge in physical activity decreases with the unavailability of the tracking devices
[24] have shown that motivation for physical activity decreases when fitness trackers
are not available. Maitland et al. [22] also have found that fitness tracking apps (with
information sharing feature) lead to increased motivation for physical activities (e.g.,
walking).

1.3 Study Aim

For the present study, we used the Documentary tracking approach of “quantified self”,
i.e., detailing activities to collect data for reflection, instead of changing them [23] and
adapted theLi et al. [15]model of personal informatics.We explored changes in students’
attitudes/perception of their daily activity level after self-monitoring. The main research
question was whether university students intend to do more physical activity if they find
activity tracking results less satisfying after reflection?

2 Method

The studywas divided into five stages adapted fromLi et al.’s [15]. The project team used
Google Drive to collaborate, compile, and share the necessary project documentation.
Overall, the study lasted for 8 weeks.

1. Preparation Stage: Each willing participant filled out the pre-survey questionnaire
before starting data collection. The objective was to gather demographic informa-
tion about the participants. The participants’ identity was remained anonymous
throughout the study.

2. Collection Stage (2 weeks): Participants self-monitored themselves for three weeks
using activity trackers. The activity diary was filled out by each participant every
day with the number of steps made and other information related to the number of
steps.

3. Integration Stage: Collected data was analyzed and transformed for users to reflect
on.

4. Reflection Stage: Participants reviewed their results for reflection. The post-survey
questionnaire was filled out for reflection.

5. Action Stage: Participants decide how to use their newfound understanding of
themselves.
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Lastly, the study findings were summarized to present the overall change in partic-
ipants’ perceptions and attitudes after self-monitoring. The details about participants’
characteristics and changes in attitude andperceptions arementioned in the result section.

3 Results

Seventy university students participated in the current study. The average age of study
participants was 26.7. Most of the study participants were female (97%) and regular
university students (47%). The average number of steps taken by study participants per
person were 7867 (two weeks). Results of the pre-survey indicated that approximately
80% of the study participants were already tracking their physical activities. Pre-survey
results indicated that physically active is important for 94% participants, However, 54%
of participants do not consider their lifestyle as active. It was found that students tend to
take slightly more steps during the weekdays (8152 steps) rather than on the weekend
(7758 steps). 47% of study participants raised awareness related to physical activity after
self-monitoring (Fig. 2).
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Fig. 2. The extent to which self-monitoring helped to raise awareness in study participants (post-
survey)
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The post-survey results indicated that 54% of study participants felt an urge to
increase physical activity after self-monitoring (Fig. 3).
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Fig. 3. Did this research urge you to move more? (Post-survey question)

Results of both pre-post surveys indicated that approximately 63% of participants
did think that theymoved enough (Fig. 4). However, therewas no change in the perceived
level of physical activity after reflection.
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Fig. 4. Do you move enough? (Pre-post survey question)

Results of both pre-post surveys indicated that almost 83%of the participants felt that
they shouldmovemore. However, there is no change after reflection in study participants
(Fig. 5).
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Fig. 5. Should you move more? (Pre-post survey question)

4 Discussion

This study aimed to explore changes in the perception of physical activity after self-
monitoring. The results indicated that self-monitoring raised awareness about physical
activity, and participants felt the urge to movemore after reflection. Studies have demon-
strated that regular self-tracking promotes short-term and long-term self-reflection [15].
The short-term reflection happens after data collection and helps individuals improve
self-knowledge and awareness. The current study supports the idea of short-term reflec-
tion as approximately 47% of participants found self-monitoring helpful. According to
the “Stage-based model of personal informatics” proposed by Li Dey et al. [15], reflec-
tive learning through tracking devices occurs in three steps. Initially, the individuals plan
and prepare for data collection, followed by data collection, and, lastly, reflect on the
data obtained, which helps raise individual awareness about the behaviors. This is more
closely related to the contemplation stage in the Transtheoretical change model. The
increased awareness promotes change in behavior and attitude [20, 25]. Previous studies
also suggest that tracking physical activity from devices can promote physical activity
[22]. The current study result also suggests no change in the need for more physical
activity after self-reflection. According to the TTM, individuals in contemplation phase
remains ambivalent about changing behaviors and it takes three to six months to starts
preparing for the behavior change [12]. The increased duration of self-monitoring could
have resulted in change of perception related to physical activity i.e., need to do more
physical activity.

The current study highlighted the role of self-quantification in raising aware-
ness regarding physical activity. Further experiments and longitudinal studies can be
designed to explore how self-quantification approaches would be utilized for long-term
self-reflection.
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Abstract. High-performance wearable strain gauges have always been of inter-
est for human-computer interaction. Many sensors have been developed using
traditional manufacturing techniques or processes that are costly to replicate. This
work showcases the use of commercially available filaments using additive manu-
facturing technology to create a sensor that can be used to monitor human motion
with little user discomfort. A sensor was designed and tested, and it was found to
have good sensitivity and reliability. The sensor uses the piezoresistive effect with
changes up to 50%when conforming to small-sized objects. The sensor was tested
on a glove and found to detect finger motion while grabbing objects or typing on
a keyboard.

Keywords: Monitoring · Flexible sensor · Additive manufacturing

1 Introduction

Human-computer interaction requires arrays of sensors that can capture as much infor-
mation as possible. There are two main approaches for this process, contact and contact-
less. Contactless systems are based on vision or radar systems for overall positioning
or motion detection and are less intrusive but are limited by physical obstruction of the
field of vision. Contact-based systems might be cumbersome to use but provide infor-
mation not easily attainable by contactless methods. Smart gloves, for instance, have
been used for a number of applications, such as gesture recognition and machine inter-
action [1–4]. Traditional approaches have used finger, wrist, or forearm locations for
tactile feedback, whereas capacitive, strain, or vision sensing have been the standard
technologies employed [5]. Other miniaturized wearable inertial sensors have also been
used to identify some tasks, such as accelerometers, gyroscopes, magnetic sensors, or
combinations on those in inertial measurement units (IMU) [4, 5].

Force-sensitive sensors are of particular interest since they made it possible to quan-
tify the forces being applied for higher interactivity and better control. This is typically
done by employing strain gauges that measure the strain or deformation by an externally
applied load. Traditional strain gauges use piezoresistive (change in electrical resistance)
or piezoelectric (change in electrical charge) materials producing a difference when a
deformation due to a force is encountered. Most applications use rigid or brittle materi-
als for strain gauges in mechanical systems and are not suitable for large deformations
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such as the stretch of the fingers [2]. Recent developments have used polymer-based
materials for flexible strain sensors using carbon nanotubes, silver nanowires, or carbon
black as the sensing elements [6–8] for wearable applications. In addition, the rapid
advance in additive manufacturing technology (equipment and materials) have made it
possible to develop flexible and soft sensors employing commercial filaments [9, 10].
Devices in contact with the skin need to consider mechanical flexibility to conform to the
body while minimizing discomfort on a wide range of motion. Stretchability is another
important parameter, not just for the mechanical structure but the sensor itself, to avoid
constraining the range of motion at the joints.

Additive manufacturing is now the precursor of rapid prototyping, a manufacturing
technique that allows building a three-dimensional mechanical component by stacking
multiple two-dimensional layers together for prototyping purposes at small-to-medium
volumes. This technique enables the development of complex structures at a fraction of
the cost of what was previously available by the succession of multiple manufacturing
processes. Parts are designed using computer-aided design software and then converted
into slices, where the machine, typically known as a 3D printer, deposits the material
until the component is finalized. The deposition process follows multiples technologies,
where fused filament fabrication is one of the most popular ones. Material is fed into
the machine as a continuous filament where it melts and is deposited following instruc-
tions similar to a computerized numerical control found in milling machines. Flexible
and conductive filaments allow designing parts other than rigid structural components
while new machines add multi-material handling capabilities. It also makes it possi-
ble to develop custom prosthetics solutions that conform to the human body at levels
not available before, even to the extent of finding custom soft robotic and biomedical
applications [10].

This work focuses on developing an additively manufactured flexible strain gauge
that demonstrates the detection of hand gestures.

2 Methodology

A strain gauge is a type of sensor that employs a sensing element deformed under
strain when a load applied changes its properties, such as its electrical resistance. A
typical strain gauge uses a long conductor patterned onto a nonconducting substrate. On
metallic conductors, when the applied strain elongates the sensing element, the electrical
resistance is increased since the cross-section becomes smaller.When a polymermaterial
with conductive additives, such as metallic nanowires, carbon nanotubes, graphene, or
carbon black, is used, the electrical resistance reduces when the same load is applied
(decreasing the cross-section) since the conductive particles get closer to each other,
increasing the path for the electric current to flow.

The design for the strain gauge follows the topology of the resistive foil-type, where a
long conducting element (1 mm linewidth) is deposited onto a flexible substrate (20 mm
× 50 mm), as shown in Fig. 1. Thermoplastic polyurethane (TPU) was used for the
backing material due to its flexibility and ease of use on a regular desktop 3D printer. In
contrast, a conductive TPU infused with carbon black was used as the sensing element
material. TPU filament, 1.75± 0.05 mm diameter (SainSmart) and conductive TPU (PI-
ETPU, Palmiga Innovation), both with a Shore hardness of 95 A were acquired for this
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task. A Prusa Mk3S+ was used for the manufacturing of the custom strain gauge using
the default 0.4 mm nozzle. The flexible strain gauge is constituted of a support material
(color white in the picture) with the conductive filament deposited on top (color black
in the image). A layer thickness of 0.2 mm was selected to evaluate the effect of single-
and double-layer stacks (single- and double-layer strain gauges were manufactured).
Figure 1 also shows some staining from the conductive filament onto the nonconductive
backing material.

Fig. 1. Strain gauge design and prototype.

3 Results and Discussion

Samples were tested by bending them against known diameter cylinders to evaluate their
ability to conform to different body shapes and measurement results, as shown in Fig. 2.
Twodifferent thicknesses sensorswere tested: single layer (0.2mmconductive layer) and
double layer (0.4mm thick layer).Due to the nature of the composite conductivematerial,
conductivity increases with increased strain (smaller electrical resistance). This can be
appreciated by the lower resistance at the smaller diameters of 1-in and 2-in (25 mm
and 50 mm), indicating the possibility of detecting smaller feature sizes. There was no
significant change in electrical resistance between the readings at 3-in (75 mm), 4-in
(100 mm), and flat orientations. The resistance was reduced by 25% by decreasing the
bending diameter from 3 inches to 2 inches, while the reduction was up to 50% when
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reaching 1 inch for both tested samples. This test presents the sensors with a sensitivity
that is identical for both samples regardless of the thickness of the conductive layer.

The second set of tests was runwith the double-layer sensor to evaluate its repeatabil-
ity under loading conditions. The sensor was clamped on a cantilever, and the resistance
was measured while increasing the load in 10 g increments, as shown in Fig. 3. The same
loading conditions were repeated five times where the sample deviation was found to be
less than 4% with respect to the average electrical resistance value. This test shows the
good repeatability of the additively manufactured sensor.
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Fig. 2. Strain gauge resistance changes when wrapped around a cylinder.
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Once the sensitivity and repeatability of the sensor were demonstrated, another test
was performed to evaluate the performance of the 3D printed strain gauge to detect finger
motion. This time, a microcontroller (Arduino UNO) was used to record the change in
resistance using a voltage divider while the sensor was attached to a glove, as shown in
Fig. 4. Snippets of two tests are shown in Fig. 5 (grabbing an object) and in Fig. 6 (typing
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on the keyboard). The baseline reference voltage remained low (near 3.6 V) when the
sensor was extended in the resting position and peaked (near 3.8 V) when the finger was
curled.

Fig. 4. Strain gauge attached to a glove.
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Fig. 6. Voltage readings while typing on a keyboard.

4 Conclusion

A stretchable strain gauge sensor made by additive manufacturing and designed for
human-computer interaction was tested experimentally using TPU as the support mate-
rial with conductive carbon black TPU as the sensing element. The sensor was found to
have excellent sensitivity while bending at smaller curvatures with good repeatability.
The preliminary sensorwas testedwhile it was attached to a glove to evaluate the feasibil-
ity of detection finger motion, and it was found adequate for this task. This shows that the
low-cost 3D printing technology machines can be successfully employed in conjunction
with commercially available filaments to develop applications that were cost-prohibitive
in the past. This canmake it possible to expand the use of human-computer interaction to
many applications since the technology is maturing at a fast pace. Future research might
explore applications to detect body motion other than fingers or extend it for sensory
feedback.
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Abstract. The study proposes incorporating electromyography sensors with tan-
gible augmented reality during the completion of a series of low stress motion-
based tasks. Specifically, 3 tasks were completed by the users in a laboratory
setting while equipped with an EMG armband and their subsequent signal output
recorded for those tasks. The same tasks were then completed with the utilization
of a simple tangible augmented reality system, and the subsequent signal outputs
recorded once more. These signal outputs are gathered by an armband consisting
of 8 surface electrodes which can record the EMG signals generated from themus-
cles in the forearm for each task performed by the user. The tangible augmented
reality system incorporates both physical and digital interactions to best mimic
the real-life tasks performed by users.

Keywords: Electromyography · Tangible augmented reality ·Muscular
activation

1 Introduction

Electromyography (EMG) is the detection and recording of electrical signals generated
by muscle fibers. The size and properties of the fibers varies as does the conduction
velocities of the axons, morphology of nerve muscle junctions, and the physiological
properties of the muscle fibers. Augmented reality is an experience where the users’
interactions are enhanced through sensory modalities and often computer-generated
input. The utilization of augmented reality for guiding usermotions and the incorporation
of sensors as an assessment tool are areas of growing application and interest [1, 7]. There
exists discord between the current relationship of exercise recommendation in the realm
of physical therapy and muscle strengthening with the extent to which these conscious
efforts affect muscle activation over time [6]. In this work, the EMG signals output by
users when completing tasks in a tangible augmented reality (TAR) setting aremeasured.
The purpose of this study is to determine the impact of the change in visualization and
interactionmethods onmuscle activation in the user while performing low stressmotion-
based tasks. These tasks include removing the cap from a pen, lifting a teacup from a
table, and removing the lid from a disposable coffee cup. Such actions were chosen
to be easily reproducible while including familiar, everyday objects. The tasks require
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minimal instruction from the researcher for the users to understand and complete the
actions.

To read the EMG signals from the user, surface electrodes are used. When the users
move, electrical signals generated by the muscles can be recorded from the surface of
the skin. This form of EMG is called surface electromyography (sEMG). sEMG is an
alternative to embedding needle electrodes directly into the muscles which is called
intramuscular electromyography (imEMG). When recording sEMG signals, noise from
various sources can contaminate the readings which makes the analysis and classifi-
cation of these signals more challenging. Previous works have explored the detection,
processing, and classification analysis in electromyography for standardizing practices
and following signal evaluation [3]. However, sEMGcomeswith the advantages of being
easier to set up and incorporate with other devices as well as being non-intrusive.

2 Methods

2.1 Participants

Basic information of the users is gathered via a pre-study questionnaire, including age,
gender, race, dominant arm, and any motor limitations or injuries with their dominant
arm. Users with serious injury or current disability that prevents full, uninhibited motion
of the dominant arm and fine motor control of the dominant hand were not measured in
this study to decrease unknown influences in EMG signal readings.

2.2 Materials

Myo Armband. To generate the data that will be analyzed, a user wears the EMG sensor
on their dominant arm. The sensor is theMyo gesture control armband by Thalmic Labs.
The Myo does not require any skin preparation such as removing arm hair or applying
conductive gel. Consisting of 8 electrodes, the band goes around the upper forearm (see
Fig. 1). These electrodes create an 8-channel EMG reading which is sampled at 200 Hz
per channel.

Fig. 1. Myo gesture control armband
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Tangible Augmented Reality System. The users were asked to perform the same tasks
while physically interacting with the objects directly and visually receiving feedback
from an AR interface of the objects. The system simulated 3D models of the objects
through the display to show their motions as they completed the tasks.

2.3 Usability

The SystemUsability Scale (SUS) was used to measure the usability of the TAR system.
SUS is an industry-based tool for measuring system usability, or the ease of use of an
application. It consists of a 10-item questionnaire with 5 response options, ranging from
“strongly disagree” to “strongly agree”. The calculated scores from each questionnaire
range from 0–100 and represent system usability, with the acceptable SUS score being
68. A paper-based SUS questionnaire was administered after the TAR task recordings.

2.4 Procedures

The user is fitted with the armband and receives instruction for the tasks prior to each
recording. To aid in the recordings, the user was provided a countdown to know when to
perform the task. The recording also automatically cuts off after 1.5 s, eliminating the
need to later trim around the time when the task was completed. The tasks measured in
this study include:

• removing the cap from a pen
• lifting a teacup from a table
• removing the lid from a disposable coffee cup

Each user undergoes 3 real-life task recordings and 3TAR task recordings per session
which are stored in a comma separated value (CSV) file with the raw EMG values. For
the purposes of this work, the EMG signals underwent full-wave rectification prior to
analysis [8]. This is due to the inclusion of negative and positive values in the raw EMG
signals and the attempt to compare the intensity of EMG output from this study.

3 Results

3.1 SUS Scores

Please The SUS score for the TAR system was 68.2, an acceptable score for usability as
a supplemental device to the study. There are statistically no outliers in the SUS scores
(see Table 1).
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Table 1. SUS scores

Average SUS score 68.22

Standard deviation 3.56

IQR 4

3.2 EMG Output

The purpose of the work was to determine the impact on EMG output from users while
performing tasks in tangible augmented reality versus real-life. In the analysis of the
EMG signals, the data collecting in the CSV files were then rectified for analysis. This
full-wave rectification converted the negative values from the signal to positive values
and thus prevents the calculation of the signal’s mean output to come out to zero. The
main method of EMG signal modeling used in comparison for this study was integrated
EMG (iEMG), which can be summarized as the area under the curve of the rectified
EMG signal [2] (see Fig. 2). In the equation below N is the length of the segment, i is
the segment increment, and xi is the value of the signal amplitude. Focus values from
the EMG signal recordings included maximum, minimum, mean, range, and iEMG.

iEMG =
N∑

i=1

|xi| (1)

Fig. 2. Recorded user EMG signal (raw on the left, rectified on the right)

Recorded EMG values of the users were compared between individual users, indi-
vidual real-life tasks, individual TAR tasks, all real-life tasks averages, and all TAR task
averages. Of the 48 tasks performed in real-life and TAR, 38 produced higher maximum
EMG values in TAR, 41 produced higher mean EMG values in TAR, and 39 produced
higher iEMGvalues in TAR.While maximum andmean values for the tasks both display
generally higher values in TAR, it can be questioned whether a singular value (in the
case for maximum) or the average of an oscillating signal (in the case for mean) can
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be appropriately reflective of EMG intensity. While iEMG does not contain a unit of
measurement, its value encompasses the duration of time while reducing the influence of
the signal’s alternating characteristic. The difference between the average iEMG values
for real-life and TAR tasks per user were observed as well (see Fig. 3).

Fig. 3. Average real-life task iEMG values and difference with TAR task iEMG values (iEMG
change) per user

While the average iEMG value for p4 and p6 decreased in TAR compared to real-life
(−.637 and−1.421 respectively), both users only produced lower iEMG values in TAR
for 1 of the tasks. This is likely due to the averaging of iEMG values for real-life vs TAR
including all three of the tasks rather than repetitions of the same task. However, all 3
tasks had 3 users which produced lower TAR values, though there was only overlap with
p2 who only had 1 higher TAR value while their TAR iEMG average was still higher.

The perceived usability of the TAR system and the values of TAR iEMG output for
users can also be observed. We calculated the change from the real-life iEMG average
to the TAR iEMG average per user as a percentage increase or decrease (see Fig. 4).

While inclusive of decreasing TAR iEMG averages for 2 users, Fig. 4 reflects a
moderately significant trend between the higher SUS score of a user and a lower%change
of average iEMG in TAR. Such observation may be attributed to the perceived comfort
of a user when experiencing interactions with a novel system with an overcompensation
of EMG output due to the shift in visual cues and feedback from the norm.
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Fig. 4. Percent difference of iEMG to TAR iEMG averages and SUS score per user

4 Conclusion

This study and its findings are aimed at determining what impact utilizing a tangible
augmented reality system has on EMG output of users performing motion-based tasks.
The tasks performed by the users required minimal instruction and mental effort, and
the satisfactory SUS score largely removes poor TAR system usability as an influence
on the recorded EMG signals.

While the user data appears to indicate some level of increase in EMG output when
using the TAR system, there are still limitations when accurately collecting and inter-
preting sEMG signals. The TAR system solely utilized changes to the users’ visual
interactions and can be improved to include a wider range of adjusted sensory input and
feedback mechanisms for further study. Though limited in result capabilities, this study
indicates an opportunity to explore areas to identify influences in muscular activation,
as well as potential development of methods to incite specific levels of activation in
users through augmented simulation [4, 5]. Specifically, there exists the potential for
the application of electromyography in the medical and physical therapy fields as a
method of assessment, tracking, and creating a personalized and immersive standard for
rehabilitation.
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Abstract. The use of eHealth tools allow more people to have access to
health services. In particular, neuropsychological treatments can benefit
from the use of this type of tools. These tests can be applied using
computer devices such as desktops, tablets or smartphones. Yerkes’ test
allows an oculomotor evaluation and is related to spatial intelligence.
Due to the oculomotor skills that the user must perform in the test, it
is necessary to use a device, such as Leap Motion, to capture the hand
movement. In this work, the design of the virtual reality Yerkes’ tests
for a desktop application using Unity and Leap Motion for interaction is
presented. Finally, the definition of user gestures is included to perform
some main tasks through Leap Motion.

Keywords: eHealth · Leap motion · Virtual reality · Yerke’s tests

1 Introduction

The use of eHealth tools allow more people to have access to health services
through information systems, or computer and mobile device applications, to
name a few [7,8]. This is very important in countries like Mexico where there is
a health gap where the growth of the health sector is less than the growth of peo-
ple who require these services [5]. In particular, neuropsychology treatments can
benefit from the use of this type of tools, through systems and applications to
help specialists to monitor the remote treatment of people who have difficulties
moving to hospitals, or health clinics, to carry out this type the neuropsycho-
logical tests [2,5,7,8]. These tests can be applied using computer devices such
as desktops, tablets or smartphones [1,3,4,6,9]. The Yerkes’ test is responsi-
ble for evaluating oculomotor impairment and measuring the spatial ability of
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patients through exercises to form 3D figures from a set of cubes that serve as
basic objects [11]. The Yerkes’ cubes test requires the use of virtual reality [6,9].
Interaction is important so that the user can take and place cubes to form the
figures that are indicated. For this reason, a Leap Motion device was used to
recognize user gestures and translate them into actions in the virtual reality
scene [10,12]. In this work, the design of the Yerkes’ tests for a desktop appli-
cation using Unity and Leap Motion for interaction is presented. Engine Unity
is used to develop the virtual scene where the user interacts with the objects in
order to perform the Yerkes’ test. Finally, the gestures that have been selected
for the actions and the tasks that the user can perform in the virtual Yerkes’
tests are presented.

2 Yerkes’ Test

The cube test belongs to the Beta-Army test battery designed by Robert Yerkes
in the second decade of the 20th century. This test consists of showing the
patient a three-dimensional figure made up of stacks of cubes, then the patient
must build the figure by stacking cube by cube, taking into account the cubes
that are hidden. The cube test allows an oculomotor evaluation and is related
to spatial intelligence. The objective of this test is to evaluate a person’s ability
to identify the number of cubes in a three-dimensional image formed from these
geometric objects. The cubes may be visible or partially hidden from the patient.
Some examples of the exercises that must be solved with the Yerkes’ test are
shown in Fig. 1.

Fig. 1. Some examples for cube test
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3 System Design

According to [9], Yerkes’ test can be applied using a virtual reality application.
Due to the oculomotor skills that the user must perform in the test, it is neces-
sary to use a control to capture movement. As cube test focuses on the use of
vision and hands, the Leap Motion device was used. This device allows capturing
the movement of the hands and, with the help of the development framework,
mapping this capture to a virtual reality environment.

Figure 2 shows the System Design for cubes’ test. The user interaction with
the application is based on user’s event cycle. First, the user interact with the
system using the Leap Motion device. Then the operating system send the event
to the user application. With the device controller and Leap Motion framework
the application recognizes the event and processes it. User events are interpreted
into user gestures, which trigger tasks in the application. Depending on the tasks,
some method of SDK Leap Motion is used or the application methods are used
to move the cubes in the virtual environment through the Unity framework. The
application’s view object presents the result of the user event, which can be a
change in the position of an object, or adding an object, to name a few. This is
reflected in a change in the image of the virtual environment and is displayed in
the application window for the user to obtain feedback from the system.

Fig. 2. System design

4 Leap Motion and Gestures Definition

Gestures definition is a key to get a useful user interaction. Fortunately, leap
motion defines a set of basic hand gestures for interacting with 3D objects in the
virtual environment, such as picking up or dropping an object. However, there
are other gestures that are not related to tasks and that is where they should be
added so that the interaction is adequate and the tasks of the application can
be carried out.

The main tasks that you want to perform in the cube test are: Grab and drop
cube, add new cube to scene, rotate view right, rotate view left, move plane up
and down.
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Grab and drop cube. This gesture is defined by the Leap Motion framework.
And it is used naturally for the user. You just reach out to the 3D object
you want and make a closing motion to grab onto the object. With the held
object you can move it in the scene and with opening your hand you release
it (Fig. 3).

Fig. 3. Grab and drop gesture

Add cube. This gesture allows to add a new cube to the scene so that the
user can manipulate it and form the figure of the Yerkes test that has been
entrusted has been defined in this work and consists of bending the middle
and ring fingers of the right hand while the rest are kept extended, Fig. 4.

Fig. 4. Add cube gesture

Rotate view left and right. These gestures allow you to rotate the view of
the scene. The gestures consist of raising the little finger of the left hand if a
rotation to the left is wanted or raising the little finger of the right hand if a
rotation to that side is wanted. These gestures are presented in Fig. 5.
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Fig. 5. Rotate left or right gestures

Plane up down. This gesture causes the plane to descend from its current
position, or return to the original position. It was included so that the user
can stack cubes that require greater height in a more comfortable way, Fig. 6.

Fig. 6. Add cube gesture

For test application reasons, the delete cube gesture was omitted, although
there is an undo function with the CTRL-Z key sequence.

5 Conclusions

Neuropsychological tests can be implemented in eHealth applications to help
specialists so that more patients can perform them without the need for the
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doctor to be present. Motion capture devices, such as Leap Motion, allow some
oculomotor test to be incorporated into eHeatlh applications. The frameworks
included in the Leap Motion SDK allow these types of input devices to be easily
incorporated into applications that use other development frameworks, such as
Unity. Its possible to define new gestures or to use the ones that Leap Motion
SDK includes. For the cube test it was necessary to add gestures to add cubes
and manipulate the view of the scene.
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Abstract. Data on the strength training and conditioning of athletes
have traditionally been recorded on paper. However, this method is
inconvenient due to the cost of storage space, potential loss of record
sheets, and difficulty in carrying them. To address this issue, we devel-
oped Athlete Data Logger, a smartphone application with two versions
(one for coaches and one for athletes) that assists with managing the sta-
tus of athletes’ conditioning and strength training. We had two coaches
and 62 athletes use the application for one week and then performed
an evaluation based on the System Usability Scale (SUS). The results
showed that the SUS score by the coaches was 88.8 points, and the
training and conditioning functions of the application for athletes were
rated 68.8 ± 13.2 and 79.8 ± 8.2, respectively. As the mean SUS score
reported in other studies is 68.1, these results demonstrate that Athlete
Data Logger has more usability than a typical application.

Keywords: Strength training · Conditioning · Smartphone application

1 Introduction

In order for athletes to reach peak condition on the day of a sports competition,
daily management of their conditioning and strength training is important.

National initiatives in Japan such as the “Strategy for Sports Nation” for-
mulated in 2010 have improved Japan’s international competitiveness in sports,
leading to the country winning a record number of medals at the Tokyo 2020
Olympic Games. To maintain a high level of competitiveness in the future, sports
organizations and sports universities that train top athletes must manage and
implement conditioning and training based on scientific evidence. In order to uti-
lize the data obtained in the field to improve athletes’ competitive performance,
it is essential for athletes themselves to make accurate records and for coaches,
trainers, and other staff to take appropriate actions on the basis of those records.
However, evidence-based actions are not always provided at the scene of a sports
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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practice, so the management of conditioning and training is often conducted on
the basis of the subjective judgment of the athletes themselves. To address this
issue, we developed a smartphone application called Athlete Data Logger (ADL)
for managing and implementing conditioning and training to support athletes in
improving their performance.

2 A Smartphone Application for Supporting Management

The Athlete Data Logger (ADL) application consists of two versions: one for
athletes (described in Sect. 2.1) and one for coaches (described in Sect. 2.2).

2.1 ADL for Athletes

ADL for athletes implements functions for athletes to manage the status of their
own strength training and conditioning.

Strength Training Management. This function has two sub-functions: (1)
a function to automatically set the training load according to the user’s muscle
strength and the purpose of the training, and (2) a function to automatically
set the appropriate rest time according to the purpose of the training. Function
(1) eliminates the need for the user to manually adjust the load, thus enabling
him or her to take on appropriate practice. Moreover, it reduces the amount
of time the trainer needs to spend with the user, thus reducing the burden on
the trainer. For this function, we implemented an automatic load adjustment
algorithm based on the repetition maximum method [1], as shown in Fig. 1. We
expect this algorithm to be helpful for eliciting a steady improvement in muscle
strength. Function (2) is designed to give the muscles time to properly recover
from fatigue, which enables the user to perform the next training set at full
strength.

Conditioning Management. This function is for managing information on
conditioning and injuries, including weight, body temperature, health status
(headache, cough, runny nose, etc.), sleep status, appetite, bowel movements,
and breakfast intake. In the injury management function, body parts are clas-
sified into 91 categories based on the IOC definition [2] and information on the
injured part is recorded, including details, cause, level of pain, and recovery
behavior.

Accessing Record Information. The recorded information can be accessed
by three functions (shown in Fig. 2) as follows. The “daily conditioning list” view
function (1) allows the user to check daily conditioning in a list format. The
“injury pain locations” view function (2) provides a visualization of the day’s
injury status according to the positions of marks placed on a human-shaped
diagram. Each mark is labeled with the pain level (1–6) at the site of injury, and
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Automatic load adjustment algorithm
Input id: User ID

Nt: Target total number of repetitions, which changes by the purpose of training
Nf : Target number of repetitions in the first set of training

Output d load: Amount of change of training load
1 if not have injury(id): # if the user does not have an injury
2 t = get total reps(id) # get the total number of repetitions of training
3 if Nt ≤t:
4 d load = 2.5 # plus 2.5 kilograms
5 else if Nt − 2 ≤ t and t≤ Nt − 1:
6 d load = 0 # no change
7 else: # that is t ≤ Nt − 3
8 if have fatigue(id): # if the user has training fatigue
9 d load = 0 # no change
10 else: # that is the user does not have fatigue
11 d load = −2.5 # minus 2.5 kilograms
12 else: # if the user has an injury
13 d load = 0 # no change
14 f = get firstset reps(id) # get the number of repetitions in the first set of training
15 if f ≤ Nf :
16 d load = −2.5 # minus 2.5 kilograms
17 else:
18 d load = 0 # no change
19 return d load

Fig. 1. Automatic load adjustment algorithm.

its shape indicates the changes of the injury pain level from the previous day.
The “time-series graph” view function (3) allows users to examine changes in
their training records and injury pain levels over time as line graphs.

2.2 ADL for Coaches

ADL for coaches has three functions: (1) an athlete registration authentication
function that links a coach to athletes (Fig. 3(a)), (2) an athlete-data view func-
tion that allows the coach to check the information of each athlete (Fig. 3(b)),
and (3) an injury information listing function that provides an overview of the
injury status of all athletes (Fig. 3(c)). The athlete registration authentication
function was designed to support a smooth linkage between coaches and athletes
by means of a sports ID created by each coach. This function also adopts a login
authentication using a Google account, thus providing high security and ease
of login. The athlete-data view function displays a list of athletes, and tapping
each athlete brings up a human-shaped diagram showing the pain level at each
injury site, a list of conditioning over the past week, and training status over the
past month. This function allows coaches to see the detailed status of individ-
ual athletes quickly. The injury information listing function displays a list of all
athletes’ human-shaped diagrams. This function allows coaches to compare the
injury status of all athletes.
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Daily conditioning list

Time-series graph

For training For injury

Injury pain locations

Main menu

Fig. 2. Accessing functions of ADL for athletes.

3 Experiment

We had two coaches and 62 athletes use ADL for one week and then evaluated
it based on the System Usability Scale (SUS) [3]. ADL for coaches was used by
a judo coach and a softball coach. The strength training function of ADL for
athletes was used by 40 judo athletes, and the conditioning function was used by
22 softball athletes. After using ADL for one week, the participants were asked to
score the ten items in Table 1 with one of five responses that range from “strongly
agree” to “strongly disagree.” We then converted the original scores of 0–40 to
SUS scores of 0–100. Figure 4 shows the results. The average SUS score by the
coaches was 88.8 points, judo athletes rated the training function as 68.8± 13.2,
and softball athletes rated the conditioning function as 79.8 ± 8.2. Note that
21 of the judo athletes could not use the training function, because All-Japan
Collegiate Judo Weight Categorized Team Championships was held at next week
of this experiment. Therefore, the results for the 19 who did use this function
are also shown. The average score of the 19 judo athletes who used this function
was 73.9 ± 13.0. A previous report has shown that the average score of SUS is
68.1 [4]. We performed a one-sample t-test to investigate whether the obtained
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(c) Injury list(b) Athlete listDetailed view

Main menu

(a) Registration

Fig. 3. Functions of ADL for coaches.

scores differed from the average and found a significant trend in judo athletes
using the training function (p = 0.068) and a significant difference in the softball
athletes (all of them are used the conditioning function) (p = 0.000). As for the
coaches, we could not use a t-test because there were only two participants, so
we referenced the work of Bangor et al. [5], who graded the SUS score from
A to F, and found that the coaches’ score is classified as grade B “Excellent,”
which indicates that the ADL for coaches is highly rated. The above results
demonstrate that ADL has more usability than a typical application.
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Table 1. Items of system usability scale.

1 I think that I would like to use this application frequently

2 I found the application unnecessarily complex

3 I thought the application was easy to use

4 I think that I would need the support of a technical person to
be able to use this application

5 I found the various functions in this application were well
integrated

6 I thought there was too much inconsistency in this
application

7 I would imagine that most athletes would learn to use this
application very quickly

8 I found the application very cumbersome to use

9 I felt very confident using the application

10 I needed to learn a lot of things before I could get going with
this application
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Fig. 4. Experimental results.

4 Conclusion

In this paper, we presented Athlete Data Logger, a smartphone application that
allows coaches and athletes to manage the status of athletes’ conditioning and
strength training. There are two versions of the application, one for coaches and
one for athletes. We had coaches and athletes at Chukyo University use the
application for one week and then evaluated it based on the System Usability
Scale. The results demonstrate that Athlete Data Logger has more usability than
a typical application.
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Abstract. Core muscles play a fundamental role both in exercises and daily
routines. Strong core muscles can enhance the Trunk stability and transition of
strength. However, due to the weakness, most rookies can hardly feel the recruit-
ment of core muscles and start compensating or using the wrong form. This may
lead to cumulative fatigue in the short term and improper postures or spinal injuries
in a long time. Thus,monitoring and protecting the unit for early core-muscle train-
ing is necessary. The study focuses on fitness rookies and designs an innovative
waistband. High-density electromyography (HD-sEMG) can provide real-time
monitoring of muscle conditions once it censors fatigue. The band will remind
the user to take a break. And the shape memory polymer (SMP) can protect the
waist and back from potential injury if necessary. With the continuous impact of
the coronavirus, trainers spend more time at home and face the limitation of space
and equipment. Nonetheless, isometric and simplified isotonic training will be
enough for starters for core-muscle exercise. The study lists core-muscle strength
exercises for athletes and core-muscle stability prescriptions formedical care, then
reorganize them for rookies at home.

Keywords: High-density electromyography · Core muscle strength · Resistance
exercise prescription ·Wearable device · Human-computer interaction

1 Introduction

1.1 Research Background of Chinese Sports and Fitness

With the implementation of the national fitness strategy, the Chinese have achieved
specific results in sports and health. By 2020, the sports area per capita has reached 2.2
square meters, the number of social sports instructors per 1,000 people has risen to more
than 1.86, and the proportion of people who regularly participate has reached 37.2%.
Increasing participation has also boosted the sports economy. From 2015 to 2019, the
total scale of the national sports industry jumped from 1.71 trillion RMB to 2.95 trillion
RMB, with an average annual growth rate of 14.6% [1]. The continuous global impact
of the coronavirus has not taken away the passion for people to pursue health. According
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to the “2021 National Health Insights Report”, 69% of respondents hope to pay more
attention to the rationality of practice, and 66% expect to make changes in exercise
frequency. However, only 33% and 32% of the respondents above made substantial
changes [2].

Lack of Information about Body Condition and Resistance Training. Two factors
may cause this. First, people do not acquire enough information from their bodies.
Even though wearable monitoring devices like the apple watch have made a hit in wear-
able devices for years, the body information they provide can not fully reflect the body
changes while working out, especially when taking resistance training. Muscle fatigue is
so subjective that no one else can tell. Although the American College of Sport Science
(ACSM) has made a prescription about resistance training and recommends the amount
of time one should take based on different strengths [3], it can not monitor muscle fatigue
and gives direct information.

Secondly, resistance training exercises that suit the public have not formed into a
system yet. Take core-strength resistance training for an example. Core strength refers
to the resistance ability of the muscles in the core area of the human body, which is
an essential basis for people to engage both in a sports event and daily life [4]. One
can achieve agility, balance, coordination, speed, explosiveness, and reflexes with a
strong core muscle. Enhancing core strength can provide the human body with effective
force recruitment, force transmission, and force control. The concept was originated
from core stability, which can be traced back to the 1960s. Kibler first introduced it
into competitive sports training in 2006 [5]. Core-strength helps force transmission in
open-chain movements such as javelin throwing or basketball jump shot. However, core-
strength training in competitive sports is mainly closed-chain exercises, which require
multi-muscle and multi-joint participation. For rookies, starting a sophisticated training
exercise like this at home or under-supervised can quickly increase the risk of fatigue
injury in the short-term and improper postures or spinal injuries in the long term with
their weak control of muscles.

Conclusion and Solution. To sum up, most people neither have little awareness of
their body condition nor have no clue how to train correctly, especially the core muscles,
and even if these problems had been solved, it is still hard to tell when to take a break,
how long it should take, and when to start again.

The study focuses on core-strength resistance training for starters and designs a
bright waist belt that offers muscle monitoring and protection. Using high-density elec-
tromyography (HD-sEMG), the microcosmic information such as motor unit action
potential (MUAP) can be filtered from the macroscopical electromyography and infer
the changes of the motor unit (MU) in the central nervous system (CNS). This can help
make the response to the user even before fatigue occurs. Besides, the data collected
during recruitment can also be transferred into repetition maximum (RM) to make a
suitable training prescription. Using Shape memory polymer (SMP), the waist belt can
offer extra support for the low back and waist if necessary without intervening in daily
wearing.
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1.2 Research Goal

Relying on HD-sEMG evidence-based research, the study has designed an intelligent
wearable wristband that provides professional myoelectric monitoring, personalized
training prescription, and extra supporting unit without disturbing daily wearing for
users. The following steps will be conducted:

• Optimizing the layout under the premise of ensuring the accuracy of HD-sEMG
through evidence-based research;

• Providing a basis for the subsequent design of fatigue-reminding mechanism by
studying the process of muscle fatigue;

• Providing design reference and research basis for the next design through ergonomics,
structure, and material.

2 Method

In the process of resistance training, the monitoring of training intensity has always been
a need, especially for starters. At present, the evaluation of muscle fatigue in resistance
training mainly relies on the experience of fitness trainers and the subjective feelings
of fitness people themselves. Forming a habit requires frequent repetition; the more
complex the pattern is, the higher the repetition frequency it takes. Muscle training
required the user’s continuous focus on the contraction of targeted muscle groups and
body balance. As intensity increases, the muscle groups are prone to fatigue.

2.1 Technical Support: HD-SEMG

Like ECG and EEG, electromyographic (EMG) is a bioelectrical signal that generates
muscle activity. The spatial and temporal superposition of motor unit action potentials
(MUAP) is produced by numerous muscle fibers belonging to different motor units (see
Fig. 1). A motor unit (MU) contains an α motor neuron in the spinal cord as the central
nervous system and several muscle fibers under control. With external stimuli or central
nervous system innervation, αmotor neurons generate nerve impulses. At the same time,
they reachmuscle fibers, the final effector, alongwith eachmotor nerve fiber and develop
motor unit action potentials (MUAP) [6–8].

Surface electromyographic signal (sEMG) is non-invasive to the subject’s skin and
corresponds to the targeted muscle. The high-density surface electromyogram (HD-
sEMG), on the other hand, is derived from sEMG. It expands the number of channels
sEMG has from only one to a two-dimensional densely arranged (3–6mm between each)
channel array. More channels provide larger-capacity and higher-resolution spatiotem-
poral information, bringing a new perspective from microscopic muscle movement to
the study.
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Fig. 1. Diagram of the motor unit.

Through the research of EMG, exercise intensity and specific action intents of people
under non-injury conditions can be represented. The current research on EMG of muscle
fatigue mainly focuses on the fatigue task induced by isometric contraction [9] and
isotonic contraction [6]. Although muscle fatigue under dynamic tasks is more common
in daily life, considering HD-sEMG requires large-scale electrodes fit on the skin, large
trunk movements will lead the acquisition area shifted, which will affect the precision of
the data. Thus, during the data collection, myoelectric changes of the abdominal muscles
in the isometric contraction task will be considered.

2.2 Participants

Before the experiment, we have completed a tentative pre-acquisition investigation to
ensure feasibility. Twelve subjects were invited, and information on each is shown
(Table 1). None of them had congenital or acquired neuromuscular disease or spinal
injury. All subjects had a complete acknowledgment of the details before the experiment,
including:

• The overall process of the experimentation.
• The electromyography collection equipment and electrodes.
• Potential allergy risk of the paste used in the investigation.
• Short-term soreness and weakness of abdominal muscle after the experiment.
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Table 1. Personal information of subjects participating in the experiment.

Subject Gender Age Height (CM) BMI

BHX Male 22 175 22.7

CYF Male 22 177 22.5

CSF Male 22 175 22

DSD Male 22 175 15.5

LXY Male 32 175 22.9

LJY Male 22 190 23.8

LWF Male 22 177 22

TSK Male 21 178 23.2

WY Male 21 178 19.9

XZH Male 22 168 20.3

YS Male 22 175 15.5

ZRY Male 21 177 20.1

Before the experiment, all the subjects were informed their private information would not be
publicized, and they signed on the consents voluntarily.

2.3 Experiment

The experiment was carried out in an artificial lighting environment, and the room
temperature was kept at 26 °C to 28 °C. During the experiment, subjects were required
to perform a static crunch. As a typical isometric contraction task, it can easily stimulate
the recruitment of abdominal muscles. The task required subjects to maintain at least
30 s or until exhaustion. From start to fatigue was recorded as one set, and each subject
completed three sets in total. Each subject was allowed to have sufficient rest between the
sequent set to avoid the effect of muscle fatigue (Fig. 2). After the preparation, subjects
are ready to start (Fig. 3).

2.4 Results

We segmented the HD-sEMG signals using a 5 s window with a 3 s overlap. The initial
windowwas seen as the pre-fatigue state, and the final windowwas the post-fatigue. The
fast-ICA (independent component analysis) algorithm extracted the motor unit action
potential (MUAP). We calculated the MUAP synchronization and found an increase
in the Beta (15–30 Hz) band. The increased Beta synchronization will be the index of
muscle fatigue to assist the product design.
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Fig. 2. Isometric contraction experiment process.

Fig. 3. Subject and equipment.

3 Product Design

3.1 Preliminary Preparation

Construction and Measurement of Waistband
The waistband comprises a breathable protection net, elastic belt, and reinforced belt.
Tightening the belt to put external pressure on the muscles stimulates the muscles dur-
ing exercise, accelerates the metabolism, and increases the intra-abdominal pressure to
stabilize the core. The size, however, does not have a standard. Since the nation-wide
body size measurement has not been taken since the 1980s, the study will base on the
analysis of over 3,000 subjects over 50 measurement items taken out by Hu [10]. They
found strong connections between bodyweight and chest width, waist width, and hipline
(Table 2), which helps confirm the measurement of the final product.
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Table 2. Linear Relationship between Measurement Items (MM) and Body Weight W1 (KG).

Items (MM) Equation

Chest = 6,364W1 + 559.4

Waist = 7.930W1 + 320.1

Hips = 4.504W1 + 661.2

Technical Support: SMP. A shape memory polymer (SMP) can adjust its state param-
eters (shape, position, strain, etc.) and return to the initial state after getting outside
stimuli (heat, light, electricity, magnetism, etc.) [11]. Thermally-induced, light-induced,
electro-induced, magnetic-induced, and Chemosensory SMP belong to the main types
of SMP materials. Taking electro-induced SMP as an example, most are electrically
insulating and cannot be driven by electrical devices. Embedding conductive fillers as
a heating source to form a conductive network structure can make it easier to generate
Joule heat [12].

3.2 Form Design

Based on core muscle area, support area, and restriction of movement, the design finally
selects the coverage area as follows (Fig. 4), finalizes two projects of sketches and renders
a model based on project A (Fig. 5).

Fig. 4. Selected core-muscle area.
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Fig. 5. Sketches and renderings
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Abstract. The aim of our studywas to find a suitable sensor forMechanomyogra-
phy (MMG) measurement during dynamic exercises. Ten healthy male volunteers
participated in this study. The subjects performed isometric and concentric con-
tractions of the right arm at elbow joint angles of 40° to 140°. The motion speeds
for the concentric contraction was 10°/s and 20°/s. The motion speed for the
isometric contraction was defined as 0°/s. The contraction forces were 20% and
40% of the maximum voluntary contraction (MVC) measured at the elbow joint
angle of 90° during isometric contraction. MMG of biceps brachii muscle was
recorded using two types of transducers: accelerometer and microphone. The two
transducers were attached on the muscle belly using a double adhesive tape. The
two MMG signals from the accelerometer (MMGacc) and microphone (MMG-
mic) were stored in a personal computer using an A/D converter with a 16-bit
resolution; the sampling frequency was 1 kHz. The root mean square (RMS) and
median frequency (MDF) were calculated using the signals recorded every 10° at
elbow joint angles of 60° to 120°. Furthermore, the RMS value for each joint angle
was normalized by the RMS at MVC (%RMS). The %RMS values of MMGacc
and MMGmic increased as the increasing level of force, elbow angle, and motion
speed increased. The MDF values of MMGmic increased with the increase in all
factors; however, the MDF values of MMGacc increased only with the increase in
motion speed. In a previous study, that is suggested that the accelerometer mea-
sured the mechanomyogram and the body movement. Results of the frequency
analysis, indicate that the accelerometer was susceptible to disturbances, such as
body movement; thus, microphone is considered more suitable for measuring the
MMG.

Keywords: Microphone · Accelerometer

1 Introduction

Electromyography (EMG) and Mechanomyography (MMG) are objective, noninvasive
methods for assessing muscle functions. During muscle exertion, electrical signals are
sent from the brain to the muscle fibers, and electromyography is used to measure
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these electrical signals using electrodes attached to the skin surface. In contrast, MMG
measures the minute vibrations transduced to the skin surface using accelerometers and
microphones duringmuscle exertion.MMGmeasures the vibration transducer signals of
the micro-vibrations of the muscles during muscle contraction and the pressure waves
(micro-vibrations) produced by the deformation of the diameter of the muscle fibers
during muscle contraction [1]. The MMG plays an important role because it is located
with the electromyogram, which reflects the mechanical activity of the muscles [2].
Accelerometers are used to measure mechanomyogram(MMG); however, they suscep-
tible to motion artifacts due to vibration and movement [3]. It has been reported that
microphones have less noise than acceleration sensors when used to evaluate muscle
functions during static exercises [4]. However, in dynamic motion, which is more prone
to motion, artifacts than static motion the effectiveness of microphones needs to be
examined.

Therefore, the objectives of this study were to investigate the effectiveness of micro-
phones and accelerometers in MMG measurements during dynamic exercise, compare
the two types of sensors, and evaluate muscle functions.

2 Methods

This study employed ten men as subjects (average age was 23.5 ± 0.8). The subjects
were given a full explanation of the experiment and consents were obtained from the
participants.

A three-axis acceleration sensor (KXM52-1050) was installed behind the arm of
each subject to measure the elbow joint angle. A wire was wound around the disk, and
a weight was added to the end of the wire to give an appropriate load. An accelerometer
(9G111BW, NEC-KOUEI, Japan) and a microphone (EM246, CO, Japan) were used in
the tranducer. Table1 shows the characteristics of each sensor used in the experiment.

Themuscle testedwas the biceps brachii of the right arm, and themaximumvoluntary
contraction (MVC)wasmeasured during isometric contraction at an elbow joint angle of
90°. The highest value obtained was used as the MVC. The static exercise was repeated
three times, in which the subjects exerted force for 5 s at 10°/s between 60° and 120°
elbow joint angles. The load on the biceps brachii was set at 20% and 40% of the
maximum exerted muscle strength. To compare with dynamic motion, the speed of the
static motion was defined as 0°/s. During the experiment, the subject was marked on
the monitor to determine easily the elbow joint angle. In the dynamic exercise, the right
arm of the subjects was subjected to three refractive movements between 40° and 140°
elbow joint angle. The weight of the upper arm biceps was the same as that of the static
exercise, that is, 20% and 40% of MVC, and the exercise speeds were10°/s and 20°/s.
Similar to the static exercise, a monitor was installed to easily see the joint angle of the
subject during the experiment.

The MMG of the upper right arm biceps was measured. The sampling frequency
was 1 kHz, and each measured signal was stored in a computer using an A/D converter.

MMG (MMGacc) and MMGmic (MMGmic) using microphones employed a 2 Hz
high-pass filter as a digital filter.

For statistical analysis, all values presented in the text and figures are means for
all subjects. A repeated-measure analysis of variance (ANOVA), with muscle strength,
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exercise speed, and elbow joint angle as the independent factors was used to determine
the Root Mean Square (RMS) and the Median Frequency (MDF) of two transducers
(microphone and accelerometer).

Fig. 1. Experiment equipment

Table 1. Transducer specification

Name Model Hz Sensitivity mm g

Accelerometer 9G111BW 1–1.3 kHz 1.8 pc (m/s2) 4 × 4 × 13 1.3

Microphone EM246 05–11 kHz −44 dB ± 4 dB at 0.5 Hz Diamete: 6
Height: 2

0.2

3 Results

The RMS and MDF are shown in Figs. 2 and 3, respectively. The %RMS of MMGmic
andMMGacc andMDFofMMGmic increasedwith increasingmuscle strength, exercise
speed, and elbow joint angle.

The result of the three way repeated-measure ANOVA of the %RMS of MMGmic
indicate that all factors (muscle strength, contraction speed, and joint angle) had signif-
icant effects (F (1,9) = 107.615, p < 0.001, F (2,18) = 24.664, p < 0.05, F (6,54) =
44.270, p< 0.001) and there were interactions between muscle strength and contraction
speed and between muscle strength and elbow joint angle (F (2,18) = 3.686, p < 0.05,
F (6,54) = 4.271, p < 0.05).

The results of the three-way repeated-measures ANOVA of the %RMS of MMGacc,
indicate that the two factors muscle strength and contraction had significant effects
(F(1,9) = 117.141, p < 0.001, F(2,18) = 8.601, p < 0.001) and there was interaction
between muscle strength and contraction speed (F(2,18) = 8.577, p < 0.05).
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InMDFmic, muscle strength, contraction speed, and joint angle exhibited significant
effects (F(1,9) = 8.738, p < 0.05,F(2,18) = 17.419, p < 0.001, F(6,54) = 28.440, p <

0.001), and there was interaction was found between contraction speed and elbow joint
angle (F(12,108) = 4.611, p < 0.001).

In the MDFacc, there was a significant effect of contraction speed exhibited
significant effect (F (2,18) = 8.653, p < 0.001).

Fig. 2. %RMS of MMG.

Fig. 3. MDF of MMG
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4 Discussions

RMS andMDF ofMMGgenerally increase with an increase in the muscle force exerted,
which is attributed to the number of motor unit mobilization [5]. In this study, RMS
increased with the increase in the exerted muscle force in MMG using accelerometers,
and using the microphone, the RMS and MDF increased as the muscle force exerted
increase. This could be due to the number of mobilized motor unit, which increased
with the increase in the muscle force exerted. It has been reported that RMS and MDF
increase with increasing velocity in MMG [6]. In this study, the RMS increased with the
increasing velocity in MMG using accelerometers, and the RMS and MDF increased
with the increasing velocity in MMG using microphones. It is considered that the partic-
ipation rate of fast muscle fibers increases with increasing velocity. Because fast muscle
fibers have a larger amplitude than slow muscle fibers [7, 8], and fast muscle fibers are
distributed in the superficial layer of the muscle compared to slow muscle fibers, the
attenuation effect of fast muscle fivers is smaller than that of slow muscle fibers consid-
ering the attenuation of the signal to the body surface. Therefore, the increase in RMS
and MDF observed in this study as the speed cloud be due to the participation rate of the
fast muscle fibers. It has been reported that RMS increases with increases in the number
of motor unit mobilizations [9] and elbow joint angle [10]. In this study, RMS increased
with increasing elbow joint angle. In addition, in the MMG, which reflects the number
of mobilized motor units, the MMG obtained using the microphone showed an increase
in RMS as the elbow joint angle increased. These findings suggest the possibility that
the number of mobilized motor units increases with increasing elbow joint angle.

In addition, the MMG obtained using the microphone showed an increase in MDF.
It has been reported that the electric velocity of muscle fibers increases with increasing
elbow joint angle [10]. The increase in the electric velocity of muscle fibers suggests that
the participation rate of fast-twitch muscle fibers increases with increasing elbow joint
angle. The increase in MDF in the present study as the elbow joint angle increase cloud
be due to the participation rate of fast-twitch muscle fibers. Microphones and accelera-
tion sensors used to MMGmeasurement during dynamic movement were compared. As
a result, RMSmic and MDFmic increased significantly as the exerted muscle strength,
velocity, and elbow joint velocity increased. However, for MMGacc, there was no sig-
nificant difference in arm joint speed in RMS, and in MDF, Significant differences in
muscle strength and arm joint speed were not recognized. Thus, microphones are more
suitable for measuring MMG of objects under motion than acceleration sensors.
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Abstract. A surface electromyogram (EMG) is recorded based on the interfer-
ence of the action potentials produced by certain motor units of a muscle. If the
composition of the interference wave can be analyzed, the mechanisms of the
muscle contraction can be elucidated in greater detail. Previously, we proposed a
multi-channel method based on extraction of all of the conducting waves existing
in a surface EMG, and examined the characteristics of each conducting wave.
As a result, it became possible to consider the detailed mechanisms of muscle
contraction. In the previous research, the triceps surae muscle was used as the
test muscle using an arcuate electrode, and the obtained conducting wave can be
extracted, but it is difficult to estimate the muscle fiber direction. To solve this
problem, we proposed a new electrode. The feature of this is that four sterling sil-
ver wires with a diameter of 1 mm, a length of 10, 9, 8, 7, and 6 mm are arranged
in multiple directions. In this study, the measurement was performed using the
m-ch method and the proposed electrode, and the difference in the characteristics
of the conducted wave obtained depending on the electrode width and direction
was considered. In the experiment, the test muscles were the biceps brachii muscle
and the triceps surae muscle, and a constant load was applied and maintained for
10 s to acquire myoelectric potential data. The experiment was performed in 3
patterns. As a results, it is possible to estimate the muscle fiber direction from the
conducting waves obtained in each row for both the biceps brachii muscle and the
triceps surae muscle. In the future, we will change the attachment position of the
triceps surae muscle and examine the electrode shape, and this is a guideline to
verify whether measurement is possible regardless of the test muscle.

Keywords: Surface electromyogram (EMG) · The interference wave ·
Multi-channel method

1 Introduction

The action potentials of the muscle fibers making up skeletal muscle are generated by
chemical action at the neuromuscular junction; this action conducts along the muscle
fibers from the neuromuscular junction to the tendons at both ends. The conduction
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velocity of the action potentials is called the muscle fiber conduction velocity, and the
conduction velocity is derived from the surface electromyogram (EMG) using, e.g.,
a cross-correlation method. The waveform obtained from the surface EMG is not the
action potential in a single motor unit, but rather the interference potential in multiple
motor units. Therefore, if we pay attention to the waveform shape as conducted over
multiple channels, it is thought that a new index different from the conduction velocity
can be derived.

In the previous research by Kosuga et al. [1], a multi-channel method (m-ch method)
was investigated, aiming to quantitatively determine the conducted wave as obtained
from the multi-channel surface EMG, its conditions, and a calculation method for the
conduction velocity. According to thismethod, all conductingwaveswere extracted from
the waveform of the surface EMG using array electrodes, and characteristics such as the
conduction velocity, amplitude, and wavelength of each conducting wave were investi-
gated. As a result, it became possible to consider the muscle contraction mechanisms in
more detail.

In a previous study by Maeda et al. [2], we proposed a pair of ladder-shaped elec-
trodes and an arc-shaped electrode for allowing gradual expansion, and conducted an
experiment using the triceps surae muscle as the test muscle. From the experimental
results, it was possible to extract the conducting wave; however, it remained difficult to
estimate the muscle fiber direction of the pennate muscle.

To solve these problems, we propose the electrode shown in Fig. 1. The feature of this
electrode is that four sterling silver wires (each with a diameter of 1 mm) and respective
lengths of 10, 9, 8, 7, and 6 mm are prepared and arranged in multiple directions.
In addition, a dual in-line package switch can be installed between the electrode and
amplifier to turn it on (short circuit). As a result, it is possible to acquire myoelectric
data by changing the electrode shape without re-pasting, and it is possible to acquire the
same data multiple times, making it possible to provide redundancy.

The purpose of this study is to consider the differences in the characteristics of the
conducting wave obtained depending on the electrode width and direction, based on
measurements using the m-ch method and proposed electrode.

Fig. 1. Proposed electrode
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2 Methods

2.1 Experimental Method

In Experiment 1, the subjects were 11 healthy adults, and the subject muscle was the
biceps brachii muscle of the dominant arm (as determined according to the subject’s self-
report). The subject maintained the elbow joint angle at 90° in the sitting position, and
the maximum exerted muscle strength (100%MVC) was measured. After that, the same
posture was maintained for 10 s with a load of 20% MVC, and the surface myoelectric
potential data were acquired.

In Experiment 2, the subjects were four healthy adults, and the test muscles were the
lateral and medial heads of the gastrocnemius muscle of the triceps surae muscle of the
dominant leg. The subject was allowed to maintain the heel in a standing position with
the heel lifted from the floor for 10 s, and the surface myoelectric potential data was
acquired. In consideration of the muscle fatigue between trials, sufficient breaks were
provided. Multiple measurements were performed using the three patterns described in
Table 1.

The sampling frequency in the experiment was 5 kHz. The amplifier settings were
a High Cut of 1 kHz and Low Cut of 5 Hz, and the amplification factor was 80 dB. The
data obtained from the experiment was subjected to an finite impulse response filter with
a high cutoff frequency of 1 kHz, and the results were used for analysis.

Fig. 2. Experimental system (left: Experiment 1, right: Experiment 2)

Table 1. Myoelectric potential data obtained in each column

Measurement channel [ch] 1–4 5–8 9–12 13–16

Fully open ➀ ➁ ➂ ➃

Short circuit between ➀–➁ and ➂–➃ ➀&➁ ➂&➃

All short circuit ➀&➁&➂&➃

2.2 Analysis Method

The m-ch method was used for the analysis. In the m-ch method, one of a pair of
adjacent electrodes of the same shape is defined as a conduction source, and the other is
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defined as the conduction destination. The section where a zero crossing occurs twice
from the source is extracted as one waveform. It is determined whether the signal has
conducted over multiple channels, and then the conduction speed is calculated. When
performing the conduction judgment, onewaveformobtained from the conduction source
is used as a conduction wave candidate. Then, the conduction wave candidate of the
conduction destination existing 10 ms before and after the start point of the conduction
wave candidate of the conduction source is extracted. To be able to calculate even
when the waveforms have different wavelengths, the conduction wave candidates are
resampled based on a sampling theorem, and the similarity ratio, amplitude ratio, and
wavelength ratio are calculated.

When judging a conduction wave over multiple channels, thresholds are set for
the similarity ratio, amplitude ratio, and wavelength ratio, based on the concept that
if the waveform shapes between adjacent channels are similar, the action potential has
conducted between the two channels. When the conduction wave candidate is equal to
or larger than a threshold, it is determined as a conduction wave. The conduction speed
is defined as the time difference Δt between channels, and the value is obtained by
dividing the distance between channels (5 mm) by theΔt between channels. In addition,
the conduction velocity variation coefficient (hereinafter referred to as CV) is used as a
conduction determination condition to consider the velocity variable of the waveform for
which the conduction is determined. In this study, the conduction judgment conditions
were the similarity ratio, a wavelength ratio of 0.9 or more, an amplitude ratio of 0.7
or more, and a CV of 30% or less. Only conduction waves over three channels were
extracted and used for analysis.

For the conductedwave(s) obtained using this analysismethod, the relative frequency
distribution of the amplitude and conduction velocity were compared for each electrode.
The total number of conducted waves was set to 100%, and the amplitude and proportion
of each conducted wave were calculated.

3 Result and Discussion

3.1 Relative Frequency Distribution and Number of Conducting Waves

Figure 3 shows the relative frequency distribution of subject B for the biceps brachii.
From comparing Fig. 3(a) to (c), it can be seen that themore open thewaves, the larger the
number of conducted waves obtained. In addition, the extraction rate of the conducting
wave with a conducting speed of 2.5 to 5.0 m/s increases as it is opened. In particular,
there is a large difference between the number of conducted waves obtained when all
short circuits are made andwhen there is no other short circuit. It is considered that this is
because the muscle fibers related to the myoelectric potential obtained at each electrode
differ greatly when the total short circuit occurs. In addition, the more the muscle fibers
are opened, the lesser the difference; thus, it is considered that more detailed myoelectric
potential data can be obtained.

Next, comparing Fig. 3(c) and (d), it can be seen that there is a large difference
in the number of conducted waves. In addition, the relative frequency distribution is
significantly different. It is considered that this is because the third row and fourth
row are compared, and the third row is attached along the muscle fiber direction to a
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greater extent. As the numbers and characteristics of the obtained conducting waves
differ depending on the direction, it is possible to estimate the muscle fiber direction.

Figure 4 shows the relative frequency distribution for subject B, with the medial
gastrocnemius as the test muscle. Comparing Fig. 4(a) and (b), a large difference in the
number of conducted waves is observed. In addition, the relative frequency distribution
is significantly different. It is considered that this is because the third row and the fourth
row are compared, and the third row is attached along the muscle fiber direction to a
greater extent. As the number and characteristics of the obtained conducting waves differ
depending on the direction, it is possible to estimate the muscle fiber direction, even in
the triceps surae muscle.

Conducting waves 7.8 pcs/s Conducting waves 30.2 pcs/s
(a) 5–8ch (All short circuit)  (b) 5–8ch (Short circuit between - , -

Conducting waves 45.1 pcs/s Conducting waves 4.1 pcs/s
(c) 5–8ch (Fully open)  (b) 1–4ch (Fully open)

)

Fig. 3. Relative frequency distribution (subject B, biceps brachii)

3.2 Electromyogram (EMG) Data

Figure 5(a) and (b) show that the starting points of the conducted waves as conducted
over three channels are almost the same, and that the myoelectric potential data before
and after the starting points can be extracted.

In a “total short circuit,” it is difficult to visually identify the waveform determined
to be conducted from Fig. 5(a). From this result, it is considered that the phenomenon
of a similar conduction waveform over multiple channels is not observed because the
action potentials captured by each electrode are different.

In the “fully open” conditions, it can be confirmed that the conducted wave is crossed
on 2–4ch. As the electrode was attached to the outside of the test muscle at this time, it
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Conducting waves 0.1 pcs/s Conducting waves 1.7 pcs/s
(a) 9–12ch (Fully open) (b) 13–16ch (Fully open)

Fig. 4. Relative frequency distribution (Subject B, medial gastrocnemius head)

(a)  All short circuit 

(b) Fully open 
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Fig. 5. Electromyogram (EMG) data (Subject B, gastrocnemius lateral head)
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is considered that the conducting wave could be extracted by an electrode attached near
the center. It was also shown that the 1ch waveform is not smooth. This is thought to be
because it was affixed near the end-plate. From this result, it is considered that a more
detailed evaluation of muscle activity is possible by attaching electrodes to the inside of
the muscle.

4 Conclusion

In this study, we examined the characteristics of conducting waves obtained according
to differences between the electrode shape and muscle contraction state. As a result, it
became clear that the extraction of the conducting waves was easy because the number
of conducting waves obtained with the rectangular electrode was large. In addition, it
became clear that more detailed muscle activity can be considered with a circular elec-
trode. In the future, measurements will be continued, and different shapes for electrodes
will be studied.
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Abstract. The aim of this work is to gain knowledge about finding,
providing, and classifying interaction and health data during the course
of disease of people suffering from dementia. In the following, we present
a prototype that records interaction data of dementia patients using
the smartwatch “Apple Watch Series 6” and that uses a recurrent neural
network to provide information about the respective activity in real time.
Based on three very similar activities, we systematically compare the
prediction accuracy of different sensors in combination with a recurrent
neural network.

Keywords: Human motion analysis · Health informatics · Recurrent
neural network

1 Introduction

In this feasibility study, we present a system for live activity recognition in the
context of people with dementia.

In cooperation with two care communities, fine-grained actions were identified
that represent classic activities in the daily lives of people with dementia and whose
documentation was previously carried out daily by care staff. These include activ-
ities such as cooking, reading, handicrafts, playing games, drinking, eating, going
for walks, watching TV, painting, listening to music, and cleaning up.

We take the activities of writing, eating, and drinking and try to make state-
ments about the current activity based on the movement data provided by the
sensors of the Apple Watch 6 using a recurrent neural network with a memory
called Long Short-Term Memory (LSTM).

Consultation with various care teams who work with dementia patients on a
daily basis revealed that many patients wear smartwatches. Such clocks maintain
low adjustment power for sensor positioning. The sensor technology used includes
in particular accelerometers, position sensors, gyroscopes, and magnetometers.

In our paper, we present the application of our prototype in a test series with
five subjects. In doing so, we demonstrate the accuracy of the memory-based
classification network in interaction with the latest wearable sensor technology
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and discuss the future directions and possibilities in the wearable IoT field of
dementia diagnostics.

This paper contributes:

– an approach to visually analyse sensor data to determine which sensor data
are promising for the recognition of certain motion sequences

– a possibility for live recognition of similar movements of patients using smart-
watches

After this introduction, Sect. 2 introduces related work in the field of health
information technologies, human activity recognition and recurrent neural net-
works. Section 3 describes the project structure and elaborates on the aggrega-
tion of the sensor data as well as the machine learning tool. Section 4 shows
the results of the tracking process and visualizes the different motion sequences
based on the sensors. Section 5 summarizes the work.

2 Related Work

Health information technologies have been revolutionizing healthcare for years,
according to Lau et al. [11]. In their work, they examine the current state of
mobile devices and software related to health information. There are currently
over 325,000 mobile applications available in app stores [18]. Identifying mental
and physical disorders and supporting people with difficulties can significantly
improve the health of users, according to Malu and Findlater [12]. Many of these
applications rely on data collected by sensors on smartwatches, including heart
rate monitor, GPS, accelerometer, and gyroscope. Various interaction techniques
make smartwatches unique and ubiquitous as data tracking devices. The liter-
ature supports this statement in various works in recent years. Dong et al. [8]
and Ramos-Garcia and Hoover [16] have measured eating cycles of users using
smartphones. In their studies, they used accelerometer and gyroscope sensor
data from the smartphones.

Xu et al. [21] classified hand and finger gestures as well as characters from
smartwatch motion sensor data. Similarly, Riaz et al. [17] and Tautges et al. [19]
attempted to reconstruct body motions using multiple wearable devices by com-
paring accelerometer data with data generated from motion capture.

Our work is most similar to the project by Serkan Balli et al. [7]. In their work,
using accelerometer and gyroscope in a smartwatch, they extracted 14 features
from the obtained sensor data, condensed themby a dimensionality reduction algo-
rithmfilter, and tested severalmethods (C4.5, SVM, random forest and kNNmeth-
ods) for classifying human actions on five subjects to identify the following activi-
ties: brushing teeth, running, writing on paper, writing with a keyboard and vac-
uuming. The study demonstrates how well machine activity classifications can be
realized using sensor technology from smartwatches. For example, writing using
the kNN method was classified with a success rate of over 98%. Random forest
and C4.5 methods classify running with 100% accuracy. Our project extends the
applied motion sensors (accelerometer and gyroscope) to include the pedometer
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and heart rate sensors. We expect this to be an improvement beyond the state of
the art.

Ashry et al. [6] developed a bidirectional long short-term memory (Bi-LSTM)
that continuously detects human activity and incorporates future context unlike
a standard LSTM. The model processes smartwatch sensor data that include
triaxial accelerometer and gyroscope data as well as gravity and rotational dis-
placement data at a sampling rate 50 Hz. The database was created by 25 vol-
unteers performing ten daily activities. Finally, the online system developed by
Ashry et al. allows real-time classification of the activities with an accuracy of
91%.

Mekruksavanich et al. [13] investigated activity recognition based on smart-
watch sensor data. For this purpose, the authors used a hybrid LSTM that links a
LSTM with a Convolutional Neural Network (CNN). For their data, the authors
used the publicly available WISDM dataset. It includes triaxial accelerometer
and gyroscope data recorded by 51 volunteers while performing 18 predefined
activities at a sampling rate 20 Hz. Mekruksavanich et al. state that CNN-LSTM
provide better activity recognition and outperform alternative models. In their
study, the authors achieve an activity recognition accuracy of 96.2%.

In their study, Oluwalade et al. [14] also used the WISDM dataset and com-
pared the performance of the deep learning models LSTM, Bi-LSTM, CNN-
LSTM, and CNN. The classification of 15 activities succeeded with an accuracy
of more than 91% for their best model. The best results were obtained with the
smartwatch acceleration data and the CNN-LSTM as well as CNN.

This work demonstrates the potential of smartwatches in collaboration with
recurrent neural networks in healthcare applications.

3 Project Structure

This paper presents a standalone, state-of-the-art watchOS application for the
Apple Watch Series 6 that offers various functionalities. The application includes
methods for retrieving motion and health data, a temporary backup to the smart-
watch memory, methods for tagging data, and an interface for exchanging sen-
sor data with a web server via WebSocket. In case of complications, the backup
methods can initiate a resend of the sensor data generated in a session.

Figure 1 provides an overview of the work. Data generation, data handling,
and data saving are part of the tracking, the visualization of the labeled data
and the classification of the data.

In this work, the Apple Watch Series 6 is used, which is equipped with the
latest sensor technology. The sensor technology in focus of this work consists of
the accelerometer, gyroscope, magnetometer, position sensor, GPS sensor, and
heart rate sensor.

3.1 Sensors

“Accelerometer”: Accelerometers are electromechanical devices that detect
accelerations due to physical effects and convert them into electrical signals
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Fig. 1. Overview

for further processing, according to Hering and Schönfelder [9]. They are used
to measure instantaneous acceleration in multidimensional space [1], which
describes the rate of change of velocity over time [15].

“Gyroskope”: According to Hering and Schönfelder, gyroscopes are rotation
rate sensors that measure the rotational speed of a body. The rotational speed
is measured as an angle in radians per second, rad/s, about a respective axis by
the gyroscope, which measures the rotation values in three dimensions like the
accelerometer of the Apple Watch [3].

“Attitude”: In addition to accelerometer and gyroscope data, combined device
orientation data, also called “attitude”, is also provided by the processed data
object, according to Apple Developer Documentation [5]. This is the combined
values of Pitch, Roll and Yaw as specific attitude angles to describe the orienta-
tion of a device in three-dimensional space. Thus, the above three values reflect
the position of a smartwatch in space relative to a defined reference frame. The
rotation values are specified in Radiant rad and range from −π to π around a
specific axis.

“Magnetometer”: A magnetometer is a measuring instrument for measuring
magnetic flux density in T (Tesla) and is measured from 10−15 T to 10 [20].
In the Apple Watch, the magnetometer acts as a magnetic compass as well as
for referencing the accelerometer and position sensor. The magnetometer, the
accelerometer, and the gyroscope all contribute to the mathematical calculation
of the device’s position.
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“Heart Rate Sensor”: According to Apple Support [4], the heart rate sensor
of the Apple Watch is used to record heart rate and thus in particular for health
and activity monitoring. In addition to recording and analyzing heart rate, the
generation of heart rate data also enables estimates of exercise intensity and
calorie consumption, among other things. The optical heart rate sensor evaluates
the heart rate in beats per minute (bpm).

The developed application is configurable and expandable, allowing further
sensors and attributes to be integrated in the future if required.

Continuous polling of motion data is performed at a customizable time inter-
val, the frequency. The maximum frequency 100 Hz (Hz) when using an Apple
Watch Series 6 [2]. Thus, a maximum of 100 motion data objects can be gener-
ated per second.

3.2 Long Short-Term Memory

Long short-term memory (LSTM) originally dates back to the work of Hochre-
iter and Schmidhuber [10] and represents a special architecture of an artificial
recurrent neural network (RNN). An LSTM is particularly suited to process
sequential streams of sensor data due to a flexible gating mechanism, according
to Ashry et al. [6]. In particular, according to the authors, the key advantage
over comparable machine learning models is that an LSTM takes into account
the temporal context of the sensor data. According to Oluwalade et al. [14], the
neural network architecture is designed to learn time-related dependencies and
remember significant sequences.

The data set for the present project was created by four users who each
labeled the three activities of drinking, eating, and writing 20 times over a 10-
second period. After pre-processing and an 80 to 20 train-test split of the data,
the balanced dataset served as a generated time series with a step size of 120 as
input to the LSTM. Architecturally, the input layer comprises 120 units accord-
ingly, followed by a flatten layer, a dense layer with 64 units and another dense
ouput layer with three units for the number of classes. The first dense layer
includes the activation function Relu, the last one includes Softmax. In addi-
tion, the Adam optimizer was used during compilation. With all 12 features, the
respective triaxial user acceleration, gravity, attitude, and gyroscope data, the
trained model achieves an accuracy of more than 96% over 10 epochs.

4 Activity Recognition - Results

The protoype previously described was tested in a series of experiments; four sub-
jects were included, each generating 20 label sequences, or eight labels. Figure 2
shows the three activities of writing, drinking, and eating.

The red arrows show the range of motion of the arm and wrist. It is par-
ticularly noticeable here that the movements of eating and drinking are almost
identical. The arm moves in the direction of the face and only the position of
the hand provides information about the respective activity. This is what makes
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the recognition of the respective activity rather complicated. In the following,
different sensors with different classification algorithms are compared.

Fig. 2. Movement sequences - writing, drinking, eating (Color figure online)

The test series show how the best classification algorithms perform with
different sensors (see Table 1). The different prediction performances are given
as a percentage to the respective sensor.

Table 1. Comparison of different combinations of sensors and recurrent neural network
with a memory called Long Short-Term Memory for classifying the activities writing,
eating and drinking

Sensor combination Prediction probability performance

Acceleration 58.85%

Attitude 64.97%

Gyro 98.18%

Gravity 89.88%

Acceleration, Attitude 94.65%

Acceleration, Gyro 98.18%

Acceleration, Gravity 88.60%

Attitude, Gyro 97.66%

Attitude, Gravity 86.92%

Gyro, Gravity 96.61%

Attitude, Gravity, Acceleration 94.19%

Attitude, Gyro, Acceleration 97.88%

Attitude, Gyro, Gravity 94.22%

Acceleration, Gyro, Gravity 95.76%

Acceleration, Attitude, Gyro, Gravity 96.35%

Based on the investigations presented here, the rotation speed of the hand
measured by the gyroscope proves to be the best parameter for the classification
of the three activities. It does not change if the speed of movement is included
(acceleration, gyroscope).
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5 Conclusion

In this work, we investigated the combination of state-of-the-art sensor tech-
nology and a recurrent neural network. We presented a prototype based on the
Apple Watch 6 that communicates with a web server to classify live activities.
Systematic comparisons of sensor technology were performed to see how well
different combinations of sensors performed in detecting three very similar activ-
ities. Contrary to our expectations, activities can be detected with a probability
of up to 98% based on hand movements and rotations only.
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Abstract. Today, children are exposed to many dangers, so it is necessary to
know their current location continuously.New technology allows connection to the
internet almost anywhere, this can be used to track people through a remote device.
Mobile apps have become popularwith the help of ever-cheaper smartphones. This
work develops a wearable device in the form of a smart armband for user tracking
from a mobile location. The system is designed for use by children ages 5–12 in
large areas with Internet coverage. Both stations are linked to a cloud database
created in Firebase, this allows the exchange of information through the internet.
In addition, the system allows the sending of audio notifications from the mobile
application to notify the user at the remote site. Notifications are pre-stored on
the electronic board for remote playback without overloading the network. In
the testing stage, the children are monitored within a controlled area by tracking
location and sending audio messages. The results show the functioning of the
system, and the acceptance test applied is favorable for the characteristics of this
proposal, although the audio notifications have the worst acceptance.

Keywords: Smart armband · ESP32 board · GPS ·Mobile application

1 Introduction

The so-called smart cities have the objective of controlling the greatest number of ele-
mentswithin their environment, including tracking people remotely [1]. For this purpose,
wearables are developed that allow the acquisition of data in real-time the different states
of the user [2–4]. Smart armbands are used to monitor the quality of life of people, as
well as remote control through a user interface [5].

Child health is one of the sectors benefited by these proposals, through a monitoring
system for chronic childhood diseases [6]. On the other hand, child safety has also
benefited from these new technologies. Developing location systems for child tracking
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using different technologies [7]. The main technologies that have driven these proposals
are the Internet of Things (IoT) and mobile applications [1, 8–10], and even more so
with the cost reduction of these technologies.

This work develops a smart armband based on a System on Chip (SoC) that allows
the location of the user to be tracked and communicate remotely through audiomessages.
The system is managed through a mobile application and is evaluated in children from
5 to 12 years old through an acceptance test.

2 Methods and Materials

The materials used in this project are presented in the scheme of Fig. 1. The local system
is based on an electronic SoC board, an independent power source, a global positioning
sensor, and an audio output. The electronic board communicates with a Wi-Fi network
for connection to the cloud database. On the other side is the mobile application that
also connects to the cloud to obtain the user’s position and send remote commands to
the smart armband.

Smart armband

User

Cloud 

Mobile App

Location sensor

Audio 

Electronic board 

Fig. 1. General scheme of the proposal for tracking children using a mobile application.

2.1 Electronic Design

The electronic design is presented in the circuit of Fig. 2. The ESP32 board is the main
element of the circuit and is responsible for reading and controlling the information. The
global positioning sensor used is the GPSNEO7Mwhich requires serial communication
via 2 digital pins. For the audio output, a speaker connected to the LM386 audio amplifier
is used, which receives the analog data to reproduce audio. Themain board and the audio
amplifier are powered by a 9 V DC battery.
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Fig. 2. Electronic circuit

2.2 Program Design

The main program of the ESP32 board consists of sending the position of the armband
and receiving the audio playback order. Figure 3 presents the flow diagram of the pro-
gram, once the necessary libraries, objects, and variables have been initialized, the main
repetitive loop is carried out. The latitude and longitude of the GPS are obtained to send
this information to Firebase. Then data is received from the cloud to play the audio if
required or restart the main program.

Fig. 3. Program flowchart for ESP32
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2.3 Design of the Mobile Application

In Fig. 4 the design of the user interface for the mobile application is presented. The
interface contains a single button to send an order to play the audiomessage, themessage
has the purposeofwarning theuser to return.The app is connected to aReal-timedatabase
on Firebase to send and receive updated data. The remote position data is displayed in
2 labels, latitude and longitude, respectively. In addition, the position of the armband is
marked on the map for tracking its movements through the data received.

Smart armband

Map

Latitude:

 Longitude: 

0.00 

0.00 
Call 

Fig. 4. User interface design for mobile app.

3 Results

3.1 Operation Tests

Figure 5 shows images of the operation of the proposal, including photos of the smart
armband and the mobile application installed on a Smartphone. The components of
the armband were mounted in a leather case leaving out the speaker for better audio
output. The tests carried out showed the correct functioning of all the implemented
characteristics.
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Fig. 5. Images of the armband and the mobile application

3.2 Acceptance Evaluation

The acceptance tests were carried out with 3 children from 5 to 12 years of age
using a long-range WiFi network within a controlled area, after using the sys-
tem a survey was applied to the children’s parents. The questionnaire is made up
of 7 questions related to the characteristics of the system, including the armband
and the mobile application. The questions were rated at 7 levels on a Likert scale,
where 7 means totally agree and 1 means totally disagree. The results indicate a
rating of 78.22% acceptance (see Table 1), a favorable value for the proposal. Although
it is evident that the audio message is not the best form of communication.
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Table 1. Acceptance test results

Question Score

1. - The smart armband is easy to use 5.33

2. - The response time in the communication between the application and the
armband is adequate

5.67

3. - The user interface of the application is easy to use 6

4. - Do you consider that the armband has what is necessary for the purpose of
the system

6

5. - Do you consider that the mobile application has what is necessary for the
purpose of the system

5.33

6. - The audio messages are enough to communicate with the armband 4.67

7. - In general, you are satisfied with this proposal 5.33

Total 38.33/49
78.22%

4 Conclusions

In this work, low-cost components were used to develop a smart armband and a mobile
application. For tracking the position of children in a controlled area withWiFi access. In
this way, child safety is promoted with an accessible proposal. Additionally, the parents
sent audio messages through an option in the user interface, telling the child that they
should return. In the application of the acceptance test, a score of 78.22% was obtained,
although it is a favorable score, there are certain discontents, especially in the form of
communication. In the future, it is intended to incorporate the fluid voice communication
in both directions.
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Abstract. This work develops a system consisting of a mobile application and
an automatic gate implemented with low-cost technology. The devices are linked
to a cloud server through the internet. The design of the system consists of a
gate that incorporates a motion sensor to detect the pet, for this a passive infrared
sensor is used. The electronic circuit of the gate is based on the ESP32 board.
This device sends notifications to monitor when the pet approaches this area. The
system consists of two modes, manual and automatic. In manual mode, the user
decides to open the gate or not, while in automatic mode the gate opens whenever
it detects the pet. On the other hand, the mobile application has been designed to
control the operating mode. The application’s user interface presents a warning
when the presence of the pet is detected and allows the gate to be activated remotely
only when it is in manual mode. The cloud platform used is Firebase, this remote
database records the latest states of the fields shared by both devices. 3 pets were
tested for 1 week to ensure continued system performance. As a result, adequate
communication was obtained between the elements installed in the gate and the
mobile application.

Keywords: Pet access control · ESP32 board · Firebase ·Mobile application

1 Introducción

Today everyone is facing a new era of computerized communication in a globalized
environment due to the Internet. Because of this, it has become essential to use access
control systems in both conventional and corporate environments [1]. Access control
systems are electronic systems based on identification to restrict entry to specific sites or
access to resources using different types of reading [2]. The identification can be done
through keypads, biometric signals, simultaneously controlling an actuator such as a
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motor or lock, these electronic devices can be connected to the internet of things (IoT)
[3, 4].

Currently, several autonomousmechanisms allow the control of several deviceswith-
out the need to be interconnected through a local network or computer. A cloud platform
is one of these, allowing the management of system resources from remote connections
with high response speeds [5]. On the other hand, the use of electronic devices has dras-
tically changed human life to such an extent that it has become essential [6, 7]. As in the
case of smartphones, these have functions that facilitate daily life, some of which are
essential for communication between people as well as for optimizing basic activities
through mobile applications [8]. As a result, applications have evolved to the point of
offering total information management, including remote control of home devices [9].

This paper develops an access control system for pets through a mobile application
based on IoT and using low-cost technology. The proposal allows to control a gate
remotely and to know if there is a pet trying to use this output. Although commercially
there are several options, thisworkoffers a lowcost and easily replicable option. Section2
presents the materials andmethods used, Sect. 3 presents the results, and Sect. 4 presents
the conclusions.

2 Methods and Materials

This proposal uses a system on chip to manage the different modules of the system, this
is an electronic card with WiFi connectivity features. Figure 1 shows the elements of the
proposal. The additional devices are a passive infrared (PIR) sensor and a servo motor.
The PIR detects the presence of the pet to trigger different actions. The servo motor
allows the control of the gate so that the pet can get out or stay inside. The system is
controlled remotely from anywhere with the internet through a mobile application, the
screen notifies the presence of a pet, and the user can open or close the gate as required.

Mobile device

Firebase 

PIR sensor 

Servo motor

Electronic board

Fig. 1. General scheme of the proposal
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2.1 Electronic Design

The electronic design is developed in the Fritzing application, the circuit in Fig. 2 shows
the connection of the devices to the main microcontroller (ESP32). The ESP32 board
integrates a WiFi communication module. The PIR sensor (HC-SR501) uses a digital
input for motion detection and the servo motor (MG996R) a digital output to generate
the modulated control pulses.

Fig. 2. Electronic circuit

2.2 Program Design

The coding is done using the Arduino IDE application using the flowchart in Fig. 3.
In the initialization, the connection to the WiFi network is made to access the internet
and exchange information with the Firebase real-time database. First, the PIR sensor
reading is performed to send this information to Firebase. Then the order is received
from Firebase to control the gate, depending on the mode and the order the servo motor
changes position to open or close the gate. In manual mode, the servo motor changes its
position directly, and in automatic mode, the gate opens when it detects the presence of
the pet.

2.3 Mobile Application Design

The user interface for the mobile application is designed as shown in Fig. 4. The design
consists of the labels and buttons required for system operation. Two buttons are required
for operation mode selection and two buttons for gate control in manual mode. In addi-
tion, a label is used to display the states of the PIR sensor, this warning is comple-
mented by an audible alert. This application is developed using App inventor, adding
the experimental functions for connection with Firebase.
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Yes

START

Read sensor

Change of 
position? 

Servo motor 
activation 

END

Firebase 

Read mode 

No

Fig. 3. Program flowchart in ESP32

Image

Pet access control system

Automatic Manual

Available modes

State

Manual mode

Open Close

Fig. 4. User interface design
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3 Results

3.1 Operation Tests

The images in Fig. 5 show the operation of the system, the Smartphone is in a different
location than the gate and connected to a differentWiFi network. All tests had successful
results, opening and closing the gatewithout complications, andobtaining the real state of
the sensor. In addition, the response to each commandwas immediate, with no noticeable
delay in executing the orders.

Fig. 5. Images of the system in operation

3.2 Acceptance Tests

To analyze the acceptance of the proposal, a questionnaire consisting of six questions
designed to evaluate the characteristics of the systemwas used. To carry out this process,
the questionnaire was randomly applied to five pet owners interested in the subject.
The selection answers are established on an ascending scale, where 1 means strongly
disagree and 7 means strongly agree. This method was used to facilitate data collection
and to obtain a final indicator to define acceptance. The results of the acceptance test are
presented in Table 1, obtaining a score of 98.57%, which is favorable for this proposal.
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Table 1. Acceptance questionnaire

Question Score

1. - You believe that this system is useful for your pet 6.6

2. - It was easy to use the mobile application 7

3. - The functions of the mobile application are sufficient for the intended purpose 7

4. - Communication between the devices responds efficiently 7

5. - The system is useful for everyday life 7

6. - In general, I am satisfied with the system 6.8

Total 41.6/42
98.57%

4 Conclusions

The proposal presented in this article is of public interest, with direct application in the
daily life of pet lovers. This work develops an access control system for pets, allowing
the pet owner to control a gate with access to another part of the house, such as a yard.
Analyzing the results of the acceptance test, it is determined that the system meets the
requirements, is simple to use and benefits the pets. This proposal can be complemented
by addingmore sensors to confirm that the pet is using the access, as well as the detection
in the opposite direction for the return of the pet. In addition, there is no difference
between the pet and a person. These issues can be added in future work.
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Abstract. This paper details the need for more localization and customization of
climate-smart applications in development contexts and demonstrates how practi-
tioners’ commitment to participatory design methods can improve uptake and use
of technological interventions that support environmental justice and indigenous
knowledge.
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Climate-smart technology · Environmental justice · Technical communication

1 Introduction

1.1 Climate Change and the Need for Climate-Smart Application Development

Humanity depends on services that nature provides. We are especially dependent on
pollination services, through which human food systems either flourish or fail. As global
warming and anthropogenic climate change threatens, disrupts or devastates natural
ecosystems, human rights to clean food and water, economic stability, and personal
health and safety are also in jeopardy.

While many climate-mitigation and adaptation policies and technologies treat bio-
diversity loss, global warming, and human rights as independent of each other, they are
not. Disruption in one system disrupts the other systems to which they are connected.
For example, the overapplication of agricultural chemicals that support a monocrop sys-
tem of food production needed to feed seven billion people, results in habitat loss for
pollinators. Habitat loss is a key contributor to recent declines in honeybee populations,
which impacts the human right to health and food [1].

Thus, any mitigating technical solutions, policy changes, or practices should be
designed holistically, with consideration given to global warming, biodiversity loss, and
human rights impacts collectively [2] and those solutions should be co-designed with the
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very people who are disproportionately affected by climate change: women, children,
and Black, Indigenous people of color [3].

Worldwide,women have proven that they are not only key contributors to agricultural
labor, making up 50% of the workforce, but that they can drive innovative technical solu-
tions that positively affect their communities and climate [4]. The AI-Driven Climate-
Smart Beekeeping (AID-CSB) for Women project worked with beekeepers in Ethiopia
andUzbekistan to co-design and localize the “Beekeeper’s Companion”, a climate-smart
information communication technology for development (ICT4D) application designed
to support beekeepers’ hive management practices and improve honey production. With
the goal of applying advanced machine learning models on standardized biodiversity
data to mitigate bias and maintain spatial and temporal accuracy, the project lever-
aged the participation and local knowledge of women beekeepers and national experts,
incorporating their traditional and local knowledge into the algorithms that then push
information to the beekeepers. Recognizing the need for an agricultural solution that
does not require more time from women, the app was designed so that uploading data
points required a minimal time investment.

One of the project’s many goals included narrowing the gender digital divide by
increasing women’s digital literacy while giving users valuable information they could
use to manage and grow their operations. Notably, many global digital projects fail
because development firms too frequently design at users not for them. The participatory
design method used in this project reversed this process and involved stakeholders,
designers, researchers, and end users in the design process, ensuring the final product
met the needs of its audience, not the will of the developer [5–9].

Gender-responsive tech-enabled beekeeping can unlock a low-barrier economic
activity that also improves local biodiversity, crop yields, and the health of bee pop-
ulations. By supporting healthy hive management practices in small-scale operations,
the application also supports resiliency in the face of the COVID-19 pandemic, as bee-
keepers can access resources and knowledge wherever they are, even when in-person
extension services are not possible. Access to such information can help women and
their communities become climate-resilient by offering ways to adapt practices to new
climatic realities.

Close to half the world remains offline and the majority of those without access to
internet connection in developing countries are women [10] but lack of accessibility
only explains part of the digital gender divide. For the past 30 years, experts working
at the intersections of gender and ICT4D theorized that digital literacy and skills, cost,
and availability of delivery mechanisms (like cell phones) were the principal reasons
for the gender digital divide [11]. New research however, suggests that norms have an
equal and sometimes greater impact on women’s access to and use of technology [12,
13]. Many women in low-income countries have cell phones or access to communica-
tion technology because they are allowed to. However, millions of women do not have
access to tech because of family, community, legal [14] or religious regulations [15, 16]
that order women to protect themselves or preserve their dignity by abstaining from use.
Even in more relaxed cultural settings, technology is often considered a tool specific
to and appropriate for men and community members sometimes regard women who
use technology with suspicion or scorn [17]. Furthermore, the COVID-19 pandemic
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exacerbates challenges of affordability, accessibility, and technology use and has been
particularly difficult to manage for women in rural communities already living at the
economic margins. Degendering the digital divide and technology solutions requires
development partners to improve digital literacy, skills, decrease cost of access, cus-
tomize delivery mechanisms, consider and–where possible–incorporate or disrupt the
normative values and attitudes associated with gender and technology [18–20].

While technology is not a panacea, ICT4D solutions can catalyze and empower
women and BIPOC communities, especially in agriculture. Coupling women’s exist-
ing knowledge about agri- and apiculture with responsively-designed technology could
result in a force-multiplier effect in mitigating and adapting to climate-related problems
like pollinator decline. Technology acts as a gateway for women to access information
that can radically improve their livelihoods and those of their family and community. By
some estimates, doubling the number of women online in developing countries has the
potential to increase global gross domestic product (GDP) by an estimated U.S. $13–18
billion [21].

2 Methodology

2.1 Participatory Design and the Development Cycle

To participate in narrowing the gender digital divide, improve women’s livelihoods,
and reverse pollinator declines, ICARDA’s MEL team, HiveTracks and icipe, partnered
to make available and localize a beekeeping application for beekeepers in Uzbekistan
and Ethiopia called The Beekeeper’s Companion, which helps beekeepers more effec-
tively manage their hives and collects data important to scientific research on pollinator
populations.

Launched in 2010, the first HiveTracks’ app was designed to help beekeepers man-
age hive data that had traditionally been recorded by hand and was often difficult to
assess longitudinally and therefore of limited value both to the beekeeper or the scien-
tific community. Through the AID-CSB project, the new 2.0 version of the app—The
Beekeeper’s Companion—underwent iteration to localize the app for use in Uzbekistan
and Ethiopia. This process required extensive desk and user research to understand and
later customize the user interface and application functions across three different lan-
guages (Uzbek, Russian, and Amharic), two different climates, for vastly different user
profiles and to accommodate different indigenous beekeeping practices.

The app is mobile only, offline capable, and creates a true digital companion for
beekeepers, generating season and location-based information, reminders, and decision-
making aids that beekeepers need to protect hives from weather and climate risks, pests,
disease, and nutritional deficiencies and malpractices. Though the beekeepers own their
data and that data is protected—thus protecting privacy of women users—in the future,
scientists and researchers will be able to access non-identifiable aggregated data hosted
on the HiveTracks server, to understand the variables associated with honeybee health
and the local conditions exacerbating pollinator declines, while giving voice to women
whose voices in agricultural policy and technological production have been historically
silenced.
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The AID-CSB project leveraged a 3-step process to localize The Beekeeper’s Com-
panion App that independently supported the mitigation of bias and protection of user
privacy:

Desk research was conducted to gather both a general understanding of the honey sector
and beekeeping practices, as well as collect specific data points to be used later on in
the app development, such as flowering calendars.
Preliminary user interviews were conducted to understand the day-to-day beekeeping
experience, practices, and challenges of project beekeepers in order to design the app
prototype.
Prototype testing enabledwomenbeekeepers to interact directlywith the app prototype to
identify problems and areas of improvement early, so designers couldmake the necessary
changes prior to development and build products that meet user needs and expectations.

The AID-CSB project participants included 24 beekeepers in Uzbekistan (20 women
and four men) across two regions: Tashkent (agricultural/rural) and Bukhara (desert).
In Ethiopia, 15 beekeepers (12 women and three men) were selected from icipe’sMore
Young Entrepreneurs in Silk and Honey (MOYESH) project across three sites in the
Amhara region. After communicating the purpose of the interview/prototype testing and
receiving beekeeper consent, meetings were conducted and recorded over Zoomwith the
HiveTracks UX/UI designer and a local translator, and later transcribed. Additionally,
information was recorded via physical notetaking, which was then recorded in electronic
documents for reference and qualitative analysis by HiveTracks and ICARDA.

3 Results

3.1 Customization and Localization of Climate-Smart Applications

When asked about challenges specific to women beekeepers, interviewees remarked
that beekeeping is physically demanding. Further, the responsibility of raising a family
makes it difficult for beekeepers to balance caring for their bees with caring for their
families, as it is viewed as culturally unacceptable for women to stay at apiaries past dark
in traditional households; thus, there is particular importance on the flexibility needed
for improved timing of beekeeping practices.

Additionally, the importance of the one-on-one user interview approach was vali-
dated duringmixed-gender beekeeper discussion groups at the finalworkshops inUzbek-
istan, where men dominated the conversation and women felt less comfortable speaking
up. Other important findings included differences in language and terminology. For
example, the U.S. version of the app refers to pests and diseases as “stressors”; however,
in Uzbek culture “stress” only makes sense in context to human beings. While such lin-
guistic nuance may seemminor, these differences can frustrate understanding of the app,
which can affect the uptake and use of it. Consistency of language and iconography was
another important feedback point that will affect future iterations of the user interface.

The AID-CSB project illuminates the importance of understanding how information
travelswithin beekeeping communities and theways that communicative culture impacts
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the flow of information. In Uzbekistan, the most common communication between bee-
keepers occurs in a large Telegram group to exchange information on markets, share
beekeeping photos, ask questions, and sell honey and byproducts. Beekeepers also com-
municate and access information through membership in beekeeping organizations and
knowledgeable family members and mentors. Despite the grassroots-level organization
of the Telegram group, several types of information (such as pesticide use) and key deci-
sions (such as honey pricing) flow top-down. Details like this are important in order to
maximize networks of people effectively, and they could also have significant impacts
on adoption and use of the application.

Unlike Uzbek beekeepers, Ethiopian beekeepers do not keep written records of hive
inspections or plan out beekeeping tasks in advance.Hivesmaybe identified by a number,
their hive type, a certain color, their position in the apiary, or nothing at all. Building
these habits will be critical to the successful adoption of the Beekeeper’s Companion
app.

In Ethiopia, one of the main challenges to overcome is the gender digital divide,
in which rural, low-income women are less likely to be able to access and use digital
technologies. To better understand the baseline level of beekeepers’ digital knowledge
and plan project activities accordingly, a survey was conducted with the 15 beekeepers
on their use and comfort using technology. Four women had never used a smartphone,
and only two women felt 100% confident using a smartphone. However, all but two
beekeepers actively used social media, which requires many of the same digital skills as
the Beekeeper’s Companion app.

Considering these findings, an ICARDA intern developed and implemented smart-
phone training to build off beekeepers’ existing knowledge and familiarity with similar
concepts (e.g. social media and basic mobile phone functions such as sending a text mes-
sage and making a call). To build a comfortable learning environment, beekeepers were
encouraged to bring a tech-savvy family member who could help provide extra support
during the training, which included many peer-to-peer exercises. Today, the beekeepers
exchange beekeeping photos in a Telegram group, practicing their new skills and sharing
information and experiences.

AswithUzbekistan, traditional gender roles do not encouragewomen to express their
opinions or speak up. Similar to observations in Uzbekistan mixed-gender workshops,
during the smartphone training (mixed-gender small groups of five to nine beekeepers
with family members and two field assistants), it was evident that some women beekeep-
ers were not comfortable actively participating in group discussion. This challenge was
anticipated andmitigated by includingmany peer-to-peer smartphone exercises in which
women could practice directly with one another or family members, thus increasing
their agency but also normalizing their use of technology. Nonetheless, this experience
underscores the importance of one-on-one prototype testing sessions and highlights the
broader barriers to inclusive and participatory design.

It became clear early in the UX design process that changes needed to be made in
the app’s design for it to truly be localized. Most notably, the Beekeeper’s Companion
app was originally designed for hobbyist beekeepers. Project beekeepers often managed
20 to 100+ hives. An inspection process at the individual hive-level did not meet user
needs for the Ethiopian (as well as Uzbek) beekeepers whomanaged large apiaries and it
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became clear that an additional inspection process at the apiary-level will be a necessary
addition to the application if it is to be beneficial to larger or commercial users.

Not having direct access to communication with beekeepers or fully understanding
their operations and challenges makes it difficult for beekeepers to access the right
information at the right time. The co-designed Beekeeper’s Companion app unlocks the
opportunity for local extension services, researchers, and projectmanagement tomonitor
and assess the data entered by beekeepers in an anonymized manner, if given consent.

4 Discussion

4.1 Recommendations for Practitioners from Lessons Learned

Practitioners and researchers wishing to conduct similar transnational usability projects
will benefit fromAID-CSB’s lessons learned on what worked and what still needs work:

• Get to know project participants through preliminary interviews; this not only
provides critical baseline information for technology development, but also builds
relationships and trust;

• Test your technology with the users through prototype testing by an experienced
UX/UI designer to ensure the technology suits them and is adapted to local contexts
and practices accordingly;

• Leverage 1:1 interviews to hear all voices; this technique is particularly helpful
when collecting information from different genders and socioeconomic classes, as
women and disadvantaged groups may be uncomfortable sharing opinions in large
group discussions;

• Involve family members for digital literacy training, as trainees in certain cultural
contexts will be more comfortable asking family members questions, and they can
provide continued training and support at home;

• Manage expectations and clearly communicate; because participants are co-
designing the technology, they will experience many bugs and see imperfect versions
of the technology;

• Implement a multi-step translation process with both a professional translator and
local subject matters experts to ensure that text is not only translated, but fits local
terminologies and expressions, is gender-inclusive, and visually corresponds to the
desired user action in the app design;

• Avoid designing technology to Western norms by continuously iterating and clar-
ifying that the technology is being made to suit participants’ best subject matter
practices. For example, in the first round of desk research all Ethiopian flowering data
was provided in the Gregorian calendar, as this is the international standard. However,
beekeepers use the Ethiopian calendar, and therefore the app needed to be designed
as such;

• Reduce bias in technology design by (1) identifying and acknowledging pre-existing
societal biases within marginalized groups; (2) using real data when possible to avoid
measurement bias, but when necessary, carefully leveraging proxy data; (3) ensure
appropriate aggregation and evaluation measures within the technology; (4) ensure a
focused scope (that the app is used for the intended purpose).
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If smallholder farmers and beekeepers are expected to adopt climate-smart technol-
ogy practices, they should be the first experts consulted in the design of such technology.
Data collection methods must respect the user’s wide diversity of knowledge and spe-
cific challenges based on location, language, climate, gender, and digital skills. This
is particularly true when carrying out a gender-responsive participatory development
process. Encouraged through one-on-one dialogue, women’s input was at the center of
this project, informing how the app interface, features, and gender-sensitive translations
should be designed to best support their livelihoods as beekeepers and respect their
indigenous knowledge practices. In addition to the direct support to beekeepers, the
hive management practices facilitated through the application customization promotes
pollination services to support healthy, biodiverse ecosystems critical to managing and
mitigating climate change and protecting global human rights to food.
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Abstract. The construction of scenarios showing the operation of real commu-
nication networks is useful not only for industry but also for academia. The fast
development of the Internet of Things (IoT) and its use in themost diverse human –
computer interaction activities have motivated universities all over the world to
organize courses in order to train and make students familiar with the use of this
technology. The use of tools that simulate IoT networks functioning is crucial to
facilitate the teaching and training of future engineers in this area.

This contribution shows two scenarios which have been used in a seminar of
IoT for undergraduate students of Computer Engineering at the Universidad Fran-
cisco de Vitoria inMadrid and Computer Engineering and Telecommunications at
the Universidad Anáhuac México Norte in Mexico, both related to the application
of IoT to create smart building. One scenario is the design and simulation of the
networks of a smart building; the second one is the use of an Arduino board to
create a small and simple IoT system connected to the cloud.

The software used in the simulation was Cisco Packet Tracer, a multiplatform
tool from Cisco System Inc. that allows the “construction” of networks without
using hardware and/or physical network. The board used to develop a real IoT
system was the Arduino Nano 33 IoT connected by Internet to Arduino IoT Cloud
via wireless network.

The scenarios presented were successfully used with undergraduate students
in both universities.

Keywords: Internet of Things · CISCO Packet Tracer · Network simulation ·
Smart buildings · Arduino boards · Cloud · Educational tools

1 Introduction

The term Internet of Things (IoT) first coined by Kevin Ashton in 1999 [1] is conse-
quence of Internet evolution. The IoT refers to the use of intelligently connected devices
and systems of heterogenic technologies to leverage data gathered by embedded sensors
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and actuators in machines and other physical objects. It makes the objects themselves
identifiable, intelligent, convey information about them and can access information gath-
ered by other things. IoT lets us connect with people and things anytime and anywhere
[2].

The use of IoT offers many advantages by enabling the deployment of new services
by creating smart cities, buildings, and factories amongmany other applications [3]. The
use of data obtained through IoT devices would generate significant revenues. The 2021
Gartner Report [4] predicted that wireless communications will be of key importance for
Industry 4.0 and smart factories. Some analyses refer to the integration of 5G technology
with IoT applications, and address aspects related to improving some communications
functions [5, 6].Other investigations refer to security issues, suggesting solutions helping
to preserve privacy in IoT environments [7, 8]. They also refer to the application of IoT
in buildings in order to save energy and increase the comfort of residents [9].

This paper describes the development of two scenarios: an IoT network simulation
and a simple real IoT system connected to the cloud. Their purpose was to employ
them as educational tools helping students of our universities to learn and understand
the benefices of IoT. Both scenarios are intentionally very simple because during the
seminars they would be modified by the students themselves, creating more complex
networks which will meet the requirements of more realistic environments. During sem-
inars students acquired deeper knowledge about IoT meanwhile developing skills using
simulation and developing tools.

2 Tool

2.1 Simulation

The tool selected for network simulation was Cisco Packet Tracer, a Cisco System Inc.
proprietary multi-platform tool that enables students to create networking and IoT sim-
ulations without need of hardware and/or existing network. The tool can be downloaded
freely by students and runs on the principal operating systems.

Cisco Packet Tracer offers a wide variety of standard network components that can
be connected and configured to simulate real networks (see Fig. 1). The release of the
version 7.0 of the tool [10] introduced IoT network simulation capabilities.

Working with Cisco Packet Tracer is highly intuitive. Components used to build
networks are selected among sets of different kind of components which are then placed
in the working area of the main window. IoT components include smart devices (those
that can connect directly to network’s servers or gateways through their own network
interfaces), non-intelligent components (some sensors and actuators) and processing
boards named MCU (microcontroller unit) and SBC (single board computer) which
simulate the popular andwell knownArduino andRaspberry Pi boards. Once the devices
are selected, they are connected and configured.

In addition to the logical simulation, Cisco Packet Tracer allows the simulation of
networks at physical level creating different environments: cities, buildings, physical
containers and wired cabins. It is possible to setup the values of environmental variables
at different times of the day to simulate the behavior of many IoT devices.
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Fig. 1. Building network

2.2 Arduino Development Platforms

Arduino Nano 33 IoT board was selected because it is a cheap but very powerful board
specially designed to be used in IoT applications. It has a powerful ARM processor, a
BLE-WiFi module and an inertial unit which, working together the traditional I/O lines
and communication ports of Arduino boards, make this board an excellent choice to be
used in academic environments.

Arduino IDE, the open source develop environment was used to develop the software
running on theArduinoNano 33 IoT board [11]. It makes it easy towrite code and upload
it to Arduino compatible boards.

Arduino IoT Cloud [12] is an open-source platform based on easy-to-use hardware
and software. It can be used for freewith low costArduino compatible boards. Its friendly
interface facilitates students to learn and train the development of IoT applications on
the cloud. Arduino IoT Cloud facilitates students to get familiar with developments of
IoT projects on the cloud.
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3 Network Structure

3.1 Network Backbone

The network backbone is shown in Fig. 2. It is composed by several conventional network
devices which connect the Internet Service Provider (ISP) with subnets of apartments
and common areas. The building network backbone includes:

– Router INPUT: which connects the building network to the ISP;
– ASA (Adaptive Secure Appliance) firewall: that enables a secure connection of the
building network with the ISP, protecting it from access by intruders and penetration
of viruses and malware that may affect its operation;

– Router COMMON: which permits: (1) IP telephony devices configuration to provide
telephony services, including the creation of Virtual Local Area Networks (VLANs)
to separate data and voice traffics; (2) isolation of data traffic between apartments
and common areas networks by creating four VLANs; (3) developing a dynamic and
static routes to communicate subnets, including an extended Access Control Lists to
control traffic between subnets; (4) Quality of Service strategies to provide optimal
use of network: bandwidth, latency, jitter and packet loss.

– Switch COMMON: that separates apartments and common areas subnets.

Fig. 2. Network backbone

3.2 Common Areas Network

Include standard network devices (PCCOMMON, IP phone, COMMON IoT Server and
COMMON Access Point) and some IoT devices (Garage Door, CO sensor, Main door,
RFID COMMON reader, RFID COMMON card, Movement sensor, Outdoor sprinkler,
SBC0, Movement lamp and Street lamp) as shown in Fig. 3. All devices used in the
common areas network are connected to the VLAN20.

The IoT devices connected to the common areas permit to create several systems to
automate areas like garage access, illumination, garden irrigation and building access.
SBC0 running a simple java program is used to illustrate how connect a low-cost actuator
(outdoor sprinkle) which doesn’t have a network interface.
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Fig. 3. Common areas network

3.3 Apartment Networks

All apartment networks are connected to different VLANs but have very similar con-
figurations. They have several standard network devices and IoT devices connected to
the IoT Server which permits to create the control algorithm of the different systems.

Apartment Network Standard Devices. Standard network devices include the apart-
ment switch which connects standard devices like IP phones, smartphones, PC, laptops,
server and access point (see Fig. 4). Eventually the apartment switch could connect some
IoT wired devices (for example the air conditioner device in our simulation).

The apartment access point is used to provide communication to the IoT devices
and also to the wireless standard devices used by residents like smartphones, laptops,
notebook, etc.

Fig. 4. Apartment network standard devices

Apartment Network IoT Devices. IoT network devices include a wide variety of
devices which permit the functioning of several systems: climate, access, fire-protection,
illumination and stand-alone electro domestic and recreational devices as shown inFig. 5.
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• Access control: It controls the access by the apartment door and windows. Apartment
door is controlled (locked and unlocked) by the IoT server by using a RFID reader
and RFID cards. Windows access is detected by an IR sensor access; thus the IoT
server turns ON the alarm siren and sends an alarm message.

• Climate control (temperature & humidity): Temperature control includes the air con-
ditioner, the furnace and a thermostat. Thermostat read and inform the IoT server
about local temperature and then air conditioner and furnace are remote controlled
from the IoT server. Temperature is maintained within comfort limits. By alternating
the operation of air conditioner and furnace (turning them NO and OFF with a proper
hysteresis algorithm), the room temperature is adjusted. Ceiling fan will be turned
ON and OFF helping to reach faster a comfort temperature. Humidity is controlled
by the IoT server with the support of the humidity monitor and the humidifier.

• Fire control: includes fire and smoke detectors, CO2 sensor, ceiling fan, fire sprinkler
and an alarm siren controlled by the IoT server. If a fire is detected, the water sprinkles
located on the ceiling are put into operation, the door and windows are opened, the
fan is turned on and the alarm siren sounds.

• Household and recreational devices (smart TV, watching machines, refrigerators and
many others) could be included on the systems or remotely controlled to increase the
comfort of the residents.

Fig. 5. Apartment IoT network devices

4 Example of a Real IoT System

To complement the scenarios created for teaching purposes, a real IoT system was
developed based on the Arduino Nano 33 IoT board that collects data from temperature
and acceleration sensors and sends them to a dashboard created in the cloud.
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The dashboard allows the exchange of information between the system and an
external user by internet connection on any place outside the system under control.
Figure 6 shows the breadboard with the components used to develop the real IoT system.

Fig. 6. IoT systems developed with Nano 33 IoT

Figure 7 shows the dashboard SENSORS created in the cloud. This includes some
analog data (ROOM TEMPERATURE and X, Y, Z ACCELERATION) obtained from
the environment and a Boolean output used to activate a fan motors.

Fig. 7. Dashboard of the IoT systems developed with Nano 33 IoT

The use of the real IoT system developed as an example that can be extrapolated not
only to a smart building, but to any other IoT application.

5 Conclusions

The simulation described in this paper allowed undergraduate students of Computer
Engineering at Universidad Francisco de Vitoria in Madrid and Information Technology
and Telecommunications Engineering at UniversidadAnáhuacMéxicoNorte inMexico,
to reinforce the knowledge and skills acquired during the IoT seminars.
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During the seminars students created, designed and simulated IoTmore complex net-
works letting them towork in scenarioswith new requirements closer to real requirements
of apartment buildings.

The experience gained will allow professors to improve the educational tools
developed to be used in other future IoT courses or seminars.
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Abstract. The occupations of the modern world neglect important things like
the environment and sustainable development. This work develops a monitoring
system for plants, based on a smart plant pot that can be supervised and configured
through a mobile application. The electronic design consists of the use of two
sensors that constantly send the temperature and humidity of the plant to the
mobile application. In addition, a submersible pump provides water to the interior
of the plant pot to monitor the condition of the plant. The optimal temperature and
humidity settings will depend on the type of plant; these options can be configured
remotely. Alerts are sent in the form of notifications or appear on the display of
the plant pot when a different status than recommended is detected. Information is
reflected locally on the plant pot display as facial expressions. The local operating
code is designed so that the facial expression displayed on the screen changes
automatically based on the conditions presented on the plant pot. As a result,
adequate communication was obtained between the mobile application and all the
devices installed in the smart plant pot. Finally, an acceptance test is applied that
qualifies this proposal as suitable for domestic use.

Keywords: Smart plant pot ·Mobile application ·Monitoring system · Firebase

1 Introduction

Plants play a very important role in maintaining the ecological cycle and form the base
of the food chain pyramid. Therefore, plants require adequate monitoring and control,
based on an integrated and multidisciplinary design approach [1, 2]. The integration
of a system for plant monitoring facilitates agriculture and makes use of the concept
of ambient intelligence. In addition, the increasing adoption of the Internet of Things
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(IoT) in consumer, commercial, industrial and service applications allows their use in
disciplines other than agriculture [3–5].

There are works on the design and development of monitoring systems capable of
reporting several metrics of a common indoor plant, these metrics include temperature
and soil moisture [2, 6]. In addition, sensors are used in smart plants that communicate
and activate electronic devices to monitor and optimize individual plant productivity and
resource use [7, 8].

This paper develops a smart plant pot with a display to show emotions according to
plant status using low-cost technology. Sensors are installed inside the pot to provide
information to be presented in a mobile application. The system is implemented with
an internet of things card, and all the developed features are managed using the mobile
application. For this purpose, the paper has been organized into 4 sections; starting with
the current section containing a brief introduction to the topic; Sect. 2 describes the
methodology to be used; Sect. 3 presents the results obtained, and Sect. 4 contains the
main conclusions.

2 Methods and Materials

For the development of this work, an electronic board with wireless communication
(WiFi) is used to control the different components, Fig. 1 shows the proposed scheme.
This electronic card stores the necessary programming for the management of the intel-
ligent plant. The installed modules are a temperature sensor and an analog hygrometer
included inside the pot to obtain all the data coming from the temperature and humidity
of the soil, respectively. There is also a submersible pump and an electrical relay to
supply water to the plant. All data is sent to a mobile application through the cloud using
the internet.

Water pump

Smart plant pot

Humidity

Temperature 

Electronic board
Cloud

Mobile app

Plant

Fig. 1. General scheme of the smart plant pot
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2.1 Electronic Design

The electronic design includes the connection of the sensors, such as the DHT-22, which
is the temperature sensor connected to one digital pin of the ESP32 board. Similarly,
the FC-28 hygrometer is connected to a port configured as an analog input. The display
used is an I2C OLED of 128 × 64 pixels, this device is connected to the SDA and SCL
ports of the I2C communication of the ESP32. For the submersible pump, a 12 V DC
supply is used and a relay connected to a digital output for power control (Fig. 2).

Fig. 2. Electronic circuit

2.2 Program Design

The actions of the program implemented in the ESP32 are shown in the flowchart in
Fig. 3. Once the program is started, the temperature and humidity sensor data are read,
this information is sent to the Firebase database. Then the operating mode up-date is
received, this data allows to define the actions of the manual or automatic mode. In
manual mode, the user directly controls the pump operation. In automatic mode, the
pump is activated only with values outside the moderate range for temperature and
humidity. In either case, the pump activation is by time short (2 s) and not permanent.
In addition, the status of the plant is shown on the OLED display in the form of a sad or
happy face.



358 M. Salazar et al.

N

Y
Is mode set to 

automatic?

END

Are the varia-
bles in moder-

ate ranges?

Relay control 

1

1

Show state on the 
OLED

START

Read temperature 
and humidity

Mobile app

Get the value mode 
on database

Firebase 1

N

Y

Fig. 3. Main program flowchart

2.3 Mobile Application Design

The user interface of the mobile application consists of the basic operating elements.
Two labels display the temperature and soil moisture data, respectively. Two buttons
allow to control the operating mode, in the manual mode the activation direct order for
the pump is sent. Figure 4 shows the arrangement of the elements for the user interface.
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PLANT POT MONITORING

Manual Mode Auto Mode

Temperature:

Humidity:

0°C

0%

Fig. 4. User interface design

3 Results

3.1 Functional Tests

Figure 5 shows images of the operation of the smart plant pot, highlighting elements
such as the display and the submersible pump. On the other hand, the mobile application
located in a remote location shows the temperature and humidity values. The different
testswere carried out successfully, constantly acting on the values acquired by the sensors
and with an immediate response when the control buttons were pressed.

3.2 Acceptance Evaluation

To evaluate the characteristics of this proposal, an acceptance questionnaire was applied.
The questionnaire consists of 7 questions to evaluate different components of the pro-
posal. The questions are answered using a 7-level Likert scale, where 7 indicates strongly
agree and 1 indicates strongly disagree. The results of the acceptance test are presented
in Table 1, with a final rating of 85.71% acceptance, considered a favorable value for
this proposal. The evaluation shows favorable reactions to the smart plant pot prototype,
although it can be improved with its physical components and graphic interface.
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Fig. 5. Images of the functional tests.

Table 1. Acceptance test

Question Score

1. You might use the smart plant pot properly 7

2. You are satisfied with the response time in the co-communication between the
application and the device

6

3. It was easy to use the interface options in the application 7

4. It was easy to learn how to use the smart plant pot 7

5. It was not physically difficult to locate the smart plant pot 5

6. The indicators were efficient when using the system 5

7. Overall, I am satisfied with the system 5

Total 43/49
85.71%

4 Conclusions

This work presents a smart plant pot managed through a mobile application. This pro-
posal is important in everyday life because the occupations of the modern world make
people neglect the environment. Based on the acceptance test with a score of 85.71%, it
is determined that the system meets the expectations raised, mainly because it is easy to
use. The proposal has some limitations, the size of the plant pot is large, and the location
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of the devices is dispersed; in the future, the design can be simplified with a compact
model that optimizes the space in the elements.
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Abstract. User-CentredDesign (UCD) researchers have been investigating smart
homes for 20 years and have highlighted the approaches’ effectiveness in iden-
tifying the requirements of users. Despite the growing interest in smart homes,
research has shown that its adoption remains low. This owes to the tendency for
research to often use a technological-centred approach to improve a pre-existing
product or tailor it to target users. Visions of smart homes may therefore not have
been fully based on a clear understanding of users’ needs and sociotechnical issues
of concern.

Enabling the public to have a role in shaping the future of smart home tech-
nologies and related sociotechnical issues of concern in the early stages of the
UCD process have been widely recommended. Specifically, there have been calls
to engage the public in sharing responsibility for developing data privacy agree-
ments, data governance frameworks, and effectively domesticating technologies
into life and ‘home’ systems.

This paper introduces the citizens’ jury method to enable the public to have
a role in shaping the future of smart homes and related sociotechnical issues.
This is an understudied area of research that would be considerably valuable
for practitioners in the usability and smart technology sectors. Findings from
this paper are based on a cross-section of UK citizens’, exploring their opinions
on sociotechnical issues of data security, accessibility to and control over use
of devices and technological appliances associated with smart homes. A set of
recommendation are developed to provide guidance and suggested actions on
approaching these issues in the future.

Keywords: Smart homes · Citizens jury method · Data security · data
governance · Public involvement

1 Introduction

‘Smart homes’ is a widely used concept. It is, however, beyond the scope of this article to
review the many ways this concept has been previously explored [1]. Instead, we adopt
the view that a ‘smart home’ is one that is equipped with a layering together of different
technological features aimed at providing tailored services for the people using them.
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This makes it possible to monitor, control and support people using smart technologies,
thus enhancing the quality of life and promoting independent living [1].

Economic forecasts suggest that the ownership of smart home devices will climb
to an estimated 25.4 million UK users by 2026 [2]. This drive towards smart home
technologies is partiallymotivated by the underlying purpose “to improve people’s living
experience” [3: 463]. Despite this, some research has shown that agreeing to live in smart
homes remains low [4].

The barriers to opting for smart homes have been linked to various sociotechnical
issues of concern to users. Others also highlight the need for a clearer understanding
about the relationship between users’ perceived risks associated with data sharing and
trust towards the smart home industry [4]. Instead, research to date has tended to focus
on technological features of smart homes [3]. It is easy therefore to see how visions of
smart homes and their technological features may not have been fully based on a clear
understanding of users’ needs and sociotechnical issues of concern. As such there have
been calls for more research activity to address these concerns [4].

Understanding both the benefits and challenges of smart homes is critically important
given that their overall success hinges on their adoption [5]. The inclusion of public
interventions in future research, such as those involving a deliberative decision-making
process, have been widely recommended [6]. The citizens’ jury is one such method that
has not yet been applied to enable the public to have a role in shaping the future ethical
issues and governance practices in data-driven smart environments [7].

The contribution of this article is that it applies a citizens’ jury method to create a
set of recommendations that can be used to provide guidance and suggested actions on
approaching these ethical and governance issues associated with smart home living in
the future. Specifically, the study aims to:

• explore the UK public’s opinions on data security and governance issues associated
with smart homes using a deliberative decision-making method (i.e., the citizens’ jury
method); and,

• create a set of recommendations to provide future guidance on data security and
governance issues associated with smart homes.

2 Method

2.1 Participants

20members of public volunteered to participate in this study. Participantswere organized
into four groups, controlling for age (e.g., younger, and older adults) as well as their
orientations to smart technologies (e.g., techno-sceptic).

2.2 Expert Witnesses

4 expert witnesses were chosen to provide relevant information about socio-technical
issues associated with smart homes. Witnesses were identified through author’s existing
contacts and cross-referencing methods from publicly accessible online sources.
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2.3 Citizens’ Jury Design

A two-day online citizens’ jury was held in June 2021 and consisted of two 2-h sessions
held each day (n = ten hours). Participants were provided with pseudonyms to protect
their identities and an audio recorder was used to record the sessions [8].

Two witness talks occurred at the start of each day. On the first day, participants
listened to witnesses 1 and 2 on issues of sense of control, accessibility of smart homes
and the ‘meanings of home’ associated with smart home living. On the second day,
jury participants listened to expert witnesses 3 and 4 on issues of data sharing, data
management and ethical issues associated with smart home living.

Following this, small group discussions were used immediately after the witness
talks. Participants were encouraged to deliberate, listen, and respond to the thoughts
expressed by other participants in response to the issues presented in each of the with
talks.

At the commencement of each day, participants were presentedwith three statements
put to the jurors for deliberation were as follows:

Overarching statement: “Smart homes will are rapidly changing the way we live at
home and what we mean by home”.

Sub-statement 1: “Smart homes could monitor your lifestyle and living environment
and identify areas for improvement. We should be willing to cede control to our home
to make more decisions about how we should live our lives”.

Sub-statement 2: “Smart living will require data-sharing. The benefits of living in
smart homes outweigh the risks of data-sharing”.

The design of these statements and small group discussions was informed by a lit-
erature review exploration. Participants were asked to individually vote either “yes” or
“no” based onwhether they ‘agreed’ or ‘disagreed’with these two statements, discussing
reasons for their vote afterwards. After the voting sessions, participants developed rec-
ommendations relevant to data security and governance issues discussed within their
small groups.

2.4 Data Analysis

Citizens’ jury discussions were transcribed and analyzed using thematic methods as
outlined by Braun and Clark [9], identifying key themes that evidently emerged relevant
to the study’s aim.

3 Results

Participant’s grouped aggregated voting responses to the two statements are shown in
Table 1. Overall, most participants disagreed with the two statements. These voting
outcomes reflect underlying discussions points, opinions, arguments, and issues raised
during the citizens’ jury.

Participants acknowledged various public benefits, associated with data sharing in
smart environments, both individual and on society. These include providing assistive liv-
ing, improvements in technology performances, and healthcare support to ensure vulner-
able people (e.g., elderly and those with disabilities) remain autonomous, independent,
safe, and well at home.
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Table 1. Participant responses to the statements they were asked to vote on.

Statements Participant responses

Group 1 Group 2 Group 3 Group 4

Overall statement:
“Smart homes are
rapidly changing the
way we live at home
and what we mean by
home”

Majority agreed
[4 = Yes, 1 =
No]

Majority
disagreed
[4 = No, 1 =
Yes]

Majority
disagreed
[2 = Yes, 3 =
No]

Majority
disagreed
[4 = No, 1 =
Yes]

Sub-statement 1:
“Smart homes could
monitor your lifestyle
and living
environment and
identify areas for
improvement. We
should be willing to
cede control to our
home to make more
decisions about how
we should live our
lives”

All disagreed
[0 = Yes, 5 =
No]

Majority
disagreed
[1 = Yes, 4 =
No]

All No
[0 = Yes, 5 =
No]

All No
[0 = Yes, 5 =
No]

Sub-statement 2:
“Smart living will
require data-sharing.
The benefits of living
in smart homes
outweigh the risks of
data-sharing”

All No
[0 = Yes, 5 =
No]

Majority Yes,
[4 = Yes, 1 =
No]

All No
[0 = Yes, 5 =
No]

Majority no
[1 = Yes, 4 =
No]

Participants also expressed concerns over existing ethical procedures and data gov-
ernance practices in data-driven smart environments, highlighting challenges associated
with data protection responsibilities, accessibility of existing information about data
sharing, consent management tools, and the appropriateness of data shared.

Generational and technological orientational differences were also identified and
mattered when weighing up the risks and benefits of living in smart homes. The majority
felt the risks of data sharing outweighed the benefits; this viewwas not shared by younger
techno-enthusiasts who instead expressed their acceptance of intrusive data sharing as
an inevitable part of our lives.

Discussions revealed a relationship between participants’ sense of trust towards
actors in the smart technology industry and participants willingness to share data. Most
participants owed their distrust on a lack of transparent and inaccessible communications
presented to users by industry developers for user guidance, clarity of ‘data ownership’,
and consent management purposes.
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At the end of the 2-day citizen jury, participants created a list of ‘data privacy and
governance’ recommendations for future data-driven smart environments based on group
discussions (Table 2).

Table 2. Participant recommendations.

Recommendations

1. Improve the transparency and accessibility of information on issues around data sharing,
privacy, and security to ensure smart users are better informed to make decisions

2. Develop a representative and independent governing body that regulates and oversees
decisions on future smart home technology use

3. Improve and regularly seek consent management practices from ‘all’ smart users (e.g.,
multiple users and capacities) to use their data

4. Provide assurances that any data sharing will be done responsibly and appropriate to fulfil
the purpose for which it is used as well as user needs

5. Create further opportunities for the inclusion of smart users in data governance framework
and decision making

6. More research is needed to address future issues on data sharing, privacy, governance, and
security

4 Conclusion

Understanding the relationship between smart users’ perceived risks and distrust towards
the smart home industry is of central importance when planning an effective ethical and
data governance practices response for future data-driven smart environments.

The research also revealed various public benefits associated with data sharing in
smart environments, both individual andon society, such as assistive living andhealthcare
support.We also found that there were diverging views associated with smart technology
adoption, with further research needed to address privacy concerns and other ethical
issues which remain the main obstacles to smart technology adoption (e.g., accessible
communications, responsible data sharing, consent management, and clarity over data
ownership).

Our research highlighted the potential for using the citizens; jury method as a novel
contribution, to explore public opinions on data security and governance issues. This
approach also allowed the public to have a role in shaping the future of smart homes.
However, it is important to note that due to the COVID-19, the citizens jury was held
using an online video conferencing approach. Further research is therefore needed to
explore these methodological implications on citizens jury discussions.
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Abstract. The need for a technological system for health care for sick people is
evident. This work develops a scale prototype of a smart bed controlled through
a mobile application. The electronic design consists of two servomotors that act
to position the bed; these actions can be activated through the mobile application.
At the same time, the patient can be monitored by a camera and an infrared
thermometer that sends the data to the application through the Internet. The local
operating code is designed so that the position of the bed changes automatically
according to a preset sequence. The electronic system is based on the ESP32
board; this chip integrates WiFi communication that allows the connection of the
bed with the cloud-based in Firebase. Temperature tests were carried out with the
help of people to ensure that the data taken was correct. In addition, bed positions
and reception of camera images were tested on a mannequin. As a result, adequate
communication was obtained between the mobile application and all the devices
installed in the smart bed. Finally, an acceptance test is applied that validates this
proposal with a good score.

Keywords: Smart bed ·Mobile application · Firebase · ESP32Cam

1 Introduction

Smart beds are integrated solutions for patient care, support andmonitoring [1], based on
an integrated,multidisciplinary design approach [2].Research in this field is critical in the
context of global aging and is driven by increased opportunities for accessibility solutions
that are seamlessly integrated into the healthcare system [3–5], have a unique opportunity
to enable more efficient efforts for caregivers and more responsive environments for
patients [6].

Reviewing related works, continuous monitoring of vital signs using multiple radars
has been realized; the radar is designed to be installed in hospital beds [7]. Another work
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builds an infrared thermometer with an electronic chip that can measure temperature
accurately [8]. In addition, sensors are used to measure the patient’s weight and use a
user interface to analyze the pressure variation of the patient when changing positions
in the bed [9]. In general, different applications have been developed with information
and communication low-cost technologies that have changed people’s lives and that use
some combined tools [10, 11].

This paper develops a scaled prototype of a smart bed controlled through a mobile
application using low-cost technology. For this it was implemented the system with an
internet of things board, all the developed features are managed remotely. The paper
has been organized into 4 sections; starting with the current section containing a brief
introduction to the subject; Sect. 2 describes the methodology to be used, detailing the
elements involved, Sect. 3 presents the results obtained, and Sect. 4 contains the main
conclusions.

2 Methods and Materials

For the development of this proposal, an electronic board is used to control the differ-
ent modules of the prototype to scale, Fig. 1 presents the scheme of the proposal. In
this electronic board, the necessary programming for the operation of the prototype is
installed, a camera that captures the patient from a suitable distance is included, the
temperature is also monitored with an infrared thermometer next to the bed, and finally
there are two servomotors to perform the necessary movements of the bed. All data is
sent via the internet to a mobile application using a cloud-based database.

Servomotors 

Smart bed

Camera 

Temperature 

Electronic board

Cloud 

Mobile App
Pacient

Fig. 1. Scheme of the proposal.
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2.1 Electronic Design

This circuit is developed with a 5 V DC supply that provides the power for the two servo
motors, the ESP32CAM, a temperature sensor, and the other ESP32, as shown in Fig. 2.
All components are connected to the esp32 board, one servo motor to pin 4 and the other
is connected to pin 14, the temperature sensor is connected to the SCL and SDA pins.
Finally, the camera works with its chip integrated into the ESP32Cam.

Fig. 2. Electronic circuit

2.2 Program Design

The ESP32 board is used to program the setup of the components, the temperature
sensor, the servomotors and the camera. The movements of the servomotors are also
encoded through different positions and the temperature sensor is read. On the other
hand, the communication to the Internet (Firebase) is programmed through the WiFi
network, which allows sending data, receiving commands and uploading images from
the ESP32cam for remote viewing. Figure 3 presents the programmed functions using
a flowchart.

2.3 Design of the Mobile Application

The user interface of the mobile application contains the labels and buttons necessary
for its operation, as shown in Fig. 4. The title of the application is located at the top, then
it has the control buttons for head and foot movement. Further down is the temperature
label next to the emergency indicator for high temperatures. Finally, we have the image
box for the camera.
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No

Activate servo-
motors 

Firebase 
Is there an

order?

Continue?

Begin

Read sensor and 
get image 

End

Yes

Yes

No

Fig. 3. Flow diagram of programmed actions

SMART BED

Head movement

Go up Go down

Feet movement

Go up Go down

Temperature: ° C

Fig. 4. User interface design
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3 Results

3.1 Operation Tests

Figure 5 shows the prototype of the smart bed with its mobile application, in the tests
carried out to check its operation. The bed and the phone used were located in different
places with differentWiFi networks. First, it was ensured that both devices are connected
to the internet, then it is chosen which movement you want the bed to perform, both for
the head and the feet, in the tests a dummy was placed. The temperature reading was
also checked using a commercial thermometer, and finally, the quality of the images
obtained by the camera was observed when movement was applied to the dummy. All
the tests were successful and the communication between both places was fast.

Fig. 5. System in operation

3.2 Acceptance Test

Table 1 shows the 7 questions that were designed to evaluate the acceptance of the
proposal, considering the characteristics of the bed and the mobile application. This
questionnaire was applied to 4 hospital workers after having used the scaled prototype.
The answers to each question were rated from 1 to 7, 1 meaning strongly disagree and
7 meaning strongly agree, this scale facilitates answering the questions and for later
averaging the answers. In general, all the ratings obtained were high, none below 6.
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Table 1. Acceptance test

Question Score

1. The system can be properly used to control the bed 6.75

2. Are you satisfied with the response time in the communication between the
application and the bed?

7

3. It was easy to use the interface options in the mobile application 6.75

4. It was easy to control the postures of the bed 6.75

5. It was not physically difficult to use the bed 7

6. The camera has good image resolution 6.75

7. In general, I am satisfied with the system 6.75

Total 47.75/49
97.44%

4 Conclusions

The scale smart bed prototype presented in this document has several functions that allow
monitoring of patients in need of special care, the camera allows to observe the patient
in real-time and react to a sign of seriousness. In a complementary way, the patient’s
temperature is acquired, obtaining more information to make decisions regarding health
care. In addition, the remote bed posture control allows the height of the head and feet
to be adjusted, providing a means of action for better patient recovery and comfort.

Finally, the score obtained in the acceptance test is favorable for the proposal with
a score of 97.44%. Although there is a limitation, this is not a real prototype but a scale
model, so in future works, the proposal can be implemented in real size to analyze its
characteristics.
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Abstract. The research aims to explore the role of plants in today’s society and
the added values and sustainable potentials through interaction with machines
under the concept of DFS (design for sustainability). The major research methods
include a literature review and case study, as an output, we both classify the
typologies of plant-computer interaction under the sustainability dialogue, along
with the project-based discussion of interactive furniture, implementing to explain
the sustainable role of plants in new directions for future lifestyles.

The research is not only a response to the trend of biology-human-science
integration but also an exploration of the harmonious symbiosis of humans and
other forms of life under the framework of HCI andDFS. A typological is useful to
provide guidance and reference for the study of the symbiotic relationship between
plants, machines, and people under a sustainable context.

Keywords: Plant-computer interaction · Sustainability · Symbiotic design

1 Introduction

With the development of AI and electronic techniques, scenarios of HCI, represented
by smart homes, have extensively integrated and improved people’s quality of life. The
relentlessly built environment brought by industrialization has led us to value our rela-
tionships with nature. “Multispecies ethnography (Kirksey and Helmreich 2010) has led
to a reflection on the complicated relationships and interdependence betweenhumans and
other species. This gave rise to Animal-Computer Interaction (ACI), which is thought to
enrich the HCI framework in terms of methodological and theoretical aspects and inter-
face solutions (Mancini 2013). ACI claims to re-think non-human species as “users,”
which enables us to understand better and build symbiotic relationswith other species for
creating sustainable societies. However, although many recent advances in plant science
argue the senses and ways of plants showing “intelligence” when dealing with problems
(Mancuso and Viola 2015), we still found there is a clear gap in the discussion of plants
compared to animals, while researching non-human species interacting with machines.

As an irreplaceable part of nature, plants are used as renewable sources fromnutrition
to cultural symbols to create value for humanswith the help of artificial tools.However, as

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Stephanidis et al. (Eds.): HCII 2022, CCIS 1581, pp. 375–382, 2022.
https://doi.org/10.1007/978-3-031-06388-6_50

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-06388-6_50&domain=pdf
https://doi.org/10.1007/978-3-031-06388-6_50


376 H. Su and Y. Liu

people transform nature, the space that coexists with plants is constantly being invaded.
Michael Marder (2013) described our relative neglect of plants as they are considered
“the margin of the margin.” Plants are also defined as the secondary role in the modern
domestic hierarchy, where humans and animals (pets) are the primary roles. Because of
their immobility and weak interaction with humans, they have been treated as “barely
alive objects” in the context of human-animal interaction.

Out of environmental awareness, people’s desire for a return to nature has never
been stronger, and the search for sustainable interaction with the environment and socio-
ethics has started to grow. Plants are increasingly being presented in various artificial
environments. Their interactions with people no longer remain the simple nutritional
demands of agrarian civilization but more broadly extended to health, emotional, and
environmental interactions. The importance of research into plant-computer interactions
is highlighted. Some interactive designs under the ACI and HCI framework have been
discussed as the hybrid of integrating plants and machines. For instance, Aspling (2016)
classified the plant-computer interaction based on the functions of plant intervention
in computer systems, including plants as input/output devices, nurturing systems, etc.
However, this does not provide an intuitive picture of the role in which the interaction
can bring value to people and its potential impacts on sustainability.

This paper, therefore, seeks to ask about the role of plants in today’s society and the
potential values through interaction with machines under the concept of DFS (design
for sustainability). We identify case studies to analyze the types and methods of plant-
computer interaction, to discuss the added value and potentials for sustainability and
new directions for future lifestyles.

2 Sustainability Factors in Plant-Computer Interaction

We refer to the commonly accepted definition of three dimensions of sustainability
following the framework of DFS: economy, environment, and socio-ethics, which are
derived from the SDGs (sustainable development goals) set out by the United Nations
(2015). We then combine them with discussing individual needs in the hierarchical
theory of needs (Maslow 1943) to summarize standard sustainability-based factors for
evaluating each type of plant-computer interaction.

This study assesses the potential added value and significance of plant-computer
interaction, mainly in environmental and socio-ethically sustainability. Environmental
sustainability factors mainly include health values at the individual level and ecological
values. Socio-ethical sustainability factors are more complex, mainly in terms of pro-
moting individual emotional/empathic values by plants and the means of interspecies
equality, inclusiveness, and symbiosis at the social level.

The above factors were used as criteria to analyze and classify the selected cases,
resulting in four main types: sustainable sensory extension, environmentally-based sus-
tainable internal circulation systems, empathetic interaction based on emotional values,
and systematical-mutualistic symbiosis. Additionally, as plant-computer interaction is
not currently considered as an independent discipline with a detailed methodology,
Clara Mancini’s (2013) suggestion and argument for distinguishing between animal
technology and technology informed by animal-computer interaction are well refer-
enced. Therefore, the plant-computer interaction mentioned in this paper is defined as
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the systematic application of design principles that place the plant at the center of an
iterative development process as a legitimate user and design contributor.

3 Typology of Plant-Computer Interaction

3.1 Case Selection and Analysis Methods

We selected 24 plant-computer interaction cases that range from academic research,
speculative or conceptual design practices, to commercial projects. We define the con-
tribution of this typological analysis as a practical and thought-provoking typological
reference for explorations in the near future.

Using the sustainability value factors summarized above as the leading evaluation
indicators, we classify these plant-computer interaction cases into typology under the
sustainability dialogue. We refer to Aspling (2016) for a classification of plant functions
in computer systems. Specifically, the core criteria for the classification are based on
whether and in what designed roles the interaction strategy can achieve different levels
of sustainability or in what way it contributes (Table 1).

Table 1. Types of plant-computer interaction and the related case studies.
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3.2 Four Types of Plant-Computer Interaction

Environmental-Based Sustainable Endocyclic Systems
The emphasis in environmental-based sustainable endocyclic systems is on developing
certain independence (or autonomy) of plants with the assistance of machines, which
contributes to the improvement or enhancement of the human living environment or
ecology. It is usually in the form of functional products or hybrids that play a sustainable
value as environmental improvers within a limited range. The classification includes two
strategies.

The first strategy focuses on enhancing or accelerating the positive environmen-
tal/health effects in the plant’s biological properties through electronic devices. OLUS
is an air filter that is claimed to be totally biodegradable. Since its material is derived
from corn, it solves the pollution problem of the purifier itself on top of using the bio-
logical filtration of plants with dried moss. Similar examples are Air O and Aria Hybrid
Air Purifier, which is also an air purifier based on plant roots’ purifying and filtering
capacities. Pleura Pod is another typical representative but more complex and efficient. It
explores awall cavity component containing cavities filledwith algae that take advantage
of the algae’s ability to convert carbon dioxide into oxygen, which can be stacked to form
an artificial lung wall that purifies the air and oxygenates the surrounding environment
through automatic electronic control.

Another strategy translates the effectiveness of the plant’s biological properties on
the environment. In Plantas Nómadas, a hybrid symbiotic species with the symbiosis
of micro-organisms and resident rooted plants and a photovoltaic fuel cell and robotic
systems are presented. When the plants and “bacteria” need sustenance, the self-reliant
robotic hybrid automatically moves towards the polluted river and “drinks” water from
it. Then, the water is broken down by colonies of native bacteria in the fuel cell. This
process improves the quality of the water and provides energy for the plant species that
generate electricity through metabolism.

Meanwhile, the plants thrive and release oxygen into the atmosphere. Hortum
Machina B is a kinetic urban cyber-gardener that senses its surroundings. It consists of
a giant spherical exoskeleton with flora and electronics in the middle. The plants sense
the environmental conditions around them. They can drive the hybrid autonomously to
move to different city places to bring greenery and clear air. The exploration of this
type of plant-computer interaction demonstrates its sustainable potential for ecological
cycles and environmental purification.

Sustainable Sensory Extension
The type of Sustainable Sensory Extension introduces the value that plants can provide
to humans as a usable, sustainable, and renewable natural sensor with the assistance of
machines and the use of plant biology as an interactive resource to serve as a human
interface to “natural” information. To some extent, exploring this type of plant-computer
interaction will hopefully enrich the way humans sense nature.

For example, Argus, designed by Harpreet Sareen, is able to instantly detect irreg-
ularities in water quality of surrounding water sources with DNA nano-sensors inside
a living plant, such as the levels of heavy metal and other toxic chemicals. It illustrates
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plants’ ability in helping us learn more about our environment. Similarly, the Pleased
project uses plants (roots) as biosensors to detect chemicals in the ground. Botanicus
Interacticus transforms any plant into a touch-sensitive control device. The plant acts as
a circuit that supports different kinds of touch gestures. Although the initial motivation
for the project might be experiential, entertainment, and aesthetic uses, it objectively
acts as a communication medium to promote people’s engagement with nature. Besides,
projects such as Project Florence, ListenTree, Other Intelligences, and Botanicalls aim
to enable people to “communicate” or “talk” directly with plants through computer
systems.

Empathetic Interactor Based on Emotional Values
This category of interaction emphasizes concepts that allow a strong emotional empathy
with people or with the artificial environment, usually in the form of anthropomorphic
designs or solutions. Combining the above emotional values with ethical sustainability,
this strategy achieves sustainability by establishing a win-win emotion-based human-
plant relationship through a positive emotional connection, where people will care more
for the plants after gaining emotional satisfaction. This appears to positively impact
enhancing inter-species communication and sustainable symbiosis.

BioCaller, for example, creates a family member relationship in the form of a plant
interacting tactilely with a human through a wearable device worn around the neck.
Likewise, Plantio and The Plants Sense aim to create a sense of empathy and intimacy
between humans and plants and define the plant as a ‘communication partner.’

Building on this, some explorations tend to help people obtain more positive emo-
tional rewards through more hedonic interactive feedback. PotPet implements this strat-
egy by enhancing the capacity for self-movement of plants. For instance, the plant-
machine circles around its owner when it needs watering and spins happily when receiv-
ing thewater.MyGreenPet, Plant-Smart Furniture, andEmotioPot have adopted a similar
strategy. These strategies of allowing plant hybrids to mimic animals (pets) to achieve
sustainable symbiosis are even more compelling after the benefits of keeping pets for
human well-being have been proven (Friedmann 2013).

Systematic-Mutualistic Symbiosis
Systematic-Mutualistic Symbiosis is defined as an interaction strategy that achieves
integrated ecological, economic, and ethical sustainability values by creating a systemic
symbiosis of plants, artificial systems, and people. It takes the form of relatively large
and integrated interactions, primarily realized in architecture.

Vertical Forest is a type of urban high-rise that allows for the symbiosis of people
and other species. They integrate plants with the design of the buildings, providing an
amount of vegetation equivalent to 30,000 square meters of woodland and undergrowth,
concentrated on 3,000 square meters of urban surface. From the perspective of people
living in it, the plant façade acts as a giant green filter that absorbs fine particles caused by
urban traffic, absorbs carbon dioxide to produce oxygen, reduces indoor heat, and avoids
noise pollution. From a natural point of view, it helps to improve the quality of air and
water throughout the city and nurtures the habitat of many animal species, contributing
to the spread and development of the city’s ecological diversity. Another representative
example is the Urban Algae Canopy, which takes advantage of the biological properties
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of an algae plant - Spirulina, which is technically integrated into the glass surface of
the building’s roof and skin, grows to enhance the shade of the glass surface and can be
harvested periodically for consumption. It creates a sustainable and mutually beneficial
symbiosis that co-evolves with the environment. In the same way, Kinetic Green Canvas
is a systematic solution that electronically controls a number of plant blocks to change
the pattern of a building surface wall.

4 The Project: Plant-Smart Furniture

4.1 Project Description

We specifically study empathetic interactors based on emotional values, since it has a
relatively stronger potential to promote sustainability. A design project called Plant-
Smart Furniture was implemented to visualize the value of the emotional expression of
plants and the empathic role of plant-computer interaction in future sustainable living.

The project presents a collection of interactive furniture controlled by the “intelli-
gence” of plants, including a “Bamboo palm chair,” a “Vine coat stand,” and a “Moss
robot vacuum.” By adopting computer technology, it empowers plants the right to
survival and secures the rights of choice making and emotional expression under the
interactive form of plants-computer symbiosis driving machines (Fig. 1).

Fig. 1. The scenarios of interaction and symbiotic exploration (Plant-smart furniture)

The collection includes a chair in symbiosis with a plant called bamboo palm. Dif-
ferent responses to the environment (water, temperature, and sunlight) are detected to
reflect their health and emotions in real-time with the help of sensors. When the plants
are dissatisfied with the environment, they resort to “violent means” to protest by crazily
rotating the seat plate. The same situation happens in another piece of furniture – a coat
stand controlled by ivy. By capturing and analyzing the PH value of the roots of ivy,
eight branches on the stand can inflate and deflate depending on the state of the plant.
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The third one is a moss-controlled robot vacuum. It can freely move around the house
according to the moss’ preferences for humidity temperature, and air quality, and at the
same time clean and purify difficult-to-clean corners.

4.2 Reflections on Plant-Computer Interaction and Symbiotic for Sustainability

As an experimental innovation, this project offers a new way of thinking for DFS theory
from the perspective of emotionally based symbiotic relationships between humans and
nature. People need to flourish together with nature, and symbiosis becomes a key entry
point for sustainable deployment and a promising trend towards sustainable lifestyles in
the future.

According toKobayashi (2015), satisfyingpeople’s spiritual andpsychological needs
for an intimate relationship with nature is critical for achieving quality and sustainable
coexistence. Through an emotional anthropomorphic strategy, the project enables plant-
machine interaction to stimulate the desire for human interaction with nature. In addition
to the emotional benefits, the practical functions of these products, such as cleaning the
floor and purifying the air in the house, all demonstrate a sustainable living style in
which people and plants are equal and mutually beneficial.

Giving plants the ability of emotional expression and survival initiative is inspired
by Michael Pollan’s (2001) perspective on plants’ survival needs. It changes the way
they interact and symbiosis with people. Consequently, the role of plants in the domestic
environment is able to transition from a secondary to a primary role by actively partici-
pating in people’s life scenarios. As Clara Mancini explained (2013), “This could help
us reassess what sustainability is about and reconsider our place within a shared, fragile
ecosystem.” It also paves the way to discussion on how non-human species present a
promising sustainable lifestyle of living with nature in the future.

5 Conclusion

This research is not only a response to the trend of biology-human-science integration
but also an exploration of the harmonious symbiosis of humans and other forms of life
under the framework of HCI and DFS. This study demonstrates the potential added
values that the combination of plants and machines can bring to human life and the new
possibilities in sustainability. A typological is helpful to provide guidance and reference
for the study of the symbiotic relationship between plants, machines, and people under
a sustainable context. From McGrath’s (2009) perspective, this helps to inspire design
practitioners to experiment with new, non-human-centric interfaces and thus advance
the development of interaction design.

At last, we use a project to demonstrate the idea that emotional interactions help to
reinforce sustainable values. According to Maslow’s hierarchy of needs, we argue that
spiritual and emotional needs will be the focus of people in a modern society where
material life is relatively abundant. Therefore, this type of plant-computer interaction
will have potential by fostering interspecies relationships. Although the project does not
offer a perfect solution, digital technology development may support better solutions for
sustainable symbiosis both emotionally and commercially, which, the author believes,
will be achieved in the family settings of the future.
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Abstract. This paper describes an independent research project undertaken by
a pair of high school students in Singapore under the mentorship of a Research
Scientist at the National Institute of Education. The importance of Artificial Intel-
ligence (AI) and Machine Learning (ML) continues to increase every day in our
constantly advancing society. This investigative study aims to uncover the practi-
cality of both AI and ML by utilizing it in a real world context, more specifically,
to monitor aquatic behaviour. The aim of this investigation focuses on how ML
can be used alongside appropriate hardware to effectively monitor the behaviour
of aquatic organisms in response to changes in environmental factors. This paper
describes the design, construction, testing and design decisions behind the devel-
opment of a module which allows us to use ML in tandem with IoT sensors to
fulfill the above aim. This investigation ultimately concludes that we were able to
successfully conceptualize and create two designs and accompanying prototypes
where their strengths lie in the presence of an ecosystem in which sensor data
measured can be easily compared to the number of fishes detected by our object
detection model to draw relationships between aquatic behaviour and different
environmental factors. However it is limited due to the main hindrance of the pro-
totypes’ incapability of maintaining clear visibility of fish in murky waters with
high turbidity.

Keywords: Machine Learning · Arduino · Raspberry Pi

1 Introduction

Machine Learning (ML) and Artificial Intelligence (AI) has increasingly found itself in
the centre focus of the commercial and academicworld,mainly because of the excitement
and endless possibilities it brings for the world. When deliberating over what situation
we should contextualize our usage of ML in, we stumbled upon a phenomenon at the
Serangoon Gardens Secondary School pond. There, we noticed something curious: All
the fishes were congregated together in one area of the pond and not at the other opposite
end of the pond. We realised that periodically the fish would travel together between
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the two ends of the pond, and we wondered what factors were responsible for this
phenomenon.

As such, this situation presented an opportunity for us to seize, in which we could
utilize machine learning, accompanied with Internet of Things (IoT) sensors, to study
aquatic behaviour in a localized environment, i.e. what are the microenvironmental
factors which affect the behaviour of the fish in the pond.

Through this, we can contextualize our investigation in the field of marine biology,
drawing relationships between abiotic factors, attained from sensors which monitor
different environmental factors, and biotic behaviour, monitored usingML and its object
recognition capabilities.

1.1 Objectives

In undertaking this study, we will be exploring how AI, or more specific to this applica-
tion,ML, can be utilized and integratedwith other data sensors tomonitor aquatic biolog-
ical behaviours, primarily, the behaviour of carp andother commonfishused inSingapore
school ponds. In doing so, we arrive at our main objectives for this investigation.

• designing an all-encompassing sensor module which comprises of image captur-
ing and environmental monitoring capabilities, of which data recorded can be
automatically uploaded onto the internet for analysis;

• training a object detectionMLmodel so that the process ofmonitoring fish populations
at opposite ends of the school pond can be automated by feeding the trained model
with images captured by the sensor modules placed in the school pond; and

• utilize the sensor modules and trained ML model obtained from completing the two
prior objectives in a realworld application, placing them in the school pond to gain data
on the microenvironmental factors as well as the respective fish populations at each
end of the pond. Then, utilizing the data to draw relationships between the different
microenvironmental factors and fish behaviour to arrive at conclusions as to how fish
behaviour is affected by the present microenvironmental factors in the pond.

This paper will thus be organized accordingly, beginning with the literature which
inspired us and directed us through this investigation, followed by the attempts at achiev-
ing the objectives listed above, with the main focus revolving around the hardware and
software aspects of the prototypes we developed, in which we will be combining our
methodology and results and discussion sections. We will then conclude with the gen-
eral limitations with our investigation, as well as what our findings suggest for future
research and prototyping.

2 Literature Review

2.1 Necessity of Investigation

Upon further research on the applicability of this investigation in real world contexts,
it became apparent, from the Living Report 2020 by World Wildlife Fund (WWF), that
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the need to monitor aquatic behaviour in response to changing environmental factors is
a must in the face of growing climate change and habitat destruction brought about by
human activities, such as overfishing and coastal developments. Such human activities
have led to the worsening of several environmental factors, such as the pH level, tem-
perature and oxygen concentration of aquatic habitats, affecting the aquatic life which
resides within them [1]. Hence this investigation is important and highly applicable in
today’s reality.

2.2 Application of Machine Learning

There have been existing studies which have already inculcated the usage of Artificial
intelligence into aquatic biology monitoring systems. Salman et al. utilizes Gaussian
Mixture Modelling (GMM), to model the background in a live video feed to detect
objects such as fish which are not part of the background, optical flow, which detects
movement in the video feed, andRegion-basedConvolutionalNeuralNetwork (R-CNN),
which detects and proposes several regions where the object might be and limits object
recognition to those areas for detection, with images from the Fish4Knowledge database
for their usage in live fish sampling for estimation of fish populations [2]. Lu et al. on
the other hand used transfer learning, utilizing pre-trained deep Convolutional Neural
Network (CNN)models to train their ownCNNmodel for fish species detection to detect
different species of fish that have been caught to prevent overfishing [3].

However, an inherent flaw with the systems above is that despite them all having
the ability to capture data (videos, pictures), the only data these systems are capable of
collecting are pictures and videos. For commercial or recreational purposes, videos and
pictures may be sufficient. But for research purposes, a lot more data is needed. In the
context of biological or aquatic research, sensors like dissolved oxygen sensors, turbidity
sensors, pH sensors, temperature sensors etc. are needed to understand and explain the
biological behaviours of aquatic organisms in response to their surroundings.

Therefore, given the task, we would imagine an ideal version of a system, based on
the above literature review, whichwould be: building a system that builds upon the above
research and projects. Our system, which would be capable of remaining underwater
for a sustained period of time (at least a week) autonomously, would include: a camera,
multiple sensors that will work underwater which are relevant to aquatic research and
the deployment of ML to help sift through all the data captured through the camera to
aid identification of aquatic life.

From Fishcam [4] and Pipecam [5], we realised that a cylindrical pipe structure is
commonly utilized for underwater monitoring of aquatic organisms and that Raspberry
Pi is widely used in such underwater systems. Hence, we will be adapting both into our
modules that we will be using for data collection.

2.3 Ideal Aquatic Environment

From literature review, we determined that the microenvironmental factors that make
up good water quality for fish to reside in are >4 mg/m3 of dissolved oxygen, pH level
of around 7.5–8.5 as the average blood pH of fish is around 7.4, a turbidity value of 30
NTU (Nephelometric Turbidity Unit), and an optimum temperature which is dependent
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on the species of fish in question [6]. We realised that most of the fish in the school
pond were koi fish, a subspecies of the common carp, hence the ideal temperature range
would be around 20–25 °C [7].

These values will be kept in mind during our investigation, being useful in verifying
the conclusions drawn from the obtained data, and should be considered if readers were
to carry out similar investigations on carps as well.

3 Prototypes

3.1 Hardware

First Prototype. We set out to create a pipe that is assembled from simple and cheap
materials, as inspired by FishCam and PipeCam. For our module, we determined that we
want to include apHmeter, dissolvedoxygen sensor, temperature sensor, turbidity sensor.
The dissolved oxygen sensor has to be calibrated for it to provide accurate readings. We
have considered that should the sensor not be calibrated, the values obtained from the
sensor would still be usable in our present context because we are merely comparing
between dissolved oxygen readings. Their discrepancy from the actual value would be
constant. However, to a researcher, accurate dissolved oxygen readings are critical. To
calibrate the sensor, we needed Sodium Hydroxide (NaOH) solution. The manufacturer
of the dissolved oxygen sensor is DFRobot, and it is specified that 0.5 Molar (M) of
NaOH solution is required for proper calibration. The sensors would be connected to an
Arduino board. TheArduinowould be connected to aRaspberry Pi board, which controls
the frequency of sensor readings being taken and images captured by the camera. The
external shell of the module - which houses all the sensors and electronics - is a simple
PVC pipe brought from a hardware store. To modify the pipe to fit our purpose, that is
to allow the sensor to extend outside the PVC, we cut circular holes into the PVC pipe.
In our attempt to make use, as much as possible, of equipment we have, we improvised
and used a soldering tool to melt through the plastic and make holes in the PVC pipe.
Following which, we fit the sensors and cameras into the pipe. For the camera we used
a dome (improvised from Daiso’s transparent christmas ball) to fit the camera within,
allowing the camera to be adjusted in all x, y and z axis without the pipe itself needing
to be tilted. The result was an integrated module which combines a multitude of sensors,
cameras and internal computers. The pipe was sealed physically with duct tape and
silicone sealant.We approached aVocational Institute for help to professionalise the pipe
construction. A rubber gasket was added, along with other waterproofing improvements.
However, water could still enter the pipe after a period of time, rendering it incapable for
long-term data collection. Although this pipe idea was, as one might say, a failure, we
think that on the contrary, it is useful conceptually. This is because this present iteration
is highly practical for research purposes as it is an integrated module for sensors and
imaging capabilities. Should there be many data collection points, logistically it would
be an issue for researchers. With a singular module that is capable of utilizing IoT, data
collection can be done quicker and with greater frequency because data is uploaded to
the cloud and transfer of equipment from one location to another is also efficient and
easy. Hence, we believe that our hardware design works conceptually, the only problem
is the lack of professional tools, knowledge, materials and machinery.
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Second Prototype. We were advised that, given our present situation, namely a lack of
professional knowledge of waterproofing and the lack of equipment, an option would
be to purchase IP68 boxes to house our components. This thought did occur to us at the
very beginning, however we avoided it for our priority was to build an integrated module
where all components fit into one common shell.

For the second prototype, we bought an IP68 waterproof box with a transparent
cover, as well as a splash-proof box.

The choice of camera was also deliberated upon. We had two options: (1) Raspberry
Pi Camera V2.1 is the standard camera that is typically used for Raspberry Pi units.
This camera is equipped with the Sony IMX219 8-megapixel sensor, or (2) Raspberry Pi
Infrared CameraModule is equipped with the 5-megapixel OV5647 sensor. This camera
is unique as it emits infrared light, allowing it to capture images even in the dark.

We observed that the infrared camera had a wider field of view and could capture
more in the picture it takes. We hence chose the infrared camera over the standard
camera. However, the infrared light reflects off the transparent panel, resulting in glare
in the picture. To resolve this problem, we unscrewed and removed the infrared lamps
from the camera module itself. But, without the infrared light, the camera performs
poorly in low light, thus needing a lot of light even in reasonably lit conditions.

After deciding on the most appropriate camera which should be utilized for our
investigation, we faced another issue where we needed to ensure that the IP68 box
which houses the camera module is able to sink to the bottom of the waterbody in which
we are taking pictures of fish. It is here where buoyancy comes into play, given the
equation from Archimedes Principle:

FB = Vρg

where FB represents buoyancy force, V the volume of liquid displaced by the object, ρ
represents the density of the liquid, and g represents gravitational field strength. In order
for the IP68 box to sink, its weight has to be greater than the buoyancy force, such that
there is a net downwards force. Hence we get the following:

mg > Vρg
m > Vρ

where m represents the mass of the object, which in this case is the IP68 box. Given
that the volume of the IP68 box is around 0.00181 m3 and the density of water is
approximately 1000 kgm−3, the minimum mass needed for the IP68 box to sink would
be 1.81 kg. Hence we bought a weight which has a mass nearest to this value, which
was 2.5 kg, which we used to enable the IP68 box to sink.

Another problem we faced was imaging in harsh conditions. From our experience,
murky water is an especially huge issue for the camera because the camera simply is
not capable of capturing anything more than approximately 1 m from it. Because our
intention is to apply ML to recognise fishes, the images must be reasonably clear to at
least distinguish vague lines of the fishes’ silhouettes and outlines. To further investigate
how water murkiness affects the image quality, we put our cameras to test in three
locations, namely the pond in Serangoon Gardens Secondary, the Institute of Technical
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Education’s (ITE) ecogarden pond - before and after pond cleaning, and an aquarium
we set up at home just for this present testing purpose.

The pond in Serangoon Gardens secondary was extremely murky, with no fishes
visible at all. The pond in ITE, prior to cleaning, was considerably murky but faint
shapes of the fishes can be identified. After cleaning, more fish were visible. The home
aquarium was the clearest, mostly because we can control the murkiness by replacing
the water in the tank.

Thus for the investigation, the home aquarium served as the best-case scenario in
which thewater is notmurky, and the pond at ITEwas seen as amore realistic application
of our prototype, where the water was murky but fish was still visible. The usage of the
three different locations, in a sense, served as a litmus test for the effectiveness of our
prototype, from which we realised that the largest limitation of our investigation would
be that it is not applicable in water bodies that are too murky.

3.2 Software

Given the success of our more orthodox approach to this investigation, splitting the cam-
era and sensors into two separate modules, we were able to obtain underwater pictures
of fish for the training of our object detection model. Using about 200 pictures each,
annotated with LabelImg, we trained two models, one to detect fish in the ITE pond, and
the other to detect fish in the home aquarium. Training the models took about four hours
each, but object detection itself was much faster, giving us images with drawn bounding
boxes and labels around the fish in both locations (see Figs. 1 and 2 as examples).

Fig. 1. Results with bounding boxes and labels for ITE pond

The bounding boxes also come with accompanying labels with the percentage match
stated as well. The object detection model can be easily configured to only draw out
bounding boxes for matches that are only above a fixed percentage match. For our
investigation, and in the above images, we restricted the model to only draw bounding
boxes for matches above a 20% match. We also scripted the object detection model to
output the number of objects detected in each image in an Excel spreadsheet so that easy
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Fig. 2. Results with bounding boxes and labels for home aquarium

comparisons, graphs and conclusions can be drawn from the fish population detected
and the sensor readings.

We utilised the xlsxwriter python package to output the probability and number of
fishes onto an excel file. Below is the function which draws the images and outputs the
accompanying data into an excel sheet.

4 Concluding Remarks

In conclusion, with respect to the three objectives mentioned at the beginning of this
paper, we were successful in achieving two out of the three intended objectives for this
investigation, namely designing an all-encompassing sensor module as well as training
an object detectionMLmodel to work in tandemwith our sensor module. In the process,
we were able to conceptualize two designs for the hardware, one being the cylindrical
all-in-one pipe which would be successful given proper professional equipment and
techniques for waterproofing, and the other being the two boxes one ecosystem model
which relies more heavily on IoT for data from both environmental sensors and camera
to be synced, taken simultaneously and uploaded onto the internet for analysis.

The remaining objective – applying the hardware and software developed from
the preceding two objectives respectively into a real world application – could not be
achieved due to the visibility of the water in the school pond. This problem arose from
the murkiness of the water and the lack of professional equipment for enhanced visi-
bility in such turbid environments. However, even with this setback, our investigation
through the physical creation and testing of our conceptualized models still functions as
a proof of concept, where both our hardware and software are able to function success-
fully together to allow for more fruitful investigations and research work in monitoring
aquatic behaviour in response to environmental change.

The findings from our investigation also pose several future implications. Although
the usage of AI and ML are achieving greater and greater prevalence in society, many
still view its usage as complicated and too expensive, not tomention inculcating its usage
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in tandem with other supporting pieces of hardware to achieve a specific goal such as
monitoring aquatic behaviour. Our investigation seeks to go against this perception, to
show that creating hardware and utilizing AI alongside it can be as simple and affordable
as creating a Do It Yourself (DIY) model with a PVC Pipe, or using an IP68 box and a
socket box. The authorial team began this investigation without knowledge on AI and
ML. But through guidance and independent learning, as well as a little of a maker spirit,
we were able to accomplish the aforementioned objectives. However, with all projects
comes its limitations, and some questions still have to be explored to affirm the validity of
our achievements, and extend its usage beyond the localized context of school ponds and
aquariums. How can the existing designs for monitoring aquatic behaviour be improved
to allow for clearer imaging in turbid environments? How can such modules be utilized
in response to the aforementioned issue of growing climate change?
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Abstract. Home security has increased in recent years with the help of technol-
ogy. Even more, the appearance of the internet of things (IoT) allows it to control
and monitor devices from anywhere in the world. This work develops a proposal
that alerts the user about the status of a door through a mobile application using
low-cost devices. For the electronic design, a magnetic contact sensor has been
used that detects if the door is open. An electric lock is also used to control the
door with the mobile application from anywhere in the user. The electronic system
is based on an ESP32 board that has WiFi communication, this board sends the
door status data to the mobile application. The electric lock can be activated in
three ways: manually from the door, automatically according to a programmed
routine, and remotely using the mobile app. The platform used for the IoT is Fire-
base, which allows the exchange of information between the local site and the
remote site. The tests carried out around the prototype have responded correctly,
the installed sensor continuously reports on the status of the door, and the control is
executed according to the orders sent through the cloud. In addition, an acceptance
test is used that guarantees the correct operation of the proposal.

Keywords: ESP32 board · IoT · Firebase ·Mobile application · Security door

1 Introduction

Home security is an important issue for people, everyone requires a protected space
becausemost familymemberswork and study, away fromhome. For this reason, security
systems must be taken seriously, analyzing the possible problems [1]. The smart home
appeared for controlling and monitoring the home, providing greater peace of mind
through monitoring and staying connected anytime, anywhere [2].
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In recent years there is a trend to use the technology of the internet of things (IoT) to
communicate smartphones to a conventional device such as an electric lock, this allows
a door to be opened or closed remotely through authentication [3–5]. This is one of many
services in the knowledge-based information society. In addition, there is a growth in
convergent services that use two or more components for the same purpose.

The IoT requires that all objects provide information, in this way the states are
updated in the cloud to make decisions automatically or by the user [6]. Some compo-
nents of this technology are interactive services, user identification, wired and wireless
sensors, carrier networks, advanced communication protocols, and distributed intelli-
gence in different objects, all are common features today [7]. Currently, providing homes
with a security system has become an important topic of analysis, in which the latest
technologies are applied [8]. Of these technologies, the cloud platform is an important
component to monitor and control home devices remotely [9].

This work develops a proposal that allows reading and controlling the status of a
door through a mobile application using low-cost devices based on IoT. This document
contains 4 sections, including the introduction. Section 2 presents the methods and
materials, Sect. 3 shows the results and Sect. 4 presents the conclusions.

2 Methods and Materials

The materials used in this project are presented in the scheme of Fig. 1. The system con-
sists of a magnetic contact sensor, an electric lock and a processor board for door control.
The electronic board hasWiFi communication for connection to a remote database. This
database is installed on a cloud platform that is accessed from both ends. The other
end is made up of the mobile application, from this position the door is controlled and
monitored remotely.

Electric lock

Contact sensor

Door Electronic board Cloud 

Mobile App

Fig. 1. General scheme of the proposal.
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2.1 Electronic Design

The electronic circuit is designed as shown in Fig. 2. The ESP32 board is the central
component of the circuit because it includes a WiFi communication module, and is
responsible for data acquisition, control and processing. The magnetic contact sensor is
connected to a digital port as input. The electric lock uses a relay to control the power
supply at 12 V DC. The relay is controlled using a digital pin configured as an output.

Fig. 2. Electronic circuit

2.2 Program Design

The main program designed for this project is presented in the flowchart of Fig. 3. The
ESP32 board reads the sensor status to determine if the door is open or closed, and sends
this information to the database in Cloud. The ESP32 also receives the information from
the database and processes the received order, this order activates the electric lock if
required, and thus opens the door. The remote database is updated with new data from
both ends, in this case, the ESP32 updates the gate status. This read and control cycle is
constantly repeated within the infinite loop function.

2.3 Design of the Mobile Application

Figure 4 shows the user interface design for themobile application. The interface contains
3 buttons, an open button, a close button and a button to exit the application. The app
connects to Firebase which is where the remote database is hosted. Through the open and
close buttons, it sends the control orders for the door. In addition, it receives data from
the magnetic contact sensor to display a message when the status of the door changes,
whether it is manually or electronically operated.
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Yes

Begin 

Initialize
variables

Database

The order is 
open?

Read data

Open door

No

End

Fig. 3. Program flow chart for ESP32

Close Door

Smart Door

Control
Open Door

Messagge

Exit

Fig. 4. User interface of the mobile application.
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3 Results

3.1 Function Tests

In Fig. 5 it can see images of how the proposal works, both the elements of the door
located in a house, and the mobile application located in a remote place. The tests carried
outwere carried out successfully, constantly updating the status of the door and activating
the electric lock without problems.

Fig. 5. Functionality test images.

3.2 Acceptance Evaluation

To evaluate the characteristics of this proposal, an acceptance questionnaire was applied
to the 4 members of the house. The questionnaire is made up of 7 questions to evaluate
different components of the proposal. The questions are answered using a 7-level Likert
scale, where 7 strongly agree and 1 strongly disagrees. The results of the acceptance test
are presented in Table 1, with a final evaluation of 78.06% acceptance, a favorable value
for this proposal. Although this evaluation shows some dissatisfaction with the physical
use of the door, this component can be improved with a local interface for door control.
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Table 1. Acceptance test.

Question Score

1. - The system can be used appropriately to control the door 5.75

2. - Are you satisfied with the response time in the communication between the
application and the door

5.00

3. - It was easy to use the interface options in the app 5.50

4. - It was easy to learn how to use the system 5.75

5. - It was not physically cumbersome to use the door 4.50

6. - The alarm was efficient notifying the opening of the door 5.50

7. - In general, I am satisfied with the system 6.25

Total 38.25/49
78.06%

4 Conclusions

The use of low-cost devices to implement projects based on IoT is very common today.
This has facilitated the increase in home security, allowing the development of reduced
systems such as the one presented in this document. This way homeowners can monitor
the front door and unlock it remotely if needed. The score obtained in the acceptance
test indicates acceptable characteristics for users (78.06%) but leaves a point to improve
with the difficult local use of the door. In future works, it is intended to automate an
entire house by managing the different devices from the same mobile application.
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