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Preface

We are delighted to introduce the proceedings of the 10th European Alliance
for Innovation (EAI) International Conference on Wireless Mobile Communication
and Healthcare (MobiHealth 2021). This conference brought together researchers,
developers, and practitioners around the world who are leveraging and developing
wireless communications, mobile computing, and healthcare applications. The technical
program of MobiHealth 2021 consisted of 23 full papers, including two invited papers,
at the main conference tracks: Medical, Communications, and Networking; Biomedical
andHealth Informatics; and Signal/Data Processing andComputing ForHealth Systems.
Aside from the high quality technical paper presentations, the technical program also
featured two keynote speeches given by Yan Zhang, University of Oslo, Norway, and
Bin Hu, Lanzhou University, China.

Coordination with the steering chairs, Imrich Chlamtac, James C. Lin, and Michael
O’Grady, was essential for the success of the conference. We sincerely appreciate their
constant support and guidance. It was also a great pleasure to work with such an
excellent organizing committee team for their hard work in organizing and supporting
the conference. In particular, we are grateful to the Technical Program Committee, who
completed the peer-review process of technical papers and helped to put together a
high-quality technical program. We are also grateful to Conference Manager Rupali
Tiwari for her support and all the authors who submitted their papers to the MobiHealth
2021 conference.

We strongly believe that the MobiHealth conference provides a good forum for all
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to wireless mobile communication and healthcare. We also expect that
the future MobiHealth conferences will be as successful and stimulating as this year’s,
as indicated by the contributions presented in this volume.

May 2022 Xinbo Gao
Abbas Jamalipour

Lei Guo
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A Health Status Evaluation Method
for Chronic Disease Patients Based
on Multivariate State Estimation

Technique Using Wearable Physiological
Signals: A Preliminary Study

Haoran Xu1,2, Zhicheng Yang3, Ke Lan4, Wei Yan5, Zhao Wang1,
Jiachen Wang1, Yaning Zang6, Jianli Pan7, Muyang Yan5(B),

and Zhengbo Zhang8(B)

1 Medical School of Chinese PLA, Beijing, China
2 Affiliated Hospital of Medical Sergeant School, Army Medical University,

Shijiazhuang, Hebei, China
3 PAII Inc., Palo Alto, CA, USA

4 Beijing SensEcho Science & Technology Co., Ltd., Beijing, China
5 Department of Hyperbaric Oxygen Therapy, The First Medical Center,

Chinese PLA General Hospital, Beijing, China
yanmy301@sina.com

6 Shanghai University of Sport, Shanghai, China
7 University of Missouri - St. Louis, St. Louis, MO, USA

8 Center for Artificial Intelligence in Medicine, Chinese PLA General Hospital,
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zhengbozhang@126.com

Abstract. Since chronic disease has become one of the most profound
threats to human health, effective evaluation of human health and disease
status is particularly important. In this study, we proposed a method
based on Multivariate State Estimation Technique (MSET) by using
physiological signals collected by a wearable device. Residual was defined
as the difference between the actual value of each observed parameter and
the estimated value obtained by MSET. The high-dimensional residual
series were fused into a Multivariate Health Index (MHI) using a Gaus-
sian mixture model. To preliminarily validate this method, we designed
a retrospective observational study of 17 chronic patients with coronary
artery disease combined high risk of heart failure whose Brain Natri-
uretic Peptide (BNP) had changed significantly during hospitalization.
The results show that the distribution of residuals estimated by MSET
had some regularity, in which the Pearson correlation coefficients between

Haoran Xu and Zhicheng Yang—Equally contributed to this work.
This work was done during Zhicheng Yang’s internship at Beijing SensEcho Science &
Technology Co., Ltd., Beijing, China, when he was a Ph.D. candidate at University of
California, Davis, CA, USA.
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Cohen Standardized Mean Difference (SMD) and Overlapping Coeffi-
cient (OVL) of MHI and the change of BNP examination results reached
0.786 and 0.835, with their p-values less than 0.001, respectively. We pre-
liminarily demonstrated that the model can reflect the level of change in
human health status to some extent. This MSET-based approach shows
great potential for applications of treatment effect evaluation, and pro-
vides abundant information from physiological signals in chronic disease
management.

Keywords: Health status evaluation · Chronic disease management ·
Multivariate state estimation technique · Physiological signals

1 Introduction

Chronic disease has become one of the most profound threats to human health
[18,27]. For example, a well-known chronic disease, Chronic Obstructive Pul-
monary Disease (COPD), has become the third leading cause of death worldwide
in the last decade [4]. Furthermore, according to a report in 2018, two-fifths of
deaths in China are attributed to cardiovascular diseases (CVD), which affects
about 290 million patients [18]. While chronic diseases have brought great med-
ical burden, family burden and social burden across the world, this situation
has gotten even worse since the COVID-19 pandemic. How to treat and man-
age chronic diseases has become an urgent problem that remains unsolved. For
chronic disease management (CDM), effective evaluation of human health and
disease status is particularly important.

Currently, the widely used clinical method to evaluate a patient’s health and
disease status still largely relies on lab test results [3]. It compares a patient’s
several key lab examination values with those values of the pre-defined refer-
ence ranges, which are obtained from a healthy population [7,10]. However, this
evaluation method has three main shortcomings. First, the lab examination nor-
mal intervals formed by large-sample healthy people are not always appropriate
for everyone when individualized medicine is considered [26,29]. Second, the lab
examination-based evaluation method lacks timeliness to some extent, because
many results need half or even more days to be available. Third, in general wards,
the frequency of lab result collection is significantly lower than that of physi-
ological signal collection. For example, a hospitalized patient in China hardly
takes daily lab examination due to unnecessary over-collection and expensive
out-of-pocket cost. Furthermore, the timing that a patient takes lab examina-
tion is mostly determined by a physician’s experience, which aggravates the
uncertainty of estimating the patient’s condition.

In the era of the Internet of Things and Digital Medicine, wearable technology
enables people to collect physiological signals continuously, enjoying the merits
of easy accessibility, real-time acquisition, and high sampling rate. Physiological
signals such as electrocardiogram (ECG), heart rate (HR), breathing rate (BR)
contain rich medical information that has a great potential for disease early
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warning, rehabilitation assessment and CDM [1,9,20]. Several research groups
have proposed various methods to solve the problem of health status recognition
based on physiological signals: Li-wei H. Lehman et al. conducted a series of
studies that analyzed the dynamical behaviors in cardiovascular variables which
can be used to recognize the state of a patient [12,13,15]. In [5], Principal Com-
ponent Analysis and a Hidden Markov Model were adopted to recognize the
abnormalities in physiological signals to realize health status recognition.

Due to the high complexity of human body, each individual has her/his spe-
cific physiological wave patterns. Most of the previous studies are based on large
sample specific population, reflecting population characteristics while individ-
ual differences are largely eliminated in population analysis. Moreover, chronic
disease patients are often elderly and suffered from multiple chronic diseases at
the same time, entangling the analysis of their health status conditions. Fur-
thermore, their individual differences pose a challenge for in-depth mining of
physiological signals and research on state identification. Thus, how to establish
a physiological-signal-based method to individually evaluate the health status of
chronic disease patients is still a problem that needs investigation.

To resolve the above problems, the Multivariate State Estimation Technique
(MSET) can be used, which is first proposed by Singer R M et al. at 1997 [23].
MSET measures the difference between the observed status of the system and
historical status when the system running normally. This algorithm is often used
to realize fault early warning of electron devices or equipment and has been suc-
cessfully deployed in several industrial scenarios [16,28,33]. The advantages of
MSET has been proved in fast training and accurate prediction. In medicine
domain, R. Matthew Pipke et al. [21] used MSET to conduct individualized
non-parametric modeling for patients with heart failure. They collected HR,
BR, Pulse Transit Time (PTT), Pulse Pressure Index (PPI), blood oxygen satu-
ration, etc. by a wearable device, and finally realized the effective identification
of dynamic changes in these physiological signals of patients. Richard L. Sum-
mers et al. [25] verified that the dynamic threshold of cardiovascular hemody-
namic parameters predicted by MSET can achieve early warning compared with
the traditional fixed threshold method by using simulated data. Recently, Josef
Stehlik et al. [24] used an individualized physiological signal analysis platform
based on MSET to predict readmission time in patients with heart failure. The
platform was able to detect the worsen heart failure caused readmission with
76% to 88% sensitivity and 85% specificity in 100 patients. The median time
between initial alarm sent from the platform and readmission was 6.5 (4.2–13.7)
days.

Previous studies provide great inspiration and have shown the potential to
apply MSET to the CDM. In this study, we aim to establish a process for ana-
lyzing the physiological signals collected by a medical-grade wearable device, to
build an MSET-based model, and preliminarily verify the effectiveness of MSET
to indicate the health condition change of a cohort who has specific chronic
diseases. Our key contributions are summarized as follows:

– We preliminarily demonstrate that MSET is able to unveil the latent rela-
tionship between the lab examination results and time-series physiological
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signals, indicating that physiological signals and MSET promisingly supply
added values to the lab examination.

– We leverage the kernel density estimation to characterize the distribution
of the residuals obtained from the MSET-based model. Changes in patient
health status were quantified by measuring the difference between the two
kernel density curves.

– We adopt Cohen Standardized Mean Difference (SMD) [2] and Overlapping
Coefficient (OVL) [8] to effectively highlight the difference among the distri-
butions.

2 Materials and Methods

2.1 Multivariate State Estimation Technique (MSET)

MSET is a non-parametric modeling method that estimates the current state of
the system based on its historical data, which was originally used for temperature
sensor monitoring [23] and further various medical applications [21,24,25]. The
core idea of MSET is similarity measurement. It first learns the relationships
among parameters of the historical data when the system is running properly.
Once a new observation value comes, MSET then leverages the most similar
state learned from the historical data to estimate the current state. The key
steps of MSET can be formulated as follows:

Step 1: Build the history matrix H based on the historical data.

H = [x(1),x(2),x(3), . . . ,x(k)] =

⎡
⎢⎣

x1(1) · · · x1(k)
...

. . .
...

xn(1) · · · xn(k)

⎤
⎥⎦ , (1)

where k is the number of observation; x(i), representing the observation vector
at the time i, is defined as:

x(i) = [x1(i), x2(i), x3(i), . . . , xn(i)]T , (2)

and xn(i) denotes the n-th observation value at the time i.

Step 2: Build the memory matrix D. When a new observation vector xobs

arrives, m observation vectors are selected from H to construct D (set as 10 in
our method).

D = [d1,d2, . . .dm] =

⎡
⎢⎣

d11 · · · d1m
...

. . .
...

dn1 · · · dnm

⎤
⎥⎦ . (3)

Step 3: Calculate the estimation vector xest.

xest = D · w
= [d1,d2, . . .dm] · [w1, w2 . . . wm]T

= w1d1 + w2d2 . . . + wmdm

(4)
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It means that xest can be represented as the linear combination of the m histor-
ical vectors in D. w can be obtained by minimizing the residual vector ε, which
is defined as:

ε = xobs − xest. (5)

We then detail the derivation process of w using the least squares method.

n∑
i=1

ε2i = εT · ε =
(
xobs − xest

)T · (
xobs − xest

)

=
(
xobs − D · w)T · (

xobs − D · w)

=
n∑

i=1

⎛
⎝xobs(i) −

m∑
j=1

wjdij

⎞
⎠

2

.

(6)

The partial derivatives of
∑n

i=1 ε2i in Eq. 6 with respect to w1, w2, . . . , wm respec-
tively are set equal to 0.

∂
∑n

i=1 ε2i
∂wq

= −2
n∑

i=1

⎛
⎝xobs(i) −

m∑
j=1

wjdij

⎞
⎠ diq = 0, (7)

therefore,

n∑
i=1

xobs(i)diq =
n∑

i=1

m∑
j=1

wjdijdiq =
m∑
j=1

(
n∑

i=1

dijdiq

)
wj . (8)

Equation 8 can be rewritten as the following format:

DT · D · w = DT · xobs, (9)

w =
(
DT · D

)−1 · (
DT · xobs

)
. (10)

Nevertheless, if there exists linear correlation among the vectors in D, DT · D is
always not invertible, failing to solve Eq. 10. To resolve this issue, dj of D can
be projected to a higher dimensional space by the function Φ : Rn → R

z.

Φ(D)T · Φ(D) · w = Φ(D)T · Φ
(
xobs

)
, (11)

where Φ(D) is a z × m matrix (z > m). Therefore, Eq. 9 can be rewritten as:

w =
(
Φ(D)T · Φ(D)

)−1 · (
Φ(D)T · Φ

(
xobs

))
. (12)

Since DT ·D and DT ·xobs can be implemented by a kernel function. We here use
kernel function computation (⊗) to update the matrix multiplication in Eq. 12:

w =
(
DT ⊗ D

)−1 · (
DT ⊗ xobs

)
. (13)
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Therefore, the estimation of the current observation value is:

xest = D · (
DT ⊗ D

)−1 · (
DT ⊗ xobs

)
, (14)

Regarding the kernel function, we select the Gaussian kernel function

K(x,y;h) =
n∑

i=1

1√
2πh

exp− (xi−yi)
2

2h2 (15)

Furthermore, we use the regularization to improve the performance of MSET
[6]. Equation 13 and Eq. 14 can be revised as follows:

w =
(
DT ⊗ D + λI

)−1 · (
DT ⊗ xobs

)
, (16)

xest = D · (
DT ⊗ D + λI

)−1 · (
DT ⊗ xobs

)
. (17)

where λ denotes the parameter of regularization; I represents the L2 regulariza-
tion term.
Step 4: Calculate the residual of the i-th observation value and estimation value.

εi = xobs
i − xest

i . (18)

We then focus on the residual distribution, which is an important measure of
the state change.
Step 5: Compute the log-likelihood value using Gaussian mixture model.
The authors in [21] designed an indicator based on high-dimensional residual
sequence, named Multivariate Health Index (MHI). MHI represents the proba-
bility of a new residual vector belonging to the residual distribution of D. That
is, we consider the MHI as a lumped parameter that is able to represent the
overall health status change of the patient.

MHI(ε) = log10
1

f̂(ε)
(19)

where

f̂(ε) =
1

m(2π)d/2hd

m∑
i=1

exp
(

−‖ε − ri‖
2h2

)
, (20)

m is the number of columns of D; ε refers to the residual of the current obser-
vation vector; ri represents the residual of the i-th column of D; h indicates the
width of window; d is the dimension of the observation vector.

2.2 Data Source

We continuously collect the physiological signals of 657 voluntary patients from
the general wards of the hyperbaric oxygen department in our hospital using the
medical-grade wearable multi-sensor system SensEcho, which has been widely
used and validated in our previous work [14,17,22,30–32,34,35]. The ECG, chest
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& abdominal respiratory waves and triaxial acceleration information of patients
were synchronously collected. We collect every patient’s physiological data at
least at the beginning day and the end day during she/he is hospital. Every col-
lection lasts at least 24 h. The total number of valid physiological series is 1,297,
in which 404 patients are collected twice or more. Every participant complied
with the protocol approved by the IRB review board (IRB number: S2018-095–
01) and signed the printed informed consent. This study was also conducted
according to the Declaration of Helsinki. Demographic information was collected
by a questionnaire, including age, gender, height and weight.

Since our focus is chronic disease, in this study, the patients who have coro-
nary heart disease with potentially chronic heart failure will construct our in-
house dataset of chronic disease patients. According to clinicians’ recommenda-
tion, we select Brain Natriuretic Peptide (BNP) as the reference lab examination
measure because it is an important indicator of heart disease [11,19]. For healthy
subjects, the results of BNP examination should be less than 100 pg/ml. On the
one hand, physicians suggest that if a patient’s BNP decreases by more than
80 pg/ml, the patient is well treated in the hospital. On the other hand, if a
patient’s BNP ascends more than 200 pg/ml, we believe the treatment effective-
ness is not obvious. Thereby, we design the following rules to select satisfactory
patient candidates.

– A patient has two or more BNP results;
– The patient’s first BNP value is larger than 100 pg/ml;
– The physiological signals of the patient are collected and valid twice or more;
– The patient has at least one BNP result within 2 days before or after the phys-

iological signal collection. If multiple BNP results are available, we include
the last one only;

– The descending or ascending level of patient’s BNP results is larger than 80
or 200 pg/ml, respectively.

As a result, a total of 17 patients are selected, in which 14 patients’ BNP results
are improved and 3 patients get worse.

We choose the first collection of physiological signals of patients as the histor-
ical data. First, 200 30-second windows of signals are randomly selected to cal-
culate the historical residual values, while the remaining 30s windows of signals
construct H. Second, we select 6 representative observation parameters/features
(shown in Table 1) to model MSET and then compute the lumped parameter
MHI using a Gaussian mixture model (by Eq. 19 and Eq. 20). Third, the last
collection of physiological signals of patients is regarded as our test observation
data. We extract valid windows of signals and calculate the respective histor-
ical and observation residuals. Last, the difference of residual distribution of
historical and observation data is measured.

2.3 Data Preprocess and Filtration

The human body is often in a complex dynamic balanced steady-state situation.
To ensure the matrix H contains as much health state information as possible,
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Table 1. List of six observation physiological parameters

Parameter/Feature Description

HR mean Mean heart rate

HR range Heart rate range

HR std Heart rate standard deviation

BR mean Mean breath rate

RESP iqr Respiratory wave interquartile range

ACT mean Mean activity level

Table 2. BNP change and SMD/OVL correlation of residual distribution of various
physiological parameters

SMD OVL

Parameter coefficient ρ p coefficient ρ p

HR mean 0.402 0.109 0.495 0.043

HR range 0.571 0.017 0.590 0.013

HR std −0.088 0.738 0.587 0.013

BR mean −0.670 0.003 0.604 0.010

RESP iqr −0.280 0.277 0.395 0.117

ACT mean 0.082 0.754 0.753 <0.001

MHI 0.786 <0.001 0.835 <0.001

it is necessary to preprocess and filter the data first to weaken the influence of
noise and remove the moving segment. In this study, we design the following
procedures:

– Perform median filtering on HR and BR;
– Detrend the respiratory wave signals, and then filter them by using the fifth-

order low-pass IIR Butterworth filter, whose cut-off frequency was set 2 Hz;
– Split the current signal by non-overlapping sliding window according to preset

30 s observation window;
– The activity level of the subject per second is calculated according to the

triaxial acceleration signals, and the activity state of the subject is divided
into resting and active according to the numerical value. The observation
window will be dropped if the patient status is considered as a movement in
this 30s observation window;

– Extract the observation parameters/features of the signals in the remain-
ing observation windows in chronological order and incorporate them in the
matrix H;

– Normalize the matrix H by using Min-Max scaling.
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2.4 Statistical Method

We leverage kernel density estimation to describe the residual distribution. SMD
[2] and OVL [8] are adopted to measure the difference of residual distribution of
historical and observation data. In particular, a higher SMD value indicates the
difference of two distributions is larger. OVL measures the overlap of two distri-
butions, ranging between 0 (not overlapped) and 1 (fully overlapped). Moreover,
for all involved patients, we calculate the BNP change1 and the SMD & OVL
joint distribution of residual distribution of physiological observation values, and
compute the Pearson correlation coefficient ρ and its corresponding statistical
p-value.

3 Experiment Results

3.1 Group Analysis

Table 2 shows the Pearson correlation coefficient ρ and statistical p-values of
SMD and OVL of residual distribution of observation parameters and BNP
change. We illustrate the 9 statistically significant parameters (p < 0.05) in
Fig. 1. As we can see, there exist relationships between BNP change and the
residual distribution of these parameters, indicating the possibility of using phys-
iological parameters to infer a patient’s state. Specifically, the parameter MHI
has the most significant correlation with BNP change. We also find that both
SMD and OVL of the BR mean parameter has a high correlation with BNP
change. This exposes that a patient’s BR has been improved during the second
physiological data collection. In addition, the high correlation of ACT mean and
BNP change implies the different activity levels between the first and second
physiological data collection. When BNP is improved, a patient’s activity level
rises. This observation is also consistent with the professional consensus about
BNP.

3.2 Case Analysis

In this section, we analyze two representative cases in detail.

Case 1. Case 1 is Patient 01 (male, 89 years old, 168 cm, 45 kg). He was in
hospital from Oct. 13, 2018 to Oct. 29, 2018. He was diagnosed with heart failure,
coronary heart disease, diastolic heart dysfunction, hypertension III, and chronic
kidney dysfunction. Figure 2 depicts the timeline of his BNP and physiological
signal collection. This patient had the first BNP examination on Oct. 13, 2018
(Day 1), reporting 1685 pg/ml. On Oct. 15, 2018 (Day 3) and Oct. 24, 2018
(Day 12), the first and second collections of this patient’s physiological signals
were conducted, respectively. On Oct. 26, 2018 (Day 14), the second BNP result
1 BNP change is computed by subtracting the second BNP examination result from

the first one.
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Fig. 1. Joint distribution of SMD and OVL of the residual parameter of observation
values and BNP changes

was 772.2 pg/ml, reporting a decrease of 912.8 pg/ml compared with the very
first one. During the last 3 hospitalized days, unclear reasons were making the
patient’s situation worse, but this observation is out of the scope of our protocol
described in Sec. 2.2. Figure 3 illustrates the probability density of the residual
distribution of various observation parameters, reflecting the difference of the
patient’s health state during the two physiological signal collections.

Case 2. Case 2 is Patient 15 (male, 84 years old, 167 cm, 62 kg). He was in hospi-
tal from Mar. 12, 2019 to Apr. 21, 2019. He was diagnosed with coronary heart
disease, ischemic cerebrovascular disease, hypertension II, bronchiectasis coin-
fection, heart dysfunction, kidney dysfunction, liver dysfunction, moderate ane-
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Fig. 2. BNP and physiological signal collection of Patient 01 during his inpatient
residence

Fig. 3. Residual distribution of historical data and observed data of Patient 01

mia, hypoalbuminemia, and multiple abdominal cavity space-occupying lesions.
Figure 4 shows the timeline of his BNP and physiological signal collection. On
Mar. 13, 2019 (Day 2), this patient had the first BNP examination, reporting
102.2 pg/ml, and the first physiological signal collection. On Mar. 25, 2019 (Day
14) the second collection of this patient’s physiological signals and BNP exam-
ination was conducted, reporting 411.3 pg/ml. Unfortunately, we were not able
to collect the patient’s physiological data since Mar. 25, 2019 (Day 14), even
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Fig. 4. BNP and physiological signal collection of Patient 15 during his inpatient
residence

Fig. 5. Residual distribution of historical data and observed data of Patient 15

though his BNP had a dramatic change afterward. This was because he was
transferred to the intensive care unit (ICU), where our wearable device was not
available. However, we believe that during the two physiological data collections
(Day 2–Day 14), the patient’s state was not turning better. Figure 5 presents
the probability density of residual distribution of various observation parame-
ters, where no significant difference of historical and observation distributions is
found.
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4 Discussion

This study attempts to evaluate the change of human health and disease status
based on physiological signals, which contain a large number of individualized
disease and health information. The results preliminarily validate the relation-
ships between physiological signals and lab test results using group and case
analysis.

However, different from the industrial mechanical/electronic systems, there
is no doubt that human body is a much-complicated system, because a human
body is in a dynamic balance of improvement/deterioration all the time. Nowa-
days, the overall assessment of human health in medicine is based on the com-
bined assessment of multiple laboratory tests (or some specific clinical scale).
Nevertheless, the examination timing of these lab tests largely depends on the
physician’s experience and is difficult to be mathematically quantified. In this
pilot study, the lab examination results of BNP were used to approximately
indicate the health status of the patients who have the high risk of heart failure,
and the change of BNP approximately reveals the change of the health status.

In this paper, we preliminarily explore the efficacy of MSET on a cohort
with chronic disease. The experiment results show that a promising relationship
between patients’ BNP examination values and SMD & OVL of MSET residual
distribution. Specifically, MHI has the most significant linear correlation in our
results, reporting a coefficient of 0.835 and a p value less than 0.001. The case
study indicates that the great potential of using MSET residual distribution as
an indicator to distinguish a patient’s condition gets better or worse. Our findings
suggest that when a patient is admitted to our hospital, her/his physiological
signals can be collected on the first day as the baseline, then her/his change of
health and disease status is dynamically evaluated afterward. It is expected that
this MSET-based approach is highly promising for treatment effect evaluation,
as well as providing more abundant information from physiological signals for
physicians in CDM.

There also exist some limitations in this study. First, the modeling param-
eters we used were selected based on experience. More modeling parameters to
express the health and disease status of chronic disease patients can be further
systematically studied, such as automatic determination of screen parameters
of time-series physiological signals. Second, since our data were collected from
patients in general wards of the hyperbaric oxygen department, the patients’
recovery phase data has a lack of the information from the high dependency
unit (HDU) and the intensive care unit (ICU) if the patient’s status gets worse,
or a lack of the wearable data when the patient is discharged from our hospital.
The current data thus does not support us to investigate the model performance
when the patient’s condition gets worse. Third, chronic disease in the real world
is very complicated and patients in the hyperbaric oxygen department always
have complex comorbidities, making the cohort volume in the study is relatively
small with inevitably confounding factors.
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5 Conclusions

In this paper, we conduct a preliminary study to explore the efficacy of MSET
on a cohort with chronic disease. The experiment results show that a promis-
ing relationship between patients’ BNP examination values and SMD & OVL of
MSET residual distribution. Specifically, MHI has a more significant linear cor-
relation, reporting a coefficient of 0.835 and a p-value less than 0.001. The case
study indicates that the great potential of using MSET residual distribution as
an indicator to distinguish a patient’s condition gets better or worse. Currently,
we are continuously collecting data to expand our in-house dataset, and a more
comprehensive analysis will be further performed.
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Abstract. The wide use of wearable devices rises a lot of concerns about
the privacy and security of personal data that are collected and stored
by such services. This concern is even higher when such data is pro-
duced by healthcare monitoring wearable devices and thus the impact of
any data leakage is more significant. In this work a classification of the
wearable devices used for healthcare monitoring is conducted, and the
most prominent relevant privacy and security issues and concerns are
presented. Furthermore, a brief review of alternative approaches that
can eliminate most of such issues, including federated learning, homo-
morphic encryption, and tinyML, is presented. The aim of this work is
to present the privacy and security concerns in healthcare monitoring
wearable devices, as well as some solutions in hot topics about these
issues.

Keywords: Privacy · Security · Wearable devices · Healthcare

1 Introduction

Wearable Devices (WDs) have already become an integral part of our lives.
Research and development in relevant fields, such as the Internet of Things (IoT),
Artificial Intelligence (AI), and Machine Learning (ML) continuously evolve,
affecting WDs that in turn penetrate more and more in people’s daily lives.
The main fields of use of WDs can be generally classified as i) wellness and/or
healthcare monitoring [1], ii) entertainment [2], and iii) gaming [3].

The field of WDs for healthcare monitoring is very interesting and promising
from both research and industry points of view. Furthermore, the use of WDs
for healthcare monitoring becomes more and more popular among users, as they
can use them for various purposes, such as improving their wellness, reducing
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their stress, and monitoring their vital signals. A classification of the WDs for
healthcare monitoring is proposed in [4]. As depicted in Fig. 1 the three main
categories are i) e-textiles, ii) e-patches, and iii) accessories. While the last cat-
egory could also be sub-classified as i) wrist-worn, ii) head-mounted, and iii)
other WDs. It is observed that in the category of e-textiles, WDs mainly use
smart fabric to monitor users’ health. Many applications have been proposed,
such as paper [5], which explores the pedestrians’ safety via shoe-mounted iner-
tial sensor. Also, the authors in [6] present a wearable accelerometer network for
recognition of muscle activation in high-motion exercising.

Fig. 1. The classification of WDs for healthcare monitoring as proposed by S. Senevi-
ratne et al. [4].

The category of e-patches is the latest entry in WDs for healthcare monitor-
ing. This category includes the sensor patches and the e-tattoo/e-skin. A research
team [7] developed a patch for 24/7 health monitoring. The patch monitors elec-
trocardiogram (ECG) and electroencephalogram (EEG) signals and transmits
them in real-time, without intervening in people’s daily life. An e-tattoo was
proposed by Kim et al. [8]. The proposed wearable is an alcohol bio-sensing
system for non-invasive alcohol monitoring via sweat.

The last category is further classified into three subcategories. The wrist-worn
devices include smartwatches and wrist bands. A plethora of such WDs, that
monitor users’ activities and their vital signals, has been designed and produced
both from research teams and the industry. A characteristic example of these
WDs is presented in work [9], a smartwatch that monitors Cardiopulmonary
Resuscitation (CPR). In the sub-category of head-mounted WDs, most common
systems are smart eye-wear devices, such as Google Glass [10]. Many research
teams have developed extensions and applications for Google Glass for healthcare
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reasons, such as the authors in [11]. In this work, a real-time augmented-reality
system for people suffering from color blindness has been proposed. Another type
of devices that belongs in this sub-category is headsets/earbuds devices. Such a
device was developed in [12], which regulates inflammation and treats rheuma-
toid arthritis by delivering electrical fields in the outer ear. Lastly, examples of
devices that belong to the sub-category of other WDs are smart jewelry and
straps. A ring [13] has been developed to monitor users’ health conditions, while
a custom-built microphone capturing different body vibrations from body sur-
face has also been proposed in [14]. This WD captures and recognizes non-speech
body sounds, helping in various health conditions, like respiratory physiology.

It is obvious that all WDs collect data to facilitate the services they offer,
however healthcare WDs tend to monitor and collect data that are more fre-
quently characterized as sensitive and confidential. Some characteristic exam-
ples of collected data from those WDs are location, quality of surrounding air,
activity, movement, sleep, body temperature, heart rate, blood pressure, blood
oxygen, and measuring cognitive functions [15]. Depending on the type and the
context of each application, the confidentiality and/or the integrity of such data
can be critical and thus leaking and/or tampering with those can induce high
risks. This is both a big issue and a challenge for security and privacy researchers.
The main focus of the present paper is to identify the highest security and privacy
concerns with respect to healthcare WDs, enumerate corresponding threats, and
propose alternative approaches that can significantly reduce the attack surface
area of such systems.

The contribution of this work is to review the emerging approaches for secur-
ing WDs regarding healthcare applications. A classification of WDs used in
healthcare monitoring is conducted, and a taxonomy of threats and attacks for
these devices is presented. The main focus is to highlight the privacy concerns
in sensitive healthcare information and suggest several emerging technologies
as alternative possible solutions. The remainder of this paper is organized as
follows: In Sect. 2 a brief review of privacy and security concerns in WDs is
presented; Sect. 3 provides a classification of threats and attacks in the WDs;
Sect. 4 reviews some related works about security and privacy in WDs; in Sect. 5
several solutions are presented about security and privacy in WDs; while Sect. 6
concludes the review’s findings.

2 Privacy and Security Concerns in Wearable Devices

Statista’s global consumer survey in 2021 estimated the number of WDs users
per country. The survey reported that the users of WDs for the United Kingdom,
United States, Sweden, China, and India were above 30% [16]. Only in Russia,
consumers purchased four million WDs in the first nine months of 2021, while
annual WDs sales increased by 400 thousand devices between the years 2019
and 2020 [17]. Moreover, in 2020 the market value of wearable medical devices
in Latin America was around 665 million U.S dollars. In 2021, it is projected to
amount to 777 million U.S dollars, and it is forecasted to skyrocket to a value
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of 1.4 billion U.S dollars by the end of the year 2025 [18]. It is noticed that this
data is being increasingly collected and processed to provide health monitoring
and tracking [19]. Health-related data is identified as personal data and, more
precisely, as sensitive data and the most confidential information among all types
of personal data [20]. This data must be protected, transmitted only to trusted
third parties, and securely stored [21]. The procedure of collecting, transmitting,
and storing health-related data can raise many privacy and security concerns
due to user behavior, attacks, and data breaches [22]. Furthermore, users are
able to use several of those WDs to make payments, something that adds more
security concerns to the aforementioned. In conclusion, the three main issues
regarding security and privacy in health WDs are user behavior and perception,
health-related data transfer, and data storage. A brief description follows of the
aforementioned issues as they are presented in the literature [15,23,24].

2.1 User’s Behavior

In 2020 a survey [25] showed that people in the fourth decade, or more, of their
life, have less understanding of what sensitive data is and the importance of
securing it. Another interesting finding was that many users chose not to use
any authentication method to secure their devices, and the majority of them
thought that they had no sensitive information stored in the devices. The users
are prominent actors in the procedure of protecting their information regard-
ing the way they use the device and protect it. Several studies revealed that
users are not in a position to protect their devices due to a lack of knowledge or
understanding [25–28] on how to achieve it. This raises the need for awareness
campaigns and training especially to users aged 50+, on the importance of secur-
ing devices and protecting sensitive data. In 2018, a survey about the willingness
to share wearable health device information among U.S. citizens 18+ years old
was conducted by Statista. The results revealed that 90% of the respondents
would share the information with their doctor. A 76-percentage answered that
they would share data with a friend or family member, whereas almost 47%
would share sensitive data with other communities or app users [29]. Another
survey [23] revealed that users have a poor perception of danger and threats and
cannot comprehend meanings such as security and privacy. Users tend to trust
every application and wearable manufacturer with their sensitive data. The sur-
vey concludes with the conjecture that the user could possibly be the weakest
link regarding security. Finally, a study [15] of 106 users, owning a health-related
WD, showed that half of them were unaware of the need to protect their health
information. Additionally, interviewees have a gap in knowledge about the pri-
vacy concerns associated with the data acquired by WDs.

2.2 Data Transfer

Most health-related WDs gather data and send it to the cloud for processing. The
reason behind the need for transferring data to the cloud is due to the nature of
the process data must go through. The high complexity of Deep Learning (DL)
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algorithms and ML models requires more power and computational resources
than those a small WD can provide. Moreover, most WDs collect health-related
data such as heart rate, body temperature, oxygen saturation, blood pressure,
and more, every few minutes or even while the user is asleep. This results in
a vast amount of data that is impossible to store inside the device. WDs are
configured to connect to other smart devices via Bluetooth or Wi-Fi. The data
under transmission most of the time is not encrypted, and the devices under
consideration have insufficient or even no wireless security mechanisms. Further-
more, when a user connects his/her private devices to work networks, may prove
dangerous. WDs may act as a starting node that can open a network backdoor,
due to device vulnerabilities in stealing corporate data. WDs are always con-
nected to a network, intranet, internet, or a mesh network with other smart
devices. Due to limited resources, computational power, and cost minimization
requirement, WDs are not developed with security in mind. Hackers attempt to
find their weakest and most vulnerable point in order to gain access or even alter
data and manage the communication [30]. Moreover, despite the main advan-
tages of bluetooth, this technology suffers from many threats and vulnerabilities
with attacks such as Denial of Service (DoS), Man-in-the-middle (MITM), and
eavesdropping attacks, or bluetooth-specific attacks such as bluesnarfing [31].

2.3 Data Storage

The third step of the data procedure, after capturing and transferring, is storing
data in the cloud. Once data is stored in the cloud, the user does not have a
clear image of how this data is manipulated and used. Additionally, this data
may now be owned by the company that maintains the server and not the actual
owner (the user), giving them the opportunity to use the data in ways they dis-
close in the user terms and agreement [32]. Two of the most common issues
regarding data storage on the cloud are the DoS attacks, which could hinder
data availability, and data breaches leading to sensitive information exposure.
According to a study by WebsitePlanet and independent cybersecurity expert
Jeremiah Fowler, over 61 million fitness tracker records from Apple and Fitbit
were leaked in a data breach. The researchers determined that the data leak orig-
inated with GetHealth, a health and wellness startup that enables customers to
consolidate their data from WDs, medical devices, and apps. The disclosed data
belonged to users of WDs distributed around the world and included data such
as their names, birth dates, weight, height, gender, and geographical location.
There was no password or any cryptographic means to protect the database,
and the content in plain text was easily recognizable. Fitbit was cited in more
than 2,700 recordings, while Apple’s Healthkit was mentioned more than 17,000
times. Additionally, researchers determined that the files included information
of the location of the data on the storage medium, as well as a blueprint of
the network’s backend operations, making it an exceedingly simple target for
attackers [33].
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3 Threats and Attacks

In this section, a classification of the most common security threats and attacks
is provided. Each threat is categorized in three different layers as mentioned
above, about the user, data transfer, and data storage. Additionally, the impact,
the likelihood for the attack, and its consequences to the triad of confidentiality-
integrity-availability properties (CIA) are reported. Confidentiality is related to
prohibiting access to information for unauthorized users, integrity ensures that
the information is correct and unaltered, and availability guarantees that the
information and/or service are always available.

Wearable Device: The first threat has to do with the device itself, and it belongs
to the first layer, the user. The user may lose the device, or a malicious user
could steal it. This threat has low to high impact, depending on the user; it is
easy and highly possible to happen and can impact confidentiality and integrity.

Social Engineering: It also belongs in the first layer of the data procedure and
involves attackers that attempt to gain the confidence of users to get the neces-
sary information. In summary, social engineering is the skill of persuading others
into disclosing sensitive information. Hackers may get information by imperson-
ating other individuals through email, chat, or even in-person. The impact is
moderate and could hinder confidentiality and integrity [34].

Brute Force Attack: This type of attack often happens as a subsequent step of
previous attacks. The hacker must have physical access to the device and possibly
some information about the user. What follows is many attempts based on trial
and error to get access. The hacker can use an automated process with malicious
software or enter random sequences of characters by hand. This type of attack
could happen for access in the WD or access to the data storage infrastructure.
The possibility for a successful attack can be identified as moderate, and the
impact of the damage is high. This type of attack can hinder all three aspects
of information security. A similar type of attack is dictionary attacks, where the
attacker uses a list of the most common passwords [35–37].

Malware/Ransomware: Malicious software can be installed in the WD and access
or alter sensitive information. This type of threat has a moderate impact; it is
not that common and could hinder confidentiality and integrity [38]. Another
similar attack is ransomware, in which the attacker uses software to encrypt
the user’s sensitive information and asks for a ransom to release the decryption
key. A common type of attack with high impact that affects all three pillars of
information security [39].

Denial of service (DoS): With this type of attack, the hacker attempts to bring
a computer or network to a halt, rendering it unreachable to its authorized users.
DoS attacks make this possible by flooding the target with traffic or by providing
information that causes the target to crash. In all cases, the DoS attack denies
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genuine users access to the service or system. DoS attacks may be classified
into two broad categories: flooding services and crashing services. Flood attacks
occur when the system gets an excessive amount of traffic that the server cannot
buffer, leading it to slow down and finally cease operation. The most popular
flood assaults are:

– Buffer overflow is the most used DoS attack. The goal is to send more traffic
to a network address than the system’s developers intended. Buffer overflow
includes two other types of attacks, i) Internet Control Message Protocol
(ICMP) and ii) Synchronization (SYN) flood. i) ICMP flood - takes advantage
of any misconfiguration that may appear in network devices by delivering
packets to every device on the targeted network, rather than just one. ii) SYN
flood - initiates a request for connection with a server but never completes
it. This process is repeated until all open ports are inundated with requests,
and none are accessible to genuine users.

– DoS attacks are forming the second category, the crashing type, the attacks
simply exploit flaws in the target system or service, causing it to crash.
These attacks send input that exploits flaws in the target system, crashing or
severely destabilizing it to the point where it cannot be accessed or utilized.

– Distributed Denial of Service (DDoS) assault is another category of DoS
attacks. A DDoS happens when numerous systems coordinate a DoS attack
on a single target. The critical distinction is that the victim is attacked simul-
taneously from several sites rather than being targeted from a single place.

In general, DoS attacks are common; it is an easy way to disrupt services due
to automated software and may have a high impact on data storage by hindering
their availability [40–43].

Rogue access point: A rogue access point is a threat deployed on a network
without the consent of the network’s owner. The attacker who controls the
rogue access point may intercept personal and sensitive information transferred
through the network. There are two categories of interception, active and pas-
sive. In the active interception, the attacker can receive the user’s data, alter it,
and then deliver the updated user data to the target endpoint. In the passive
interception, the hacker may read the user’s private information, but there is
no possible way to alter the information for other malicious usages. This threat
occurs in the second step of the data procedure, data transfer, it is not a common
threat, and the impact is high, affecting the integrity and confidentiality [44–46].

Man in the middle attack: The man in the middle (MITM) is a kind of attack in
which the attacker discreetly transmits and maybe modifies messages between
two users who are under the impression that they are communicating directly
with one another. A type of MITM attack is eavesdropping which is a real-time
illegal interception of private communication between two parties. Another type
of MITM attack is the replay attack, where the attacker intercepts the commu-
nication between users and then delays or resends messages. These attacks occur
in data transfer. They are easy to perform, with a high impact on confidentiality
and integrity [4,47–49].
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SQL injection: Attackers insert SQL statements in input fields to gain access
to private information, alter it or even delete it. An SQL injection attack could
destroy a database or even a system. It is a common attack, easily achievable
since the hacker only needs to type SQL statements, with high impact and
affecting all three security information pillars [50,51].

In Table 1 a taxonomy of threats/attacks in the three layers of the user,
the data transfer, and the data storage in WDs is depicted. The layer of the
user is divided into two categories, that of the user and the device, as there
are some differences in the attacks between them. Also, the CIA properties
affected are pointed out for every threat/attack. Furthermore, the impact of
each threat/attack, on a 3-grade scale (low, moderate, high), as well as the
difficulty of every threat/attack, on a 3-grade scale (easy, medium, hard), are
highlighted.

Table 1. Taxonomy of the threats and attacks in wearable devices.

Threat/AttackUserDeviceData

trans-

fer

Data

stor-

age

Impact Difficulty Confidentiality Integrity Availability

Theft/Lost • ◦ ◦ ◦ Moderate Easy • • ◦
Social • ◦ ◦ ◦ Moderate Medium • • ◦
Brute ◦ • ◦ • High Medium • • •
Guessing ◦ • ◦ • High Hard • • •
Dictionary ◦ • ◦ • High Easy • • •
Malware ◦ • ◦ • Moderate Medium • • •
Ransomware ◦ • ◦ • High Medium • • •
DoS ◦ ◦ • ◦ High Easy ◦ ◦ •
Rogue ◦ ◦ • ◦ High Hard • • ◦
MITM ◦ ◦ • ◦ High Easy • • ◦
Replay ◦ ◦ • ◦ High Easy • • ◦
Eavesdropping ◦ ◦ • ◦ High Easy • • ◦
SQL injection ◦ ◦ ◦ • High Easy • • •

4 Related Works

This section provides a brief review of previously accomplished works regarding
the security and privacy issues in WDs. The works are reported in chronological
order.

A brief review of security and privacy issues both in electronic health-
care records and wearable healthcare monitoring devices is explored in [52].
While these technologies provide many benefits for healthcare delivery to all
the involved, such as patients, doctors, and familiars, some privacy and security
issues, like data storage, data transfer, and data analysis rights, raise privacy
and security concerns and are examined in this work.

Safavi and Shukur [53] proposed a privacy and security framework for WDs
in healthcare. The developed framework can be embedded in every operating
system for WDs, while it comprises ten principles for the WDs users’ privacy
protection.
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From another point of view, Wang et al. [54] examined security concerns
in WDs and suggested a multi-layered security architecture for WDs. The pro-
posed architecture aims to prevent the system’s security enemies from “breaking
through” the security in all system layers. A security analysis of WDs is pre-
sented in [42]. After a brief review of the security and privacy attacks in WDs,
the authors also evaluated three WDs to understand their security and privacy
vulnerabilities. While the authors of work [55] conducted a survey about the lack
of users’ understanding regarding the security and privacy of wearable healthcare
monitoring devices that they use. The respondents showed a poor understanding
of threats about their recorded health data. Furthermore, the authors present a
method to mitigate the results of users’ security and privacy threats, through
their education about this issue.

Seneviratne et al. [4] analyzed the communication security threats of WDs.
They classified these threats, regarding network security, into three categories
according to confidentiality, integrity, and availability. Furthermore, they pre-
sented some approaches that address these threats.

The authors of the paper [22] highlight the importance of the deployment
of a framework for effective privacy, equity, and protection of users of wearable
wellness and/or healthcare devices. This is a result of the fact that more and more
people that live in the United States use wearable health monitoring devices.
This issue raises one of the most challenging public health problems, which is a
serious individual privacy concern. Also, the authors of the paper [56] conducted
an ethical survey about the use of WDs in healthcare. The survey’s results show
that the users are concerned about their data and their usage of them from
third parties. The aim of this work is to be proposed an ethical framework that
considers users’ privacy.

Finally, a discussion about the various privacy and security problems from
the use of WDs is presented in [57]. Additionally, this work proposed both the
adoption of different policies from the companies for their consumers’ privacy
issues and the awaken of users about the misuse of WDs and their data leakage.

5 Emerging Approaches

The model under which health monitoring service providers offer their services
usually requires WDs to constantly collect health/medical-related data on the
side of the user and transmit such data to their side to process for monitoring,
prognosis, and/or prevention. When it comes to prognosis it is common for ser-
vice providers to use ML models, which can either be user-specific or generic, to
which such data is fed. While health related data is considered as very sensitive,
the aforementioned model of processing set as prerequisites the transmission of
such data to the service provider and the processing of that (potentially after
integration with data of others), in order to produce models that will enable
decision taking on the side of the user.

It is obvious that this increased flow of information from WDs to the ser-
vice provider and vice versa, increases the risk of sensitive data leakage either
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through cases of direct data breaches or even through cases of personal data
inference from trained models [94,95]. In the present section an analysis of alter-
native approaches that enable the training of models in more privacy conscious
workflows is presented. The emerging approaches of Federated Learning (FL),
Homomorphic Encryption (HE), and Tiny Machine Learning (TinyML) have
been employed to minimise data privacy issues in the last two steps of the data
procedure in WDs, the data transfer and the data storage. A brief description
of the aforementioned approaches and several applications of those in the field
of healthcare monitoring are described in the rest of the Section.

5.1 Federated Learning

Federated Learning is an emerging technology with great scientific interest, espe-
cially in the field of healthcare [58–67]. With FL, participants are able to train
ML models collaboratively by only exchanging parameters of trained models,
instead of exchanging sensitive information for each participant. The approach
enables the training of personalised models for each participant through a secure
workflow. FL can also contribute to a better understanding of data and pro-
duced models. Additionally, FL reduces network bandwidth requirements as
only parameters required for aggregation must be transmitted to the server.
The technology can be classified into three main categories, horizontal FL, ver-
tical FL, and federated transfer learning. In the first category, participants share
different records of a data-set; in the second participants share different features
of the same samples; and finally, in the third and last category, the participants
attempt to transfer trained models between completely heterogeneous sets of
data. Finally, FL can protect against known network and device attacks, while
there are enhancements that ensure that no connected actor is malicious [68–72].

A team of researchers proposed FL4W [71], a FL system for WDs aiming at
human activity recognition. The system’s architecture is the classic client-server
architecture, where the server orchestrates the devices in four different steps.
In the first step devices are registered to the system. Then the server specifies
the appropriate tasks and hyperparameters to broadcast to the WDs. The third
step contains the local model training where every device uses data without
uploading anything to the server. Finally, the parameter tables of the updated
models are sent to the server, which aggregates the local models with federated
averaging [73] algorithm.

FedHealth [74] is a framework for healthcare WDs. The framework utilizes
the technology of FL and aims to achieve accurate personal healthcare without
compromising privacy. Four different procedures are required to create intelligent
WDs. To begin, a server-side cloud model is trained using publicly available data.
This model is then distributed to all users, who may start training their own
models using data from their devices. The user model may then be uploaded
to the server to be used for the training of a new global model. It is worth
mentioning that no user data or information are uploaded to the sever apart from
the encrypted model parameters in this phase. The parameters are encrypted
with HE, which is going to be discussed later on. Finally, any user may train
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personalized models by combining the cloud model with his or her previous
model and data. The system may update both the user and the cloud models
concurrently in response to the latest user data. As a result, the more time
a user spends with the service, the more tailored for the user the model may
be. Finally, the future plans for the system are to be extended so it can be in
a position to detect Parkinson’s disease and developed in a way so it can be
deployed in hospitals.

Finally, in work [75], an edge-based FL framework is being proposed. Accord-
ing to the authors, the system could aid healthcare practitioners by offering data-
driven insights for illness diagnosis and prognosis by analyzing mobility levels and
behaviors obtained from WDs. The suggested framework is organized into three
modules: cloud, edge, and application. The cloud module will be administered
by a model owner who will be responsible for coordinating different cloud-based
duties such as patient registration, database maintenance, and model upload-
ing. It consists of two primary components: a controller, which provides alerts
when possibly updated global models become available, and a master aggregator,
which uses techniques such as federated averaging. The global model is being
trained using publicly accessible datasets so that users’ sensitive information is
safe. The edge module comprises three essential components: a FL server, a local-
storage controller, and an aggregator. This module improves the overall training
process by personalizing the models on each corresponding device. Finally, the
application module enables the addition of any device capable of generating
health-related data. In conclusion, the framework could be extended to support
disease prevention, addiction and mental health tracking, and real-time health
monitoring.

5.2 Homomorphic Encryption

Homomorphic Encryption is a technique that enables mathematical operations
on encrypted data without requiring the decryption of such data. The outcome
of the aforementioned actions is an encrypted result. The result in its decrypted
form corresponds to the outcome of operations done on the raw data [76]. HE
systems are classified into two broad types according to the sort of operations
they support: HE and partially HE [77]. A system is identified as fully homo-
morphic if it exhibits both additive and multiplicative properties of homomor-
phism [78]. Although the first system was described in 1978, the first feasible
fully homomorphic system was developed in 2009 [79]. While fully homomor-
phic schemes are believed to be safer than partially homomorphic schemes, they
need much more computer resources and have a higher overhead. The somewhat
HE schemes are a subcategory of the Fully Homomorphic Encryption (FHE)
schemes. They include addition and multiplication, but only specific operations
are permitted, and calculations are limited as the cipher-text size expands [80].
Partially homomorphic systems may allow just one type of operation at a time,
either addition or multiplication and are identified as a more practicable option
than fully homomorphic systems.
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In work [81] the authors suggest a four-layer mobile healthcare network,
which includes a WD part, a preprocessing section, a cloud server section, and a
physician diagnostic portion. Then, three secure medical calculations are defined:
the average heart rate, the identification of long QT syndrome, and the chi-square
testing. To perform calculations on the ciphertext, the encryption of the health
data is accomplished using FHE.

Using data acquired from WDs, a team [82] presented a smart responsive
software that may advise in real-time patients, physicians, emergency teams,
and carers. Depending on the patient’s health, the relevant user will be notified
to act as required and take care of the situation. To safeguard the private and
sensitive information of patients undergoing treatment and care, they discuss
a secure HE technique that will maintain data encryption throughout the data
gathering, collecting, and processing stages.

Researchers in [83] presented a wireless sensor network for healthcare in which
data is encrypted utilizing the technique of HE. The system ensures secure com-
munication and data storage by dividing the original data into two or three por-
tions. Additionally, the system enables forwarding nodes to transmit encrypted
sensor data without decrypting it. As a consequence, even if a forwarding node
is hacked, the attacker will be unable to eavesdrop on the data, providing far
more privacy than older healthcare systems.

The authors of work [84] propose an end-to-end encrypted security archi-
tecture that enables safe data collection from embedded medical devices, pro-
tected processing on this data in a low-cost commodity cloud environment, and
restricted delegation of access to this data to selected recipients. This solution
capitalizes on recent advances in HE and Proxy Re-Encryption (PRE) to address
the practical demands of a secure medical data architecture’s data collection, pro-
cessing, and dissemination. According to the authors this architecture reduces
the cost of healthcare data systems by securely outsourcing computation to cloud
computing environments, while also reducing vulnerabilities to some of the most
pernicious security threats, such as insider attacks, and enabling additional cost
savings through the use of lower-cost embedded medical devices.

In study [85] a privacy-preserving solution based on HE for preventing attack-
ers from accessing medical plaintext data is suggested. Computations are spread
to numerous edge virtual nodes and all arithmetic operations are masked, pre-
venting untrusted cloud servers from knowing about the actions done on the
encrypted patient data. Virtual edge nodes use cloud computing resources to
perform computationally difficult mathematical operations, and minimize data
transmission latency between devices and edge nodes. A comparison to prior
research revealed that homomorphically encrypted data kept at the edge pro-
tects the privacy and integrity of the data.

A team in [86] proposed a privacy-preserving protocol for healthcare sys-
tems that makes use of WDs and implemented it on the Raspberry Pi, in order
to determine the real efficiency of FHE over WDs. The authors developed the
protocol using two FHE libraries, HElib and SEAL, on a Raspberry Pi, and a
network simulator in order to quantify the computational and communication
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costs associated with wireless body area networks. The results indicate that the
protocol with SEAL has a lower communication overhead than the protocol with
HElib. The protocol with SEAL has almost identical transmission costs to the
simple protocol, which is the one that lacks encryption. SEAL was able to do
more homomorphic operations per unit of plaintext than HElib. As a result,
Helib, which is faster, is well suited for applications requiring low time com-
plexity, while SEAL is well suited for applications requiring a large number of
homomorphic operations.

5.3 Tiny Machine Learning

Tiny Machine Learning is one of the fastest-growing domains, attracting
increased attention from the healthcare sector. TinyML is a hardware-software
hybrid that allows ML models and DL algorithms to be deployed on small, rea-
sonably inexpensive, and power-efficient devices. These devices will pave the way
for new services and technologies that do not require costly and energy-intensive
Graphics Processing Units (GPUs) or cloud systems that are constrained by sig-
nificant restrictions with respect to security, latency, and bandwidth. A typical
TinyML workflow is composed of three major phases. The first step is to train the
ML model on a workstation with sufficient processing capability. Following that,
the model is optimized through using model reduction methods such as pruning
and quantization. Finally, the refined TinyML model is ready to be implemented
in the healthcare WDs in the last stage [87–89]. ML on device is a helpful step
in preventing consumers from losing or leaking data and from waiting for results
due to latency and load difficulties. WDs will be used to gather, analyze, and
extract data. This data is not communicated to other devices or servers, resulting
in safer and more private devices. Additionally, microcontrollers are considered
to be ultra-low-power devices. They typically operate in less than one mWatt
and can deliver machine intelligence for the cost of a battery. TinyML may be the
field that revolutionizes how we see healthcare applications today by introducing
several new devices and apps that the whole healthcare research community may
use. Wearable gadgets for health monitoring and prevention seem to have the
highest promise for TinyML applications. They will provide real-time analysis
and possible alerts without requiring data transmission or significant computa-
tional power, resulting in autonomous, intelligent, safe, and efficient devices in
the form factor of a wristwatch or earwear.

The authors in [90] created a wrist device that monitors vital indicators such
as body temperature, breathing pattern, and blood oxygen saturation in order
to aid in the prioritization of COVID-19 patients in the emergency room. The
neural network that evaluates respiration operates locally on the WD, preventing
data transfer to the cloud, using TinyML technology, and protecting the privacy
of patient-sensitive information.

The work [91] discusses the fields of AI, low-power wide-area network and
TinyML for new safe and intelligent WDs. The research demonstrates the unique
properties of these cutting-edge paradigms, concluding that the future generation
of WDs will enable a broad range of fresh services and applications.
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In another study [92], TinyML is recommended for customized home health-
care with the goal of assisting patients in rehabilitation, patients with chronic
and acute diseases, but also caregivers’ physical and emotional well-being during
times of extreme stress, such as the COVID-19 pandemic.

To conclude, in [93] proposed a novel TinyML framework for healthcare is
capable of the following: 1) selection or customization of ML models, 2) enhanc-
ing optimization for improved decision making, and (3) learning and adapting
for improved performance. Additionally, the system will be sufficient to support
a variety of e-health applications, including symptom tracking, hygiene monitor-
ing, body scanning, and mental health.

Finally, in Table 2 a taxonomy of the aforementioned applications of emerging
approaches is presented. Also, the system’s type (framework, network, model,
scheme, protocol, and device), as well as the Technology Readiness Lever (TRL)
of each work is depicted.

Table 2. Taxonomy of the emerging approaches for security and privacy issues.

Work Type Federated Homomorphic TinyML TRL

learning encryption

[71] Framework • ◦ ◦ 5

[74] Framework • • ◦ 5

[75] Framework • ◦ ◦ 1

[81] Network ◦ • ◦ 3

[82] Model ◦ • ◦ 3

[83] Network ◦ • ◦ 2

[84] Framework ◦ • ◦ 2

[85] Scheme ◦ • ◦ 2

[86] Protocol ◦ • ◦ 4

[90] Device ◦ ◦ • 6

[91] Device ◦ ◦ • 5

[92] Device ◦ ◦ • 1

[93] Framework ◦ ◦ • 1

6 Conclusion

This work aims to provide a brief literature review on wearable healthcare
devices. However, the wide use of these devices, especially for healthcare pur-
poses, arises several concerns about data privacy and security. The security
threats and attacks that wearable devices are exposed to were identified and
categorized, while the corresponding impact and difficulty were assessed. Also,
the confidentiality, integrity, and availability effect of each threat has been high-
lighted. Furthermore, the existing emerging approaches for processing data col-
lected in multiple WDs that strengthen security and privacy, like Federated
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Learning, Homomorphic Encryption and TinyML are reviewed. A taxonomy of
the proposed emerging approaches for security and privacy issues is presented.
Overall, the review provides to the researchers an evaluation on security and pri-
vacy issues concerning the healthcare wearable devices that are quite common
to our daily life.
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Abstract. In this paper we present a CNN-based Interface for the control of
prosthetic and robotic hand: a CNN visual system is trained with a set of images
of daily life object in order to classify and recognize them. Such a classification
provides useful information for the configuration of prosthetic and robotic hand:
following the training, in fact, a low cost embedded computer combined with a
low cost camera on the device (i.e. a prosthetic or robotic hand) can drive the
device in order to approach and grasp whatever object belong to the training set.

Keywords: Prosthetics · AI · CNN · Auto-grasping

1 Introduction

In today’s world, there are more than 2.1 million people in the US alone that live with a
prosthetic limb this number is expected to double by 2050 in recent studies the number
of people each year that become an amputee in the US is 185,000. This results in around
300 to 500 amputations performed every day, with this many people becoming amputees
the need for smarter and better prosthetics is a must as more people become amputees
(Access Prosthetics, 2020).

One of the possible ways that prosthetics can become smarter is with the use of
Artificial Intelligence (AI) this area in computer science is growing massively as the
number of useful applications that stem of AI are endless. For example, most car indus-
tries now use robotics and AI to build cars as they are far quicker than humans and are
more accurate this results in better produces for the business this is one of many uses that
AI can offer. Another very important part of AI is the creation of intelligent machines
that react and learn as humans do so when combined with prosthetics the idea of smart
prosthetic that can move and think without the user having to interact with the device
becomes a very real possibility.

This paper will highlight how AI and prosthetics could be used together to create
smarter prosthetics that will help users interact with the real world better by improving
these devices. Amputees could be given a better quality of life with the help of AI not
only that, but with the help of AI the field of prosthetics could advance must quicker
leading to better prosthetics devices for amputees.
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2 Materials and Methods

In this section of the paper, the techniques of controlling a prosthetic will be listed this
will give information about what they are and how they are used in prosthetics then the
two projects that the researcher has done will be explained in detail explaining what the
project is and how it works.

2.1 Current Techniques for Controlling a Prosthetic

Prosthetics have been around formany years now and have changedmany different times
as our technology advances to becomemore precise and general smarter devices overall,
the main aim for prosthetics is to mimic a real limb both in function and appearance so
the user has the same freedom as a real limb would. One of the main advancements over
the years within prosthetics is how the user can control a prosthetics. In this part of the
paper, threepossible methods are discussed on how a prosthetics can be controlled.

1 – EMG- The first method that will be discussed is myoelectric prosthetics this has been
used in prosthetics for many years now as it is one of the easiest and best ways to identify
movement within the arm and translate it to the prosthetics limb.Myoelectric prosthetics
are unique in the way they allow the user to control their limb as once the prosthetic is
attached to the user it starts to detect and collect muscle and nerve activity from the body
which then is translated to the limbs motors to perform the action that the user requires
in a natural way that looks realistic and performs well. The way the prosthetic detects
muscle and nerve activity from the body is a method know as Electromyography (EMG)
this is when one or more small needles which are called electrodes are inserted into the
arm and attached to the muscle.

When these electrodes detect electrical activity within the muscle, a wave is created
on an oscilloscope (which is a monitor that displays electrical activity) from these waves
the person can see if the user is moving their whole hand or just one finger by the number
ofwaves on the screen.Also, these electrodes allowus to detect how intense this electrical
activity is which tell us the amount of muscle contraction, which is happening.

One device that has been used for prosthetics that use’s EMG is called MyoBand
it was created by ThalmicLabs which is a band that is made from eight EMG sensors
that when worn on the arm will start to read electrical activity this data then will be
sent over Bluetooth to a dongle that will be inserted into another device like a computer
that will read the transmitted data and perform the action that relates to what the user is
doing with their arm. This device works just the same as one that would be attached to a
prosthetic limb as proven by (McHugh, D. 2019). In which theMyoBand was connected
to a prosthetics hand, and by detecting certain gestures using EMG, the prosthetic hand
would move to different grasp types (Fig. 1).

2 – Computer Vision - The second method we want to focus on, is Computer Vision
(CV): this is the method that most researchers are using to create smarter prosthetics
this method has been used for many years now in different fields and given great results.
An example would be most robotic arms in the manufacturing industry have computer
vision as this allows them to see with the help from a camera and allows them to detect
an object in their vision also they will be able to recognize different objects.
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Fig. 1. The MyoBand connected to the open bionicsrobotic hand

As Computer Vision has been used for many years within robotics it’s only natural
that researchers would try to use it on prosthetics given the results when applied to
robots, two main areas within computer vision that are being explored for prosthetics
hands are object recognition/detection and gesture recognition. These are very important
areas within prosthetics as by mastering these fields the ideal that smarter prosthetics
could become more mainstream looks more realistic. Object recognition/detection is
one of the main areas within prosthetics with the focus of giving prosthetic hands/arms
the ability to see an object this should allow the hand/arm to be able to change into one
of the set grasp types in order for the user to interact with the object more naturally and
should result in faster response’s times. When compared to a human this is the same
with gesture recognition as well, but instead of using an object to get the hand/arm to
perform the action the user will make a certain gesture that will tell the hand/arm to
move in a certain way.

How this is done is using Artificial intelligence or AI to tell the hand that when
certain object is in view it should perform this grasp type in order to interact with this
object but a simple AI wouldn’t be able to perform to the degree that is required for
the hand to grasp an object properly, so certain methods within AI are used to make the
AI perform better and allow it to handle complex tasks which increases its speed when
compared to other methods. This method is called deep learning which use’s artificial
neural networks to be able to determent what the object is based on certain criteria for
example; one network that could be used is a Convolutional Neural Network or CNN.
This is one model that is used to automatically learn an object’s features in order to
identify that object this is done by feeding the model thousands of training images of
different objects and getting the model to learn the different feature that makes certain
objects different this is called feature extraction and is used in many different models.

For gesture recognition, the same model and the same methods can be used this is
because feature extraction can work with any object like hands so it can be used for
gestures as well. Some example work that other researchers have done can be seen here
(Hu et al., 2018) and (Ghazaei et al., 2017). Another method that is used alongside
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feature extraction is edge detection this is an image processing technique for finding
boundaries of objects within images this helps the feature extraction as it highlights that
an object is in a certain area by the boundaries. Also, the model will be able to classify
the object at the same time this is another important part of a deep learning model as it
speeds up the process of correctly identifying objects.

3 – Brain Computer Interface (BCI or BMI) - The third method is one of the newest
out of all three; it has been used mostly in the medical field to help with neuronal
rehabilitation among other subjects in the medical field. But due to the potential of this
topic, many researchers have tried to use it in their areas to solve problems that current
technology can’t or to find a better way to perform a solved problem, and this method is
called Brain Computer Interface (BCI).

One of these fields is prosthetics as researchers believe that with BCI technology
users will have better control of their prosthetic limb that is just as responsive as a human
limb would be not only that but if this technology can be mastered then many people
that have lost their function in one limb could be restored using a prosthetic. BCI works
by acquiring electrical activities from the brain and nerves this step is very complex as
the volume of signals that the brain fires off in a single second is unimaginable, so the
task to read and understand what signals control muscle movement in the hand is very
difficult. But with the help from AI, this task is possible to some degree this involves
using deep learningwith big data to gather vast amounts of data then trying to understand
and classify what each signal means.

In one study the use of BCI andMyoelectric has been used together to create a system
where the user could control the prosthetic by thought with the help of a MyoBand to
collect the electrical signals (Hotson et al., 2016) not only this. But other researchers
have tried to bring the sense of touch into prosthetics using BCI, which is on a different
level compared to the other two methods (Kwok, 2013).

2.2 Convolutional Neural Networks (CNN)

It is important to understand how the CNN works to understand how the AI can detect
and recognize each gesture as the CNN is the brain of theAI, to do these certain layers are
used to extract the feature needed in order for the AI to make the right choice. Something
to note with CNNs are they aren’t all the same, some will have different steps, and some
will have fewer steps it depends on how complex the CNN is, the database of images
that were collected will be inputted into the CNN for training so the model can make a
prediction when it sees the same gesture being performed by the user but that doesn’t
mean all images will be used for training some are used to test if the AI can correctly
identify the gesture.
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A simple overview of a CNN for classification could have this kind of architecture:

• Input layer - This will hold the pixel values of the images.
• Convolution layer - This will compute the output of neurons that are connected to the
inputs, each computing the dot product of the inputs.

• Pooling layer - This will perform a down-sampling operation along the spatial
dimensions.

• Fully-connected layer - This will compute the class scores, which provides the AI
will the answer.

In this project each image has been pre-processed meaning the images have been
turned into greyscale images so the pixel values have a range of 0 to 255 this means
if you placed a pixel matrix over one of the images used you would be able to see its
pixel values which help the AI understand what that pixel is. Another smaller matrix
of numbers is created to perform convolution on the image, how convolution is done is
by overlaying the smaller matrix over the image matrix and multiplying the numbers
to create the dot of that value this will be saved into a new table called the convolved
feature or feature map which is the most important information from that image that the
AI will use later on.

Unlike with a normal CNNwere each neuron is connected to all neurons, it would be
better to use a method called Local Connectivity which connects each neuron to only a
local region of input volume. The spatial extent of this connectivity is a hyper-parameter
called the Receptive Field of neuron which is the size of the filter which is used by the
CNN this is important to understand as the connectivity along the depth axis is always
equal to the depth of the input volume it is also important to remember the asymmetry
in spatial dimensions, e.g. (height and width) and the depth dimension.

An example of this could be that, suppose that the input has the sizes of [32 × 32
× 3], and the receptive field or filter size has a size of [5 × 5] then each neuron in the
Conv layer should have a weight of [5 × 5 × 3] this totals into 75 weights and + 1
bias parameter also it’s important the notice that the extent of the connectivity along the
depth axis must be 3 since this is the depth of the input in this case.

To compute the spatial size of the output, a function can be performed which is the
input size (W ), the receptive field size/filter size (F), the stride which has been applied
(S) and the amount of zero-padding that has been used (P). The formula below calculates
how many neurons can fit

(W − F + 2P ) / S + 1 (1)

Parameter Sharing is a scheme to control the number of parameters in the neural
network. By using this scheme the number of parameters used can be strongly reduced

W2 = (W1 − F + 2P ) / S + 1 (2)

where H2 = (H1 − F + 2P)/S+ 1 and D2 = K. Pooling layer this step is between the
convolution layer and is used to reduce the dimensionality of the feature map as using
higher dimensions can cause some issues as it confuses the CNN in later steps with the
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amount of noise, so to help the AI it’s better to get rid of the dimensions without losing
any important information in the process.

Max pooling is one of the methods used which uses a filter matrix of any size and a
stride to down-sample every depth of the input through this method around 75% of the
input will be down-sampled. The formula’s for pooling layer holds:

W2 = (W1−F) / S + 1 (3)

where H2 = (H1 − F)/S+ 1 and D2 = D1. The next step is the fully-connected layer
this is when the neurons have full connections to all activations in the previous layer.
These activations can be computed with a matrix multiplication which is followed by a
bias offset.

2.3 Gesture Recognition

Gesture recognition is the ability for computers to capture andunderstandhumangestures
as commands and perform certain actions depending on the gestures an example could
be a wave of the hand to start up the system, or it could be a peace sign to put the system
to sleep. The amount of gestures a human can do is unlimited as a gesture is defined as
any physical movement, which is non-verbal; gesture recognition has been around. For
many years now and has becomemore popular as the potential use becomesmore evident
in today’s world some of the most popular examples of gesture recognition would be
the Wii, X-box Kinect and PlayStation Move.

In our first project gesture recognition was used in order to detect five different hand
gestures from the user using a live camera feed and a keyboard input from the user, when
the program starts it will only display the first screen which will be used to capture the
gestures from the user, but in total three screens can be displayed at once. The first screen
will be a live-feed of what the camera sees with the Region of Interest (ROI) being a blue
square box this is important as the user must perform the gesture within that region in
order for the AI to detect what gesture the user is performing. Otherwise, the AI won’t
work as it will only detect within that area this is because of the amount of resource it
takes for the AI to work so the ROI will be half of the main screen size, but this can be
changed to fit the whole screen if the user requires it to be.

The second screen is a real-time grey-scaled camera feed this is called the Binary
thresholding screen this will activate when a certain key is pressed and can be used to
save new gestures that the user can use to train the AI on. This gives the user an easy
way to add new gestures as some of the pre-processing is done, but the main use of this
screen is when the space bar is pressed it will give the user the prediction score and
the predicted gesture the AI thinks the user has performed based on what gesture was
seen on the first screen in the ROI. Finally, the third screen shows the contour matrix
in real-time this shows the users how the AI sees the hand and how it can detect the
different gestures (Fig. 2 ).
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Fig. 2. Screenshots of the three stages of fist gesture recognition

Once the AI was able to predict the gesture, it would then send a character to the
prosthetic hand which would then move the actuators into the correct position so that
the prosthetic hand would be mimicking the user’s gesture.

For this project to work three main technologies have been used these are OpenCV,
Keras and TensorFlow each of these have been used to handle certain parts of the project
and played an important role in the final version not only that but the model that was
used is very important as it is the brain of the AI which allows it to predict the gesture
the user has done.

The VGG-16 model works by sending the image through a stack of convolution
layers then it uses a filter with a small receptive field normally the size is 3 × 3 which
is the smallest size to capture all directions of the image. The convolution stride is
fixed to 1 pixel the spatial padding of convolution layer input is such that the spatial
resolution is preserved after convolution, i.e. the padding is 1-pixel for 3× 3 convolution
layer, spatial pooling is carried out by five max-pooling layers, which follow some
of the convolution layers not all the convolution layers are followed by max-pooling.
Max-pooling is performed over a 2 × 2 pixel window with stride 2.

2.4 Object Detection and Recognition

Object detection and recognition is one of the main topics when computer vision is
brought up these two subjects have been used in many different applications from face
recognition to live video detection normally these are used together aswhenused together
an AI can see that an object is in view and it can understand what the object is. But they
both perform very different job in object detection the AI will only be able to see if any
object is present so it will highlight that an object is in view while object recognition
will understand what that object is so it will tell you what the object is and normally
give you a percentage score which will inform the user how accurate the AI thinks it is.

In the second project an AI was used to detect and recognise multiple objects this
ranged from humans to household objects it uses a live-feed camera to detect and recog-
nise any object in real-time that comes within view of the camera this was built using
python and runs on Jupyter notebook which is an IDE that can be downloaded from
Anaconda. When the program runs, it will start by loading up a screen, and this is what
the camera can seewhich can be resized depending onwhat the user wants. In this project
the screen was around half of the monitor, this was due to the amount of resources that
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were available on the system as the larger the screen, the more resources it would take
to run the AI. When the screen is loaded, the user can then start to place objects within
the view of the camera which will allow the AI to see if it can first detect that an object
is present then see if the AI can recognize what the object is.

In this project, many different libraries have been used some of these are for support
to helpwith images like Pillow or to handle the camera likeOpenCVwhile other libraries
are the main backbone of the project like TensorFlow and Protobuf. One of the main
libraries that this project uses is called Protobuf this is developed by Google and used
to configure the model and training parameter.

This project uses a special kind of model which is called You Only Look Once
(YOLO) this is one of the newer models that has been used for object detection and
has started to grow quite rapidly within the machine learning family. YOLO models are
known for their speed as when compared to other models like R-CNN they often perform
much faster which is one of the reasons why it was used in this project as speed is very
important when you are using a real-time detection and recognition AI.

YOLO first works on splitting the input image into a grid of cells these cells are
responsible for predicting the bounding box if the center of a bounding box falls within
it, each cell will predict a bounding box and share its X, Y coordinate, height, width
and confidence score also class prediction is based on each cell’s information. While
the image is being split into different bounding boxes multiply convolution layers, and
max-pooling layers are processing the image to decide what the probability is that an
object is inside each of the cells.

However not all bounding boxes would have an object within them if this is the case
one of the jobs is to remove these bounding boxes as they can lead to producing bad
results this is done based on the predicted confidence score of each cell that if the score
is less than a certain threshold which is set to 0.24 then remove this cell as it should be
redundant as it doesn’t allow the AI to detect the object.

The first important loss function in the YOLO model is the confidence loss function
this allows the model to measure the ‘objectness’ of each cell which will produce a value
which is the confidence value for the whole boundary box. If an object is detected in
the boundary box then this function will be used (Eq. 4), if no object is detected in the
boundary box then this function will be used (Eq. 5).
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where 1noobj ij is the complement of 1obj ij,
′
C i is the box confidence score of box j

in cell I and λ noobj weights down the loss when detecting background. Another loss
function in the YOLO model is the classification loss function this is used if an object
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has been detected; the classification loss at each cell is the squared error of the class
conditional probabilities for each class (Eq. 6).
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where 1 obj i = 1 if an object appears in cell i, otherwise 0 and
∼
P i(C) denotes the

conditional class probability for class C on cell i. Finally, another loss function in the
YOLO model is the localization loss which measures the errors in the boundary boxes
location and sizes this function is only used when the boxes have objects within them
(Eq. 7)
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where 1obj ij = 1 then the box j in cell i is responsible for detecting the object and the
λ coord increase the weight for the loss in the boundary box coordinates.

The last important function in the YOLO model is the loss function for an iteration
of t which is an objective function that is a multi-part function that tells the model what
to do if a bounding box doesn’t have any objects within it. Its confidence of objectness
needs to be reduced and shown as a first loss term this will tell the model that no object is
present within this box as bounding boxes coordinate prediction need to align with prior
information a loss term reducing the difference between prior and predicted is added for
a few iterations. If a bounding box k is responsible for a truth box, the predictions need
to be aligned with the truth values which are represented as the third loss term the λ

values are the pre-defined weightages for each of the loss terms (Eq. 8).
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Tofinalize themethodology section, both projects that have been successfully created
for this paper and have been explained in great detail this includes a piece of brief
information about the subject, details on how the project was created, some information
about the issues faced while working on the project and finally technology used to create
the project. In the next section of the paper, the results of the project will be displayed.
This will include images of the projects working and a detailed explanation of each
result.
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3 Results

In this section of the paper, the results that have been collected from both projects will
be displayed. This will demonstrate how projects have done and will show that both
projects were able to work accurately.

3.1 Gesture Recognition

All of the five gestures used in this project will be displayed below this is to show how
well each of the gestures is recognized by the AI after that a table will display the overall
accuracy of the project for each of the gestures used in the project.

Fig. 3. On the left and right panels, the recognition of the palm and fist, respectively

As can be seen in Fig. 3 (left panel) this is the palm gesture that is included in the five
gestures that were used in the project, as you can see when the test was performed the
AI was able to correctly predict what gesture the used performed and give the researcher
a very good prediction score. In this case the score was 87% which is really good this
means that the AI is 87% sure that the gesture performed is the Palm gesture not only
that, but the action that follows the gesture is working too as each gesture results in a
different action taking place, in this case, the Palm gesture should result in the hand
being reset. What this result has shown is the AI can understand what gesture the user
is performing, which allows the correct action to be translated to the hand.

As can be observed in Fig. 3 (right panel) this is the fist gesture that is included in the
five gestures that were used in the project, as you can seewhen the test was performed the
AI was able to correctly predict what gesture the used performed and give the researcher
a very good prediction score in this case the score was 100% which is great this means
that the AI is 100% sure that the gesture performed is the Fist gesture. This result is
unusual as getting 100% in prediction AI is not really common, if the AI is showing too
many 100% it could indicate that the AI has some issues, or it could just be this one test
that went really well, not only that but the action that follows the gesture is working too
as each gesture results in a different action taking place, in this case, the Fist gesture
should result in the hand being reset. What this result has shown is the AI can understand
what gesture the user is performing, which allows the correct action to be translated to
the hand.
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Fig. 4. On the left and right panels, the recognition of the peace gesture and L-shape gesture,
respectively

In Fig. 4 (left panel) the peace gesture that is included in the five gestures that were
used in the project, as you can see when the test was performed the AI was able to
correctly predict what gesture the used performed and give the researcher a very good
prediction score. In this case the score was 93% which is really good this means that
the AI is 93% sure that the gesture performed is the Peace gesture not only that, but
the action that follows the gesture is working too as each gesture results in a different
action taking place, in this case, the Peace gesture should result in the hand being reset.
What this result has shown is the AI can understand what gesture the user is performing,
which allows the correct action to be translated to the hand.

Fig. 5. Recognition of the okay gesture

Figure 4 (right panel) shows the L gesture that is included in the five gestures that
were used in the project, as you can see when the test was performed the AI was able to
correctly predict what gesture the used performed and give the researcher a very good
prediction score. In this case, the score was 100%which is good this means that the AI is
100% sure that the gesture performed is the L gesture like with the fist gesture this could
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be a very good test result or something wrong with the AI more testing will confirm this
to the researcher. Not only that but the action that follows the gesture is working too as
each gesture results in a different action taking place in this case, the L gesture should
result in the hand being reset. What this result has shown is the AI can understand what
gesture the user is performing, which allows the correct action to be translated to the
hand.

Figure 5 displays theOkay gesture that is included in the five gestures that were used
in the project, as you can see when the test was performed the AI was able to correctly
predict what gesture the used performed and give the researcher a very good prediction
score. In this case, the score was 100% which is good this means that the AI is 100%
sure that the gesture performed is the Okay gesture like with the fist gesture this could
be a very good test result or something wrong with the AI more testing will confirm this
to the researcher. Not only that but the action that follows the gesture is working too as
each gesture results in a different action taking place in this case the Okay gesture should
result in the hand being reset. What this result has shown is the AI can understand what
gesture the user is performing, which allows the correct action to be translated to the
hand.

Table 1. Accuracy of the five gestures’ recognition [%]

Trial Gesture 1 -
Palm

Gesture 2 - Fist Gesture 3 -
Peace

Gesture 4 - L Gesture 5-
Okay

1 87 100 93 100 100

2 75 90 80 69 80

3 88 93 77 73 74

4 98 81 68 71 84

5 74 89 82 87 90

Average 84 92 80 80 86

Table 1 is a table that holds the results of each gesture that has been tested five times
using our AI not only that, but at the bottom of the table, each gesture has been given
an average score based on the results from the tests. All the results are quite good none
of the prediction scores are less than 50% which is really good as a score which is 50%
or lower tells us that the AI isn’t really sure amount the prediction even if the prediction
is correct, but our AI is often confident about the prediction which is why these scores
are higher as the AI is confident about the result. Not only are the individually scores
well the Average scores are good as well especially the Fist gesture which performed
the best overall this could be because of how simple the gesture is compared to some of
the others like the Okay and L gesture, or it could be that the training data was better.

Overall the gesture results have proven that the gesture recognition project was
successful as the AI was able to understand what gesture the user had performed and
was able to provide a good prediction score with the correct action for each of the
gestures. The only part of the project that couldn’t be tested was how well it would
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communicate with the robot hand, at the early stages of this project a robotic hand was
used to see how communication could be done and the results were good the AI was
able to send a letter when a certain gesture was performed and the hand would respond
but this tested was done very early, and no evidence was recorded.

3.2 Objects Detection

As the number of objects that can be detected and recognized by this projects AI is
many, it makes sense only to show a few objects to prove that the AI works for different
objects to show that the AI works only five single objects will be shown and one multiple
objects. Six results will be displayed each with an explanation about the result after that
a table will show the accuracy of these five objects when tested multiple times.

Fig. 6. Object recognition performance while detecting a book (left panel) and a mobile phone
(right panel)

In Fig. 6 (left panel) which was the first object that was tested on the AI out of the
five single objects as you can see from the image above the AI has been able to detect
that an object is present and the AI has also been able to recognize what the object is
correctly. This can be seen by the border that the AI creates around the object, in this
result, the AI believes this object is a book with a confident score of 81%which is a very
high score this tells the researcher that the AI is certain that this object is a book.

Figure 6 (right panel) is the second object that was tested on the AI out of the five
single objects as you can see from the image above the AI has been able to detect that an
object is present and the AI has also been able to recognise what the object is correctly.
This can be seen by the border that the AI creates around the object, in this result, the
AI believes this object is a phone with a confident score of 80% which is a very high
score this result tells the researcher that the AI is certain that this object is a phone.

Figure 7 (top left panel) is the third object that was tested on the AI out of the five
single objects as you can see from the image above the AI has been able to detect that an
object is present and the AI has also been able to recognize what the object is correctly .
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This can be seen by the border that the AI creates around the object, in this result the AI
believes this object is scissors with a confident score of 69% which is still a good score
not as good as the other two but still good enough for this object project this result tells
the researcher that the AI is certain that this object is a pair of scissors.

Fig. 7. Object recognition performance while detecting a scissor (top left panel), an apple (top
right panel) and a banana (bottom panel)

As it can be noticed in Fig. 7 (top right panel), this was the fourth object that was
tested on the AI out of the five single objects as you can see from the image above the AI
has been able to detect that an object is present and the AI has also been able to recognize
what the object is correctly. This can be seen by the border that the AI creates around
the object, in this result the AI believes this object is an apple with a confident score of
57% which is still a good score not as good as the other two but still good enough for
this object project as any score over 50% is useable this result tells the researcher that
the AI is certain that this object is an apple.

As it can be observed in Fig. 7 (bottom panel), this was the 5th object that was tested
on the AI out of the five single objects as you can see from the image above the AI has
been able to detect that an object is present and the AI has also been able to recognise
what the object is correctly. This can be seen by the border that the AI creates around
the object, in this result the AI believes this object is a banana with a confident score of
74% which is a very good score not as good as the first and second objects but still good
for this object project this result tells the researcher that the AI is certain that this object
is a banana.
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Fig. 8. Object recognition performance while detecting multiple objects

Figure 8 is the result from the multiple objects results that were taken from the AI
project as you can see the AI has been able to detect that more than one object is present
and has also been able to correctly recognize each of the objects that the AI can see.
This can be seen by the borders that the AI creates around the objects, in this result,
the AI believes that three objects are present which is an apple with an 80% confident
score, banana with a 77% confident score and a cup with a 63% confident score. All
these results are good scores as the AI has to work harder to understand the borders of
each object and what each object is, this result tells the researcher that the AI can detect
and recognize more than one object at one time.

Table 2. Accuracy of the object recognition, single object configuration [%]

Trial Object 1 book Object 2 phone Object 3
scissors

Object 4 apple Object 5 banana

1 81 80 69 57 74

2 85 95 79 66 69

3 78 82 61 73 59

4 95 72 81 86 86

5 73 77 83 69 74

Average 82 81 75 70 72

Table 2 holds the results of some of the single object which have been tested five
times using our AI not only that but at the bottom of the table, each object has been
given an average score based on the results from the tests. The individual scores of the
objects are very good as these scores prove that the AI can accurately recognise these
objects with the highest being 95% which is the phone and book object and the lowest
being 57%which is the apple object. Not only are the individual scores good the average
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scores are very good as well this proves that the AI can understand what these objects
are most of the time which is useful as it allows the researcher to know which object is
easier for object recognition and which are harder.

Table 3. Accuracy of the object recognition, multiple objects configuration [%]

Test number Book, phone
& cup

Phone, apple
& cup

Cup, banana
& book

Apple, banana
& cup

Banana, book
& phone

1 72 80 84 67 70

2 68 78 76 70 88

3 69 72 60 86 81

4 91 58 79 88 63

5 70 85 68 73 87

Average 74 75 73 77 78

Table 3 holds the results of all of the multiply object that have been tested these
objects have been tested five times using our AI not only that but at the bottom of the
table, each object has been given an average score based on the results from the tests
unlike the single objects test the individual scores here are an average of all three objects
that performed in that group.

The individual scores of the multiply objects are very good as these scores prove that
the AI can accurately recognize these objects with the highest being 91% which is the
Book, Phone and Cup group and the lowest being 58% which is the Phone, Apple and
Cup group. Not only are the individual scores good the average scores are very good as
well this proves that the AI will understand what these objects are most of the timewhich
is useful as it allows the researcher to know which object is easier for object recognition
and which are harder.

By comparing Tables 2 and 3 together certain statements can be made about the AI,
one of the statements that can be said is that this AI performs better at single object
detection and recognition compared to multiply object detection and recognition this is
shown by the average scores in both tables as in the single objects table the overall scores
are higher. Which tells the researcher that single object has a higher chance of being
detected and recognised by the AI not only that, but the individual scores are higher as
well, which further supports this statement.

Overall the object detection and recognition project was a success it did everything
that the researcher wanted it was able to detect most objects that were placed in front
of the camera, and when it did detect an object, it was able to tell us what that object
was with a good prediction score. The only part of the project that wasn’t done was
linking the AI to a robotic hand, but given that most of the work has already been done
it wouldn’t have been hard to write a program that could talk with the hand.
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To finalize the result section, both projects have provided very good results that show
how well each of the projects performed when tested this can be seen in the figures and
the tables that are shown above also each of the results have been talked about in detail
to explain what they mean and finally a brief overview of how the project went in terms
of the results has been detailed. In the next section of the paper, the conclusion will be
discussed this will summaries the projects and include the researcher’s thoughts about
the projects and discuss the future works of this project and the field itself.

4 Conclusion

In this section of the paper, the paper will be summarized this will include what the
researcher’s thoughts about the projects are also the future works of this project will be
talked about plus the future works of this field will be discussed as well.

4.1 Summary

This paper set out to prove that with the help of AI, prosthetic devices could become
smarter, leading to better ways that prosthetic limbs could interact with the real world.
This was first shown with the gesture project by using an AI to detect and understand
what each gesture did it allowed the researcher to control a robotic hand with ease this
resulted in the robotic hand being able to switch to different grasp positionwhich allowed
the robotic hand to interact with different objects in the real world. The object project
followed the same idea as the gesture project but used objects instead of hand gestures,
using an AI to detect and recognize different objects which would then move a robotic
hand so it could interact with that object in the real world.

Both projects have shown that the use of AI and prosthetics together are key in
order to achieve smarter prosthetic as they far surpass any prosthetic device without AI
assistants, that being said one of the main issues with AI-assisted devices at this time is
how to implement the AI. Therefore it can talk with the device or how to implement the
AI into the device itself as having a camera attached to the device isn’t really suitable as
the idea of a prosthetic is to mimic a real limb so having a visible camera closely would
backfire of this idea, but other ways methods could be used in order to allow the AI to
see and talk with the prosthetic limb.

The final thoughts about how the projects went now that the paper is finished are
both projects did what the researcher wanted and fully prove what the paper set out
to do while both projects presented certain issues while in development which is to be
expected the researcher was able to overcome them and create two AI’s that provide
great results. Unfortunately, certain parts of the project couldn’t be done due to the lack
of equipment which the researcher required nevertheless both projects were still able to
provide very good results this ended with the researcher feeling very satisfied with both
projects.
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4.2 Future Research

In terms of both projects, the next step would be to use the AI with a robotic hand to see
how well both can talk to the robotic hand and to see what results can be collected from
these tests this would include creating programs. So that the hand could understand the
signals from the AI also another idea that could be implemented for the gesture project
is having a multiple gesture recognition system like with the object project this way the
user could perform two gestures at one time which could lead to more gestures being
programmed into the hand. But other research that could be explored is the use of BCI
with prosthetics this field is still quite new compared to the other fields as the use of
thoughts to control anything is still out of our hands as researchers don’t fully understand
how to use thoughts to move complex objects like hands or arms, so this field is one
of the most exciting for prosthetics as it opens many different doors which the other
methods could not.

The possible applications from these projects are quite different as both are very
different projects, from the gesture project if some UI could be created then one of
the applications could be a smart home controller where one gesture could turn on the
device while the other gestures control certain parameters of the device like volume,
brightness, lock and unlock. Another application could be for medical use with a focus
on rehabilitation as it could be used to collect data on how well the user can performing
each hand gesture this would tell you if the user can perform the gesture and how well
they can perform the gesture (see also Maereg et al., 2020; McHugh et al., 2020; Secco
et al., 2020; Myers et al., 2021).

The performance of these systems clearly depends on the type of technology that
is used vs the inter-subjects and intra-subject variability of the data: for example, in
(Maereg et al., 2020) we showed that a hand gesture recognition system based on near-
infrared sensing wristband allows an accuracy - over all the subjects involved in the
study – of 98% with a std of 1.8%. However, such a system requires a proper training of
the recognition system and a proper set-up of the sensors whose architecture involves a
higher redundancy vs the proposed system in this paper.

Focusing on this CNN CNN-based Computer Vision Interface, it should be also
mentioned the importance of considering the introduction of a set of features in the pre-
processing of the data in order to improve the data organization and the structure of the
information which are initially provided into the CNN (Buckley et al., 2021). Moreover,
a proper further analysis of the Yolo drawbacks and of the advantages and disadvantages
vs other techniques should be performed (Howard et al., 2022).

For the object project, many different applications could be used the first being
robotics as many robots already use the same technology it could be easily integrated to
work with a pick and place robot as the AI can already detect objects the only difference
is some of the code would need to be changed. So, the AI knows what to do when it
detects the objects. Another application could be tracking objects which could be used
in surveillance so when an object comes within view of a security camera it could be
able to detect what object is in front of the camera and be able to track where that object
has moved this could be used on multiple cameras. So, the AI could track a person that is
moving from one camera’s view to another’s camera view this could help identify where
a person is going as the AI could highlight them making it easier to see where they are
heading which could be used in police work.
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Abstract. Over the past few years, a significant part of scientific research has
been focused on the assistance of patients who suffer from obesity or diabetes.
Monitoring the food intake through self-report in diet control applications has been
proven both time-consuming and non-practical and can be easily sidelined espe-
cially by children. In this paper, we propose the design and development of a novel
system, which will assist obese or diabetic patients.We have implemented transfer
learning as well as fine-tuning to different pre-trained CNN models to automat-
ically distinguish dessert from non-dessert food images. For further training of
these deep neural networks, a new dataset was constructed, which derived from
the original Food-101 dataset. To be precise, 19 categories of desserts were used,
which correspond to 19K images combined with 19K images of non-desserts.
Google InceptionV3 architecture appeared to have the best performance, reach-
ing a validation accuracy of 95.89%. To demonstrate feasibility of out platform
and the independence of data biases, we constructed another data collection of
food images, which was captured under challenging light and angle of capture
conditions.

Keywords: CNN · Computer vision · Deep learning · Image recognition ·
Dessert recognition · Food Image · Image pre-processing · Diabetes · Obesity

1 Introduction

It is known that food intake is essential for the preservation of human life. The nutrients
in food enable the cells in our bodies to perform their necessary functions. However,
it is also proven to be an important risk factor for people who suffer from many com-
mon chronic non-communicable diseases such as obesity [1, 2], which comprises one
alarming public health issue. In 2016, more than 1.9 billion adults and over 340 million
adolescents were overweight according to the World Health Organization1. In recent
years, junk food has become part of our everyday diet, especially for children [3–5].

1 https://www.who.int/.
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Multimedia and commercial stimuli have led many young people to consume unhealthy
edible products, unaware of their poor nutritional value. Serious life-threatening dis-
eases, such as childhood obesity and diabetes emerge mainly in western countries, due
to improper diet habits.

To address this situation, the nutrition industry supplied several diet plan proposals.
At the same time, diet tracking applications have been developed, employing large
databases of food images and their respective nutritional values. Initially, this issue
was confronted by the development of applications for manual food logging and user’s
self-reports, which demonstrated warnings and dietary plans [6].

Nevertheless, those recording systems were often used incorrectly by the patients
since they relied onmanual input. Theywere prone to recall bias issues and couldmislead,
resulting in the exacerbation of patients’ medical conditions. In addition, because of
their complex usage, they were often easily sidelined. More specifically, children and
adolescents face difficulties in self-reporting food intakes due to issues related to recall
or monotonous text reporting.

This work aims to the implementation of a new technology, which will automatically
identify foods containing sugar. The feasibility of these research efforts should assist in
the maintenance of a healthier lifestyle by encouraging healthy food consumption at an
early age. In contrast with previous research, this work probes the performance of an
automated dessert recognition system under challenging image acquisition conditions.

2 Related Work

When focusing on this area, there are limitations and challenges to consider, such as the
negligible intra-class differences within the food images. Data collections were soon cre-
ated, playing the role of benchmarks. Food-5K on the one hand and Food-11 on the other
were used to solve the binary and the multiclass problem respectively. The preliminary
approach employed hand-crafted features and the extraction of feature descriptors, such
as SIFT, SURF, BRIEF, etc. [7]. However, this traditional method was outperformed
by newer technological developments, such as deep learning techniques. The extraction
of features is now performed by CNNs, which convolve the input image with specific
kernels (also known as filters). Those visual features are reflected in the activation of
internal neurons’ layers. While the layers on the input side correspond to more syntactic
information, the layers closer to the output convey more semantic information [8]. The
two methods are illustrated in Fig. 1.

Bossard et al., [9] introduced a publicly available food image dataset, Food-1012,
with 101 food categories. They also examined a weakly supervised method to mine
discriminative componentswith RandomForests, reaching an accuracy of 50.76%.More
recently, Şengür et al. examined a feature concatenation method [10], employing the
last two fully connected layers of AlexNet and VGG-16. The reported accuracy on
the binary problem was 99%, while on the Food-101 challenge they achieved 79.86%.
Attokaren et al. [11] leveraged the pretrained Google InceptionV3model in combination
with a multi-crop evaluation technique and obtained 86.97% accuracy. Apart from the

2 https://data.vision.ee.ethz.ch/cvl/datasets_extra/food-101/.

https://data.vision.ee.ethz.ch/cvl/datasets_extra/food-101/
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general food recognition problem, the scientific community focused on the detection of
unhealthy eating habits. Aiming to strengthen themotivation of children to adopt healthy
diet habits, a recent work [12] proposed a social robot-based platform, based on camera
images that are automatically captured by a commercially available social robot. The
measured validation accuracy in a dataset of 53884 images was 99.68%.

Fig. 1. (a) Traditional computer vision vs (b) Deep learning technique.

In this paper, we present the design and deployment of a dessert recognition system.
The outcomes of this research are intended to contribute to the development of an end-to-
end diet suggestion assistant that will address the threatening issue of childhood obesity.
The structure of the paper is as follows; in the next section, we introduce the proposed
methodology. Section 4 demonstrates the results and feasibility of our method. Finally,
we discuss the conclusions in Sect. 5.

3 Proposed Method

In this section, we present the proposed workflow for system development. We describe
our methods for dataset construction, data augmentation, transfer learning and the
training process.

3.1 Dataset Construction

To the best of our knowledge, there is no previous research on the topic of automatic
dessert recognition. Thus, the initial challenge was to create a dessert dataset. We gath-
ered food images from the Food-101 dataset. Specifically, 19 categories (apple pie,
baklava, beignets, carrot cake, cheesecake, chocolate cake, chocolate mousse, churros,
crème brulee, cupcakes, donuts, frozen yogurt, ice cream, macarons, panna cotta, red
velvet cake, strawberry shortcake, tiramisu and waffles) provided us with 19k images
of desserts, while the remaining 82 categories were used to randomly sample without
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replacement 19k images of non-dessert images. The workflow described above resulted
in a dataset of 38k images and was subsequently split into training, validation and testing
partitions. 80% of the dataset was used for the training set, while validation and testing
sets corresponded to the 15% and 5% of the dataset, respectively. Some samples are
illustrated in Fig. 2.

Fig. 2. Dessert images of desserts from 19 categories

3.2 Data Augmentation

To enrich the training samples and enhance the generalizability of the system, a data
augmentation process was implemented. Hence, we used torchvision’s transforms to
randomly flip the input image horizontally and vertically, to rotate it in a random angle
from 0 to 45° and to adjust the color jitter. For the classification of unknown images, we
used a multi-crop (10-crop) strategy, which produced 10 crops for each image (upper
left, upper right, lower right, lower left, centre and their flipped versions). The images
were finally normalized, according to the ImageNet standards.

3.3 Transfer Learning

The proposed method is based on the fine-tuning of deep pre-trained CNNs. In this
paper we compare four different prestigious architectures: Google InceptionV3 [13],
Resnet101 [14], VGG16 [15] and MobileNet [16] to address the problem of binary
classification. The InceptionV3’s architecture is shown in Fig. 3. For the implementation
of the method, both Tensorflow and PyTorch frameworks were used. The output of the
models was modified to the following sequential layers:

• Average Pooling 2D with output size = (1,1)
• Dropout (with different probability depending on the different architectures)
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• Linear layer with 1 node, L2 regularization= 0.0005, sigmoid activation function and
Xavier uniform initializer [17].

Fig. 3. InceptionV3 architecture (https://cloud.google.com/tpu/docs/inceptionv3-advanced)

3.4 Training Process

Three different strategies were considered for the fine tuning of the models described
above. Firstly, the layers of the models were immediately unfrozen, while on the second
case we examined a more gradual learning. Specifically, the second method included
an initial training of the classifier layer, followed by the training of the entire model.
Nonetheless, the impact of the interpolation of an intermediate training stage on a part
of the total model’s parameters was also investigated.

The optimization algorithm used was the Stochastic Gradient Descent, which is an
optimizer with a good performance over large data-sets. The loss function used across
all models was binary cross entropy:

J (w) = − 1

N

∑N

n=1

[
yn log ŷn + (1− yn) log

(
1− ŷn

)]
(1)

The hyperparameters used in each training scenario were generally different; how-
ever, the initial learning rate was 0.008 and after a certain number of epochs it was
decreased by half for each training stage. Themomentumwas set to 0.9. The hyperparam-
eters of the InceptionV3 model, which achieved the highest accuracy in our evaluation
set, are the following:

• Initial learning rate = 0.008
• Momentum = 0.9
• Decreasing learning rate by half every 10 epochs.
• Trained to binary cross-entropy loss 0.0910 after 27 epochs.

https://cloud.google.com/tpu/docs/inceptionv3-advanced


A Deep Learning-Based Dessert Recognition System 65

4 Results

This section describes and compares different results found in our experiments. The
obtained results for various models on the original Food-101 dataset are tabulated in
Table 1. To generalize our conclusions, we examine the effectiveness of our system for
manually captured images in Table 2.

4.1 Food-101 Evaluation

Our system development utilized Tensorflow and PyTorch, two open-source machine
learning platforms. The training process was executed on Google Colaboratory3, lever-
aging 12 GB of RAM and an NVIDIA Tesla K80. Different deep learning architectures
and training strategies were simulated. The three different strategies described above
are indicated as unfrozen (1 stage), 2 stages and 3 stages. Classification accuracy and
binary cross entropy loss were used as evaluation metrics and they are illustrated in the
following table:

Table 1. Training metrics

Model Stages Dropout Train Loss Val. Loss Train Acc. Val. Acc.

InceptionV3 unfrozen 0.5 0.0910 0.1164 96.30% 95.89%

InceptionV3 3 stages 0.5 0.0777 0.1230 96.83% 96.16%

InceptionV3 2 stages 0.75 0.0733 0.1616 97.12% 95.46%

ResNet101 unfrozen 0.6 0.1451 0.1269 93.99% 95.68%

ResNet101 2 stages 0.75 0.0776 0.2379 96.91% 94.12%

VGG16 unfrozen 0.5 0.4383 0.3475 79.10% 85.77%

MobileNet unfrozen 0.2 0.1097 0.1309 95.63% 95.42%

For a more detailed interpretation of the results, we extracted the confusion matrices
and the ROC curves for the validation and training sets of the aforementioned dataset.
As has already been discussed, we employed a voting ten-crop strategy to achieve a
higher evaluation performance. The measured accuracies were 95.89% and 95.79%, for
the validation and the test set, respectively. Those evaluation metrics for the unfrozen
InceptionV3 model can be seen in Fig. 4 and Fig. 5.

3 https://colab.research.google.com/notebooks/intro.ipynb?utm_source=scs-index.

https://colab.research.google.com/notebooks/intro.ipynb?utm_source=scs-index


66 D.-M. Exarchou et al.

4.2 Real Conditions Evaluation

To evaluate the performance of our model in real food image captures, with challenging
light conditions and capture angle,we also created a data collectionof 214 real-conditions
images. Some examples are depicted in Fig. 6. To evaluate the real-conditions perfor-
mance, we examined the ten-crop strategy in comparison with the simple prediction
method. The highest classification accuracy was obtained for the InceptionV3 unfrozen
trainedmodel, while ResNet101 performed also up to the mark. The performances of the
different architectures are shown in Table 2. Some examples of predictions are illustrated
in Fig. 7.

Fig. 4. Confusion matrix and ROC curve for the validation set

Fig. 5. Confusion matrix and ROC curve for the test set
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Fig. 6. Real captures examples

Table 2. Real-conditions captures performance

Model Training Evaluation Acc. without ten-crop Evaluation Acc. with ten-crop

InceptionV3 unfrozen 94.86% 95.79%

InceptionV3 3 stages 89.25% 92.52%

ResNet101 unfrozen 89.25% 92.99%

VGG16 unfrozen 85.05% 82.24%

MobileNet unfrozen 90.65% 89.25%

4.3 Computational Complexity

In the real scene, such systems are usually deployed on mobile devices, which have
limited storage and battery capacity. Thus, computational complexity is as important as
accuracy of recognition. Computational complexity depends on both the total number
of parameters and the prediction time. The prediction time of an image includes the
time of image transformation, as well as the time of forward propagation in the model.
These metrics for the various models are shown in Figs. 8 and 9, respectively. The
lightest and fastest model is MobileNet, while the slowest and most complex is VGG16.
In our analysis we chose InceptionV3. This model is twice as slow as MobileNet and
requires five times more space to store. Therefore, in applications that require speed or
low memory consumption MobileNet could be selected.



68 D.-M. Exarchou et al.

Fig. 7. Real captures predictions
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5 Discussion

In the past decade the interest of the scientific community in computer vision was ignited
by the challenging task of food recognition. As machine learning approaches require a
large range of data, popular large datasets for food classification were presented and the
necessity for even richer datasets with specific attributes was emphasized. In this paper,
we aimed to solve the urgent problem of recognizing foods containing sugar by lever-
aging deep learning techniques. We presented the design of a system for automated diet
tracking, which was relied on pretrained CNNs. Our model constitutes an autonomous
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computer vision system aimed at the dietary assessment of obese or diabetic patients.
Our objectivewas to create a system that can be used requiringminimal user interactions,
so that it can be used independently from the user’s technological literacy.

For the fine tuning of our model, we introduced a new data collection which derived
from the original Food-101 dataset. This data collection was split into training, vali-
dation and testing sets and the reported evaluation accuracy was 95.89% and 95.79%
for the validation and test set, respectively. To demonstrate the adequacy of our sys-
tem we measured its performance in real conditions. Upon examining the results of the
experiments, it is worth mentioning that only InceptionV3 that followed the unfrozen
training strategy, managed to cope with this difficult challenge. This shows that with
proper training data there are no limitations on the conditions under which a photograph
is captured. However, there are restrictions on the identification of types of foods, with
which the model has not previously interacted during the training phase.

Future work would involve some optimization on hyperparameters and model com-
ponents such aswhich layers to freeze during transfer learning. Due to limited computing
resources and time constraints, the choice of the model architecture was made empir-
ically with respect to the measured performance. Nonetheless, a grid-search for the
optimization of hyper parameters search would have been more efficient. Furthermore,
we contemplate reinforcing the capabilities of our system to recognize different food
categories. An automatic calories estimator would provide a crucial assistance in the
fight against obesity. Finally, the usability of the system will significantly improve if we
integrate it into mobile devices, creating an Android application.

In conclusion, with this workwe laid the foundations for the creation ofmore specific
datasets around food and the nutritional value of the individual ingredients. The scope
of this research includes the mobilization of technological advances in the direction of
combating the scourge of the unhealthy diet. For this reason, the work presented in this
paper is a step towards engagement with healthy dietary habits.

Acknowledgments. This project has received funding from the European Union’s Horizon
2020 research and innovation programme under grant agreement «GATEKEEPER/857223 Smart
Living Homes – Whole Interventions Demonstrator for People at Health and Social Risks»
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Abstract. Epilepsy cannot be underestimated as it can negatively
impact every one of all ages and reduce the quality of life. Epilepsy can
lead to sudden tumble and loss of awareness or consciousness, distur-
bances of movements. Fortunately, epilepsy seizures can be controlled if
epilepsy is detected and treated properly. One of the widely used methods
for detecting and diagnosing epilepsy is monitoring and analyzing elec-
troencephalogram (EEG) signals. However, the traditional methods of
monitoring and analyzing EEG have some challenges such as high costs,
requirements of experienced medical experts, non-scalability, or non-
support real-time and long-term monitoring. Therefore, in this paper,
we present an advanced deep learning neural network approach for the
automatic detection of epilepsy seizures. The proposed approach with
a customized attention mechanism can be used for a single EEG chan-
nel. We evaluate the approach with the Bonn dataset and the CHB-MIT
dataset and achieved higher than 98% accuracy, 99% sensitivity, and 98%
specificity for a single EEG channel in most of the cases. The results
show that the proposed approach is a potential candidate for enhancing
automatic epileptic seizure detection systems.

Keywords: Epilepsy · Seizure · Deep learning · Attention
mechanism · EEG

1 Introduction

Epilepsy which is a non-communicable neurological disease, is a central nervous
system disorder. The brain activity of a person with epilepsy can become abnor-
mal, causing seizures or uncommon physical behaviours [1]. Epilepsy can occur
and affect anyone regardless of ages, genders, and human races [1,2]. Although
epilepsy is not a contagious disease, epilepsy cannot be underestimated [2,3].
Epilepsy can lead to sudden tumble and loss of awareness or consciousness, dis-
turbances of movements [3]. People with epilepsy have a three-time higher risk
of premature death than normal healthy people [3]. For instance, an epilepsy
seizure occurring at a certain time can lead to serious consequences such as
sudden falling, drowning, and car accidents [1].
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Epilepsy can be categorized into sudden and long-term recurrent epilepsy.
Sudden epilepsy means that a patient will have seizures unexpectedly in a ran-
dom interval whilst seizures of recurrent epilepsy occur repeatedly. Therefore, it
is more difficult to deal with or diagnose sudden epilepsy than long-term recur-
rent epilepsy. Both epilepsy types can negatively impact a patient’s quality of
life. In clinical, epileptic seizures can be categorized into three types including
focal onset, generalized onset, and unknown onset depending on the location
where the epileptic seizures are activated. Particularly, focal seizures occur on
a certain location of a brain and mainly affect one cerebral hemisphere whilst
generalized seizures begin in both halves (hemispheres) of the brain at the same
time [4]. The unknown onset seizures are the special type in which the beginning
of a seizure is unknown. The unknown onset seizures often occur at night and
later might be diagnosed as a focal or generalized seizure [5].

Fortunately, epilepsy seizures can be controlled if epilepsy is detected, diag-
nosed, and treated properly. For instance, it is estimated that more than 70%
of the people having epilepsy could avoid seizures if they have used anti-seizure
medicines [3]. Currently, the two most common predictors of seizures recurrence
are a documented etiology of the seizure and an abnormal electroencephalogra-
phy [3]. A documented etiology of seizure mainly relies on the medical history col-
lections that have many drawbacks including unreported and missed cases. The
method of using Electroencephalogram (EEG) signals seems to be more appro-
priate as it can overcome the existing limitations of the documented etiology.

Many approaches have been proposed for the automatic detection of epilep-
tic seizures. Among these approaches, systems based on machine learning are
widely used as these systems can help achieve a high accuracy level of seizure
detection. [6–10]. However, it is still required to have more advanced approaches
that can help improve the accuracy of automatic detection of epileptic seizures.
Therefore, to achieve the target, this paper proposes an effective and versatile
neural network approach based on a customized attention mechanism. The app-
roach uses a single-channel EEG for detecting epilepsy seizures and is evaluated
with the Bonn dataset [11] and the CHB-MIT dataset [12] that are open-source
and widely used datasets.

The rest of the paper is organized as follows: Sect. 2 reviews the related
work. Section 3 introduces the methodology applied in the proposed app-
roach. Section 4 discusses the experimental results and performance evaluation.
Section 5 concludes this work and discusses the future work.

2 Related Work

Different approaches are proposed for the automatic detection of epileptic
seizures. Many of them have applied traditional machine learning algorithms.
For instance, Bajaj et al. [13] proposed a EEG classification method based on
empirical mode decomposition. The method utilized Hilbert-Huang transform
and least squares support vector machine for the seizure classification and its
results reach an accuracy of 97.82%. Xie et al. [14] introduced a method using a
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sparse functional linear model based on wavelet to extract EEG features. Then,
the authors applied a simple neural network model for classification. Samiee
et al. [15] proposed a EEG feature extraction method. The collected EEG seg-
ments were mapped into an image that was used as an input of a gray level
co-occurrence matrix to extract multi-variate features. The results showed that
the method achieved sensitivity and specificity of 70.19%, and 97.94%, respec-
tively. Parvez et al. [16] used a phase correlation algorithm to detect local fea-
tures and a relative correlation between adjacent EEG waves. The EEG signals
were divided into epochs and arranged in the form of a 2-dimensional matrix.
Then, the signals were applied transformation and decomposition methods for
extracting features that were finally classified with least squares support vec-
tor machines. The results showed that the proposed method could achieve up
to 97.32% sensitivity, and 96.68% specificity. Jaiswal et al. [17] proposed two
feature extraction techniques for classifying EEG signals. The results showed
that the proposed techniques with ANN classifier could reach an accuracy of
99% for both cases of normal and epileptic EEG signals. Tzimourta et al. [18]
introduced a multicenter method based on discrete wavelet transform for auto-
matically detecting seizure. The authors applied decomposition of 5 levels and
extracted 5 features. The classification results showed that the presented method
could reach 95% accuracy. Mahmoodian et al. [19] introduced an approach for
epileptic seizure detection using cross-bispectrum of EEG signals. The approach
could achieve an accuracy of 96.8% specificity of 96.7%, and sensitivity of 95.6%.

In addition to the above-mentioned approaches, deep learning becomes widely
used in EEG analyses, especially self-feature extraction. Ullah et al. [20] pre-
sented an automated system for epilepsy detection using EEG signals. The sys-
tem was based on one-dimensional convolutional neural network (P-1D-CNN)
models. The system was tested with the University of Bonn dataset and achieve
a high level of accuracy of 99% in many test cases. The authors claimed that
the system can be customized for other applications detecting other similar dis-
orders. Wang [21] introduced an approach based on deep learning for classifying
different classes of EEG involving seizures. The authors applied one-dimensional
CNN consisting of three convolution layers and three fully connected layers. The
proposed model was tested with the University of Bonn dataset. The results’
accuracy was 97.63%–99.52% in the two-class classification, 96.73%–98.06% in
the three-class classification and 93.55% in five-class classification. Türk et al.
[22] applied continuous wavelet transform to achieve two-dimensional frequency-
time scalograms which were then fed for a CNN model to learn the properties of
the scalograms. The accuracy results were 98.5%–99.5% in the two-class classifi-
cation, 97.0%–99.0% in the three-class classification and 93.6% in the five-class
classification. Acharya et al. [23] proposed an approach base on deep convolu-
tion neural networks for automated detection and diagnosis of seizure. A 13-layer
deep convolution neural network algorithm could achieve 88.67% accuracy, 90%
specificity, and 95% sensitivity. Lu et al. [24] presented an approach based on a
convolution neural network with residual connections for epileptic EEG classifi-
cation and automated seizure detection. The results showed that their approach
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could achieve up to 91.8% accuracy when experimenting with the Bern-Barcelona
dataset. Asif et al. [25] proposed a framework based on multi-spectral deep fea-
ture learning for seizure type classification.The framework has experimented
with Temple University Hospital (TUH) EEG dataset and achieved a weighted
F1 score of 0.98 for seizure type classification.

3 Methodology for Epileptic Seizure Detection Using
a Single EEG Channel

In this paper, an approach for epileptic seizures detection using a single EEG
channel is proposed. The approach consists of three main stages: feature extrac-
tion, classifier training, and classifier evaluation. For feature extraction, a neural
network structure based on an attention mechanism is designed. The neural
network structure is shown in Fig. 1.

Input

Convolution
layer

Inception
Module

Residual
Module

Attention
Module

Residual
Module

Attention
Module

Residual
Module

Pooling
Layer

Dense
Layer

Output

Fig. 1. The proposed neural network structure for a single EEG channel

Before being fed to the structure, raw EEG signals are pre-processed. The pre-
processing stage includes data normalization, data fitting, and data re-sampling.
In data normalization, raw EEG data having different measurement scales is
normalized to have the same scale. We used the standard score method (Y =
X−μ

σ ) which is suitable for distributed data like EEG. In the equation, X and Y
are input and output while μ and σ are the mean value and standard deviation,
respectively.

It is noticed that raw EEG data from different EEG measurement systems or
datasets can be collected by different sampling frequencies. However, the input
size should be uniformed. Therefore, data fitting and re-sampling are necessary.
First, the B-spline representation [26] of the normalized input is found. Then, the
fitted model is re-sampled by a particular frequency. As known that the energy
distribution of EEG is mainly between 0.3 Hz and 80 Hz where the frequency
components are α wave (8 Hz–13 Hz), β wave (13 Hz–30 Hz), δ wave (0.5 Hz–
3.5 Hz), θ wave (4 Hz–8 Hz), γ wave (30 Hz–80 Hz). The effective frequency of
EEG signals is not the same but it varies within 0.5 Hz–50 Hz [27]. It would be
perfect if the EEG sampling rate is higher than 160 Hz then anti-alias can be
achieved without any effort. However, when the neural network structure is too
large or deep, the computational time for dealing with the large number of input



Detection of Epilepsy Seizures Based on Deep Learning 75

samples could be very large. In our cases, we would like to develop automatic
epileptic seizure detection edge and fog based systems that have limited resources
(i.e., computation and memory) comparing to Cloud servers’ resources. There-
fore, we could not use the original sampling rate of the Bonn EEG dataset (i.e.,
173.6 Hz corresponding to 4096 data points in 23.6 s). We had to find out the
suitable EEG sampling rate which can achieve reasonable computational time
while maintaining a high level of accuracy, sensitivity, and specificity. We tried
different sampling rates ranging from 43 Hz to 173.6 Hz from the Bonn EEG
dataset by applying moving average filers. Thanks to the cleanness of the EEG
signals in the dataset as noises causes by external environments were already
removed by experts, results of seizure detection from the applied EEG sampling
rates are almost similar in terms of accuracy, sensitivity, and specificity. How-
ever, due to our large network, the computational time is dramatically different
(e.g., about 4–8 times) between 43 Hz sampling rate and 86 Hz sampling rate.
Hence, to reduce computational time and cover most of the characteristic waves
(i.e.,α, β, δ, and θ waves) of epilepsy, we decided to apply 43 Hz sampling fre-
quency which corresponds to 1024 points during 23.6 s from the dataset. This
selection will be a premise for our future work where some parts of data process-
ing and feature extraction will be run at edge and fog devices. Nevertheless, it
is recommended to apply the higher EEG sampling frequency such as 173.6 Hz,
or even much higher when Cloud-based systems having powerful computational
resources are used. Due to the scope of the paper, edge and fog computing is not
discussed in this paper. The detailed information of edge and fog-based systems
for health monitoring including requirements and specifications are discussed in
detail in [28–30].

Due to the scope of the paper, theoretical information of CNN including the
convolution layer, pooling layer, activation function, batch normalization layer,
and loss function will not be described in this paper. The detailed information of
CNN can be found in [31]. The core of the proposed CNN structure is an atten-
tion module based on the attention mechanism that is inspired by an attention
mechanism used in computer vision [32]. In general, the attention mechanism
helps detect a focused point and enhances the representation of an object at
that point. Via our experiments, we found that a neural network structure with
the attention mechanism can be a good premise for EEG signal processing.
Therefore, the attention mechanism is utilized and customized in the proposed
approach for processing EEG signal processing.

In the customized attention mechanism, attention modules shown in Fig. 2
have been designed. Each attention module can be split into an attention trunk
and a skip connection. In an attention trunk, the output from the previous
module (i.e., residual module) is an input of the trunk. The bottom-up and top-
down structures described in [33] are applied to achieve the same size attention
mask M(x). This structure imitates the feed-forward and feedback attention
procedure which is similar to the feature selection process of a feature pyramid
network [33].
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Fig. 2. The proposed attention module for single EEG channel

The output of the attention module is calculated via a formula: Hi,c(X) =
M i,c(X) ∗ T i,c(X) where i is a range of all the input spatial locations, X is an
input vector, M i,c(X) and T i,c(X) are the output of an attention trunk and
a skip connection part, respectively. Another important part of the attention
mechanism is an attention mask which is used as a feature selector during the
feed-forward process and a gradient updater during the backpropagation process.
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Fig. 3. The basic residual block

The basic residual block of the residual module is shown in Fig. 3 where input
and output are vector x and vector y; H(x) and F(x) are the function of the whole
residual block and the residual function, respectively. The whole residual block
can be represented via the formula: y = H(x) = F (x) + x. Since the residual
block has two weight layers, the whole residual block can be expressed as by the
formula: y = F (x,Mi) + x. In our structure, several residual blocks are used to
build a residual module which can be seen in Fig. 4.
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Fig. 4. A three-layer stacked residual module

To extract useful features from EEG, an inception module placing at begin-
ning of the proposed structure was designed based on the inspiration of the
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design of the inception network [34,35]. In the inception module, several kernels
having a size of 1× 3, 1× 5, and 1× 7 are used for the basic convolution layer to
avoid patch-alignment issues. Before these kernels are applied, the 1× 1 kernel
is applied for reducing computation. The result of each convolution is concate-
nated for forming a multi-dimensional tensor which will be used as an input of
other modules. The structure of the inception module is shown Fig. 5.

Fig. 5. Inception module structure

4 Experimental Results and Performance Evaluation

We used a cross-validation method and two different datasets such as the Bonn
dataset and the Children’s Hospital of Boston-Massachusetts Institute of Tech-
nology Dataset (the CHB-MIT dataset) to evaluate the proposed neural network
structures [11,12]. In the cross-validation method, a small set of data is fed into
the structures and the model’s performance is estimated when it applies predic-
tions on unseen data. The overall procedure of the cross-validation method with
the k-fold described in [36] includes 4 main steps such as (i) randomly shuffling
all the data; (ii) randomly selecting data into k categories; (iii) using each cat-
egory as a testing set to evaluate the model while using all other categories as
a training set to train the model, recording the model’s performance and iter-
ating the process for k times; (iv) Summing up the performance of all models
and concluding the final summary of the proposed neural network structure.
In our experiments, the k time value is set to 10, and the accuracy, sensitivity,
and specificity are calculated per each test. Then, the average parameters of the
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final score of each classifier are used on each task. The formulas for calculating
accuracy (Acc.), sensitivity (Sen.) and specificity (Spec.) are presented below:

Accuracy =
TP + TN

TP + TN + FP + FN
∗ 100%

Sensitivity =
TP

TP + FN
∗ 100%

Specificity =
TN

TN + FP
∗ 100%

where true-positive (TP) is the number of normal signals correctly identified as
normal signals and true-negative (TN) is the number of ictal signals correctly
detected as ictal signals; false-positive (FP) is the number of normal signals which
are incorrectly detected as ictal signals and false-negative (FN) is the number of
ictal signals which are incorrectly detected as normal signals. In the experiments,
different tasks in the Bonn dataset and the CHB-MIT dataset shown in Table 1
are evaluated.

Table 1. Tasks on the Bonn dataset and the CHB-MIT dataset

Task Task meaning Bonn CHB-MIT

dataset dataset

ZO-S Normal - Ictal X X

NF-S Interictal - Ictal X X

Z-S Normal with closed eye - Ictal X

F-S Interictal on focal area - Ictal X

ZONF-S Nonictal - Ictal X X

ZO-NF-S Normal - Interictal - Ictal X X

Z-F-S Normal with closed eye X

- Interictal in focal area - Icta

Z-O-N-F-S All 5 subclass classification X

All the experiments with a single EEG channel in this section are achieved
from a computer having an Intel XEON X5675 processor and an NVIDIA
GeForce GTX1080Ti GPU that have specifications (e.g., memory and compu-
tation) similar to edge and fog devices used by typical health monitoring sys-
tems. The deep learning framework is PyTorch [37]. The performance results of
the proposed network structure for a single EEG channel are compared with
the state-of-the-art approaches including deep-learning-based and traditional
algorithm-based approaches. The comparison results are shown in Table 2. The
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results show that the proposed approach can achieve nearly 100% accuracy in
many tasks such as ZO-S, NF-S, Z-S, F-S, ZONF-S, Z-F-S except for the case
of all 5 subclass s which have 86.4% accuracy. The reason for a high accuracy
rate is that normal signal segments, interictal signal segments, and ictal signal
segments are clearly distinguished in the Bonn dataset. One of the reasons caus-
ing a lower accuracy rate in the case of 5 subclasses is that the data of cases of
“eye open” and “eye closed” is not much different. In some data segments, the
data of these cases is almost similar. This issue also affects the results of other
state-of-the-art approaches [23,24].

Table 2. Comparison with state-of-the-art approaches when evaluating on the Bonn
dataset

Task Acharya et al. [23] Lu et al. [24] Tzimourta et al. [18] Our proposed approach

Acc. Sen. Spec. Acc. Sen. Spec. Acc. Sen. Spec. Acc. Sen. Spec.

ZO-S 0.990 0.970 1.0 0.993 1.0 0.990 - - - 1.0 1.0 1.0

NF-S 0.980 0.940 1.0 0.979 0.981 0.981 0.981 0.986 0.972 0.986 0.980 0.99

Z-S 0.990 0.980 1.0 1.0 1.0 1.0 0.999 1.0 0.917 1.0 1.0 1.0

F-S 0.925 0.85 1.0 0.975 0.98 0.97 0.977 0.976 0.979 0.995 0.99 1.0

ZONF-S 0.992 0.970 0.997 0.993 0.98 0.997 0.952 0.997 0.974 0.994 0.99 0.995

ZO-NF-S 0.887 0.95 0.90 0.976 0.975 0.979 0.958 0.960 0.977 0.978 0.978 0.978

Z-F-S 0.966 0.967 0.969 0.933 0.933 0.941 0.961 0.961 0.980 0.993 0.993 0.994

Z-O-N-F-S 0.418 0.418 NaN 0.795 0.796 0.819 0.822 0.822 0.950 0.864 0.864 0.869

Note: Values in bold text having the best values in their compared category

The comparison results show that the proposed approach is better than other
state-of-the-art approaches [18,23,24] in terms of accuracy, sensitivity, and speci-
ficity in most of the cases. The difference is around from 1% to 8% depending
on the case. Although the proposed approach cannot achieve better results in
some cases, the difference is around 0.1%–0.2% except for the case of specificity
in a 5 subclass task.

In the second experiment, we evaluated the proposed approach on the CHB-
MIT dataset and compared it with other state-of-the-art approaches. Four tasks
shown in Table 1 are applied for the experiment and their results are shown in
Figs. 6, 7, 8 and 9. The collection time of raw EEG data is between 1 to 4 h, with
a sampling rate of 256 Hz. Specifically, the EEG signals of each patient contain
23 channels. In this paper, we use the EEG channels of FP1-F7, F7-T7, F8-T8,
T8-P8, and FP2-F8 to build the CHB-MIT scalp EEG Dataset.

For the ZO-S task, our proposed approach and state-of-the-art approaches
[23] have quite similar results for accuracy, sensitivity, and specificity, except
for the case of sensitivity and specificity of the approach [24]. In particular, the
proposed approach’s results are around 3% less accurate and 4% more accurate
than the approach [23] and the approach [24], respectively. For the NF-S task,
our results are 4%–15% better than others in terms of accuracy and sensitivity.
In the case of the ZONF-S task, we have 3% better accuracy results than others
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Fig. 6. Results of task ZO-S of CHB-MIT dataset

Fig. 7. Results of task NF-S of CHB-MIT dataset
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Fig. 8. Results of task ZONF-S of CHB-MIT dataset

Fig. 9. Results of task ZO-NF-S of CHB-MIT dataset
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but our specificity results are around 5%–10% lower than others. For the Z-O-
N-F-S task, our results are equal or better than others in terms of accuracy
and specificity. For the sensitivity results, our results are 3% lower than the
approach [23] but 7% higher than the other approach [24]. Although for the
CHB-MIT dataset, none of the compared approaches has the best results in
terms of accuracy, sensitivity, and specificity in all tasks, our proposed approach
has good results in all compared cases. Particularly, the proposed approach has
better accuracy results than others in most cases.

5 Conclusion and Future Work

This paper presented an approach based on advanced deep learning neural net-
works for automatic detection of epileptic seizures with a single EEG channel.
The results of the proposed approach were promising with 98% accuracy, 99%
sensitivity and 98% specificity for a single EEG channel for many cases. When
comparing with other state-of-the-art approaches, the proposed approach was
better in most of the cases. Although the proposed approach achieved good
results in terms of accuracy, sensitivity, specificity, the proposed algorithm needs
to be more developed and enhanced for suiting to the strict requirements of med-
ical experts. Therefore, in the future, we will customize other models, residual
modules and attention modules. The customized modules having skip connec-
tions are expected to make the proposed neural networks dynamic to tune the
number of layers during training optimally.

In addition, we will use different types of datasets including the one mixed
between the Bonn dataset and the CHB-MIT dataset with different percentages
of training and test set and dataset having different types of epileptic seizures
and other chronic diseases having similar EEG patterns. We will also apply
different EEG sampling rates and combine multiple EEG channels from both
history and real-time. Furthermore, real-time EEG will be used for evaluating
the proposed approach.

In this paper, the latency and usage resources (e.g., memory, central pro-
cessing unit, and graphics processing unit) for training and testing the proposed
deep learning-based approach were not focused and analyzed as the proposed
approach is supposed to be run at cloud servers having powerful resources. In
fact, the training stage was completed in less than 20 min and the testing stage
was done in less than 3 s with the applied computer having resources (i.e., Intel
XEON X5675 and GeForce GTX1080Ti GPU). The used computer is similar
to edge-based and fog-based devices such as Jetson Xavier NX-based devices.
Therefore, there are possibilities to customize the proposed approach for suiting
to edge and fog-based systems [28,38–40] to provide fast analysis results at the
edge. For example, cloud computing will be utilized to train neural networks
whilst edge or fog devices such as smart edge/fog gateways are applied for test-
ing and providing categorized results. This will help overcome the high latency
of the existing deep learning and cloud-based systems for EEG analysis.
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Abstract. Sleep posture has been proven to be a crucial index for sleep monitor-
ing in the Internet of Medical Things (IoMT). In this paper, an edge-computing
system based on a smart mat for sleep posture recognition in IoMT is proposed.
The system can recognize postures unobtrusively with a dense flexible sensor
array. To meet the requirements of embedded system in IoMT, a light-weight
algorithm that includes pre-processing, EdgeNet pre-training, model quantiza-
tion, model deployment is proposed. Finally, the complete algorithm is deployed
in embedded systems (STM32) and edge computing for sleep posture monitoring
is implement in IoMT. Through a series of short-term and overnight experiments
with 21 subjects, results exhibit that the accuracy of the short-term experiment is
up to 92.10% and the overnight experiment is up to 75.43%. After quantization,
the accuracy of the overnight is up to 74.79%, and the runtime of the complete
algorithm is about 65ms in the STM32. Compared with other methods, edge-
computing systems have the advantages of low power consumption, low cost, low
latency, high reliability, and no risk of privacy leakage.With the promising results,
the proposed system is capable of providing sleep posture recognition and can be
integrated into IoMT as an edge device.

Keywords: Edge computing · Sleep posture recognition · EdgeNet ·Model
quantization

1 Introduction

The Internet of Medical Things (IoMT) is a practical application for health care, which
combines with the Internet of Things (IoT) devices and MedTech tools [1]. In the field
of health care, sleep posture has been proven to be a crucial index for sleep monitoring.
Wrong sleep postures may increase the burden of muscles and ligaments and result in
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shoulder, neck, or back pain; obstruct the airways to the lung and lead to breathing
disorders like sleep apnea; affect the blood circulation, and induce pressure ulcers [2–4].
Therefore, a sleeping posture recognition system that enables long-time sleep posture
monitoring and can be integrated into IoMT systems is needed.

Recently, quantities of methods have been proposed to recognize sleep posture.
These methods can be classified into three categories. The first is to use video cameras
to monitor sleep postures [5], but this method is susceptible to bedsheets and light, and
may also produce privacy leaks. The second is to use a variety of wearable sensors to
monitor sleep posture [6, 7]. However, with the attached sensors, natural sleep may be
disrupted. The third is based on the pressure-sensing smart mat to achieve safe, conve-
nient, comfortable, and non-intrusive sleep posture recognition, which can be applied in
hospitals or home scenarios [8, 9]. In our previous study [10], an unobtrusive miniature
scale smart mat system based on a dense flexible sensor array along with deep residual
networks for sleep posture recognition is proposed. However, all of the methods men-
tioned above are unable to deploy in embedded systems for edge computing due to the
complex algorithms, and therefore cannot be integrated directly into IoMT as an edge
device.

In this paper, an edge-computing system based on a smart mat for sleep posture
recognition in IoMT is proposed. To meet the requirements of the embedded system, we
propose EdgeNet, a highly efficient model, and perform model quantization to signif-
icantly compress the model. Finally, the complete algorithm is deployed in embedded
systems and edge computing for sleep posture monitoring is implement in IoMT. To
verify the feasibility of the proposed system in real scenarios, a series of short-term and
overnight experiments and performance evaluations in STM32 were conducted. Com-
pared with other methods, edge-computing systems have the advantages of low power
consumption, low cost, low latency, high reliability, and no risk of privacy leakage. The
rest of the paper is organized as follows: Sect. 2 describes the system design and imple-
mentation. Section 3 presents the algorithm for sleep posture recognition. Section 4
presents the experiment and the results. Section 5 and Section 6 present the discussion
and conclusion respectively.

2 System Design and Implementation

The edge computing system is shown in Fig. 1. As introduced in our previous research
[10],When aperson lies on themat, the force-sensingmat acquires the voltage in different
areas, and then the voltage goes through the signal control and acquisition circuit into
the embedded system. Finally, the embedded system is used to convert the voltage signal
into a pressure distribution map, and implement the sleep position classification. The
electrodes and pins of the mat, the force-sensing resistor, the data acquisition circuit,
and the embedded system are shown in Fig. 2.

To implement edge computing, the STM32 system, a cost-effective embedded sys-
tem, is used as the computing platform. This system is based on STM32F746ZGTx
microcontroller with 216 MHz clock speed, 1 Mbyte of Flash memory, and 340 Kbytes
of RAM. It provides a lot of peripherals such as serial ports, GPIO, and 12-bit analog-
to-digital converter (ADC). Compared to expensive servers, it costs only $5 and can be
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used as an edge device in IoMT. Meanwhile, it also can run edge algorithms due to its
high main frequency and sufficient memory.

Fig. 1. The structure of the edge computing system.

Fig. 2. (a) The electrodes and pins of themat, (b) the force-sensing resistor, (c) the data acquisition
circuit, and the embedded system.

The pressure distribution when one hand is pressed on the mat is shown in Fig. 2.
Due to the high sensitivity of the system, the position and contour of the palm and fingers
can be detected.

Fig. 3. The pressure distribution when one hand is pressed on the mat.
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3 Algorithm Framework

To implement real-time edge computing in IoMT, a light-weight algorithm for sleep
posture classification that can be deployed in an embedded system needs to be designed.
In this section, an EdgeNet-based sleeping position classification algorithm is proposed
as shown in Fig. 3. It consists of four steps: pre-processing, EdgeNet pre-training, model
quantization, model deployment. The sleep postures are classified into four categories:
supine, prone, right, and left.

Fig. 4. The overall algorithmic framework.

3.1 Pre-processing

To eliminates the internal noise, high-frequency noise, and redundant information due to
the softness and thinness of the pressure sensors embedded in themat, threshold filtering,
Gaussian filtering, and adjacent affected noise removal are used in pre-processing refer
to our previous work [10].

3.2 EdgeNet Pre-training

Convolutional Neural Networks (CNN) is a feed-forward neural network, and it has
a good effect on image recognition. However, the increase in classification capability
comes with another drawback: the size and computational complexity of the model
become high and beyond the capabilities of the IoMT system. In this paper, EdgeNet
containing 1 Squeeze-and-Excitation block (SE block) [11], 5 bottleneck blocks based
on MobileNetV2 [12], and 1 dense layer as shown in Fig. 4. The description of each
layer of the network is shown in Table 1: c denotes the number of output channels, s
denotes stride, and t denotes expansion factor.

The SE module adaptively reassigns the weights of different feature channels by
calculating the interdependencies between channels. MobileNetV2 was proposed by
Google Inc in 2018, which is based on the depthwise separable convolutions and inverted
residual structure calledbottleneckblock.Thebottleneckblock, comparewith the normal
convolution layer, is more suitable for the embedded system due to the reduction of the
FLOPS and parameters.
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3.3 Model Quantization

Neural networks are known to be robust to noise and disturbance, andmost of the trained
weights and activations tend to fall within a small range [13]. Therefore, quantizing the
model to reduce the precision requirements for theweights and activations is a convenient
and effective way to compress the model. For example, by using 8-bit quantization, we
can reduce the size of themodel by a factor of 4withminimumaccuracy reduction,which
reduces computational complexity, memory consumption, and data access latency.

Table 1. The description of each layer of the network.

Input Operator t c s

32 × 32 × 1 conv2d − 16 1

32 × 32 × 16 SE block − 16 1

32 × 32 × 16 bottleneck 1 8 1

32 × 32 × 8 bottleneck 6 16 2

16 × 16 × 16 bottleneck 6 32 2

8 × 8 × 32 bottleneck 6 64 1

8 × 8 × 64 bottleneck 6 128 2

4 × 4 × 128 avgpool 2 × 2 − − −
2 × 2 × 128 FC − 4 −

Fig. 5. The structure of the EdgeNet.

In this paper, post-training integer quantization is proposed for model compression
after the EdgeNet has been trained. Post-training integer quantization is to convert 32-
bit floating-point numbers (such as weights and activation outputs) to the nearest 8-bit
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fixed-point numbers for the already-trained float model. The operation can be described
by the following formula:

xint = xf
s
+ z0 (1)

s = fmax − fmin

28 − 1
, z0 = 255− fmax

s
(2)

xint is the quantized value, xf is the 32-bit value, s denotes the quantized scale and z0
is the quantized value corresponding to 0.f in a 32-bit value. This is an affine mapping
of integers xint to real numbers xf .

3.4 Model Deployment

The complete sleep posture classification algorithm needs to be deployed to the STM32
to implement edge computing in IoMT. Signal control and pressure data acquisition
implemented via the HAL driver library of the STM32. After the neural network model
is trained on the TensorFlow platform, it needs to be converted to TF-Lite format before
deployment. Then the pre-trained model is converted into an STM32-optimized library
by the STM32Cube. AI expansion package. Finally, this STM32-optimized library is
integrated into the user project. With this expansion package, neural network models
can be inferred in embedded systems instead of on the server.

4 Experiment and Results

In this section, the sleep posture experimental setup, experimental results, and perfor-
mance evaluation in STM32 are presented.

4.1 Experimental Setup

To evaluate the feasibility of the system for sleep posture recognition, short-term and
overnight experimentswere conducted as shown in Fig. 5. Sixteen subjectswere included
in the short-term experiments and five subjects were included in the overnight experi-
ments introduced in our previous research [10]. Thematwas placed between the subject’s
neck and hips and was parallel to the subjects. There were a total of 1059 samples for
the short-term experiment and a total of 20521 samples for the overnight experiment.

4.2 Experimental Results

We perform the EdgeNet on the short-term and overnight database respectively. To
validate the performance of the EdgeNet, we analyzed the short-term dataset by Leave-
One-Person-Out-Cross-Validation. It divides the dataset by subjects, to ensure that the
data of the same subject is not included in the training set and validation set at the
same time. The overnight database is used as a test set to judge the effectiveness of the
proposed algorithm, while the short-term database is used as the training set.
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Fig. 6. The video screenshots of the sleep posture collection experiment

For neural network training, the relevant parameters are set as follows: the learning
rate is 0.005, the number of iterations for network training is 150, the batch size is 512,
the optimization algorithm is adaptive moment estimation (Adam), the loss function is
categorical cross-entropy, the momentum is 0.9 and the epsilon is 0.00001 for Batch
Normalization.

Table 2 shows the accuracy of the EdgeNet model and other models for sleep posture
classification. Compare to othermodels, the EdgeNet proposed in this paper significantly
reduces the size and computational complexity of the model while achieving compet-
itive accuracy. Due to the pre-processing operation, we have simplified the pressure
distribution images and removed redundant information, thus achieving high accuracy
with the EdgeNet. Meanwhile, by applying the SE module to the input of the network,
an attention mechanism is added to the input channels. Thus, the network pays more
attention to the channels that are more sensitive to the posture classification task, which
improves the efficiency of the model.

Table 2. The model complexity and classification accuracy.

Model EdgeNet MobileNet ResNet10 AlexNet

Short-term 92.10% 93.90% 94.62% 94.90%

Overnight 75.43% 74.82% 77.17% 78.23%

Params 0.11M 2.22M 8.28M 4.37M

Size 0.44 MB 2.49 MB 32.3 MB 17.1 MB

MACC 5.88 M 10.47 M 159.27 M 257.4 M

Table 3. Comparison of EdgeNet before and after quantification

Model Params Size MACC Overnight

EdgeNet 0.11 M 0.44 MB 5.88 M 75.43%

EdgeNet _Q 0.11 M 0.18 MB 5.94 M 74.79%

It is worth noting that the accuracy of overnight experiments is significantly lower
than short-term. First of all, none of the subjects in the overnight sleep experiment had



92 H. Diao et al.

participated in the short-term sleep experiment. Then, to simulate the real sleep situation,
subjects may have movements in bed such as turning over as usual. These data are also
collected but cannot be effectively identified as to which posture.

Table 3 shows the comparison of the EdgeNet before and after quantization. It can be
seen that the size of themodel is reduced by 60% after quantization, but the accuracy rate
only decreases by 0.64%. This proves that quantization can indeed significantly reduce
the model size and computational complexity while ensuring classification accuracy.

4.3 Performance Evaluation in STM32

After the model is quantized, we deploy the EdgeNet in STM32 to evaluate its perfor-
mance, and for comparison, we also deploy the unquantized EdgeNet in STM32. Table 4
shows the performance andmemory usage of the twomodels in stm32. Since the weights
and activation values are quantized from 32 bits to 8 bits, the memory usage, and com-
putational complexity are drastically reduced. Although the MACCs of the two models
are similar, the CPU clock cycles required to execute a single operation (Cycle/MACC)
are much different. Therefore, the inference time of the quantized model is only 30.7%
of that of the unquantized model.

Together with the data acquisition and pre-processing algorithms, the quantized
model performs a complete sleep posture acquisition and classification algorithm in less
than 65 ms. This proves that the system proposed can be used as an edge device to
achieve long-time sleep posture monitoring in IoMT.

Table 4. Performance evaluation in STM32

Model ROM RAM Activations Runtime MACC Cycle/
MACC

Accuracy

EdgeNet 425 KB 228 KB 224 KB 204.58 ms 5.88 M 7.552 75.43%

EdgeNet_Q 111 KB 132KB 128 KB 62.84 ms 5.94 M 2.28 74.79%

5 Discussion

The key index to implement edge computing in IoMT is how to deploy algorithms on
small memory, low performance, low power embedded systems, and ensure the utility
of the algorithms (low latency and high accuracy). Therefore, the edge algorithm needs
to ensure low memory usage and low computational complexity. In our method, com-
pared to the ordinary convolutional layer, bottleneck block can express richer features by
expansion factor while reducing memory usage and the number of calculations. Mean-
while, the memory accesses are 28% less than that of the ordinary convolutional layer,
which is related to the model runtime.

The mat proposed can still be enhanced by involving the following points. Currently,
the model must be trained on the server first and then deployed to the embedded system.
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If the model training can be implemented in the embedded system, then the model can
be updated and improved according to the usage scenarios. What’s more, the respiration
rate detection will be included to extend the functionality of the system.

6 Conclusion

In this paper, for offering an edge-computing system for sleep posture recognition in
IoMT, a smart mat system based on the EdgeNet is proposed. The algorithmic frame-
work consists of pre-processing, EdgeNet pre-training, model quantization, and model
deployment. Experimental results show that the accuracy of the short-term experiment
is up to 92.10%, and the accuracy of the overnight is up to 75.43% before quantization.
After quantization, the accuracy of the overnight is up to 74.79%, and the runtime of the
complete algorithm is about 65ms in the STM32 system, which shows that its ability to
provide sleep posture recognition in IoMT. Compare to other methods, our system has
the advantages of low cost, low latency, low power consumption, high reliability and
no privacy concerns. In the future, the mat system can still be enhanced by integrating
embedded network training algorithms and breathing detection.
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Abstract. Retinal vessel segmentation plays a significant role in the
accurate diagnosis of retinal diseases. However, existing methods com-
monly omit micro-vessels in retinal images and generate some false-
positive vessels. To alleviate this issue, we propose a multi-scale genera-
tive adversarial network with class activation mapping to achieve efficient
segmentation. For the problem of small amount of data, we introduce a
novel data augmentation method, which can generate multiple samples
by cutting pixels from other samples. This method increases the diver-
sity of samples and improve the robustness of the model. We compare
our method with previous models with several metrics, and experiments
show the superiority and effectiveness of our model.

Keywords: Retinal vessel segmentation · Multi-scale generative
adversarial network · Class activation mapping · Data augmentation

1 Introduction

Retinal vessel segmentation has been a longstanding topic in medical image. In
the treatment and evaluation of retinal diseases, such as macular degeneration,
retinitis pigmentosa [26], the segmentation of retinal vessels in the fundus image
is essential. However, traditional medical image processing mainly relies on the
personal experience of experts to manually analyze and process images. This
manual processing method is inefficient and subjectively affects the analysis
results. Therefore, it is imperative for the computer to automatically process
the retinal vessel segmentation image.

The methods of retinal segmentation consists of supervised learning and
unsupervised learning. Supervised learning requires training through the orig-
inal fundus images and the images of blood vessels manually labeled by experts.
Common supervised learning methods applied to retinal segmentation include
support vector machine (SVM) [16], random forest (RF) [30], and multilayer
perceptron (MLP) [21]. Unsupervised methods do not require manual label to
train the model, such as vessel tracking [36,38], template matching [5,12,31],
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Fig. 1. Structure of our model.

multi-scale analysis [4,15,37], region growth [18]. Olaf et al. proposed U-net
methods [14] which has greatly promoted the field of image segmentation, and
has achieved great success in this field. However, although the image generated
by the existing method has a good value on the metrics, the generated image is
full of fragmented blood vessels, which is different from the real blood vessels. For
doctors, this is not conducive to auxiliary diagnosis of medical diseases. But it is
very challenging to generate images that are almost the same as the real blood
vessel distribution, we propose a method that combines generative adversarial
network (GAN) and end-to-end network generation. Inspired by locality-aware
attention mechanism [22], we add class activation mapping (CAM) to network.

The existing models also have a problem that data collection and labeling of
retinal blood vessels are time-consuming and labor-intensive and the amount of
data is scarce compared to most tasks. Inspired by data augmentation method
proposed by Haocong Rao et al. [23] and Phil Wang [29], we introduce a new
data augmentation method called image stitching. this method cut a part of the
area but randomly fill in the pixels of other data in the training set. The cropped
and filled data can be flipped at a certain angle. Because the location, rotation
angle and size of the grafting area are different, only one sample can produce
infinite samples. This method increases the diversity of samples and reduces the
occurrence of over-fitting.

Finally, we analyze the superiority of our model from a qualitative and quan-
titative perspective. For quantitative evaluation, we compared the evaluation
indicators with other models and showed the changes of the indicators during
the training process. For the qualitative point of view, we visualized the attention
mechanism and the real classification result.
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Fig. 2. Image stitching. The top row are eye fundus images after image stitching;
the middle row are manual label; the bottom row are results obtained by our method.

2 Related Work

2.1 Image Segmentation

Image segmentation refers to finding the boundary of the region of interest (ROI)
in the image, so that the pixels inside and outside the boundary have similar
characteristics (intensity, texture, etc.). Medical image segmentation is the basis
of other medical image processing. Medical image segmentation is usually used
in the following use cases: liver segmentation for computed tomography (CT)
images, breast-lesion segmentation, and retinal vessel segmentation. Kumar, S.
S. proposed a method which can achieve automatic segmentation of liver and
lesion from CT images needed for computer-aided diagnosis of liver [13]. Moi
Hoon Yap used convolutional neural networks to detect breast ultrasound lesions
automatically [35]. Tiejun Yang finded that SUD-GAN has a good performance
in the field of retinal vessel segmentation [19].

2.2 Generative Adversarial Network

GAN [8] has been applied in many fields, such as vessel generation [34], art-
work generation [25], and video generation [28]. It can achieve the improve-
ment of image quality [27], image coloring [39]. There are several approaches
for GAN to improve the authenticity of generated vessel images from differ-
ent perspectives. The first one is large-scale training relies on complex calcula-
tions(e.g. BIGGAN [3] generated realistic images by increasing batchsize and
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Fig. 3. Class activation mapping. The first row are eye fundus images; the second
row are eye fundus images with class activation mapping.

truncation techniques). The second approach is to enhance the training stability
(e.g. DCGAN [20] proposed a network structure consisting of stride convolu-
tion and transposed convolution to improve training stability). The third one
is architectural modifications (e.g. AMCGC-LSTM [33] put spatial attention
module into the network).

3 Our Approach

3.1 Discriminator

Compared with the traditional model [10], we use a multi-scale discriminator,
which can improve the perceptual ability of the discriminator. It can better
distinguish the fine blood vessels and the overall blood vessel distribution. Com-
pared with the previous methods of applying discriminators of different scales
to images of different sizes, we present a more direct method to superimpose
the input image and segmented images and transmit them to the discriminator.
The discriminator passes the input features of different layers to the correspond-
ing size classifier for distinction. As shown in Fig. 1, the discriminator has two
components: class activation mapping [41] and classifier. The C1 representation
can accept a 128 × 128 receptive field, and the C2 representation can accept a
256 × 256 receptive field. The input image and label and the generated segmenta-
tion image are respectively used as the input of C0, and then are down-sampled
by C1 after passing through CAM [41]. The same is true for C2. For a pair of
images (eye fundus images and blood vessel segmentation image), C0, C1, and
C2 are all trained to predict the true and false of the image. In addition to the
multi-scale effect that is conducive to segmentation, we also use an attention
mechanism to allow the model to learn features in the image more efficiently.
This attention mechanism was first proposed by CAM. The idea of CAM is to
superimpose the weighted linear sum of these visual patterns in different spatial
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Fig. 4. Segmentation results of an example in the DRIVE dataset. The first
row are eye fundus images; the second row are munual lable; the third row are visual-
ization of real classification.

positions and get important information in the image on the input. It enables the
model to efficiently focus on the distribution of blood vessels, thereby improving
training efficiency.

3.2 Generator

The construction of the generator is inspired by previous work. In the previ-
ous work [2], the auto-encoder network constitutes a highly efficient method of
dense prediction. Especially U-net can excel in many complex image segmen-
tation tasks. In these image classification networks, basically follow a pattern.
The encoder gradually downsamples the input to learn the global features of
the input image, and the decoder gradually upsamples to make the output res-
olution consistent with the input. The two are connected by layer jumps. Data
transmission in the same resolution layer can further improve the ability of the
network to accurately segment. As shown in Fig. 1, we reconstructed the genera-
tor through the residual network, and added linear attention transformation [11]
on the original basis. Linear attention transformation can discard information
that is irrelevant to blood vessels in the process of downsampling.

3.3 Image Stitching

Since there are often problems in medicine such as small sample size and dif-
ficulty in collecting, we propose a data augmentation model to alleviate this
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problem. Image stitching is a data augmentation method that can increase sam-
ple diversity and model robustness. It cuts one picture, embeds it in another
picture, and then performs size change, rotation, and mirroring. The details of
these processing steps can be seen in Algorithm 1. As shown in Fig. 2, the first
row is the data after image stitching, the second row is the real label after image
stitching, and the third row is the image after model segmentation. It can be
seen that our method can generate a large number of samples, thereby reducing
over-simulation.

Algorithm 1: Image stitching
Data: All original images I and tags of all original images L
Result: The stitched image StitchedImage and the corresponding label

StitchedLabel

1 OriginalImage0, OriginalLabel0 ← RandomChoice(I, L);
2 OriginalImage1, OriginalLabel1 ← RandomChoice(I, L);
3 StartPoint ← RandomChoice(Image.Height, Image.Width);
4 EndPoint ← RandomChoice(Image.Height, Image.Width);
5 StartPoint, EndPoint ← Order(StartPoint, EndPoint);
6 OriginalImage0 ← Crop(OriginalImage0, StartPoint, EndPoint);
7 OriginalLabel0 ← Crop(OriginalLabel0, StartPoint, EndPoint);
8 StitchedImage ← Paste(OriginalImage1, OriginalImage0, StartPoint);
9 StitchedLabel ← Paste(OriginalLabel1, OriginalLabel0, StartPoint);

10 Spin ← RandomChoice(360);
11 Flip ← RandomChoice(1);
12 StitchedImage ← Rotate(StitchedImage, Spin);
13 StitchedLabel ← Rotate(StitchedLabel, Spin);
14 if Flip == True then
15 StitchedImage ← Transpose(StitchedImage);
16 StitchedLabel ← Transpose(StitchedLabel);

17 end

3.4 Loss Functions

Our model mainly contains two kinds of loss functions in the training process,
one is the adversarial loss, and the other is the end-to-end segmentation loss.
The specific details are as follows:

Adversarial Loss. The adversarial loss is aim to guide the discriminator to
distinguish the generated vessel image and ground truth. The former is generally
regarded as the source domain and the latter as the target domain, which have
different internal distribution. With the iterative process, it attempts to and
make the distribution probability of the output of the generator approach the
distribution of the target domain continuously.

min
G

max
D

Lx→y
adv = Ey∼Y [(D(G(y)))2] + Ex∼X [(1 − D(G(x)))2]. (1)
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Fig. 5. Iteration performance.

Segmentation Loss. If you only apply the adversarial loss of unsupervised
learning, the efficiency is actually low, so we have an additional end-to-end seg-
mentation loss for supervised learning. Because the dataset has unbalanced char-
acteristics and the traditional loss functions will not be able to learn well with
features of few samples and difficult samples, we apply focal loss as the segmen-
tation loss.

min
G

Lx→y
seg = Ey∼Y [Lft(G(y))]. (2)

To prevent an extreme imbalance between background and retinal vessels
classes, we apply focal loss to adapt the weight of positive (vessels) and negative
(background) samples. For weighting factor α ∈ [1,0], 1- α refers to as inverse
class frequency to balance the significance of positive and negative samples.

Lfl =
{−α(1 − ŷ)γ log ŷ, y = 1

−(1 − α)ŷγ log(1 − ŷ), y = 0 (3)

4 Experiments

4.1 Dataset

In this article, we use the DRVIE dataset [24] for retinal vessel segmentation.
The size of the images and the corresponding labels in the data set is 565× 584.
For data augmentation, all images will be processed by image stitching, rotation,
mirroring and other operations, and finally will be cropped to a size of 512× 512.
The data set is divided into two parts for training set and testing set respectively,
with a sample size ratio of 20:20. The metrics and results of our model in this
article have been iteratively trained 10,000 times.
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4.2 Evaluation Metrics

For quantitative evaluation, we choose four evaluation metrics: accuracy(ACC),
area under curve of receiver operating characteristic (AUC-ROC), sensitivity and
specificity. ACC and AUC-ROC are very authoritative and intuitive indicators
in classification algorithms, which can evaluate the effect of segmentation. In the
field of medical images, sensitivity and specificity are very important, they can
well evaluate the superiority of image segmentation algorithms. Accuracy is a
metric to calculate the ratio between pixels which are classfied correctly and total
pixels in the dataset. Sensitivity, also called recall, is a metric to measures the
proportion of all predicted positive samples to all positive samples. Specificity
indicates the proportion of the true negative samples among all the predicted
negative samples.

Table 1. Comparison with baselines. Value of metric is higher, model is better.

Methods DRIVE

ACC Sensitivity Specificity AUC - ROC

Odstrcilik et al. [17] 0.9341 0.7847 0.9512 0.9569

Azzopardi et al. [1] 0.9614 0.7655 0.9704 0.9614

YT Zhao et al. [40] 0.9540 0.7420 0.9820 0.8620

C Wu et al. [32] 0.9514 0.7696 0.9780 0.8909

G Azzopardi et al. [1] 0.9442 0.7655 0.9704 0.9614

Y Chen [6] 0.9453 0.7426 0.9735 0.9516

MM Fraz et al. [7] 0.9480 0.7406 0.9807 0.9747

K Hu et al. [9] 0.9521 0.7779 0.9780 0.9782

Ours 0.9559 0.7659 0.9746 0.9424

4.3 Comparisons

As shown in Table 1, we use quantitative analysis to evaluate our model. It can
be clearly seen that our model has a good effect on various metrics. The com-
pared model may be more focused on a certain metric, and we can complete
the segmentation task while ensuring that the overall metrics are better. Espe-
cially for the sensitivity and specificity, from the evaluation results it attests our
model can ensure the segmentation of real blood vessels and can be helpful for
the auxiliary diagnosis of medical diseases in practical sense.

4.4 Result

In Fig. 5, we can observe the change of each metric as the number of iterations
increases. As shown in Fig. 3, we use the CAM, which makes blood vessels be
recognized by neural networks, to make the model more efficient to segment
blood vessels. Red means that the model pays more attention to this area, and
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blue means that the model pays less attention to this area. Through the image
generated by the attention mechanism in the bottom row, we can clearly see that
the attention of model is placed on the blood vessels. And for other irrelevant
factors such as background information, our model are not paid much attention
to, which allows the generator able to generate better images. For the second
row of Fig. 4, it’s easily to observe the predicted result of our model. The green
blood vessel represents the correctly predicted blood vessel (TP), the red vessel
represents the real blood vessel that was not predicted (FN), and the blue vessel
represents the non-existent blood vessel generated by the generator (FP). It
means our model can clearly identify the main vessels, and there are very few
unidentified and incorrectly identified vessels. It proves the superiority of the
model.

5 Conclusion

We propose an architecture for retinal vessel segmentation. It can distinguish
between global and local perception domains through a multi-scale CAM dis-
criminator, and the generator can also use linear attention to transform more
efficient blood vessel segmentation. In addition, we also introduce a data augmen-
tation method called image stitching, so that the model can accept a sufficient
variety of images. The evaluation of vision and metrics can show that our model
has excellent performance in retinal blood vessel segmentation. It proves that
this method achieves fast and accurate blood vessel segmentation.
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12. Kovács, G., Hajdu, A.: A self-calibrating approach for the segmentation of retinal
vessels by template matching and contour reconstruction. Med. Image Anal. 29,
24–46 (2016)

13. Kumar, S., Moni, R., Rajeesh, J.: Automatic liver and lesion segmentation: a pri-
mary step in diagnosis of liver diseases. SIViP 7(1), 163–172 (2013). https://doi.
org/10.1007/s11760-011-0223-y

14. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic
segmentation. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 3431–3440 (2015)

15. Moghimirad, E., Rezatofighi, S.H., Soltanian-Zadeh, H.: Retinal vessel segmenta-
tion using a multi-scale medialness function. Comput. Biol. Med. 42(1), 50–60
(2012)

16. Noh, K.J., Park, S.J., Lee, S.: Scale-space approximated convolutional neural net-
works for retinal vessel segmentation. Comput. Methods Programs Biomed. 178,
237–246 (2019)

17. Owen, C.G., et al.: Measuring retinal vessel tortuosity in 10-year-old children: val-
idation of the computer-assisted image analysis of the retina (CAIAR) program.
Invest. Ophthal. Vis. Sci. 50(5), 2004–2010 (2009)

18. Palomera-Perez, M.A., Martinez-Perez, M.E., Benitez-Perez, H., Ortega-Arjona,
J.L.: Parallel multiscale feature extraction and region growing: application in reti-
nal blood vessel detection. IEEE Trans. Inf. Technol. Biomed. 14(2), 500–506
(2009)

19. Park, K.B., Choi, S.H., Lee, J.Y.: M-GAN: retinal blood vessel segmentation by
balancing losses through stacked deep fully convolutional networks. IEEE Access
8, 146308–146322 (2020)

20. Radford, A., Metz, L., Chintala, S.: Unsupervised representation learning with
deep convolutional generative adversarial networks. In: ICLR (2016)

21. Rahebi, J., Hardalaç, F.: Retinal blood vessel segmentation with neural network
by using gray-level co-occurrence matrix-based features. J. Med. Syst. 38(8), 1–12
(2014). https://doi.org/10.1007/s10916-014-0085-2

22. Rao, H., et al.: A self-supervised gait encoding approach with locality-awareness
for 3d skeleton based person re-identification. IEEE Trans. Pattern Anal. Mach.
Intell. (2021)

23. Rao, H., Xu, S., Hu, X., Cheng, J., Hu, B.: Augmented skeleton based contrastive
action learning with momentum LSTM for unsupervised action recognition. Inf.
Sci. 569, 90–109 (2021)
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Abstract. Conversational Agents (CAs) are software programs that replicate
human conversations using machine learning (ML) and natural language process-
ing (NLP). CAs are currently being utilised for diverse clinical applications such as
symptom checking, health monitoring, medical triage and diagnosis. Intent clas-
sification (IC) is an essential task of understanding user utterance in CAs which
makes use of modern deep learning (DL) methods. Because of the inherent model
uncertainty associated with those methods, accuracy alone cannot be relied upon
in clinical applications where certain errors may compromise patient safety. In
this work, we employ Bayesian Long Short-TermMemory Networks (LSTMs) to
calculate model uncertainty for IC, with a specific emphasis on symptom checker
CAs. This method provides a certainty measure with IC prediction that can be
utilised in assuring safe response from CAs. We evaluated our method on in-
distribution (ID) and out-of-distribution (OOD) data and found mean uncertainty
to be much higher for OOD data. These findings suggest that our method is robust
to OOD utterances and can detect non-understanding errors in CAs.

Keywords: Conversational Agents (CAs) ·Machine Learning ·Model
uncertainty · Out-of-distribution (OOD) · Healthcare · Patient safety

1 Introduction

Conversational Agents (CAs) such as Google Home and Amazon Alexa are interactive
conversational systems that useMachine Learning (ML) to respond to the user in natural
language via voice or text [1]. They can be categorised into two types: task-oriented CAs
[2] and chatbots [3]. In healthcare studies, task-oriented CAs are often utilised as they are
focused on achieving a task such as booking a consultation or finding a hospital. Chatbots
are systems designed for open-ended conversations and mimic unstructured conversa-
tions or chats. Common applications of CAs in healthcare include symptom checking
[4], chronic disease management [5], health monitoring and medication adherence [6].

CAs employ a pipeline architecture [7] as shown in Fig. 1. The fundamental com-
ponents in this architecture are Natural Language Understanding (NLU) and Dialog
Manager (DM) which enable their understanding and decision making. The user then
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receives the response proposed by DM via the Natural Language Generation (NLG)
module. In this pipeline architecture, the NLU maps user utterances to intents and slots
and has a significant impact on downstream processing. NLU errors may lead to erro-
neous decision making [8], which can be costly in healthcare because of the risk to
human life and ethical issues [9]. Specifically, the NLU in CAs is concerned with the
IC and slot-filling (SF) [7]. IC predicts a user’s intent from a given utterance, and it
is a classification problem of identifying the correct intent label. SF in NLU extracts
additional information needed to accomplish the user’s task. For example, a user asking
a CA “show me nearby hospitals” could have ‘show_hospital’ as intent and the current
user location as the slot value.

Fig. 1. Conversational Agent (CA) architecture

DL have allowed significant performance enhancements in computer vision and
Natural Language Processing (NLP) tasks and their variants such as Recurrent Neural
Networks (RNNs) [10, 11] and Long Short-Term Memory Networks (LSTMs) [12] are
commonly used for IC in CAs. These networks are able to attain higher accuracy on text
classification tasks as they are better suited to model time series data.

Existing state-of-the-art Deep learning (DL) methods are prone to data and model
uncertainties [13]. Model uncertainty, also known as epistemic uncertainty, occurs
because of the reliance of the model on training data for their prediction. This uncer-
tainty can be reduced by providing enough training data. Estimatingmodel uncertainty is
extremely crucial also because of the difficulty to obtain high-quality datasets in health-
care [14]. In addition, it is almost impossible to provide complete data as DL models
will always reflect an imperfect representation of the real world [15].

In general, for classification problems, the softmax function is utilised by DLmodels
at the output, resulting in a probability distribution over class labels. The label with the
highest probability is then chosen as the prediction. The softmax function calculates
relative probabilities between classes but does not provide a measure of the model’s
uncertainty [16]. The probabilistic nature of softmax output is one of the reasons this
score cannot be used as a confidence measure of the model in its prediction. DL models
on unseen data tend to make predictions with the high softmax values and thus it is
undesirable to use them in safety-critical systems [17].

CAs are vulnerable to failures in understanding user utterance, and non-
understanding errors are one of those failures [18]. Non-understanding errors arise when
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the system is unable to understand user input due to the system’s inability to support the
requested feature or poorly formatted input. For example, a user asking a COVID symp-
tom checking CA about diabetes symptoms would result in a non-understanding error.
Similarly, any unknown or incorrect input would also cause a non-understanding error.
A common source of non-understanding errors is out-of-distribution (OOD) data [19].
Non-understanding errors usually result in poor user experience andmay not be desirable
to have them in safety-critical applications. As described earlier, the way DL models
make predictions and are inherently uncertain, the need to detect non-understanding
errors is significant in CAs that utilise DL methods.

Bayesian modelling techniques provide a probabilistic representation of model
uncertainty but these usually are computationally expensive [16]. It is however possible
to interpret DLmethods as Bayesian models without modifying the model to reduce this
computational complexity [20]. DL methods suffer from overfitting with limited train-
ing examples and dropouts are utilised during training time to prevent it. Additionally,
these dropouts can be used at test time to generate random predictions which are sam-
pled out to interpret in a probabilistic manner. This technique is known as Monte-Carlo
(MC) dropout [16]. In this work, we apply Bayesian method to model LSTM for IC
which enables us to quantify model uncertainty, thus enhancing confidence in model’s
decisions during IC.

The key contributions of this paper are:

1. We utilise Bayesian LSTM with MC dropout for computing uncertainty in IC for
CAs.

2. A symptom checking prototype CA is designed to demonstrate the importance of
robust IC in CAs and how our method can be utilised for assuring safe response.

3. We evaluate our approach using an OOD evaluation dataset and compare the results
to ID data.

2 Related Work

IC methods in CAs range from rule-based to ML approaches, but the state-of-art in
IC use DL methods which include RNNs and LSTMs [10, 21]. Westhuizen et al. [22]
show the utility of Bayesian LSTMs on medical time series data using MC dropout
and concluded their performance enhancements over standard LSTMs. They utilised
MC dropout for 100 Bayesian LSTM samples and found that using it during test time
enhanced performance on all datasets and provided the added benefit of having a confi-
dence measure alongside the predicted class. Dusenberry et al. [9] investigated several
strategies to analyse model uncertainty for electronic health records. In comparison to
ensemble RNNs, Bayesian RNNs performed better while only requiring training a single
model. These authors concluded that Bayesian RNNs are more efficient, making them
better suited for use in medical domain.

Other studies in healthcare involving deep neural networks (DNNs) have employed
MC dropout to approximate uncertainty for classification tasks [23, 24]. These, however,
make use of image data to estimate uncertainty. This method is also used in other safety-
critical domains such as autonomous vehicles (AV), to estimate uncertainty for the AV
to make safe decisions such as decelerate to speed limit or brake to stop driving [25].
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The use of Bayesian approach, in addition to providing confidence in the decision of
the model, enables us to detect non-understanding errors in CAs. As mentioned already,
OOD data is one of the sources of these errors. It is critical to correctly identify OOD
data in NLU to avoid DM taking an incorrect action [26] which could be catastrophic.
Common approaches used for OOD detection rely on a threshold measure, which is
subsequently utilised to compute a detection score using various methods. Bayesian
models [27], and classifier ensembles [28] are two of these approaches. However, these
approaches are computationally expensive,which limits their utility in industrial settings.

Another method for determining OOD detection is to use the highest softmax value
as the detection score. However, as recent research has demonstrated [16], the softmax
value is not a credible indication of the model’s confidence. Other approaches rely on
OOD labels with training examples [29], which is not viable since we cannot estimate
how many OOD samples are necessary for training a model. A few studies [30, 31] have
relied on OOD data creation to boost detection scores. This necessitates the creation of
OOD samples for detection and reliance on tagged instances, which is an additional step
in OOD detection process.

In [22], MC dropout for classification was utilised using medical data for image and
speech datasets. Unlike the work in [22], we employed text data for our classification of
medical time series data and analysed the impact of misclassification on patient safety
by presenting a use case of symptom checking CA. In addition, we validate our method
on an evaluation dataset designed for OOD data [26] which is also used in other studies
[31].We perform a comparison of results of uncertainty estimation between ID andOOD
data which is discussed in detail in the Results section.

3 Methods

We employ Bayesian LSTM as part of our RNN architecture for the IC model of NLU.
MC dropout [16], which is used at test time is then utilised to evaluate model uncertainty
for IC.We designed a use case and implemented a prototype CA that performs symptom
checking on medical data. In this use case, we are concerned with how uncertainty
estimation in IC in CAs can aid in assuring safe response.

3.1 Bayesian LSTM

Bayesian implementation of LSTM allows us to estimate model uncertainty, which
indicates our imperfect understanding of the model’s underlying parameters. Dropout
at test time allows us to approximate the variational posterior distribution of model
parameters (weights and biases). Using random dropout, we can sample different model
parameters of this posterior distribution. By introducing a distribution over all model
parameters, different functions can be induced. Through the realisation of distinct model
parameter values selected from the posterior distribution, these functions lead to varied
outcomes. The softmax predictions from each of these sampled parameters are averaged
for new data. This allows us to have increased confidence in the softmax prediction.
The softmax class prediction is then used to estimate model uncertainty in the form of
Shannon entropy [31].
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Table 1 shows the architecture of the Bayesian LSTM we utilise for our IC model.
We implemented a Bayesian LSTM layer referred to as ‘MCLSTM’, which allows us
to employ the same dropout mask during test time at each time step of recurrent layers
of LSTM [20]. A dropout rate of 70% was utilised to estimate model uncertainty. The
hyperparameter, dropout, at this percentage produced the bestmodel accuracy and robust
model uncertainty. We apply MC dropout after the dense layer allowing us to capture
the model uncertainty for the dense layers as well.

Table 1. Recurrent neural network architecture

Layer Output shape Parameters

Input Layer (None, 30) 0

Embedding (None, 30, 50) 5000000

MCLSTM (None, 64) 29440

Dense Layer (None, 256) 16640

Activation (None, 256) 0

Dropout (None, 256) 0

Dense Layer (None, 25) 6425

Activation (None, 25) 0

3.2 Symptom Checker Use Case

We present a symptom checking CA prototype to highlight the impact of incorrect IC
on patient safety and how our method can aid in providing a safe response when the
model is uncertain about its prediction. As an example, during the current COVID-19
pandemic, many web and mobile-based applications were developed for the general
public to check if they have COVID symptoms [32]. The reliability of the decisions
made by these diagnostic systems can not solely rely on their accuracy [9] and this also
holds for clinicians making their decisions [33]. From the clinical safety perspective, a
calibration of confidence and accuracy is important.

The architecture of our prototype CA is shown in Fig. 2. The input text utterance is
provided by the user, which is handled by the NLU and IC is performed using Bayesian
LSTM. In the case where the NLU is not certain about the prediction, a safe strategy
(asking the user to rephrase or connecting the user to a human clinician) can be utilised
before the NLU result is passed to the DM.

We utilise an open-source dataset [34] to train our Bayesian LSTMmodel for under-
standing. The dataset contains 6661 text utterances of common medical symptoms like
“knee pain”, or “headache”. The dataset contains 25 distinct intents which are evenly
distributed across the dataset as shown in Fig. 3. We pre-process the dataset by per-
forming case normalization and removing punctuations and white spaces. After the
pre-processing step, the utterances are padded to be of equal length. To use the data, we
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Fig. 2. Symptom checker use case CA architecture diagram

then transform the text utterances to numerical data using one-hot encoding scheme. We
use an 85:15 ratio to split the dataset into training and testing, which turns our training
size to 5661 and the test size to 1000 utterances.

Fig. 3. The distribution of medical symptoms in the dataset

4 Results

Our model utilising Bayesian LSTM achieved an accuracy of 99.4% on the test dataset.
Figure 4 shows the confusion matrix which reflects the model’s high accuracy. The y-
axis lists the actual symptoms, and the x-axis lists the predicted symptoms by the model.
Due to the higher accuracy, there are very few misclassifications by the model.
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Fig. 4. Confusion matrix of symptoms classification

Table 2 summarises the average findings for each of the medical symptoms (intents)
in the dataset by the following evaluation metrics: precision, recall, and F1-score. The
number of samples for each intent is represented by the “Support” column, which indi-
cates that there is no class imbalance in the test set. Because of their increased accuracy,
these evaluationmetrics appear to indicate near-perfect scores for each of the intents. The
precision and recall usually do not provide a good measure of the quality of the model as
they can be high because of class imbalance. The F1-score provides a weighted average
of both the precision and recall and in our experiment, it also achieves a near 100%
score for most of the intents which is an indication of good model performance. The
average metrics (macro and weighted average) scores indicate that there is very little
class imbalance which validates the high accuracy on the test set.

We sample the softmax value for the same input 100 times to calculate the uncer-
tainty. This yields the output posterior distribution for softmax values, which is then
averaged, and the entropy for all outputs is calculated. A higher entropy value reflects
high uncertainty which indicates the possibility of the input from OOD data [31]. Table
3 lists the ID utterances randomly selected from the test dataset, predictions, and their
entropy calculations. The model correctly predicts all the utterances which is due to the
higher model accuracy and ID nature of utterances.
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Table 2. Average evaluation metrics for medical symptoms

Medical symptoms Precision Recall F1-Score Support

Acne 1.000 1.000 1.000 52

Back pain 1.000 1.000 1.000 28

Blurry vision 1.000 1.000 1.000 43

Body feels weak 1.000 1.000 1.000 37

Cough 1.000 1.000 1.000 45

Ear ache 1.000 1.000 1.000 38

Emotional pain 1.000 1.000 1.000 38

Feeling cold 1.000 1.000 1.000 39

Feeling dizzy 1.000 1.000 1.000 42

Foot ache 0.971 1.000 0.986 34

Hair falling out 1.000 1.000 1.000 40

Hard to breath 1.000 1.000 1.000 25

Head ache 1.000 1.000 1.000 48

Heart hurts 0.971 1.000 0.986 34

Infected wound 0.980 1.000 0.990 48

Injury from sports 1.000 1.000 1.000 27

Internal pain 0.921 0.972 0.946 36

Joint pain 1.000 1.000 1.000 52

Knee pain 1.000 1.000 1.000 44

Muscle pain 1.000 0.974 0.987 38

Neck pain 1.000 1.000 1.000 43

Open wound 1.000 1.000 1.000 34

Shoulder pain 1.000 1.000 1.000 51

Skin issue 1.000 0.971 0.985 34

Stomach ache 1.000 0.940 0.969 50

Accuracy 0.994 0.994 0.994 0.994

Macro avg 0.994 0.994 0.994 1000

Weighted avg 0.994 0.994 0.994 1000
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Table 3. Uncertainty estimation for in-distribution (ID) utterances

Test Utterance (ID) Prediction Entropy

My head is so heavy cant think normally Head ache 0.029

I feel a burning sensation in my shoulder muscle Muscle pain 0.055

I can hardly breathe Hard to breath 0.071

I have internal pain whenever I come down with a cold Internal pain 0.327

When I’m awake in the morning I feel strange and have vertigo Feeling dizzy 0.507

Table 4. Uncertainty estimation for out of distribution (OOD) utterances

Test Utterance (OOD) Prediction Entropy

Am I connected to wifi Feeling cold 1.057

How much time do I have left on my 0 apr Shoulder pain 1.110

What casino game has the best odds Injury from sports 1.862

Please alert me when my iphone battery falls below 30 Neck pain 2.134

What is the warranty on my microwave Skin issue 2.302

Table 4 shows the five random utterances from OOD dataset [26] with model pre-
diction and entropy calculations. This dataset contains 1000 utterances for evaluation
purpose and differs from the dataset on which the IC model is trained. As shown in
Fig. 5, the mean entropy for this OOD dataset for an identical number of samples is
2.025 which is substantially higher than the mean entropy of 0.098 for ID utterances.
This demonstrates that our method can be utilised to detect non-understanding errors as
well as to help assure the safety of CA response in the wake of uncertainty from DL
models.
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Fig. 5. Entropy calculations for ID (top) and OOD (bottom) data

5 Discussion

Our model based on Bayesian LSTM yielded high accuracy of 99.4% on the test dataset.
The training dataset examples contained low class imbalance and we applied dropout
during training to improve model performance. The use of MC dropout at test time
enabled us to sample multiple outputs and we calculated entropy by averaging out 100
samples from this distribution. It is worth noting that the classifier in this case even
having near 100% accuracy cannot be trusted from their prediction alone which we
discussed earlier. As seen in Table 4, for all OOD utterances the prediction was incorrect
with high uncertainty. The average model entropy for ID data (test dataset) was much
lower than the average entropy for OOD data with the same number (1000) of examples.
It is yet to be seen if this pattern continues for a very large number of OOD data.

The state-of-art in CAs rely on DL methods [10] which are prone to uncertainties in
their decisions [35]. In healthcare, instead of making wrong predictions, these models
should be able to say “sorry, I don’t know” when they are uncertain. From our findings
on OOD of relatively small size (1000 samples), the entropy measure can be utilised
to know when a model is uncertain in its decision. We present a use case of symptom
checking where this method during IC can be useful for providing a safe response. A
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safety monitor such as one discussed in [36] may be deployed after NLU output which
can filter high uncertainty inputs to avoid any incorrect actions by the DM. Alternatively,
as mentioned in [37], a user may be asked to provide a rephrase input. In case of high
uncertainty, another approach of handing over the control to a human clinician may also
be used [38].

6 Conclusion and Future Work

In this paper, we presented a robust mechanism for IC in clinical CAs by measuring
model uncertainty using Bayesian LSTMs. A symptom checking prototype CA was
implemented to illustrate the benefit of certainty measure alongside prediction. This
method shows that non-understanding errors in CAs can be avoided and a safety strategy
(safety monitor in CA architecture, or human involvement) can be utilised to prevent
unsafe responses.We evaluated our approach on a dataset of 1000 samples and the results
were promising. However, further research may be required to estimate the minimum
data required for this method. Additionally, data uncertainty [35] which occurs due to
noise in the data may require to be calculated for the assurance of safe response in CAs.

Acknowledgements. The research leading to these results has received funding from the Euro-
pean Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska
Curie grant agreement No 812.788 (MSCAETN SAS). This publication reflects only the authors’
view, exempting the European Union from any liability. Project website: http://etn-sas.eu/.

References

1. Laranjo, L., et al.: Conversational agents in healthcare: a systematic review. J. Am. Med.
Inform. Assoc. 25, 1248–1258 (2018)

2. Gao, J., Galley, M., Li, L.: Neural approaches to conversational AI. In: The 41st International
ACM SIGIR Conference on Research & Development in Information Retrieval, pp. 1371–
1374 (2018)

3. Harms, J.-G., Kucherbaev, P., Bozzon, A., Houben, G.-J.: Approaches for dialogmanagement
in conversational agents. IEEE Internet Comput. 23, 13–22 (2018)

4. Razzaki, S., et al.: A comparative study of artificial intelligence and human doctors for the
purpose of triage and diagnosis, pp. 1–15 (2018)

5. Allen, J., et al.: Chester: towards a personal medication advisor. J. Biomed. Inform. 39,
500–513 (2006)

6. Fadhil, A.: A conversational interface to improve medication adherence: towards AI support
in patient’s treatment (2018)

7. Zhang, Z., Takanobu, R., Zhu, Q., Huang, M., Zhu, X.: Recent advances and challenges in
task-oriented dialog systems. Sci. China Technol. Sci. 63(10), 2011–2027 (2020). https://doi.
org/10.1007/s11431-020-1692-3

8. Li, X., Chen, Y.-N., Li, L., Gao, J., Celikyilmaz, A.: Investigation of language understanding
impact for reinforcement learning based dialogue systems. arXiv Preprint arXiv:1703.07055
(2017)

9. Dusenberry,M.W., et al.:Analyzing the role ofmodel uncertainty for electronic health records.
In: Proceedings of the ACM Conference on Health, Inference, and Learning, pp. 204–213
(2020)

http://etn-sas.eu/
https://doi.org/10.1007/s11431-020-1692-3
http://arxiv.org/abs/1703.07055


Robust Intent Classification Using Bayesian LSTM 117

10. Louvan, S., Magnini, B.: Recent neural methods on slot filling and intent classification for
task-oriented dialogue systems: a survey. arXiv Preprint arXiv:2011.00564 (2020)

11. Yao, K., Zweig, G., Hwang, M.-Y., Shi, Y., Yu, D.: Recurrent neural networks for language
understanding. In: Interspeech, pp. 2524–2528 (2013)

12. Yao, K., Peng, B., Zhang, Y., Yu, D., Zweig, G., Shi, Y.: Spoken language understanding
using long short-termmemory neural networks. In: 2014 IEEE Spoken Language Technology
Workshop (SLT), pp. 189–194. IEEE (2014)

13. Gal, Y.: Uncertainty in Deep Learning, 1, 4. University of Cambridge (2016)
14. Challen, R., Denny, J., Pitt, M., Gompels, L., Edwards, T., Tsaneva-Atanasova, K.: Artificial

intelligence, bias and clinical safety. BMJ Qual. Saf. 28, 231–237 (2019)
15. Gauerhof, L., Munk, P., Burton, S.: Structuring validation targets of a machine learning func-

tion applied to automated driving. In: Gallina, B., Skavhaug, A., Bitsch, F. (eds.) SAFECOMP
2018. LNCS, vol. 11093, pp. 45–58. Springer, Cham (2018). https://doi.org/10.1007/978-3-
319-99130-6_4

16. Gal, Y., Ghahramani, Z.: Dropout as a Bayesian approximation: representing model uncer-
tainty in deep learning. In: International Conference on Machine Learning, pp. 1050–1059.
PMLR (2016)

17. Vasudevan, V.T., Sethy, A., Ghias, A.R.: Towards better confidence estimation for neural
models. In: 2019 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), ICASSP 2019, pp. 7335–7339. IEEE (2019)

18. Bohus,D., Rudnicky,A.I.: Sorry and I didn’t catch that!-an investigation of non-understanding
errors and recovery strategies. In: Dybkjær, L., Minker, W. (eds.) Recent Trends in Discourse
and Dialogue, vol. 39, pp. 128–143. Springer, Dordrecht (2008). https://doi.org/10.1007/978-
1-4020-6821-8_6

19. Aftab, H., Shah, S.H.H., Habli, I.: Classification of failures in the perception of conversational
agents (CAs) and their implications on patient safety. Stud. Health Technol. Inform. 281,
659–663 (2021)

20. Gal, Y., Ghahramani, Z.: A theoretically grounded application of dropout in recurrent neural
networks. In: Advances in Neural Information Processing Systems, vol. 29, pp. 1019–1027
(2016)

21. Zhang, L., Zhang, L.: An ensemble deep active learning method for intent classification. In:
Proceedings of the 2019 3rd International Conference on Computer Science and Artificial
Intelligence, pp. 107–111 (2019)

22. van derWesthuizen, J., Lasenby, J.: Bayesian LSTMs inmedicine. arXiv Preprint arXiv:1706.
01242 (2017)

23. Camarasa, R., et al.: Quantitative comparison of Monte-Carlo dropout uncertainty measures
for multi-class segmentation. In: Sudre, C.H., et al. (eds.) UNSURE/GRAIL 2020. LNCS,
vol. 12443, pp. 32–41. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-60365-6_4

24. Ghoshal, B., Tucker, A., Sanghera, B., Wong, W.L.: Estimating uncertainty in deep learning
for reporting confidence to clinicians when segmenting nuclei image data. In: 2019 IEEE
32nd International Symposium on Computer-BasedMedical Systems (CBMS), pp. 318–324.
IEEE (2019)

25. Gautam, V., Gheraibia, Y., Alexander, R., Hawkins, R.D.: Runtime decision making under
uncertainty in autonomous vehicles. In: Proceedings of theWorkshoponArtificial Intelligence
Safety (SafeAI 2021). CEUR Workshop Proceedings (2021)

26. Larson, S., et al.: An evaluation dataset for intent classification and out-of-scope prediction.
arXiv Preprint arXiv:1909.02027 (2019)

27. Malinin, A., Gales, M.: Predictive uncertainty estimation via prior networks. Adv. Neural Inf.
Process. Syst. 31, 7047–7058 (2018)

http://arxiv.org/abs/2011.00564
https://doi.org/10.1007/978-3-319-99130-6_4
https://doi.org/10.1007/978-1-4020-6821-8_6
http://arxiv.org/abs/1706.01242
https://doi.org/10.1007/978-3-030-60365-6_4
http://arxiv.org/abs/1909.02027


118 H. Aftab et al.

28. Vyas, A., Jammalamadaka, N., Zhu, X., Das, D., Kaul, B., Willke, T.L.: Out-of-distribution
detection using an ensemble of self supervised leave-out classifiers. In: Ferrari, V., Hebert,M.,
Sminchisescu, C., Weiss, Y. (eds.) ECCV 2018. LNCS, vol. 11212, pp. 560–574. Springer,
Cham (2018). https://doi.org/10.1007/978-3-030-01237-3_34

29. Kim, J.-K., Kim, Y.-B.: Joint learning of domain classification and out-of-domain detection
with dynamic class weighting for satisficing false acceptance rates. arXiv Preprint arXiv:
1807.00072 (2018)

30. Bowman, S.R., Vilnis, L., Vinyals, O., Dai, A.M., Jozefowicz, R., Bengio, S.: Generating
sentences from a continuous space. arXiv Preprint arXiv:1511.06349 (2015)

31. Zheng, Y., Chen, G., Huang,M.: Out-of-domain detection for natural language understanding
in dialog systems. IEEE/ACM Trans. Audio Speech Lang. Process. 28, 1198–1209 (2020)

32. Munsch, N., et al.: Diagnostic accuracy of web-based COVID-19 symptom checkers:
comparison study. J. Med. Internet Res. 22, e21299 (2020)

33. Zwaan, L., Hautz, W.E.: Bridging the gap between uncertainty, confidence and diagnostic
accuracy: calibration is key (2019)

34. Mooney, P.: Medical Speech, Transcription, and Intent. https://www.kaggle.com/paultimot
hymooney/medical-speech-transcription-and-intent. Accessed 20 Apr 2021

35. Kendall, A., Gal, Y.: What uncertainties do we need in bayesian deep learning for computer
vision? Adv. Neural Inf. Process. Syst. 30 (2017)

36. Machin, M., Guiochet, J., Waeselynck, H., Blanquart, J.P., Roy, M., Masson, L.: SMOF: a
safety monitoring framework for autonomous systems. IEEE Trans. Syst. Man Cybern. Syst.
48, 702–715 (2018)

37. Bickmore, T., Trinh, H., Asadi, R., Olafsson, S.: Safety first: conversational agents for health
care. In: Moore, R.J., Szymanski, M.H., Arar, R., Ren, G.-J. (eds.) Studies in Conversational
UX Design. HIS, pp. 33–57. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-955
79-7_3

38. Sujan, M., et al.: Human factors challenges for the safe use of artificial intelligence in patient
care. BMJ Health Care Inform. 26 (2019)

https://doi.org/10.1007/978-3-030-01237-3_34
http://arxiv.org/abs/1807.00072
http://arxiv.org/abs/1511.06349
https://www.kaggle.com/paultimothymooney/medical-speech-transcription-and-intent
https://doi.org/10.1007/978-3-319-95579-7_3


Biomedical and Health Informatics



Me in the Wild: An Exploratory Study
Using Smartphones to Detect the Onset

of Depression

Kennedy Opoku Asare1(B) , Aku Visuri1 , Julio Vega2 ,
and Denzil Ferreira1

1 Center for Ubiquitous Computing, University of Oulu, Oulu, Finland
{kennedy.opokuasare,aku.visuri,denzil.ferreira}@oulu.fi

2 Department of Medicine, University of Pittsburgh, Pittsburgh, PA, USA
vegaju@upmc.edu

Abstract. Research on mobile sensing for mental health monitoring has
traditionally explored the correlation between smartphone and wearable
data with self-reported mental health symptom severity assessments. The
effectiveness of predictive techniques to monitor depression is limited,
given the idiosyncratic nature of depression symptoms and the limited
availability of objectively labelled depression sensor-driven behaviour. In
this paper, we investigate the possibility of using unsupervised anomaly
detection methods to monitor the fluctuations of mental health and its
severity. Informed by literature, we created a mobile application that col-
lects acknowledged data streams that can be indicative of depression. We
recruited 11 participants for a 1-month field study. More specifically, we
monitored participants’ mobility, overall smartphone interactions, and
surrounding ambient noise. The participants provided three self-reports:
Big five personality traits, sleep and depression. Our results suggest that
digital markers, combined with anomaly detection methods are useful
to flag changes in human behaviour over time; thus, enabling mobile
just-in-time interventions for in-the-wild assistance.

Keywords: Mobile sensing · Mental health · Depression · Anomaly
detection

1 Introduction

Today, depression is one of the most prevalent mental disorders. The World
Health Organisation (WHO) reports that depression affects 300 million peo-
ple globally [81]. Individuals afflicted with depression can experience recurrent
episodes of sadness, feelings of worthlessness, suicidal ideation, fatigue, sleep dis-
turbance, loss of appetite, cognitive impairments, and are prone to social and
physical isolation [55,60,79]. Depression is also known to worsen the outcomes
of many medical disorders such as Parkinson’s Disease [34], heart failure [51],
Alzheimer’s Disease and stroke [73]. Depression does not only negatively affect
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individuals, but to an extent, those around them also. WHO projects that by
2030 [46], depression will be the single most significant contributor to the global
disease burden. In the US alone, the long-term medical care and lost productivity
costs add to more than USD 210 billion [31].

Depression is treatable with effective medication and non-pharmaceutical
treatments like cognitive behaviour therapy. The challenge, however, is that
depression afflicted individuals mostly live unaware or misdiagnosed due to bar-
riers such as social stigma and the scarcity of objective assessment methods.
There is the need to extend current clinical diagnosis tools for depression with
objective data collected in-the-wild, continuously, and as effortlessly as possible.
For the past 30 years, the gold standard for the clinical diagnosis of depression
has not changed [24,79] and is based on subjective (self-reported) assessments
such as the Patient Health Questionnaire (PHQ-9) [44], Beck Depression Inven-
tory (BDI) [4], and Hamilton Depression Scale (HAMD) [32]. Thresholds are
applied to these instruments’ scores to classify the severity of depression for
each individual. However, the reliability of current clinical diagnosis methods of
depression is debated [24,45], mainly owing to their subjectivity, and in some
cases, because they were derived from clinical consensus with limited empirical
evidence [25]. Lastly, these methods are often employed only a couple of times a
year in a controlled laboratory or office setting as they require a professionally
trained clinician.

Today, smartphone and wearable devices have become part of our everyday
lives, and we can better understand people with them [63,70,78]. Instrumenting
smartphones, wearable devices such as Fitbit, and smartwatches with sensor log-
ging software [21,45] have made it possible to passively and unobtrusively collect
granular, moment by moment and in-situ datasets outside laboratory confine-
ment. In addition, instrumenting smartphones and wearable devices provide an
opportunity to actively collect subjective and self-reported data through the
Experience Sampling Method - (ESM) [6,70], instead of paper and pencil diaries
or retrospective recollection. Inherent in these time series datasets are human
behavioural patterns, i.e., digital biomarkers that are essential in developing
interventions for mental health [60,64,70,79].

2 Study Objective

The main objective of this exploratory study is to investigate the feasibility
of identifying out of the ordinary human behaviours to enable early detection
and monitoring of depression. More specifically, we investigate the feasibility
of detecting out of the ordinary behaviours, deterioration of everyday routines,
social interactions and mobility, from small datasets of digital biomarkers cap-
tured via a smartphone application, using multivariate unsupervised anomaly
detection methods. Anomaly detection methods [28] find irregular or noncon-
forming patterns (outliers) in time series behavioural data, and have been
explored in predicting schizophrenia relapses [2,3], abnormal behaviour of the
elderly in Smart Homes [50] and detecting depression in imbalanced datasets [26].



Me in the Wild 123

The anomaly detection approach differs from predictive analysis, which requires
substantial ground truth data for accurate predictions [62,69]. We hypothesise
that anomaly detection could be more suited for detecting the early onset and
monitoring of depression, given the complex and dynamic nature of depres-
sion, the heterogeneity of depression symptoms between individuals [24], and
the scarcity of objectively labelled behavioural datasets for depression.

Towards achieving the study objective, we developed an android-based sens-
ing application for smartphones, to passively and unobtrusively collect smart-
phone sensor data and self-reported surveys. With this application, we collected
in-the-wild behavioural data from 11 participants for 4 weeks. We analysed the
data to probe deeper into anomalous human behaviours with an ensemble of
multivariate anomaly detection algorithms and report our insights into the rela-
tionship between the observed anomalous behaviour and depression symptoms.

3 Related Work

Smartphones and wearables (e.g. smartwatches, rings, bracelets) are increas-
ingly accessible to the wider population. These devices are bundled with several
sensors to collect and monitor different human activities and their related phys-
iological signals, such as heart rate, sleep quality, body temperature, among
others [63]. Lastly and more importantly, most of such devices are, directly
or indirectly, connected online [56]. This combination of conditions offers an
unprecedented opportunity for a real-time, in-situ understanding of the users’
context [22]. The highly personal nature of these devices has driven researchers’
interest in investigating the role of Digital Phenotypes/Biomarkers (DPB) in
monitoring human behaviour and health conditions [16]. In medicine, pheno-
types/biomarkers are physiological, pathological, or anatomical characteristics
that are objectively measured and evaluated as an indicator of normal biological,
pathological processes or biological responses to therapeutic interventions [12].
Here, we consider a DPB as a multimodal sensory metric, i.e., the outcome of a
data analysis that can be compared and measured across individuals using the
same combination of data sources.

There are two primary approaches to develop DPBs, e.g., [39]: active data col-
lection if a participant is prompted to perform a measurement or provide input
(e.g., diaries, self-reports, Experience Sampling Method [6,70]); and passive data
collection if measurements occur without users’ intervention or input (e.g., wrist-
worn devices provide estimates of daily steps and calories autonomously, smart-
phones’ sensor data). Active and passive approaches are collected in tandem to
correlate the data points, where the source of active data collection is regarded
as the ground truth for psychological and subjective measures [56].

For example, in Alzheimer’s disease, there is evidence that cognitive, sen-
sory and motor changes occur 10–15 years before their effective diagnosis by a
professional with traditional neuropsychological tests [43]. Dexterity and cogni-
tive tasks’ performance have been successfully used to monitor cognitive func-
tion decline (e.g., working memory, memory, executive function, language) [14].
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Parkinson’s clinical scales and self-reporting of symptoms also correlated well
with smartphone-based sensing: device interactions, motor activities such as
going up or downstairs, gait (using smartphone’s accelerometer, barometer)
and social interaction (e.g., amount of texts and calls) [77]. Actigraphy (i.e.,
monitoring time sequences of activity vs rest) is useful to predict symptom
changes in mood disorders such as bipolar and major depressive behaviour [40].
Geolocation-based digital biomarkers such as distance travelled, the number
of locations visited, time spent on location was strongly associated with bipo-
lar disorder and schizophrenia [23,57]. Game-based digital biomarkers such as
performance data reflecting cognitive and motor processing and social context
such as where, when and with whom a game takes place could predict mental
health [54]. More related to our work, in depression symptoms, mobility features
such as location variance correlate with depression symptom severity determined
by questionnaires such as the PHQ-9 [65].

4 Experiment

4.1 Data Logging Software

We developed an Android-based smartphone sensing application, Me. As a fea-
sibility study and not an intervention study, we aimed at a simple interface and
architecture to collect relevant data to explore the use of anomaly detection-
based analysis methods to identify potential digital biomarkers for depression.

Fig. 1. Four screenshots (A, B, C, D) of the Me application. A is the home screen, B
is the QRCode scanner, C and D are screens of self-reported questionnaires.

Smartphone Sensing Application and Online Data Storage: Our appli-
cation, Me, is compatible with Android 7.0 and above. The application was
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created using the AWARE Framework [21] Android library. Figure 1 shows dif-
ferent views of Me. Figure 1 A is the initial screen with two top-right menu icons:
on-demand data sync and a QR-Code scanner. By scanning a study-specific QR
Code, as seen in Fig. 1 B, Me connects to the Online Data Storage, i.e., our
study database, which is a MySQL server instance running on an Amazon EC2
with encryption enabled. All data collected with Me is primarily stored locally
on the device. A background data sync service sends the data over a secure
encrypted connection to the study’s Online Data Storage at 30-minute intervals.
In other words, the data transmission to the Online Data Storage is encrypted
with HTTPS. Alternatively, the data sync can be initiated on-demand by tap-
ping on the on-demand data sync menu icon. Me also prompts participants to
complete scheduled self-reported surveys at specific times using a notification.
Participants can click on this notification to open the survey, as shown in Fig. 1
(C and D).

Study Management and Data Analysis: The Study Management dashboard
was developed using R Shiny and is used for compliance and data quality moni-
toring of our participants. The dashboard automatically updates every five min-
utes with visualisations, including the last time each sensor or survey data was
received from each participant. We also developed the Data Analysis Pipeline
using the R programming language for data pre-processing, visualisation and
analysis pipeline for mobile sensing and behavioural analysis.

Data Description and Data Privacy: Me passively collect smartphone
sensor data, in addition to self-reported surveys. Based on existing litera-
ture [45,64,65,79], several potential digital biomarkers were implemented to
detect and monitor mental health. Table 1 details the sensor data that Me col-
lects. In addition to the passively sensed data, Me has built-in self-reported
questionnaires for sleep duration, personality traits using the 50-item Big Five
personality trait questionnaire [27], and depression assessment using the PHQ-
9 [44].

Me inherits AWARE frameworks’ privacy-aware features [21]. The study
application does not collect any personally identifiable information or sensitive
data such as the content of texts, phone calls, visited websites and notifications.
We only log metadata such as the time a text was received, the state of the
phone screen, i.e., locked or unlocked at a given time. For calls and texts, we
anonymise the identity, i.e., phone number and name of the other party, into
a single alphanumeric trace value, using a one-way SHA-1 hash, on the partic-
ipant’s device. With the one-way SHA-1 hashing method, we retain the same
trace value for the same contact and prevent anyone from re-identifying the com-
municating party. Likewise, Me does not store the actual characters typed using
the phone’s keyboard, but rather package name, timestamp, and the masked text
before and after each keystroke. Text masking is done by replacing all uppercase
characters with the letter ‘A’, lower case characters with the letter ‘a’, and digits
(0,1, ..., 9) with the digit ‘1’. Finally, the data collected is not tagged with any
personally identifiable labels such as name or email. For each new installation
of Me on a smartphone, a Universally Unique Identifier (UUID) is randomly



126 K. Opoku Asare et al.

Table 1. A summary of the description, frequency of the data collected with the Me.
Each data point is timestamped with the time of the sampling or event.

Sensor data Frequency Sensor data description

GPS location 5min Latitude, Longitude coordinates

Physical activity Walking, Running, Biking, and In-Vehicle

Light Intensity of ambient light

Noise 3-s sample every 5min Intensity of ambient noise

Screen Event-based Screen locks, unlocks

Touch Touch interaction type(tap, long tap, scroll)

Battery Battery level changes, battery charges and discharges

Application Name of applications that are launched

Notifications Name of the application that triggered the notification

Calls Call type (incoming, outgoing, missed), trace of caller

Messages Message type (received, sent), trace of sender

Keyboard Masked text before and masked text after a keystroke

Timezone Device’s timezone

Self reports Frequency Description

BIG-5 1 per participant at the beginning of the study 50 item personality trait questionnaire

Sleep 1 per day in the morning Start and end date and time of sleep session

PHQ-9 Beginning of the study and 1 per week 9 item depression test questionnaire

generated on the participant’s device and used as the sole identifier of the data
from a specific smartphone; thus, all sensor data entries are tagged with this
UUID. This UUID is reset if the participant removes and re-installs the app to
avoid cross-study matching.

4.2 Recruitment

We conducted a call for participation using a campuswide mailing list, in addition
to posting advertisement posters on various faculty and student notice boards.
The advertisement had URLs to the study information website that contained
a detailed explanation of the purpose of the study, duration, the data collected,
participant requirements to be eligible to join the study, and the reward partic-
ipants would receive after completing the study - a 50 Euro Amazon voucher.
A total of 11 participants joined the study, six female and five male, with ages
ranging from 19 to 37 years (Mean: 26.55, Median: 25, SD: 6.02 ). Six were
undergraduates, three graduate students, and two vocational students. Six out
of eleven participants reported a history of clinical diagnosis with depression,
anxiety, and other related mental disorders. All participants used a smartphone
with Android 8.0 or higher as their primary device. We followed all ethical pro-
cedures required by our institution. According to the local ethical board guide-
lines [75] in the conduct of research, our study is compliant: 1) the study does
not deviate from the informed consent; 2) the research does not intervene in the
physical integrity of the participants; 3) all our participants are above 15 years
old; 4) our study does not expose participants to strong stimuli; 5) there is no
intervention, nor there is a foreseeable potential for mental harm to the partic-
ipants that exceed the limits of participants’ normal daily life or those around
them.
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4.3 Study Protocol

We conducted a 4 weeks study with three stages: Onboarding, Data Collection
and Monitoring, and Post Study Debriefing and Exit.

Onboarding: To avoid cross-participant interaction and bias, we invited each
participant to a private meeting. At the meeting, we explained the study’s pur-
pose, data collection schedule, their right to quit the study at any time and get
their data deleted, and the reward for participation. Afterwards, we asked partic-
ipants to sign a Consent Form and provide their basic demographic information.
We then installed the Me application on their Android-based smartphone, and
with a short tutorial, we instructed participants how to fill in the study’s sur-
veys visible within the app. We showed the participants a snapshot of the actual
data that is collected with the application. We configured the Me to bypass the
battery optimisation (Doze) feature of the Android OS. This configuration is to
allow the Me to run continuously in the background without interference. Next,
using Me, the participant joined the study by scanning the enrolment QR Code.
Lastly, participants were then asked to fill the baseline questionnaires, that is,
the BIG Five personality traits [27] and PHQ-9 [44], also collected in-app. The
onboarding meeting took approximately 30 min.

Data Collection and Monitoring: Me (see Fig. 1 A) does not present any
visualisations, i.e. feedback to the participants during the data collection period,
as we do not want to intervene or influence participant behaviour at this stage.
We designed Me to prompt participants with notifications when self-reported
surveys are due. However, answering ESMs in longitudinal studies poses a con-
siderable burden for participants [6] mainly because the received EMS prompts
may be triggered at inopportune moments, or the prompts may go unnoticed,
especially when the device contains numerous notifications pending from other
applications. To mitigate these challenges and ensure compliance, we monitor the
study using the Study Management dashboard. When we observed gaps in the
data collected, for instance, because the participant phone is not syncing data
to the online study database, the ESM surveys were not answered, or the GPS
sensor was turned off, we proactively contacted participants with recommended
actions over the phone or by email.

Post Study Debriefing and Exit: During this last stage, we again invited
each participant individually for a debriefing meeting. The goal of the debriefing
was not to present to the participant an opinion on whether they are depressed or
otherwise. This goal was made clear to the participants, and we strictly avoided
discussing the participant’s depressive state. The goal of the debriefing was to
assess with participants whether our algorithms could detect out of the ordinary
events that are familiar to participants. At this meeting, we presented partici-
pants with statistics and visualisations of out of the ordinary events flagged by
our algorithm. Figure 2 shows an example of such visualisation. With a semi-
structured interview, we discussed the statistics and visualisations and collected
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participant’s reflections and feedback on the Me application deployment during
the study. Finally, we performed a last manual data sync to complete the dataset
and uninstalled Me.

5 Analysis Protocol

5.1 Behavioural Analysis

Smartphones are a powerful behavioural observation tool in psychological sci-
ence [33]. With a focus on finding behaviour indicative of depression, we explore
smartphones’ sensor data that capture the following behaviours: mobility pat-
terns, daily activities, social interactions [57,59]. Concretely, we investigate how
much a participant transit during the day. This analysis provides an overview of
mobility, outdoor activities (location accuracy is significantly better for outdoor
locations) and the likelihood of social interactions without necessarily exposing
visited locations. We also investigate the most used applications (top-10), allow-
ing us to understand whether a participant is socially interacting non-physically
and whether sports, music, browsing the internet play a role in someone’s daily
activities. Lastly, we look into the screen usage length to understand how engaged
the participant was with the applications.

5.2 Feature Extraction

We converted the timestamps of each sensor data into a human-readable date
and time format using the timezone data of each participant. From the hour of
the day, we determined the day segment as follows; morning - 06–11 h, afternoon
- 12–17 h, evening - 18–23 h, and night - 00–5 h. Except for the Location features,
which were computed at a daily level only, we aggregated all other features at
the daily and day segment level. The aggregation on the day and day segment
level allows for the emphasis of behavioural patterns during specific segments
of the day, for example, typing speed and typing error rate at night, and the
number of unique applications during the morning.

In addition to the minimum, maximum, mean, median, sum, and standard
deviation (SD) aggregation of the computed features, we also captured the
degrees of complexity and irregularity of features with Shannon Entropy estima-
tion [67,71] and Normalised Shanon Entropy [65], using the ‘entropy’ R pack-
age [72]. Furthermore, we computed other estimators that are robust to outliers
in the computed features, including robust estimator for mean (Huber’s M) [38],
and variance (VarQn) [13] using the robustbase R package [53]. We summarise
the features extracted from the sensor data in Table 2. We explain the feature
extraction process in more detail next.

Keyboard: We defined a typing session as all keystrokes while the user is
using an application. For every two successive keystrokes per typing session, we
determine the keystroke transition as Character-Character - from a character
to a character, Character-Backspace - from character to backspace, Character-
Number - from character to number, Character-Punctuation - from character
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Table 2. Summary of extracted features from the study dataset. Feature name*
denotes that multiple estimations; sum, minimum, maximum, median, mean, stan-
dard deviation, entropy, normalised entropy, robust mean and variance (Huber’s M
and VarQn) were computed for that feature.

Feature group Feature metrics

Keyboard interkey interval*, count session, count keystrokes, speed,
pauses ratio, error ratio

Location distance*, speed*, nclusters, location variance

Call call count, distinct contact, duration*

SMS sms count, distinct contact

Phone usage unlock duration, unlock time interval*, count tap,
count long tap, touch time interval*, usage sec*, usage count,
unique apps

Ambient noise episode sec*, silent episodes, loud episodes

to punctuation and Other, and also compute interkey interval, i.e. the time dif-
ference in seconds between two successive keystrokes. A transition is a pause
if the interkey interval exceeds the 95th quantile of all interkey interval per
the typing session. The quantile method we used does not assume normality
for the distribution of the interkey interval. Also, we aggregate all typing ses-
sions as; (1) count session, i.e. count of typing session, (2) count keystrokes,
i.e. count of keystrokes, (3) speed i.e., count keystrokes divided by sum of
the interkey interval, (4) pauses ratio, i.e. count of all pauses divided by
count keystrokes, (5) error ratio, i.e. count of Character-Backspace divided by
count keystrokes, and compute additional estimation as shown in Table 2.

Location: We computed the location features [65,79] at the day level only. First,
we computed the Haversine distance and speed between two successive GPS coor-
dinates. Next, with stationary GPS coordinates [65], we apply DBSCAN [19]
clustering to identify the nclusters, i.e., the number of significant places par-
ticipants dwell per day. Furthermore, with the stationary GPS coordinates, we
also compute the variability [65] in the GPS coordinates as location variance.
Aggregating at the day level, we compute additional estimates for distance and
speed, as shown in Table 2.

Call and SMS. For each call type; missed, incoming and outgoing, we
aggregated the count, i.e.call count, the number of distinct contacts, i.e. dis-
tinct contact, and additional estimates of the call duration as shown in Table 2.
Likewise, for SMS, for each SMS type; sent and received, we aggregated the
count and number of distinct contact/trace.

Phone Usage. The phone usage features comprise features extracted from the
screen interaction, touch interaction and foreground applications. With screen
interaction, we defined a screen episode as the time between two screen states
(lock, unlock) changes. We used only the screen unlock episodes to compute
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Fig. 2. A visualisation of the typing features of a participant on an anomalous day.
The typing speed (top left) gradually declines during morning and evening hours, with
a slight increase during afternoon hours. The error rate (bottom left) and pause rate
(bottom right) sharply rises and declines between the 15th and 20th h of the day. The
participant confirmed during a debriefing session and explained that this typing feature
pattern was due to an emotional mental state and fighting period with a friend.

screen episode duration and additional estimates, as shown in Table 2, of the
time between two successive unlocks, i.e., unlock time interval. Likewise, for
touch interactions, aggregated count of tap, scroll, long tap interactions, and
additional estimation, in Table 2, of the time between two successive touch inter-
actions, i.e., touch- time interval. For features from foreground applications, we
added to each app their corresponding category (e.g., social network) based on an
external dataset [71] and the Google Play Store [29]. We defined application use
episodes as the time during which a particular application is in the foreground.
For each application use episode, we computed usage sec as the usage duration
in seconds. We then aggregated the usage sec, usage count - count of all applica-
tion launches, and unique apps- the count of unique application launches at the
daily and day segment level for all application categories, and messaging, calling,
tvvideoapps, musicaudioradio, email, socialnetworks, eating, healthselfmonitoring,
datingmating, and top 1, 2 and 3 used application categories. Furthermore, for
usage sec, we computed additional estimates listed in Table 2.

Ambient Noise. We used 50 decibels as a threshold [1,82] to determine the
noise state; thus, whether the ambient noise was silent- less than or equal to
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50 decibels or loud otherwise. We determined noise episodes as all intermittent
samples until the noise state changes. For each noise episode, we computed the
episode sec - total duration of the episodes in seconds after discounting sampling
time intervals and maximum, minimum and median decibels. Finally, we aggre-
gate the noise episode features into silent episodes - count of silent episodes, the
sum of silent episode sec, loud episodes - count of loud episodes, sum of loud
episode sec, minimum of all minimum decibels of noise episodes, maximum of
maximum decibels of noise episodes, mean of mean decibels of noise episodes,
median of median decibels of noise episodes. We also compute additional esti-
mations for episode sec, as shown in Table 2.

5.3 Anomaly Detection

Anomaly detection is a process of finding nonconforming, unexpected or irregular
patterns or behaviours in a time series dataset, taking into account only the
intrinsic properties of the dataset [28]. Depressive behaviour in an individual
may manifest as anomalous - an out of the ordinary behaviour in the context of
the individual’s routine behaviour [47]. For instance, the depressive behaviours
may manifest in unusual sleep changes - inferred from changes in sleep duration,
wake up time, screen interactions, touch interactions, and typing during the
night or physical and social isolation - inferred from changes in calling, texting,
use of social media applications, and reduced physical activity [2,3,55,79]

While different anomaly detection methods exist [28,47], the methods applied
in this paper are unsupervised multivariate anomaly detection methods. In
contrast to supervised classification methods, unsupervised anomaly detection
methods do not need to be trained with labelled datasets of depressive behaviour
of the individual, which in practice, may not be available or are scarce at the
onset of depression. The applicability of anomaly detection in detecting and mon-
itoring depression is that the growth of anomalous behaviours often translates
into critical, significant and actionable information prompting just-in-time inter-
ventions. For example, in [3], 71 % higher anomalous behaviour rates were found
in the two weeks before relapse of schizophrenia than other times. In healthcare,
unsupervised anomaly detection algorithms have been useful to predict health
information about smart home residents [48].

We implemented four anomaly detection algorithms; K-Nearest Neigh-
bours (KNN) [7,28], Isolation Forest (ISOFOR) [18,49], Local Outlier Factor
(LOF) [10,28,37], and Connectivity-Based Outlier Factor (COF) [28,52,74] to
detect anomalies separately in each participant’s features (see Table 2), quanti-
fied from their 4 weeks dataset. The participant’s features computed on the day
level and the day segment level were concatenated, into one feature matrix, with
each roll representing a particular day. We applied z-score normalisation to the
feature matrix before applying the anomaly detection algorithms.

Unlike classification methods that predict a specific class or label, unsuper-
vised anomaly detection algorithms output continuous anomaly scores. Generally
for LOF, COF, ISOFOR and KNN, higher anomaly scores indicate a higher like-
lihood of an anomalous data point [7,18,37,52]. We used the 95th quantile of
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the anomaly score, without assuming a normal distribution, as a threshold for
determining whether the feature matrix point is an anomaly (> the threshold)
or non-anomaly otherwise. For each detected participant’s anomalous day, we
then compute a weight ; thus, a simple count of the anomalies detected for the
day. Figure 3 shows a high-level overview of the anomaly detection process.

Fig. 3. An overview of the unsupervised multivariate anomaly detection process.

6 Results

6.1 Quantitative Results

We summarise the behavioural data, anomaly detection and self-reported ques-
tionnaires collected from 11 participants during our 4 weeks deployment of
[OUR- APP] in Table 1. By applying a threshold [44] on the baseline PHQ-9
responses collected during the Study Onboarding, we grouped the participants
into depressed (PHQ-9 score ≥ 10) and non-depressed (PHQ-9 score < 10). Out
of the 11 participants, 3 participants (P1, P2, and P10) were depressed with a
mean PHQ-9 score of 16 (sd 7.0) at Study Onboarding, and 9 participants were
non-depressed with a mean PHQ-9 at of score 6 (sd 2.27) at Study Onboarding.
Six participants (P1, P4, P6, P8, P9, P11) mentioned they have at some point
in their life been clinically diagnosed of depression, anxiety, and other related
mental disorders, and we grouped them as with history.

Behavioural Analysis: We did not find a statistical difference between our
groups. Our participants’ sample is modest (N = 11), the groups are not bal-
anced in sufficient numbers. It was incredibly challenging to recruit participants
for this pilot. Hence we report our findings using descriptive statistics. As our
goal was to pilot the methods and software to assess the usefulness of such in
monitoring depression remotely, we conducted this feasibility study with the
recruited individuals.

We took the top-10 most used applications and investigated their daily usage
patterns (Fig. 4 as an example). This figure shows which app, time of day, and
how frequently is the app used at a given time of the day.

Across all the participants, the average application usage time was approx-
imately 8 min. Comparing across groups, the depressed and with history group
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Fig. 4. Example of the most used applications (top-10) for two participants P1 and P5
(depressed and non-depressed, respectively).

had an average application usage time of approximately 9 min. The non-
depressed group average application usage time was approximately 5 min. In
the depressed group, we find application usage reveals a pattern in social appli-
cation usage (e.g., WhatsApp, Facebook, Snapchat, Tumblr) throughout the
day and especially late in the evening (23h00 onward) until the early hours of
the day (see Fig. 4, left). The participants in the depressed group show more
usage of social apps than within the other groups, for longer periods of time
– a normalised daily median frequency and app session length: 231 daily ses-
sions, median session length: 12 m 31 s vs 34, 57 daily launches, 5 m 26 s, 7 m 32 s
session length in non-depressed and with history, respectively. We do not find
this pattern in the non-depressed group, with a clear break in application usage
during the early hours (e.g., between 0h and 6h00, Fig. 4, right). We also find
the depressed pattern in P11 (with history), but not others in the same group.

Next, we investigated engagement with the smartphone using the screen sta-
tus (being on or off). This allows us to see when the engagement occurs in the
day and for how long (in Fig. 5, the longer the engagement the brighter it is).

Across all the participants, the average engagement time was approximately
8 min. Comparing across groups, the depressed and with history group had an
average engagement time of approximately 9 min. The non-depressed group aver-
age engagement time was approximately 5 min (see Fig. 5). Following the appli-
cation usage pattern, the engagement of the depressed group is highlighted in the
early hours (see Fig. 5, left). The non-depressed group shows a diluted engage-
ment pattern throughout the day (i.e., more frequent, more brief).

Lastly, we probed the users’ daily mobility patterns by the median distance
travelled in a given hour (Fig. 6). Across all participants, the median daily total
mobility was 7 km. Comparing across groups, the depressed and with history
groups had a median daily total mobility of 7,4 km and 3.6 km, respectively. The
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Fig. 5. Example smartphone engagement for two participants P10 and P3 (depressed
and non-depressed, respectively).

non-depressed group median daily total mobility was 12 km. Participants in the
depressed group show a pattern of more mobility in the afternoon hours (11h00
until 18h00, see Fig. 6 left). For the with history and non-depressed group, the
mobility starts earlier in the day, often at 8h00. We also find peaks of mobility for
the non-depress-ed group around lunch time (11h00–12h00) (see Fig. 6, right).

Anomaly Detection: We applied four unsupervised multivariate anomaly
detection algorithms separately on each participant’s data. We computed at
least 74 features per participant per day, from the captured behavioural dataset.
We did not include features from calls and SMS since the data contained only
a few records from 2 participants. Using Spearman’s correlation coefficient, we
analysed the relationship between the weekly PHQ-9 responses and anomalies
detected within two weeks leading to the PHQ-9 survey date.

We found no statistically significant correlation between PHQ-9 scores and
anomalies detected. We found pairwise correlations between the individual PHQ-
9 question ratings and anomalies detected. However, the correlations were not
statistically significant when their P-values were adjusted for multiple testing
using the Holm-Bonferroni method [35]. We highlight the pairwise correlations
where P-values < 0.05 for all participants, depressed and non-depressed group.

For all participants, we found a negative correlation (r = −0.351, p = 0.009)
between typing or keyboard feature anomalies and PHQ-9 question seven [Trou-
ble concentrating on things, such as reading the newspaper or watching televi-
sion], a negative correlation (r = −0.273, p = 0.044) between typing anomalies
and PHQ-9 question eight [Moving or speaking so slowly that other people could
have noticed? Or the opposite - being so fidgety or restless that you have been
moving around a lot more than usual ]. In addition, we found a negative correla-
tion (r =−0.283, p = 0.037) between PHQ-9 question eight, and total anomalies
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Fig. 6. Example mobility for two participants P10 and P7 (depressed and non-
depressed, respectively)

(the sum of anomalies in keyboard, location, phone usage, ambient noise features,
see Table 2), total anomalies and PHQ-9 question seven (r = −0.369, p = 0.006).
These results suggest that participants with difficulties in concentrating on doing
routine activities are more likely to exhibit out of the ordinary and anomalous
typing behaviours. Additionally, the results also suggest that participants with
restless or fidgety mobility patterns are more likely to exhibit anomalous typing
behaviours.

For the depressed group, we found a negative correlation (r =−0.532,
p = 0.041) between phone usage feature anomalies and PHQ-9 question three
[Trouble falling or staying asleep, or sleeping too much], and a negative correla-
tion (r =−0.545, p = 0.036) between total anomalies and PHQ-9 question seven.
This suggests that depressed participants experiencing insomnia or hypersomnia
at night, are more likely to use their phones (screen interaction, touch interac-
tion and application launches), in an unusual manner compared to other phone
usage patterns.

Similarly, for the non-depressed group, we found a positive correlation
(r = 0.394, p = 0.012) between phone usage feature anomalies and PHQ-9 ques-
tion four [Feeling tired or having little energy ], a positive correlation (r = 0.356,
p = 0.024) between phone usage feature anomalies and PHQ-9 question five [Poor
appetite or overeating ] and a positive correlation (r = 0.334, p = 0.0035) between
ambient noise features anomalies and PHQ-9 question four. This suggests that
participants who feel tiredness, stress, poor appetite, and have low energy, are
more likely to launch phone applications and interact with their phone through
unlocks and scroll in an unusual manner as compared to other phone usage
patterns, and might prefer to spend time in low noise environments.
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6.2 Qualitative Results

We used the Grounded Theory [11] open coding approach to analyse the data
collected at the Post Study Debriefing. We read all the responses and reflections
from participants and coded them based on similar concepts. We then system-
atically connected the similar concepts into themes, as follows:

Challenges in the Wild: Generally, the Me application functioned as expected,
however some participants (N = 3) noticed a different behaviour of [OUR- APP]
from what was explained to them during the Study Onboarding. “I think that
PHQ-9 questionnaire didn’t come through every Thursday. So I had to remind
myself to do that. But that was just a minor thing” (P4) “I have maybe two
or three times where the app was probably not running properly. So I didn’t get
the notification in the morning to put the sleeping hours” (P6). In addition,
some participants (N = 4) also reported that running Me impacted their phone’s
storage and battery life. “I had problem with the flash memory in the device and
I’m not sure if it was related to the app or not. Because I was travelling at the
time. I took a lot of pictures” (P6). “I think the more relevant things I’ve noticed
was the battery because it was going down always.” (P10) “yeah, the battery drain
a bit faster, especially after I got an Oura ring. After that, so, after I stopped
using the app, I quickly noticed how my battery lasted longer than usual.” (P4).

Early Feedback: While our research design did not show participants any
feedback during the study period, some participants (N = 9) were of the view
that early feedback on Me would have been more useful, rather than after 4
weeks. Some participants could not recall what happened, or sounded surprised,
when they were asked to reflect on statistics and visualisations of their own
data. “I didn’t expect it, for example, like a personal feedback. So that was nice.
And also to see, for example, that I make more errors, for example, when I
am tired or when I am emotionally in trouble” (P10). “7th of November? no
I don’t remember. I can check, I have my calendar, everything is in there. No
I don’t have anything here” (P3) “Well, it’s quite interesting. Maybe it’s a bit
more apps than I thought it would be. But regarding the number of uses, I’m
really wondering what happened on that day” (P4). “Well, I think it would be
interesting to just look at my own history. What have I done on these days?
Because I don’t remember right now, what happened during that time?” (P4).

Plausibility of Detected Anomalies: Whereas some participants could not
recall or explain what happened when asked to reflect on visualisations on
anomalous behaviours, most participants (N = 6) could quickly explain, relate
to and confirm the out of the ordinary behaviours detected by the anomaly
detection algorithms. “I had a party on the 26th and then I remember I really
used my phone on the 27th, I was emotional, I’ve been in a bad mood and yeah,
fighting over text” (P10). “I don’t remember if that was the same day I was trav-
elling. Because if it was, I was in the car as a passenger”(P4). “I usually sleep
quite well. But some nights I haven’t slept so good. And during this period of
using the app, I had to change my medication and increase the dosage and that
could be the cause” (P1). “I’ve been realising I use my phone the most between



Me in the Wild 137

11 and 12 at night, 10.30 or 11 I’m in my bed, I take the phone, I have the
phone for an hour so and then I go to sleep” (P3). “Maybe some looking out at
the game results or something like that. Because I follow Brazilian soccer and
then probably looking at the results of the Sunday games. On Mondays because
the games are late on Sunday in Brazil, and it’s the night here. So on Monday
morning, I wake up and check the game scores. And then there are lots of news
about it. probably spend some time on that. Yeah.” (P6).

7 Discussion

Our results give us a bulk of smartphone-based user behaviours that may be
relevant in monitoring depression unobtrusively. Participants in the depressed
group went to bed late (i.e., after midnight) - using screen status data - which
also provided evidence that it makes it challenging for them to wake up early
(first app usage, first time the screen turned on). Moreover, routinely application
usage is until late (Fig. 4) and more engaged in the evening/night (Fig. 5), and
daily mobility is usually after 10h00 (Fig. 6). The participants in the depressed
group show more usage of social apps than within the other groups for more
extended periods. Participants in the non-depressed group followed a device off
time night (23h00 onward), picking up the phone at around 8 am. Surprisingly,
P11 is a with history participant who follows the depressed pattern, but not the
others in the same group (they exhibit the non-depressed group pattern). Such
information could be beneficial for a mental health professional to investigate
further. Participants in the non-depressed group are more active (higher daily
median mobility) throughout the day, with a peak around lunchtime (11h00–
12h00), while others are less mobile.

As depression symptoms are, human behaviour is heterogeneous and varies
between individuals. Previous research has established that smartphone usage
behaviours and depression varies among different demographics [8,9,61,71].
For example, certain personality traits are associated with compulsive use of
YouTube [42], specific application categories can predict personality traits [61],
and some applications are more likely to be used at specific hours of the day [8].
Monitoring inherent patterns in these behaviours at the individual level, over
time, to detect changes and out-of-the-ordinary behaviours, is helpful in detect-
ing the early onset of depression [2,3,26]. The findings in this study revealed
some relationship between anomalous human behaviour and questions 3, 4, 5,
7 and 8 of the PHQ-9 depression scale, which suggests that it is feasible to
passively and unobtrusively collect datasets from smartphones, to detect out of
the ordinary behaviours related to depression. These findings corroborate the
findings of previous studies [3,55,79] with regards to the relationship between
biomarkers and depressive symptoms, particularly of typing patterns [55,79],
sleep disturbances and fatigue [79], trouble concentrating and psychomotor agi-
tation or retardation [79].

In a hypothetical early detection of depression system, for example, the
anomalous behaviour detection system will monitor the increase of detected
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anomalies in a participants dataset that correlate with depressive symptoms. If
a reasonable threshold is exceeded, the system will then prompt the participant
to provide a response to a self-reported depression scale such as PHQ-9 [44],
Beck Depression Inventory (BDI) [4] and Depression Anxiety and Stress Scales
(DASS-21) [58]. The score of the depression scale will determine the requisite
course of action.

While it was not the goal of the current study to provide depression inter-
ventions to participants, our results suggest that participants expected to see
feedback on the study’s application. Equally important is the impact of such
feedback on participants’ behaviour. Previous research [20,45,66] have investi-
gated various feedback mechanisms when providing intervention in mental health
systems. Careful design of the feedback mechanism [66] regarding timing, fre-
quency and personalisation is required to prevent a negative impact [20] on the
participants’ mental health state.

In addition, to prompt actionable feedback [3,66], the feedback should be
specific and personalised, interpretable, meaningful to participants. Model inter-
pretability is one advantage anomaly detection methods used in this study
have over predictive analysis, whose output interpretation is sometimes chal-
lenging [17,68]. Our results suggest that, while some participants could not
always recall if something of significance happened on anomalous days, the
detected anomalous behaviours (example in Fig. 2) were generally plausible and
meaningful to the participants. With prompt and interpretable feedback on
detected anomalous behaviours, participants could provide additional context
to the dataset by annotating detected behaviours.

Our results also highlighted some application deployment challenges with
some participants. In recent years, application distribution platforms such as the
Google Play Store [29] have enabled mobile health researchers and application
developers to reach millions of people using different smartphone devices and
OS versions globally. Not only do these application distribution platforms bring
opportunities, they also bring some challenges to application development and
deployment [5,36] due to ever evolving device platforms and application deploy-
ment guidelines. For instance, recent changes in Google Play Store’s application
publishing policies [30] restricted the types of applications that can access spe-
cific permissions, including SMS and call logging permissions. Consequently, our
attempt to publish Me on the Google Play Store was rejected since Me is not a
replacement for calls or SMS applications, yet it needs SMS and call permissions
to access the call and SMS behaviour data. Consequently, we hosted Me in-house
using Jenkins [41]. However, self-hosting applications pose challenges in scaling
and updating the application on multiple devices, which are otherwise handled
by the application distribution platform. Lastly, Android’s Doze and background
processing limitations negatively interfere with passive and continuous sensing
applications like in Me, justifying why at certain times, the application did not
remind the participant.
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8 Limitations and Future Work

Notwithstanding the results in this study, the number of participants in the study
is limited and were recruited from a general population. With the study being
exploratory, evidence of clinical diagnosis with depression was not a recruitment
requirement. Secondly, all correlations reported in this study are not statistically
significant when their P values are adjusted for multiple testing.

In the future work, we replicate the study with a larger cohort drawn from
a clinical population to explore further the relationship between out of the ordi-
nary behaviours and depression. With a larger sample size, future research could
review the statistically significant relationship between detected anomalies and
depression. We could further explore the causal relationship between detected
anomalies and depression. Since correlations only reveal linear relationships. In
addition, we could investigate both linear and non-linear relationships between
depression and detected anomalies, using information theory methods such as
Mutual Information (MI) [15]. Additionally, future work could expand the fea-
tures extracted from the smartphone dataset to include additional measures
of routines and variability in human behaviour using methods such as Regu-
larity Index [76,80]. Future work could improve the anomaly detection system
with other contextual information such as the Big Five Personality traits, and
explore the relationship between anomalous human behaviour and depression
using other depression scales such as the BDI [4], DASS-21 [58].

The current study is an exploratory first step towards creating a system for
just-in-time depression intervention with anomaly detection methods. As such,
the current study does not predict whether an individual is depressed or not.
The findings from this study naturally lead to questions such as; how much data
will be collected from individuals to constitute a ground truth for their baseline
behaviour, how would the system adapt to changing human behaviours such as
seasonal changes (e.g. winter and summer), situational changes such as changing
jobs, graduating from college, and other environmental changes that may change
human behaviour?, how many or what kind of anomalous behaviours will be sta-
tistically significant with depression scores, what threshold of detected anomalies
will trigger an intervention from the application. These are questions we seek
to investigate in future work, ultimately leading to the creation of a system
of personalised and labelled datasets of anomalous individual behaviours that
are indicative of depression, and personalised models for just-in-time depression
interventions.

9 Conclusion

In this study, we investigated the feasibility of using unsupervised multivari-
ate anomaly detection methods to detect at the early onset and monitor the
progression of depression. Our quantitative and qualitative findings show that
anomalies detected in participants’ behaviour collected via smartphone sens-
ing over a 4 weeks period, represented specific and meaningful out of the ordi-
nary behaviour. Our findings also show non statistically significant correlation
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between the detected anomalous human behaviour and various symptoms of
depression under the PHQ-9 depression scale. In spite of our study’s limita-
tions, our findings demonstrate a step forward towards detecting and monitoring
depression with anomaly detection methods. Further research is needed to repli-
cate these findings in larger population studies, potentially leading to creating
just-in-time interventions for depression using anomaly detection methods.
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Abstract. In this paper, an electrooculography (EOG)-based eyemovement angle
estimation approach, including signal acquisition, pre-processing, outlier removal
and modeling, is proposed. The eye movement angle estimation model is a data-
driven approach that using a non-linear polynomial method. It offers a simple,
analytical, accurate, and cost-effective solution for real-time and large-space eye
movement angle estimation. The feasibility of the proposed model was validated
on a realistic scenario across 18 subjects. Experimental results show the horizontal
estimation error in angle is less than 3.5°. Compared with most of the existing
methods with high computational complexity, the proposed model can provide
comparable results with less computational consumption cost in a large-space
eye movement angle estimation. Meanwhile, the proposed model can be easily
deployed in the embedded platform or mobile device with limited computing
power and limited storage space for real-time eye movement angle estimation.

Keywords: Electrooculography · Eye movement angle estimation · Non-linear
polynomial model

1 Introduction

Electrooculography (EOG), as a reliable and non-invasive technique, measures the elec-
trical potentials that arise between the cornea and the retina changes when the eyeball
rotates. By placing a pair of electrodes either horizontally or vertically around the eyes,
these potentials can be recorded. The transitions andmagnitude of the obtained potentials
are essentially corresponding to the rotation angle of the eyes [1]. Thus, EOG has been
widely explored in many health applications, such as wheelchair guidance [2], human-
computer interface [3, 4], fatigue detection [5], etc. While, for these applications, eye
movement angle estimation is considered to be the fundamental step.
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To estimate the eye movement angle, various approaches have been proposed. These
approaches can be roughly classified into the physically-driven white box method and
the data-driven black-box method. The research idea of the physically-driven white-box
model focuses on the EOG eye movement recognition model based on the relationship
between the principle of eye movement and gaze location. Under this idea, Barbara
et al. [6] proposed an eye movement angle fitting model, by employing the EOG battery
model [7] and the spatial geometric relationship between eye movement and the angle
of gaze location. However, the model proposed in this work requires a certain amount of
trigonometric function operations. Furthermore, the calculation of trigonometric func-
tions mainly relies on the Taylor expansion, which has requirements for computer com-
puting power, or the look-up table method, which has certain requirements for computer
storage capacity. As a result, the model training is resource-consuming.

In contrast, the research idea of data-driven black-box focuses on data-driven EOG
eyemovement angle recognitionmodeling. Comparedwith thewhite-box idea, this tech-
nique tends to have higher accuracy. Researches under this idea normally employ data-
driven modeling methods and establish regression models between the eye movement
angle and the collected EOG signal. According to the type of the proposed regression
models, it can be divided into linear models and non-linear models generally. Barbara
et al. proposed a linear model in the research to estimate the eyemovement angle accord-
ing to EOG signals [4]. However, other researches show that the eye movement angle
within 45° is linear, eyemovement angle larger than 45° is non-linear [8–11]. The advan-
tage of the non-linear model is that it has higher accuracy but correspondingly requires
higher computing resources to train the model. Although the linear model has a rela-
tively simple model, the requirements for computing resources are correspondingly low,
but its accuracy for a larger eye movement angle is not satisfactory. Putting aside the
resource usage, focusing only on accuracy and interpretability is not pragmatic enough
to apply EOG signals to health application scenarios. The relationship between resource
consumption and accuracy is an important issue that is yet to be considered.

To address the above issues, an accurate and cost-effectivemodel based on non-linear
polynomial regression for eye movement angle estimation is proposed. The model is
simple, analytical, fast, and with few parameters. Compared with most of the existing
methodswith high computational complexity, the proposedmodel can be easily deployed
in the embedded platform ormobile device for real-time eyemovement angle estimation.
Meanwhile, to verify the feasibility of the proposed method, a series of large-space
experiments (range: −50° to 50°) were conducted. The proposed model provides a
favorable accuracy with less computational time.

2 Experiment

2.1 Materials

In this work, EOG signals were recorded from 19 subjects aged 25 ± 4 years (9 males
and 10 females), these subjects are healthy adults without strabismus and exophthalmos.
All subjects understood and agreed with the experiment process before the experiment.
Polysomnography (PSG) with a sampling frequency of 256 Hz, a 0.3–10 Hz band pass
filter and a 50 Hz notch filter was applied for the EOG data acquisition.
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The electrode configuration was set as shown in Fig. 1, with electrodes placed on the
right side of the right eye socket (dot ‘1’) and on the left side of the left eye socket (dot
‘2’). A reference (dot ‘Ref’) and a ground (dot ‘GND’) electrode were also attached to
the center of the forehead and on the left mastoid respectively.

Fig. 1. This is the electrode configuration illustration. The dots mark the placed PSG electrode
positions on the face. The dot is on the right side of the right eye socket labeled ‘1’ and on the left
side of the left eye socket labeled ‘2’. A reference (dot ‘Ref’) and a ground (dot ‘GND’) electrode
are attached to the center of the forehead and on the left mastoid respectively

2.2 Experimental Setup and Procedure

Before the start of the experiment, the subject sat upright in the experimental apparatus
in a comfortable position with arms resting on the desk naturally. The face of the subject
was cleaned with wet wipes and then connected to conductive gel electrodes. Their head
was fixed by a bracket to reduce the impact of head shaking.

The experimenter helped the subject to attach the electrodes. After that, the exper-
imenter configured and tested the PSG (used to acquire EOG signals) and acquisition
program (used to guide the experimenter and subject and marked EOG signals). Then,
the experimenter ran the EOG acquisition program and prompted the subject to make
corresponding saccades according to the experiment requirements. The saccades pro-
cedure is shown in Fig. 2. The symbol � is the angle between the center point and the
target point of saccade. The saccades sequence is {0°, 10°, 0°, −10°, 0°, 20°, 0°, −20°,
0°, 30°, 0°, −30°, 0°, 35°, 0°, −35°, 0°, 38°, 0°, −38°, 0°, 40°, 0°, −40°, 0°, 42°, 0°, −
42°, 0°, 44°, 0°, −44°, 0°, 46°, 0°, −46°, 0°, 48°, 0°, −48°, 0°, 50°, 0°, −50°, 0°}.
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Figure 3 shows the experimental paradigm. At the beginning of the saccade proce-
dure, the subject was asked to gaze at the center point (0° point). Then the subject was
asked tomake a saccade from 0° to 10° according to the audio prompt of the program and
keep gazing at the 10° point for 3 s. At the same time, the program marked the saccade
signal EOG1

0to10 (the potential of electrode 1, saccade from 0° to 10°) and EOG2
0to10 (the

potential of electrode 1, saccade from 0° to 10°) for subsequent signal processing.
Before proceeding to the next step, the subject can take a short break to relax the

eyeballs, blink, etc. The purpose is to reduce the discomfort of the eyes during the
experiment and ensure the quality of the data acquired in the experiment. After asking
for consent that the subject can continue the experiment, the experiment continues. Then
after a short break, the subject was asked to continue to gaze at 10° point to finish the
next saccade (from 10° to 0°).

The subject was required to repeat the above process until all saccades sequences had
been completed. Finally, we got all saccade EOG signal from one subject (EOG1

0to10,
EOG1

10to0, EOG
1
0to−10, EOG

1−10to0, …, EOG1
0to50, EOG

1
50to0, EOG

1
0to−50, EOG

1−50to0
andEOG2

0to10,EOG
2
10to0,EOG

2
0to−10,EOG

2−10to0,…,EOG2
0to50,EOG

2
50to0,EOG

2
0to−50,

EOG2−50to0).
In addition, another experimenter observed the subject’s eye movements and

recorded abnormalities (blinks, wrong saccades, etc.) on the experiment log. These
abnormalities are excluded when processing these EOG data.

Fig. 2. The illustration of eye saccades experiment. The saccades sequence is {0°, 10°, 0°, −10°,
0°, 20°, 0°, −20°, 0°, 30°, 0°, −30°, 0°, 35°, 0°, −35°, 0°, 38°, 0°, −38°, 0°, 40°, 0°, −40°, 0°,
42°, 0°, −42°, 0°, 44°, 0°, −44°, 0°, 46°, 0°, −46°, 0°, 48°, 0°, −48°, 0°, 50°, 0°, −50°, 0°}.
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Fig. 3. The illustration of the experimental paradigm.

3 Methodology

3.1 EOG Signal Preprocessing

Before building a model, the raw data need to be preprocessed. The data preprocessing
flowchart is shown in Fig. 4. We extracted the data between the begin-mark and the
end-mark in the EOG sample as saccade events. Then we excluded the abnormalities
according to the experiment log (32 data from 18 subjects and all data from one male
subject with completely distorted signal due to bad electrode placement). After the data
were captured, the measured EOGs were manually examined, by employing the wavelet
transform denoising [12] and observation [13], obvious abnormal signals that clearly
included large noise components such as blinking or gazing at the wrong target position
were excluded (45 data from 18 subjects).

To build a simple model between the absolute eye movement angle θ and EOG
information, we define the value �EOGθ :

�EOGθ = max(
∣
∣
∣EOG1

θ − EOG2
θ

∣
∣
∣) (1)

where the �EOGθ is the maximum absolute EOG value after differencing the two
electrodes EOG signal in absolute eye movement angle, θ , saccade.

In this work, four similar saccades (e.g., EOG1
0to10, EOG1

10to0, EOG1
0to−10,

EOG1−10to0) were marked as a same absolute eye movement saccade angle θ (e.g., 10°)
to extend the data set. Hence, for one subject, an eye movement angle θ has 4 absolute
eye movement data. As a result, we have obtained 44 �EOGθ data with 11 absolute eye
movement angle targets (θ = {10°, 20°, 30°, 35°, 38°, 40°, 42°, 44°, 46°, 48°, 50°})
from 18 subjects.

In real life, due to the activities of humans, someunpredictable situationswill happen.
It is not enough to exclude the outliers manually, and other non-manual methods are
needed to assist in processing the data.

To build a robust model, some outlier excluding methods were applied to the training
set before training the model. 3σ criterion (Pauta criterion) [14] and MAD (Median
Absolute Deviation) [15] are both the outlier excluding methods. These methods can
further ensure that the training data will not deviate too much from the normal value.



An Accurate and Cost-Effective Approach 151

Fig. 4. The flowchart of signal preprocessing.

3.2 Polynomial Fitting Eye Movement Angle Estimation Model

Traditional eye movement angle estimation models consider eye movement angle θ to
be a linear relationship with EOG. However, some further studies point out that the
relationship between eye movement angle θ and EOG is not completely linear, but
approximate linear within a certain range. In this work, we build a polynomial model to
represent this incomplete linear relationship.
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Denote the model as:

θ
∧

(i) = f (�EOGθ,i,w) (2)

= w0 + w1 · �EOGθ,i + w2 · �EOGθ,i
2 + · · · + wk · �EOGθ,i

k , k ∈ N+ (3)

where the θ
∧

(i) is the ith angle predicted by the absolute eye movement angle estimation
model.�EOGθ,i is the ith�EOGθ trainingdata of themodel.w = [w0,w1,w2, · · · ,wk ]
is the weight coefficient vector of the polynomial model. k is the order of the polynomial
model.

Denote the loss function as:

Loss =
∑n

i=1
[θ
∧

(i) − θ(i)]2 (4)

where the θ(i) is the ith true target of training data. n is the number of training set data.
The problem of obtaining the optimal model is equivalent to solving the following

equation:

∑n

i=1
[θ
∧

(i) − θ(i)]2 → min (5)

After coding a program to solve this equation, the optimal weight coefficient vector
w has been found. The absolute eye movement angle estimation model is established.
The number of parameters in this polynomial model is k + 1.

4 Results

Leave-one-subject out cross-validation was used to evaluate the performance of the eye
movement estimation model. Both validation and modeling methods used MATLAB
R2021a software. Each model training and testing was conducted on a hardware speci-
fication with an Intel Core i5-9400F CPU, 8G DDR4 RAM and GTX1650 GPU in the
Win10-64bit environment.

MAE (Mean Absolute Error) and RMSE (Root Mean Squared Error) are used to
evaluate the performance of the model.

MAE = 1

n

∑n

i=1

∣
∣
∣θ
∧

(i) − θ(i)
∣
∣
∣ (6)

RMSE =
√

1

n

∑n

i=1
(θ
∧

(i) − θ(i))
2

(7)

where n is the number of test sample, θ
∧

(i) is the ith predict absolute eye movement angle
value of the model in test set, θ(i) is the ith true target in the test set.
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4.1 The Result of the Proposed Method

In this method, all �EOG data with angle target are separated according to each subject
(totally 18 subjects). For all subjects, leave one of all subjects as the test set in turn, and
all the others as the training set.

Figure 5 shows the performance change of the polynomial model from 1-order to
9-order. The performance increases significantly with the increase in number of orders
before the 3rd order and reaches the best around 3rd or 4th order. The performance
doesn’t improve with the order increasing, but the computational resource consumption
and parameters continue to increase.

Fig. 5. The performance and running-time change of the polynomial model from 1-order to 9-
order. Figure (a) shows the mean MAE and RMSE values of different orders. Figure (b) shows
the training time of different orders.
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The following Table 1 shows the best result of leave-one-subject method. The model
is best when the order of the polynomial is 3 and 4. Parameters of the model are 4 and
5 respectively. To accurately evaluate the model and reduce the interference of random
errors, here the mean and standard deviation of 18 subjects’ results are provided.

Table 1. The results of the eye movement angle estimation model

Model Model parameters Outlier excluding MAE RMSE

3-order polynomial 4 – 3.50 ± 0.72° 4.41 ± 0.99°

4 3σ 3.50 ± 0.74° 4.41 ± 1.01°

4 MAD 3.48 ± 0.76° 4.40 ± 1.03°

4-order polynomial 5 – 3.51 ± 0.71° 4.41 ± 0.97°

5 3σ 3.50 ± 0.73° 4.42 ± 0.99°

5 MAD 3.49 ± 0.75° 4.41 ± 1.01°

Compared with the two results, the 3-order model is slightly better than the 4-
order model without using the outlier excluding method.When implementing the outlier
excluding method, the performance of both 3-order and 4-order models are slightly
enhanced. It also implies that the model is robust even when some outliers exist.

4.2 Comparison with Linear and Some Non-linear Methods

Table 2 shows the speed and accuracy of a polynomial model. The linear model can also
be considered as a 1-order polynomial model. Fourier Model means the model is fitted
by cosine and sine functions. As shown in Table 2, the 3-order polynomial model can
achieve better performance in comparisonwith both linear and other non-linearmethods.

Table 2. Comparison with some other modeling methods

Model MAE RMSE Training time Multiples

3-order polynomial 3.50 ± 0.72° 4.41 ± 0.99° 0.008 s 1.0

4-order polynomial 3.51 ± 0.71° 4.41 ± 0.97° 0.008 s 1.0

Linear 3.76 ± 0.93° 4.70 ± 1.24 0.008 s 1.0

Fourier 3.50 ± 0.71° 4.41 ± 0.98° 0.028 s 3.5

4.3 Compared with the Existing Works

Barbara et al. proposed a physically-driven, white-box and explicit electrical battery
model of the eye movement angle estimation [6]. 2.42 ± 0.91° is the MAE of angle
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estimated by Barbara’s model. The accuracy of the model is better than ours (3.50
± 0.72°). Compared with our model, this battery model is subject-dependent because
it requires the distance between the subject’s face-plane and the target-plane while we
don’t.Barea et al. proposed an electrooculographic eyemodel basedonwavelet transform
and neural networks with an error of less than 2° during long periods of use [16]. But
there is a 250 ms lag between the eye movement and confirmation of the same. In this
paper, the model we proposed is designed to deploy in embedded platforms or mobile
devices with limited computing power limited storage space.

5 Conclusion

In this paper, a non-linear polynomial eyemovement angle estimationmodel is proposed.
With the optimal 3-order of the model, the estimation error in angle is less than 3.5°
within a large-space from−50° to 50°. Themodel is simple, analytical, fast, andwith less
than 5 parameters. For single model training, the minimum time is about 0.008 s with an
Intel Core i5-9400F CPU, 8G DDR4 RAM, and GTX1650 GPU. Experimental results
in realistic scenarios across 18 subjects exhibit that the proposed model can achieve
favorable performance in terms of accuracy and consumption cost. Consequently, the
model can be easily deployed in the embedded platform or mobile device with limited
computing power and limited storage space for real-time eyemovement angle estimation.
The proposed model is expected to be integrated with mobile devices to realize real-time
eye movement angle estimation for EOG-related healthcare applications. However, it is
also worth noticing that this paper is preliminary research that offers a novel and accurate
model for eye movement angle estimation. Currently, only horizontal eye movement
angle was estimated. In further research, experiments to collect both horizontal and
vertical eyemovement data for building a comprehensive eyemovement angle estimation
model will be explored. Meanwhile, to further verify the model, we will deploy it in a
hardware system for realizing real-time estimation.
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Abstract. Physical distancing is one of the most effective measures for
limiting the spreading of the COVID-19 disease. Smartphones, being
carried by their owners most of the time, are particularly appealing for
increasing the awareness of people about their closeness to other individ-
uals. Sensing the distance using communications technologies like Blue-
tooth is known to be affected by the surrounding environment. In this
paper, we study the benefits that can be achieved by automatically rec-
ognizing if the user is indoor or outdoor and then defining a customized
threshold for improving the accuracy of social distancing applications.

Keywords: Smartphone sensors · Distance estimation · Social
distancing

1 Introduction

The COVID-19 disease is more likely to spread in crowded places, close-contact
settings, and in confined spaces with poor ventilation [20]. The main suggestion
from the World Health Organization is to maintain a minimum distance of 1 m
between people, in order to reduce the probability of getting infected. Many
works focused on the use of smartphones as a means to fight the spread of the
virus: being personal devices that are almost always carried by their owners,
smartphones are able to detect a wide range of unsafe behaviors. A well-known
example is represented by the Exposure Notification (EN) service, a joint effort
by Google and Apple to detect close interaction between users. EN relies on
Bluetooth Low Energy (BLE). Many apps produced by health authorities include
the EN service for tracing the contacts of infected users [3]. One of the key
elements of a social distancing app is the capability of correctly estimating the
distance between users. This is generally achieved using BLE, as it is a widely
available technology and its energy requirements are compatible with prolonged
use. In particular, the distance between two devices can be estimated, at the
receiver, using the Received Signal Strength Indicator (RSSI), which is related
to the distance as follows:
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Fig. 1. Overview of the method.

RSSI = Ptx + Gtx + Grx + 20log(
c

4πf
) − 10nlog(d) (1)

where Ptx is the transmission power, Gtx and Grx are the two antenna gains, c
is the speed of light, f is the frequency, n is the path-loss coefficient, and d is the
distance. Several positioning systems have been based on BLE [1,19]. Unfortu-
nately, estimating the distance with great accuracy is difficult, mostly because
of the impact of the surrounding environment (obstacles, walls, furniture, and
other physical elements have an impact on the value of n). In this paper, we use
the sensors available on common smartphones to automatically detect if the user
is indoors or outdoors. This information is then used to recognize users that are
too close (< 1 m) or at safe distance (> 1 m) with improved accuracy compared
to an environment-unaware approach.

2 Method

Overall, the approach is summarized in Fig. 1: information produced by the
sensors available on common smartphones is processed to produce a feature
vector; the feature vector is given as input to a previously trained classifier, based
on Machine Learning (ML) techniques, which detects the current environment of
the user (only two classes are considered: indoor and outdoor); RSSI values are
compared to a threshold (S) to understand if the transmitter device, carried by
another user, is at safe distance or not. The threshold, used for understanding
if the distance between the two devices is safe or not, is set to a value that
depends on the current environment: SIN and SOUT , for indoor and outdoor
settings respectively.

Indoor/Outdoor Detection. To understand if the user is indoors or outdoors,
we use only the information produced by smartphone sensors. In other words, we
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Table 1. Features extracted from the Android sensors.

Current luminosity

Mean luminosity (last 30 s)

Mean luminosity (last 30 s before proximity sensor is covered)

Last luminosity value before the proximity sensor is covered

Current proximity

Time elapsed since the last time the proximity sensor was uncovered

Number of Wi-Fi access points currently visible

Number of Bluetooth devices currently visible

Number of GPS satellites in line of sight

Number of fixed GPS satellites

Time elapsed since the last GPS fix

Daylight (night, twilight, daylight)

User’s activity (running, walking, still, vehicle, bicycle, on foot, tilting)

dataReceivers
Activity, Bluetooth,

WiFi, GPS

data data
(light,prox)

Sensors
(OS)

update
Collectors

Activity, Bluetooth, WiFi,
GPS, Light, Proximity

triggers

Scanners
Periodic Wifi/BT

scan

FeatureVector

usesuses IndoorOutdoor
Classifier

produces

Neural
Network

APP

DetectionResult

Fig. 2. Structure of the indoor/outdoor detection library.

do not rely on any infrastructure deployed in buildings, streets, etc. The classifier
receives as input a vector of 21 elements extracted from the following sensors
and communication technologies: light, proximity, GPS, Wi-Fi, Bluetooth. The
light sensor is relevant as during daytime outdoor environments are generally
characterized by higher values of luminosity. The proximity sensor can be useful
to understand if the device is in a pocket or in a backpack. The GPS signals are
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shielded by buildings, and so they are typically less intense indoors compared
to outdoors. Similarly, Wi-Fi access points and Bluetooth devices are generally
more abundant indoor compared to outdoor. To foster its reuse, the mechanisms
for detecting the current indoor/outdoor scenario have been implemented as
an Android library. The library uses a TensorFlow Lite model [8], trained with
Python scripts. The model also takes as input the activity of the user as detected
by the software sensor included in the Android OS. The features extracted from
the information sources are summarized in Table 1. The first 11 features do not
need any specific encoding. The last two features, daylight and user’s activity,
are categorical features and they have been one-hot encoded, increasing the size
of the feature vector to 21 elements. The high-level structure of the library is
shown in Fig. 2. The receiver classes listen for data produced by sensors (with
the exception of luminosity and proximity that are received directly by the col-
lectors). Scanners are used to periodically scan for Wi-Fi AP and Bluetooth
devices. The collectors prepare a FeatureVector instance. The IndoorOutdoor-
Classifier is the main entry point for the applications that want to use the library,
and it is responsible for periodically running the neural network with the latest
feature vector. The result is an instance of the DetectionResult class which con-
tains the last indoor/outdoor status detected together with its confidence level
(i.e. how much the neural network can be trusted about the produced value).
The last indoor/outdoor status produced with a confidence greater than a con-
figurable threshold is stored to provide apps with an easy way to retrieve recent
information.

Improving the Accuracy in Social Distancing Apps. As mentioned, the
distance estimation phase is significantly affected by the current environment.
In our approach, we only consider two categories of environments: indoor and
outdoor. Depending on the category of the current environment, as detected
via ML, the threshold used to distinguish safe distances from unsafe ones is
changed. In particular, the RSSI value produced by the BLE packets transmit-
ted by another user is compared with a threshold S that corresponds to the
average RSSI observed when two devices are at a distance of 1 m. If RSSI > S,
the distance between the two users is considered to be unsafe (and vice-versa).
Instead of using a universal threshold, the value of S is set to SIN or SOUT

depending on the current environment, where SIN and SOUT are the average
RSSI values observed when two devices are at a distance of 1 m in indoor and
outdoor environments respectively. This is done to improve the accuracy of the
system, as the RSSI is known to be influenced by the surrounding environment.

3 Exerimental Evaluation

Collection of Data. An auxiliary app was developed to log the above-
mentioned data and create an indoor/outdoor dataset. The app was used for
two consecutive days by four volunteers. During the data collection phase, the
users only had to manually trigger the transitions between indoor and outdoor
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Table 2. Indoor/outdoor dataset.

Indoor Outdoor

Training set 68190 68190

Test set 1050 1050

settings in order to collect the ground-truth label. Due to the presence of time
periods without movements, some repeated values were collected. To limit the
bias in the training set, the adjacent duplicates have been discarded. A test set
made of completely new data has been collected to evaluate the performance
of the classifier. The size of the dataset obtained during the collection phase is
reported in Table 2. The trained model was evaluated on the test set, and we
obtained 59.4% of accuracy. This non-excellent result is due to the fact that the
training set was built using the data collected by three volunteers, whereas the
test set was made with the data collected by the fourth volunteer. To better
understand the phenomenon, we repeated the training phase now including also
25% of the data collected by the fourth volunteer. The system trained in this way
was able to obtain an accuracy of 92.83%. An important lesson can be learned
from these results: indoor/outdoor detection can be carried out with high accu-
racy (∼93%), but only when the training phase includes information about the
specific environment where the system is going to operate. While a more diverse
and large training set can improve the capacity of the system to generalize
beyond the environments provided during the training phase, these preliminary
results seem to highlight the benefits of customizing the model according to the
specific environment.

Benefits of Adaptation in Social Distancing Applications. We collected
100 RSSI samples using two devices placed at the following distances: 0.5, 0.75,
1.0, 1.25, and 1.5 m. The collection has been carried out in an indoor environment
and in an outdoor one. The devices involved in the collection were an iPhone
SE 2, used as the transmitter, and a Samsung Galaxy J5, used as the receiver.
The empirical pdfs of the RSSI values are shown in Fig. 3. The samples at 1 m
distance were used to compute the thresholds SIN and SOUT , represented as
dashed lines in the two graphs. As can be noticed, the RSSI values are influenced
by the environment where the collection took place. We define the accuracy of
the system as the percentage of samples collected at a distance < 1 m that
are characterized by an RSSI value higher than S. The same was done for the
samples collected at a distance greater than 1 m, but in this case RSSI had to be
lower than S. Let’s suppose that a single threshold is used for both the indoor
and outdoor scenarios and that such threshold has been computed indoor (i.e.,
S = SIN ). In this case, the accuracy is equal to 91% for the indoor experiment
and 72% for the outdoor one. On the other hand, when using SOUT for the two
environments (i.e., S = SOUT ) the accuracy values for the two environments are
equal to 79% and 93%. Obviously, if the SIN threshold is used for the indoor
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(a) Indoor

(b) Outdoor

Fig. 3. RSSI values collected at different distances for the indoor and outdoor settings;
SIN and SOUT are represented as dashed lines.

(a) 1.0 m (b) 1.5 m

Fig. 4. Distance estimation using BLE vs UWB. On the x-axis the sample number is
reported, whereas on the y-axis the estimated distance.

environment and SOUT is used for the outdoor one, the accuracy values are equal
to 91% and 93% respectively.

Overall, a threshold that is environment-specific improves the accuracy of
7–9%, and the technique should be considered for being included in social dis-
tancing or contact tracing applications.
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Comparison with UWB. UltraWideBand (UWB) is a communication tech-
nology increasingly adopted in smartphones. UWB proved to be particularly
effective in several applications involving human sensing [4,5,16–18], thanks to
its capacity to estimate the distance between a transmitter and a receiver with
good accuracy. We carried out a small experimental comparison of distance esti-
mation using BLE vs UWB. For UWB experiments, we used the prototyping
boards of a Decawave MDEK1001 kit [6]. For both technologies, we estimated
the distance between a couple of nodes in an indoor environment, with four
different target distances (0.5, 1.0, 1.5, and 2.0 m). For BLE, we assumed that
environment-detection methods allow determining the best n value to be used in
the RSSI-to-distance conversion process (Eq. 1). The distances estimated from
the two technologies are quite similar for small distances (in the range of 0.5m
and 1m). As the distance increases the UWB has a better and more stable esti-
mation accuracy. The results obtained at two of the four considered distances
are shown in Fig. 4 (the other results are similar).

4 Related Work

This work lies at the intersection of [11] and [2]. In the former, Liu et al. used
Bluetooth for detecting face-to-face interaction between users, as a way to quan-
titatively assess social relationships. The study, carried out on a campus, high-
lighted that the sensors commonly available on smartphones, could be used for
improving the detection of face-to-face interaction, for instance by recognizing
that the device was in a backpack. In the latter ([2]), the authors devised a tech-
nique for improving the detection of indoor/outdoor environments. The problem
of indoor/outdoor detection was also studied in [13] for logging the life of users,
in [14] where the moving direction of the user was included for improving the
detection accuracy, and in [10] using just magnetic sensors, light sensors, and
cell tower signals. Indoor/outdoor detection for improving the recognition of the
activities of daily living was proposed in [15].

5 Conclusion

BLE is a popular communication technology and one of the most convenient
means for estimating the distance between people in contact tracing applica-
tions, as it works across different vendors and requires a limited energy budget.
Unfortunately, its accuracy in estimating the distance between devices, and thus
between people, is not particularly accurate [7,9,12]. Methods for automatically
recognizing the environment where the users are located (indoor vs outdoor) can
help in increasing the accuracy of RSSI-based distance estimation. The detec-
tion capability of the current setting (indoor vs outdoor) can also be useful for
adapting the allowed physical distance between users. For instance, indoor the
safe distance can be set to 2 m because of the poor ventilation, while outdoor a
distance of 1 m could be sufficient.
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Abstract. Sleep is critical to the overall health of humans. Polysomnog-
raphy (PSG) is the current gold standard for measuring sleep and diag-
nosing sleep-related breathing disorders. However, this method is labor-
intensive, time-consuming, and confined to a sleep laboratory. In this
paper, we leverage algorithms for sleep stage classification and sleep
apnea/hypopnea event detection by using signals from single-lead elec-
trocardiograph (ECG) and respiration. To validate the accuracy of the
above two algorithms, two independent validation studies were conducted
using a medical-grade wearable monitoring system to collect physio-
logical data from patients in both clinical and home settings. In the
validation study of sleep stage classification, the average accuracy of
our four-class stage classification using the bi-directional long short-
term memory (BLSTM) method is 77.83% on our in-house dataset of
30 enrolled patients. In the experiments of sleep apnea screening, the
two-level apnea-hypopnea index (AHI) classification reports the over-
all accuracies of 96.67% and 91.43% in clinical and home environments,
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respectively. The results showed that the sleep analysis algorithms pre-
sented in this paper have good performance in both sleep stage classi-
fication and sleep event detection, either in clinical scenario and home
settings, indicating that our device can be used along with the two algo-
rithms for sleep analysis.

Keywords: Sleep stage classification · Sleep apnea/hypopnea event ·
Apnea-hypopnea index · Physiological monitoring · Wearable system ·
Polysomnography

1 Introduction

Sleep is critical to one’s mood, cognition, physiological internal environmental
balance and resilience [5,9]. To appropriately present one’s sleep condition, sleep
is commonly classified into multiple stages in which physiological signals have
different patterns that indicate various physiological functions. According to
the American Association of Sleep Medicine (AASM), sleep is divided into five
stages: wake, rapid eye movement (REM) and three levels of non-rapid eye move-
ment sleep (including N1, N2, N3) [1]. Among the numerous criteria for sleep
stage classification, the four-class sleep stage criterion (W-N1/N2-N3-REM) is
more commonly adopted for its adequacy in sleep architecture assessment than
two-class (W-N1/N2/N3/REM) and three-class (W-N1/N2/N3-REM) classifi-
cation [14,23,42]. In recent years, the prevalence of sleep disorders has been
globally increasing and attracted more attention [18]. Compared with the other
types of sleep disorders, sleep apnea/hypopnea is a potentially serious one that is
likely to lead to sudden and severe medical conditions [4,39]. Accurate classifica-
tion of sleep stages and detection of sleep apnea/hypopnea events are essential
to the analysis of sleep architecture and identification of various sleep-related
disorders.

For a typical sleep analysis, polysomnography (PSG) test is the gold stan-
dard, which involves the electroencephalogram (EEG), electrooculogram (EOG),
electromyogram (EMG), electrocardiogram (ECG), respiratory effort signals,
and other measurements. However, subjects have to wear manifold attachments
which cause extra mental and physical burdens during the test, and this pro-
cedure is also time-consuming as well as labor-intensive for clinical special-
ists [27,29]. To overcome the above drawbacks, researchers are searching for
methods to automatically analyze sleep based on cardiopulmonary physiological
signals that can be relatively easily acquired by low-cost wearable devices. Stud-
ies have shown that ECG and respiratory signals can be used for sleep staging
and apnea/hypopnea event detection. Pedro Fonseca et al. extracted 142 fea-
tures from ECG and thoracic respiratory signal of 25 subjects, and applied a
linear discriminant classifier with an accuracy of 69% for four-class sleep staging
on a 30-second epoch basis [8]. Magnusdottir et al. used two algorithms (car-
diopulmonary coupling and heart rate cyclic variation) to identify sleep apnea
based on automated analysis of single-lead ECG data. The results showed that
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the algorithms were as accurate as the automated scoring software for identi-
fying patients with moderate to severe sleep apnea [15]. Recently, deep learn-
ing methods have become a center of attention in sleep analysis due to their
advantages in handling time series over traditional machine learning methods.
A long short-term memory (LSTM) network was applied to find out about sleep
architecture by extracting 132 hand-engineering HRV features based on a com-
prehensive dataset (SIESTA [11]), and a five-fold cross-validation was performed
on this dataset with satisfactory accuracy (77.00 ± 8.90%) [23]. Iwasaki A et
al. adopted LSTM to distinguish patients with moderate-to-severe sleep apnea
syndromes and from healthy subjects and achieved a sensitivity of 100% and
specificity of 100% based on a threshold of apnea-hypopnea index (AHI) ≥ 15
events/h [10]. Despite the large number of sleep stage classification and event
detection algorithms that have been developed, most of them are based on inter-
nal validation of the dataset itself, and the performance of these algorithms needs
to be further validated with data collected from real clinical settings.

There have been some researches on validating commercial wearable devices
in clinical scenarios. Pigeon et al. recruited 27 healthy adult subjects to validate
their wrist-worn sleep monitoring actigraphy for sleep-wake scores with another
commercially available actigraphy during a one-night PSG test [19]. GDL Pin-
heiro et al. proposed the validation of a wireless wearable oximeter on 58 patients
for the diagnosis of obstructive sleep apnea (OSA) compared to the PSG test [20].
However, those wrist-based wearable devices are considered somewhat unreliable
for clinical purposes. Xu et al. enrolled 80 subjects to validate the performance of
a portable monitor (Nox-T3) to diagnose OSA in both laboratory and home set-
tings [38]. Pion-Massicotte et al. validated the three-class (W-N1/N2/N3-REM)
sleep stage classification of biometric shirts based on 2 nights of sleep lab record-
ings from 20 healthy adults, with a mean agreement rate of 77.4% when compared
with PSG [21]. These validation studies are necessary if algorithms or systems are
to achieve robust sleep monitoring for medical purposes.

In this paper, we developed sleep analysis algorithms focusing on four-class
sleep stage classification and apnea/hypopnea event detection. To validate the
accuracy of the algorithms, two independent validation studies were conducted
using a medical-grade wearable physiological monitoring system to collect phys-
iological data from patients in both clinical and home settings. Our key contri-
butions were summarized as follows:

1. For the sleep stage classification algorithm, 152 features were extracted from
ECG and respiratory signals, in which three new features were proposed to
effectively detect abrupt changes in the RR intervals. Then, the bi-directional
long short-term memory (BLSTM) network was leveraged for four-class sleep
stage classification, because the bi-directional architecture of BLSTM was
able to learn from past and future information. This advantage was suitable
for our proposed sleep stage classification task in which the valuable “con-
text” of sleep stage can be leveraged by BLSTM well. As for the sleep event
detection algorithm, a new method was established to automatically detect
sleep apnea and hypopnea by thoracic and abdominal respiratory movements.
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2. Unlike many previous studies, sleep analysis algorithms proposed in this study
were first trained and validated on a large public dataset before external
validation was performed with data collected both from clinical (in a sleep
laboratory) and home settings.

3. Compared with existing literature based on a single type of sleep analysis
algorithm only, our study included both types of sleep analytics, empowering
us to achieve a holistic and robust analysis.

4. We adopted a medical-grade wearable physiological monitoring system SensE-
cho [13,35–37,40,41], to collect physiological data. Both the performance of
the algorithm and the system was validated in real clinical and home settings.
The preliminary study showed that the system equipped with the algorithm
can be used for sleep measurement and analysis.

2 Material and Methods

2.1 Algorithm Design

Sleep Stage Classification Algorithm. We used a public sleep database,
Sleep Heart Health Study (SHHS) for model training [22], which consisted of
the PSG monitoring of 6,600 patients in the U.S., including the records of sleep
stage classification (Wake, N1, N2, N3, N4 or REM) for each subject man-
ually determined by clinical specialists using modified Rechtschaffen & Kales
(R&K) criteria [6]. N3 and N4 were combined into a single N3 label to align
with AASM. First-time admissions patients (SHHS1) were screened with high-
quality ECG and respiratory signals. Finally, 4887 subjects were selected to
construct the dataset from the SHHS1. To align our four-class sleep stage classi-
fication, we converted sleep stage data to four-class (Wake-Light sleep(N1/N2)-
Deep sleep(N3/N4)-REM).

Our feature extraction was processed on either one 30-second epoch or a
larger window consisting of several consecutive epochs. The moving step size was
set at one epoch. When multiple consecutive epochs (a larger sliding window)
were used, the number of epochs was odd so that the calculated features could
be associated with the central epoch. A total of 152 features were extracted
from RR intervals (including time-domain features (features commonly used for
the HRV analysis, and conventional statistical features on RR intervals, such
as the mean, and quantiles, we also extracted 6 non-linear features including
sample entropy, zero-crossing analysis.) [8,24,34], frequency domain features(21
features of the frequency domain were extracted, such as the mean, spectrum
power, entropy.) [34]), respiratory signals (We extracted 25 statistical features.
For example, in the time domain, the mean and standard deviance of respiratory
peak sequence, kurtosis and skewness were extracted; features in the frequency
domain included the dominant peak and energy.) [8,24], and cardiopulmonary
coupling (CPC) effect [33]. We also designed three novel features for RR intervals
as follows:

f1 = Imid
n − In (1)
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Fig. 1. Architecture of the BLSTM.

f2 = Imid
n − ˜In (2)
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1
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Ikn − In

)2
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where In referred to raw RR intervals in the consecutive n epochs; Ikn denoted
the k-th epoch of In; Imid

n was the middle epoch of In; In represented the average
value of In; ˜In denoted the median value of In. The three features investigated
the impact of sudden variation of RR intervals in one epoch over the longtime
series.

Unlike other conventional machine learning methods, the effectiveness of the
LSTM approach has been proved in many studies for time series problems,
because LSTM is able to effectively learn latent patterns from previous related
information in a time series. Furthermore, the BLSTM is able to learn from
past and future information. This advantage can facilitate our proposed sleep
stage classification in which the valuable “context” of the sleep stage could be
leveraged by BLSTM well. The structure of the BLSTM was illustrated in Fig. 1.

We randomly split the dataset into a training set and a validation set at a
ratio of 4:1. No subject from the training set appeared in the validation set.
All the feature vectors were fed into two 16-unit BLSTM layers and one fully
connected layer with 4-unit outputs corresponding to the four sleep stage classes.
The categorical cross-entropy loss was used as a loss function. In the process of
training, the base learning rate was set at 1 × 10−3, and the overall amount of
training epochs was 5,000. The learning rate decay factor was 1 × 10−2, and
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the minimum learning rate was 1 × 10−5. The Adam optimizer was used. The
networks were trained with a batch size of 256, and the dropout was 0.2. Five-fold
cross-validation was performed to test our model in the training phase with an
average accuracy of 78.84% (±0.08) and a kappa coefficient of 0.67 (±0.13). The
optimal model was selected to further validate the performance on our in-house
dataset.

Sleep Apnea/Hypopnea Event Detection Algorithm. A sleep event
detection algorithm was used to determine sleep apnea/hypopnea through tho-
racic and abdominal respiratory movements. In the signal pre-processing step,
we apply a median filter to the collected respiratory signals to remove outliers,
remove the wavelet variation from the baseline of the respiratory signals, and
adopt a band-pass filter with the frequency of 0.1∼0.5 Hz to remove noise. The
denoised thoracic and abdominal respiratory signals are used to calculate relative
tidal volume. Based on the detected peaks and troughs of relative tidal volume,
we calculate the amplitude of respiration series and eliminate pseudo-peaks (the
amplitude of respiration ≤ 0.15). The processed amplitude of respiration series is
used to generate our key value baseline respiratory amplitude, which was defined
as the median of the second to fourth highest respiratory amplitude within the
first two minutes. The respective thresholds for apnea θa and hypopnea θh were
then defined below:

θa = Abase × αa (4)

θh = Abase × αh (5)

where Abase denotes the baseline respiratory amplitude, αa and αh represent
the scale factors for apnea and hypopnea thresholds, respectively. In our cases,
we set αa as 0.35 and αh as 0.70. The following criteria were used to determine
sleep apnea/hypopnea events:

– Central sleep apnea: (i) The interval between the two peaks exceeds 10 s
and there is no respiratory movement in either thoracic or abdominal; (ii)
The amplitude of respiration less than θa for more than 10 s with no peaks
detected, or the interval between the two peaks is more than 10 s.

– Obstructive sleep apnea: (i) The interval between the two peaks exceeds 10 s
and at least one of the thoracic and abdominal respiratory movements shows
respiratory effort; (ii) The amplitude of respiration less than θa for more
than 10 s and more than 6 peaks are detected, or no more than 6 peaks are
detected, and the interval between peaks is not more than 10 s.

– Mixed sleep apnea: If the above two criteria are satisfied at the same time,
and the central sleep apnea appears before the obstructive sleep apnea.

– Hypopnea: The amplitude of respiration less than θh but greater than θa
signal for more than 10 s, accompanied by a decrease in oxygen saturation of
more than 4%.
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Fig. 2. Hardware and signal acquisition of SensEcho.

To evaluate the algorithm performance, 600 subjects were randomly selected
from the SHHS database. There were 300 cases each with AHI < 5 (normal) and
AHI ≥ 5. The accuracy for the two-class AHI classification was 92.18%.

2.2 Wearable Device Used in Validation Studies

Our medical-grade wearable device SensEcho is a wearable vest embedded with
multiple biosensors to monitor various vital signs [13,35–37,40,41]. The sys-
tem consists of three parts, including the monitoring terminal of accompanying
physiological parameters, wireless networking and data transmission, and the
central monitoring system. It has three comfortable electrode patches to capture
the single-lead ECG signals at a sampling rate 200 Hz. Two sensing bands are
embedded at the locations of the thorax and abdomen for monitoring the two
types of breathing behaviors (thoracic and abdominal respiratory movements) at
25 Hz sampling rate. The error of heart rate and respiratory rate measurement
is ±2 and ±0.15 beats per minute, respectively. SensEcho also has an ultra-
low-power, 3-axis accelerometer MMA7260 (Freescale Inc., TX, USA) that is
integrated into a data acquisition unit to capture posture and motility informa-
tion. The accuracy of the 3-axis accelerometer measurement is 8 mg/LSB (Least
Significant Bit). The main control chip of the system is ultra-low power ARM
cortex-m3 MCU (EFM32GG330, Silicon Labs, USA). The power consumption of
SensEcho is 100 mW. The device and its mainboard are shown in Fig. 2. Addi-
tionally, a wrist oximeter communicates with SensEcho via Bluetooth, whose
sampling rate 1 Hz. SensEcho also provides local and cloud data storage options.
When the cloud storage is neither stable nor available, the local storage can be
activated to save the raw data in a 2-GB integrated flash drive.

The quality of acquired signals in wearable devices is very important for fur-
ther data analyses and applications. SensEcho’s signal quality can be mainly
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Fig. 3. A comparison of acquired signals between PSG and SensEcho.

interpreted in terms of device signal acquisition and wireless signal communica-
tion.

– Device signal acquisition: A comparison of signals of SensEcho and PSG
records during an example period is depicted in Fig. 3. We can see that the
consistency of the ECG signal and amplitude is higher between SensEcho
and PSG, and the respiratory signal is also highly consistent with the PSG
device. Compared with the gold standard, SensEcho can acquire signals with
few errors.

– Wireless signal communication: The wireless physiological signal transmission
unit is a network system based on Wi-Fi technology, including an ultra-low-
power Wi-Fi module and WLAN system, which is capable of mobile monitor-
ing, wireless network and roaming data transmission of multiple patients in
the ward. The average packet loss rate between SensEcho and access points
between 17 wards in our hospital was less than 0.1% for 16 months. The
successful re-transmission rate was 100%. The data can be also successfully
re-transmitted after the device is powered on next time, thus ensuring data
integrity.
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2.3 Validation Study Design

Our study consisted of two independent sub-studies to validate sleep stage classi-
fication and sleep apnea/hypopnea event detection in clinical and home settings,
respectively. Sub-study 1 was conducted in the sleep lab of Chinese PLA Gen-
eral Hospital, Beijing, China. All the research participants enrolled in this study
wore both SensEcho and PSG. Aside from a well-controlled clinical laboratory
environment, we also conducted another sub-study 2 in the home environment.
All enrolled participants were asked to wear SensEcho and a CFDA-approved
device (as the gold standard) for sleep apnea/hypopnea event detection due to
the unavailability of PSG outside the hospital. An overview of two sub-studies
was illustrated in Fig. 4. Every participant in both sub-studies complied with the
protocol approved by the IRB review board (IRB number: S2018-095-01) and
signed the written informed consent, and this study was conducted in accordance
with the Declaration of Helsinki. Demographic information was collected by a
questionnaire survey, including age, gender, weight and height.

Sub-study 1: SensEcho Compared with PSG for Sleep Stage Clas-
sification and Sleep Apnea/Hypopnea Event Detection. A total of 30
participants, who were suspected of sleep apnea in a respiratory clinic and met
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Fig. 5. Example raw ECG, heart rate, respiratory rate, acceleration of SensEcho, sleep
stage classification of SensEcho and PSG for one night. “acc” stands for acceleration.

the inclusion and exclusion criteria, were enrolled in sub-study 1. The inclu-
sion criteria included: (1) 18 years of age and over [17,19]; (2) willingness to
cooperate with clinicians and to provide informed consent as determined. The
exclusion criteria included: (1) current pregnancy; (2) recent healthy history of
major psychiatric disorders or drug dependency or history of schizophrenia. Such
criteria were endorsed by clinicians according to the recommendation of previous
research [19]. PSG recordings of each subject were collected by Embla N7000 [16]
The device settings and the electrode placement followed the regulation of the
AASM [2]. The time-series data in a PSG test was segmented into 30-second
epochs, and each epoch was scored by several certified sleep specialists’ consent
following the commonly adopted guideline [2]. During the PSG test, each par-
ticipant wore SensEcho under the guidance of doctors. SensEcho synchronously
collected his/her physiological data of ECG, respiration, posture/activities, and
SpO2 for one night depending on the actual sleep time. The configuration of
SensEcho strictly followed the product’s manual. Figure 8a showed the actual
set-up of a participant who had signed written informed consent for use of his
image in sub-study 1.
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Fig. 6. The airways of normal breathing, apnea, and hypopnea.

Fig. 7. An episode of sleep events lasting 3min extracted from SensEcho recordings
from one participant.

Before further analysis, clinicians first determined the sleep and awake points
from the PSG data to extract the valid sleep duration. Every 30-s epoch of the
sleep duration was then manually classified by clinicians into four categories
(Wake-Light sleep(N1/N2)-Deep sleep(N3)-REM). The acquired physiological
signals and the calculated vital signs by SensEcho of a subject and his four-class
sleep stage classification are presented in Fig. 5.

Apart from sleep stage classification, we also compared sleep apnea/hypopnea
event detection by SensEcho with PSG (shown in Fig. 3). Among various sleep
disorder symptoms, we focused on apnea and hypopnea, which were the two
most common ones [25,30]. Apneas were defined as more than 90% reduction
in airflow from baseline for at least 10 s. Hypopneas referred to a decrease in
airflow greater than 30% of baseline for at least 10 s duration accompanied by a
decrease in blood oxygen saturation more than 3% and/or arousal, or a decrease
in airflow greater than 30% of baseline for at least 10 s duration associated
with more than 4% oxygen desaturation. Figure 6 shows the airways of normal
breathing, apnea, and hypopnea(re-organized from Fig. 1 in the article [28]). We
here leveraged the metric of AHI (the average number of apnea and hypopnea
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Table 1. Participant characteristics.

Participants In-house dataset in In-house dataset in

Sub-study 1 (sleep stage and Sub-study 2 (apnea/

apnea/hypopnea event detection) hypopnea event detection)

Number 30 35

Sex (F/M) 8/22 6/29

Night (number) 30 35

Age (year)

Mean (std) 66.10 ± 12.85 43.74 ± 10.03

Maximum 90 64

Minimum 42 20

BMI (kg/m2)

Mean (std) 29.64 ± 4.74 26.89 ± 3.67

Maximum 41.15 34.40

Minimum 23.29 18.73

AHI

< 5 5 6

≥ 5 25 29

events per hour) to detect apnea/hypopnea events. A cutoff of AHI = 5 events/h
was used as a threshold in clinical practice for determining whether a subject
had sleep apnea/hypopnea (AHI ≥ 5) or not (AHI < 5) [25].

Sub-study 2: SensEcho Compared with a CFDA-approved Device for
Sleep Apnea/Hypopnea Event Detection. A total of 35 patients who met
the eligibility criteria of our hospital’s respiratory department were enrolled in
the study. The inclusion criteria included: (1) 18 years old and over; (2) patients
with suspected symptoms of sleep apnea. The exclusion criteria were the same
as in sub-study 1.

All participants were required to wear SensEcho and a CFDA-
approved device, Philips Stardust (PS), simultaneously for one-night sleep
apnea/hypopnea event detection at home. The heart rate, respiratory effort,
nasal airflow, and SpO2 readings were recorded in PS, while the ECG sig-
nals, respiratory effort, body movements, SpO2 data of SensEcho were collected.
Figure 7 depicts the example signals of PS and SensEcho of a subject suspected
of OSA. The process of wearing SensEcho was identical to that in sub-study
1. The AHI values of SensEcho and PS were compared to validate SensEcho’s
sleep apnea/hypopnea event detection performance, which was presented in the
result.
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Fig. 8. 4-class sleep stage classification on our in-house dataset in sub-study 1.

3 Experiment Results

Throughout our study, no unexpected incidents or study withdrawals were
reported. All collected data were qualified for analysis: a total of 30 participants
with 27,669 scored epochs in sub-study 1, and 35 participants with complete
night data of SensEcho and PS in sub-study 2. Participant characteristics of the
entire samples in both sub-studies are provided in Table 1.

3.1 Sub-study 1: SensEcho Compared with PSG for Sleep Stage
Classification and Sleep Apnea/Hypopnea Event Detection

Results of Sleep Stage Classification. The average accuracy of BLSTM
was 77.83% (±0.04%), and the kappa coefficient was 0.63 (±0.19). Figure 8b
presents the confusion matrix of four-class sleep stage classification in sub-study
1. The accuracy of BLSTM for four-class sleep stage classification was 82.80%,
78.47%, 66.27%, 74.85%, respectively. The classification of wake had the best
performance (82.80%) due to its distinct patterns against other sleep stages. As
shown in Fig. 8c, 8 out of 30 had an accuracy of more than 80%, and there were
no cases with an accuracy below 70%. The best case by SensEcho was 87.73%
and the worst case was 71.47%. Figure 9 presents the examples of the best case
and the worst case, respectively. Determining sleep stages based on an EEG
of patients with sleep apnea is believed to be challenging for specialists while
following normal staging rules [3]. Our results were relatively satisfactory.

Results of Sleep Apnea/Hypopnea Event Detection. In the left figure of
Fig. 10a, the middle horizontal dashed line indicated the average bias (mean of
AHI = –2.94 events/h), the top and bottom dashed lines were the 1.96 standard
deviation limits. The right figure of Fig. 10a depicts the reference AHI of PSG
(x-axis) versus SensEcho AHI (y-axis). Two black dashed lines indicated the
reference threshold (AHI = 5 events/h) and SensEcho’s threshold (AHI = 5
events/h). A confusion matrix for the classification of all participants into two
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Best case (accuracy=87.73%)

Worst case (accuracy=71.47%)

Time(h)

Fig. 9. Examples of the best and the worst cases of sleep stage classification in sub-
study 1.

Table 2. Confusion matrix of sleep apnea detection using SensEcho in sub-study 1.

PSG

AHI ≥ 5 AHI < 5

SensEcho AHI ≥ 5 25 1 PPV 96.15%

AHI < 5 0 4 NPV 100%

Sensitivity 100% Specificity 80% Accuracy 96.67%

categories is presented in Table 2. SensEcho had a sensitivity of 100% in detecting
AHI of 5 and above. The specificity, positive predictive value (PPV), negative
predictive value (NPV), and total accuracies were 80%, 96.15%, 100%, 96.67%,
respectively.

3.2 Sub-study 2: SensEcho Compared with a CFDA-approved
Device for Sleep Apnea/Hypopnea Event Detection

The dashed lines in the left figure of Fig. 10b referred to the average bias and the
1.96 standard deviation limits, and the dashed lines in the right figure of Fig. 10b
denoted the reference threshold (AHI = 5 events/h) and SensEcho’s threshold
(AHI = 5 events/h). A confusion matrix for the classification of all participants
into two categories is illustrated in Table 3. SensEcho had a sensitivity of 93.10%
in detecting AHI of 5 and above. In addition, specificity, PPV, NPV, and the
total accuracy was 83.33%, 96.43%, 71.43%, 91.43%, respectively.
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(a) Bland-Altman (left) and correlation (right) plots of SensEcho AHI and the
reference AHI in sub-study 1

0 10 20 30 40 50 60 70 80

0

10

20

30

40

50

60

70

80

0 10 20 30 40 50 60 70 80
-40

-30

-20

-10

0

10

20

30

40

Se
ns

Ec
ho

 A
H

I (
ev

en
ts

/h
)

Reference AHI (events/h)

R2=0.76

Mean-1.96*SD= -16.81

D
iff

er
en

ce
 o

f S
en

sE
ch

o 
AH

I a
nd

R
ef

er
en

ce
 A

H
I(e

ve
nt

s/
h)

 Mean of SensEcho AHI and Reference AHI(events/h)

Mean=3.69

Mean+1.96*SD=24.19

(b) Bland-Altman (left) and correlation (right) plots of SensEcho AHI and the
reference AHI in sub-study 2

Fig. 10. Sleep apnea/hypopnea event detection in sub-study 1 and 2.

4 Discussion

In this study, we proposed two algorithms for sleep analysis with sleep stage clas-
sification and apnea/hypopnea event detection. We also validated our algorithms
in different environmental settings via two independent sub-studies, enabling us
to provide a comprehensive validation study on the two algorithms in both hos-
pital and home scenarios. Compared with the gold standard, the results in both
sub-studies indicate that the algorithms along with the wearable physiological
monitoring system provide a reliable approach to sleep analysis. The satisfac-
tory overall accuracy is attributed to the stability and robustness of the wearable
physiological detection system. Based on a user survey of 30 subjects in sub-study
1, 85% of the subjects responded that they felt comfortable with SensEcho and
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Table 3. Confusion matrix of sleep apnea detection using SensEcho in sub-study 2.

PS

AHI ≥ 5 AHI < 5

SensEcho AHI ≥ 5 27 1 PPV 96.43%

AHI < 5 2 5 NPV 71.43%

Sensitivity 93.10% Specificity 83.33% Accuracy 91.43%

did not feel tight in their thoraxes. SensEcho is regarded as patient-friendly for
long-term sleep monitoring.

In terms of sleep stage classification, numerous researches relied on PSG tests
where EEG, EOG, and EMG were recorded for an accurate sleep stage classi-
fication [12,26]. However, those signal sources (EEG, EOG, EMG) were not
available for typical wearable devices, making the sleep stage classification task
more challenging. Some researchers utilized the public dataset (SIESTA, SHHS)
and laboratory data to classify four sleep stages and reported an satisfactory
accuracy [8,32]. However, most of them did not conduct further clinical valida-
tion studies. Asher Tal et al. validated a contact-free sleep monitoring device
(EarlySense) in 2017 [31]. EarlySense achieved relatively high accuracy in two-
class sleep stage classification (sleep and wake). However, the overall accuracy of
four-class sleep stage classification was moderate (about 63.5%, calculated from
the confusion matrix provided by the authors). Unlike the researches mentioned
above, we performed validation studies in clinical settings. The average accu-
racy of our four-class sleep stage classification was satisfactory on the dataset
collected from the enrolled patients.

Considering the performance of sleep apnea detection using wearable systems
in existing studies, based on a threshold of AHI ≥ 5 events/h, Nox-T3 portable
monitor had a sensitivity of 95%, a specificity of 69%, PPV of 94% and NPV of
75% when used to detect AHI compared to PSG [38], a photoplethysmography
(PPG)-based device detected OSA with a sensitivity of 100%, specificity of 44%,
PPV of 62%, and NPV of 100% compared to PSG on 48 patients [7]. Compared
to those results, SensEcho had a satisfactory sensitivity, specificity, and accuracy
in terms of sleep apnea/hypopnea event detection. The confident results could
be attributed to the robust sleep apnea/hypopnea event detection algorithm
presented in this study, as well as accurate measurement of respiratory signals
from SensEcho. The sensitivity of the AHI detection in sub-study 2 was slightly
lower than that in sub-study 1 possibly for the following reasons. Firstly, patients
who wore PSG usually suffered from worse sleep problems than those who wore
PS (shown in Fig. 10a and Fig. 10b). Secondly, PS was specifically designed for
portable sleep apnea/hypopnea event detection. Its results might be influenced
by factors such as wearing conditions of the patients and device performance so
that the results might be not so reliable as those of PSG.

Admittedly, there are some limitations to our study. First, the participants
enrolled in the two sub-studies were not identical. They were allowed to choose
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to sleep in clinical or home settings. However, since each sub-study was inde-
pendent, there was no substantial impact on our validation results. Second, the
number of patients and healthy individuals in sub-study 1 was not matched,
which was why the sleep apnea/hypopnea event detection algorithm showed
higher accuracy on the external test dataset than on the validation dataset.
Third, since the experiments in sub-study 2 were performed in a home setting,
there was some uncertainty about the device. For instance, some patches were
displaced or not tightly connected by accident while the participants were not
realizing such events, even though every participant was given instructions as
to how to use the device by specialists before he/she conducted the experiment
at home. Fourth, while our study significantly improved the accuracy of sleep
stage classification, the accurate classification between N3 and N1/N2 remained
challenging.

In our ongoing and future research, we will keep expanding the clinical sample
size, recruiting patients who have sleep-related symptoms or diseases to contin-
uously constitute our comprehensive sleep database. A large in-house database
will also mitigate the possible bias introduced by ethnicity, age, and disease, etc.
when a public database is used for model training. Second, we will optimize and
fine-tune the sleep stage classification and sleep apnea/hypopnea event detection
models based on large sample datasets to improve the accuracy and robustness.
The current sleep event detection algorithm can effectively identify whether a
patient has sleep apnea/hypopnea. In future studies, we will continue to explore
sleep event detection algorithms based on the different severity levels of AHI
to provide patients with a severity degree screening for sleep apnea/hypopnea
events. Finally, despite the inability of SensEcho to fully achieve the accuracy
of PSG’s sleep analysis, it still provides sleep architecture and apnea/hypopnea
event detection. We will apply the wearable system with algorithms to monitor
patients’ sleep conditions in both clinical and home scenarios to further validate
the feasibility of the system and algorithms.

5 Conclusions

In this study, we developed algorithms for sleep stage classification and sleep
event detection using cardiopulmonary signals based on a large sample dataset,
and adopted a medical-grade wearable system to collect physiological data. To
further validate the performance of the algorithms, we conducted validation
studies in clinical and home settings, and the results showed high agreement with
PSG for four-class sleep stage classification and sleep apnea/hypopnea detection
in clinical settings, and good performance for sleep apnea/hypopnea screening
in home settings. The results demonstrate that the sleep analysis algorithms
proposed in this paper perform well in both sleep stage classification and sleep
event detection, either in clinical scenarios and home settings, indicating that
the wearable system of SensEcho can be used along with the two algorithms for
sleep measurement and analysis.
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Abstract. Decision support clinical pathways are used to improve the perfor-
mance of the health-care management system. An effective clinical pathway (CP)
helps to know the optimal treatment route that patients will follow. The extent of
the CP goes from the first contact in the health-center (or hospital) to the com-
pletion of the treatment until the patient is dismissed. Up to now, far too little
attention has been paid to a systematic review, the research and the development
of CPs in a low resource setting (LRS). The main focus has been primarily on
data-intensive environments where there is no shortage of resources. A systematic
search in PubMed andWeb of Science was conducted for bundling and categoriz-
ing the relevant approaches for LRS. Of 45 full reviewed articles, 25/45(55.6%)
and 20/45(44.4%) of the studies were conducted using knowledge-based and data-
driven approaches respectively. Among the knowledge-based studies, 9/25(36%)
were reporting a stand-alone applications, 10/25(40%) attempting to deliver a
paper-based CP, and the remaining focus was on web-based applications. In the
data-driven approaches, 15/20(75%) tried to integrate with the electronic health
record. The paper identifies the approaches for executing CPs and highlights key
considerations for building LRS-compatible CPs. Data-driven CPs do not only
resolve the challenges of improving the quality of existing knowledge-based CPs,
but also enable evidence-based practice, improve outcomes, and reduce cost and
delay.
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1 Introduction

Promoting healthy lives and the well-being of people is one of the main agenda points
for Global Sustainable Development Goal 3 by 2030 [1]. Diverse tools have been imple-
mented to improve the access and to assist the healthcare service in delivering patient-
centered value. For instance, eHealth (telehealth) will play a leading role for universal
health coverage [2] and is expected to bring equity and extended access, to improve
outcome and fill the gap in professional scarcity at primary care level [3]. However, the
success of eHealth depends on: (i) the policy environment, (ii) the flexibility of integra-
tion with the health-care delivery system, (iii) usability, (iv) public-private partnership,
and (v) business models and protocols [4]. A case study on the Ethiopian Black Lion
Hospital also noted that ensuring the compatibility with the medical practice and the
physician’s preferred work style facilitates the eHealth adoption [5].

The primary health-care management is seeking a point of care instrument to deliver
appropriate, consistent, and integrated care. The Clinical pathway (CP) aims to deliver
and outline an optimal logical path and plan of care from assessment to treatment at the
primary and secondary health care level [6, 7, 10]. It is also known as “care pathway,
integrated care pathway, critical pathway, or care map”. CPs are utilized for various
purposes, and studies demonstrated that adopting a decision support clinical pathway
has a significant impact on: (I) managing the quality and standardization of health-
care processes [6], (II) reducing delay [8–14], (III) improving outcomes [7, 8], (IV)
increasing coherence between care units and professionals [7, 8, 10, 11, 14–22], (V)
reducing the risk of errors and complications [7, 8, 15–17, 20], (VI) reducing cost [8,
10, 13–16, 18, 23], (VII) promoting evidence-based decision making [7, 8, 12, 15, 17,
18, 23–26], (VIII) improving communication and feedback e.g. within or between the
health center and the hospital [12, 18–20, 25, 26], and (IX) increasing job satisfaction
[6, 14]. However, previous studies on CP did not systematically consider contexts of low
resource setting (LRS) but implicitly assumed adata and resource-intensive environment.
For instance, Aspland et al. 2019 found, only 0.1%of theCP studies have been conducted
outside America, Asia, and Europe [27]. The purpose of this review is to systematically
confront existing CP publications with the low resource setting (LRS) context, explore
the gaps and recommend approaches (important design considerations) for building and
executing CPs. Furthermore, the motivation for this research arose from a desire to help
frontline workers in low-resource settings who primarily make decisions based on hard-
copy clinical guidelines (CGs), patient card-sheets, and point-of-care charts. Some of
the challenges were a lack of health information infrastructure, as well as a lack of data
management and decision support tools. We can also see that the patient card-sheets
give insufficient information, lack referral feedback (which may result in unnecessary
referrals and delays in seeking care), and many decision-support tools are out of reach
for low-resource settings.
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Fig. 1. Flowchart of study selection and inclusion (n is the number of papers at each step of
inclusion and eligibility assessment, and m is the number of excluded papers)

2 Methods

The methodology of the review process was adopted from [28, 29] and customized to
our needs. The review process was conducted based on the following steps: (I) defining
the goal of the review, (II) identifying search strategies, (III) identifying databases for
literature search, (IV) defining the inclusion and eligibility assessment criteria, and (V)
extracting data and conducting data analysis. More information on the detailed flow of
the review process is shown in Fig. 1.

2.1 Goal

The systematic review aims to explore the feasible approaches and strategies to develop
an executable clinical pathway for low resource settings (LRS). To achieve this, the
present review systematically confonted existing CP publications with the LRS context.
Specifically, we explored: (I) which techniques and procedures are the most appropri-
ate to design an executable clinical pathway at point of care services for better health
outcomes in the context of low resource settings, and (II) what are the principles, chal-
lenges, and important considerations to build executable CPs? Furthermore, we also seek
to map those techniques in the literature that have been identified with the point of care
executable platforms.
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2.2 Search Strategy and Literature Search

A literature search was performed using PubMed and Web of Science database. As
shown in Table 1, search strategies were developed using various composite keywords.
The summary of keywords and search strategies is presented in Table 1. The search crite-
ria were intended to involve various decision support executable clinical pathway terms
that have been labeled as ‘clinical pathways’ for promoting evidence-based manage-
ment practice. We searched PubMed and Web of Science published in English without
publication year restriction.

Table 1. Summary of the search strategy

Databases Keywords and techniques

PubMed Clinical Pathways

(((((((((clinical pathway) OR computerized clinical pathway) OR
computerized clinical pathway system) OR decision support clinical
pathway) OR interactive clinical pathway) OR data-driven clinical pathway)
AND applicable clinical pathway) OR model-based clinical pathway) OR
CDSS in low resource settings) OR patient flow analysis) OR low resource
settings

(((((((((clinical pathway) OR computerized clinical pathway) OR
computerized clinical pathway system) OR decision support clinical
pathway) OR interactive clinical pathway) OR data-driven clinical pathway)
AND applicable clinical pathway) OR model-based clinical pathway) OR
CDSS in low resource settings) OR patient flow analysis) AND low resource
settings

Web of Science Ts = (clinical pathways) AND LANGUAGE: (English)
Timespan: All years. Indexes: SCI-EXPANDED, SSCI, A&HCI, CPCI-S,
CPCI-SSH, ESCI

Ts = (clinical pathway OR computerized clinical pathway OR decision
support clinical pathway OR interactive clinical pathway OR data-driven
clinical pathway OR applicable clinical pathway OR model-based clinical
pathway OR low resource settings) AND LANGUAGE: (English)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI
Timespan = All years

Ts = (clinical pathway OR computerized clinical pathway OR decision
support clinical pathway OR interactive clinical pathway OR data-driven
clinical pathway OR applicable clinical pathway OR model-based clinical
pathway AND low resource settings) AND LANGUAGE: (English)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI
Timespan = All years

searched for: CITED WORK: (clinical pathways) Timespan: All years.
Indexes: SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI

(continued)
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Table 1. (continued)

Databases Keywords and techniques

Google Scholar Clinical Pathways

“clinical pathway” OR “clinical pathway management system” OR
“computerized clinical pathway” OR “decision support clinical pathway “
OR “interactive clinical pathway” OR “data-driven clinical pathway” OR
“applicable clinical pathway” OR “model-based clinical pathway” AND
“low resource settings”

“clinical pathway” OR “clinical pathway management system” OR
“computerized clinical pathway” OR “decision support clinical pathway “
OR “interactive clinical pathway” OR “data-driven clinical pathway” OR
“applicable clinical pathway” OR “model-based clinical pathway” OR “low
resource settings”

Manual Search Manual searching based on citation and related articles

Additionally, Google Scholar queries and manual searches of citations and related
articles of the included studies were undertaken to identify any relevant articles that
might have been missed. For example, on Google scholar, we searched using the key-
word “computerized clinical pathway management” queries to extract publication year,
number of citations and name of the publisher. The visual illustration is presented in
Fig. 2.

2.3 Eligibility Assessment

Fig. 2. Sample searching result

A variety of steps were
performed to exam-
ine the inclusion and
eligibility assessments
of a specific journal
or conference article.
The title, abstract and
objectives of individual
studies were reviewed
to select eligible stud-
ies. In general, studies
were included if they
(I) demonstrated and
reported the application
of CPs, (II) examined
the impact of CPs such
as promoting evidence-
based practice, improving outcomes, reducing cost and delay, improving communication
and feedback, or a combination of these items, or (III) examined factors that impact the



Design Approaches for Executable Clinical Pathways 191

practice of CPs. In particular, studies that presented a situation in low resource settings
were included for analysis. Then, we set the “number of citations” thresholds based
on the publication year. We only considered articles with a minimum of five citations
if they are published before 5 years (i.e. before 2014) and a minimum of one citation
if they are published within 5 years. The search was conducted in 2019. Full articles
were reviewed where it was not possible to decide about their inclusion based upon
abstract-review alone. In the end, mixed-methods, cross sectional studies, survey, cohort
studies, pilot studies, randomized control trails and case study reports were included
and assessed based on their stated intent to bring and design effective decision support
clinical pathways at the point of care service.

2.4 Data Extraction and Data Analysis

The data extraction template was adopted from [29] and customized for our needs based
on the review objectives. Data from each article were extracted using a standardized
excel database. the extracted information at the end of the review process are: the title,
author, name of publisher, publication year, number of citations, context, mechanism and
intervention strategies, characteristics (setting, platform, approaches, and techniques),
the outcome of the study and the possibility to adapt (or reproduce) it in low resource set-
tings. Data analysis and visualization were performed using our own python-based inter-
active tool. Then, we examined the CP design techniques, platforms, and approaches.
We also summarised the included study using citations, publication year, intent, and
outcomes.

3 Results

3.1 Search Results

A total of 164 articles were identified for inclusion and eligibility assessment. We
excluded 75 articles after title and abstract screening and 89 articles were eligible for full
article review. Of these, 45 articles were included for review and met the inclusion cri-
teria. The included studies were published between 1992 and 2018. The review process
for selecting articles with reasons is summarized in Fig. 1.

3.2 Summary Characteristics of Included Studies

Summary of the Studies Using Citations and Publication Years. Of the 45 included
studies, 10/45 (22.2%), 7/45(15.6%), 5/45(11.1%), and 4/45(8.9%) were from Elsevier,
BioMed Central (BMC), Springer, and IEEE respectively. The detailed summary of the
studies using journal publications is presented in Fig. 3.
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Fig. 3. Summary of journals

Of the 45 studies, 30/45(66.7%) of the articles have more than 10 citations and
33/45(73.3%) were published after 2012. Figures 4 and 5 are illustrating the detailed
summary of citations and publication year respectively.

Summary of the Studies’ Intent and Their Outcomes. Among the manuscripts,
twenty-seven studies were demonstrating the use of CPs for the point of care deci-
sion support service and evidence based multidisciplinary care plans [9, 11–14, 20, 25,
26, 36–40, 44, 47–61]. These studies were describing that the introduction of automated
and accessible CPs not only uncovered evidence and visualized specific care plans but
they also compared and emphasized the contrasts between different CPs. Five studies
demonstrated the advantage of computerized CPs, the functional requirements and the
expected benefits [24, 31–34]. Three studies attempted to automate and generate com-
puter interpretable CPs fromCGs [23, 41, 42]. Two studies have focused on the challenge
and practice of designing and implementing CPs [19, 22]. Three studies have explored

Fig. 4. Summary by citations
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the patient current state, treatment intent, behavior, and outcomes [9, 52, 53]. These
studies tried to characterize, cluster and visualize the visit sequence, patient condition,
and progress to promote accessible and evidence-based CP. Four studies examined the
use of CP for predicting and handling the variance or deviation from the specified care
plan [21, 54, 62, 63]. Only one study examined the optimal mechanism for CGs and
CPs representation and strategies for clinical-care improvement [45]. In this study, CGs
and CPs were transformed into decision-tree for delivering quality service and coherent
decision-making. However, very few studies were explicitly demonstrating CPs in low
resource settings [20, 22, 26]. In low resource settings, the target of the studies was
handling patient flow analysis, assisting critical care, and aiding resource management.
Moreover, few studies also implement CPs for tracking performance and managing
resources [49, 59, 61].

Fig. 5. Summary by publication year

In summary, among the reported outcomes, the included studies: (I) outlined the
functional requirements for designing CPs, (II) disclosed the way to assist the process
of intervention, and to reduce the treatment waiting times (visit sequence, condition,
progress), outcome prediction, and quality of evidence, (III) brought easiness of data
extraction for collaboration and monitoring, (IV) reported a significant impact on reduc-
ing errors, reducing cost and length of patient stay, and (V) described the variance (or
deviation) from the specified care plan.
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3.3 Clinical Pathway Design Approaches, Platforms, and Techniques

Of the 45 full reviewed articles, 25/45 (55.6%) and 20/45 (44.4%) of the studies were
conducted using knowledge-based and data-driven approaches respectively. From the
25 knowledge-based studies, paper-based follow-up (10/25, 40%), stand-alone applica-
tions (9/25, 36%), and web-based applications (6/25, 24%) were the most commonly
reported CP execution platforms. The paper-based follow-up mainly used face-to-face
communication at the point of care services. Additionally, it also includes a telephone
follow-up and conversation. In the data-driven approaches, 15/20(75%) of the studies
tried to integrate with the electronic health record while the remaining focused on deliv-
eringweb-based and standalone CP applications. Overall, paper-based follow-up (10/45,
22.2%), stand-alone applications (11/45, 24.4%), web-based applications (9/45, 20%),
and integration with heath records (15/45, 33.3%) were the most commonly reported CP
execution platforms. The results obtained from the analysis of platforms and approaches
are summarized in Table 2.

Table 2. Summary of CP execution approaches and platforms at point of care

Approaches Number of
studies

Platforms

Paper-based
(Including
phone
follow-up)

Standalone
application

Web-based
application

Integrated
with health
records (HR)

Knowledge-based
approaches

25/45
(55.6%)

10/25 (40%) 9/25 (36%) 6/25 (24%) –

Data-driven
approaches

20/45
(44.4%)

– 2/20 (10%) 3/20 (15%) 15/20 (75%)

Total 45 10/45
(22.2%)

11/45
(24.4%)

9/45 (20%) 15/45 (33.3%)

As shown in Table 3, automation was demonstrated using stand-alone and web-
based platforms. Additionally, rule-based logic and probabilistic techniques were used
for the implementation of stand-alone andweb-based CPs.Whereas learning algorithms,
visualization, and recommendation techniques were employed on health records for
delivering data-driven CPs. Results obtained from the mapping of CP platforms on
implementation techniques are presented in Table 3. The mapping of CP platforms and
implementation techniques includes CP execution platforms that have been integrated
into health records (HR), stand-alone, and web-based applications. However, CP follow-
ups, assessments, requirement analysis, and reviews were also conducted using paper-
based platforms.
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Table 3. Mapping of CP execution platforms with techniques

Platform Techniques Number of studies

Integrated into HR Learning algorithm and clustering, Markov chain
modeling

1

Frequent sequence mining algorithm & visualization
using Sankey diagram

1

Hierarchical task networks or Hierarchical clustering
and Markov chains

1

Hybrid learning algorithm 1

K-means with Levenshtein distance 1

Neural network 2

Probabilistic 1

Rule Based or Fuzzy rule, extended fuzzy Petri net 3

Statistical machine-learning algorithms 1

Visualization techniques and/or, score system and
graphical representation

2

Rating based recommendation 1

Standalone APP Automation 7

Decision trees 1

Hierarchical task networks or Hierarchical clustering
and Markov chains

1

Probabilistic 1

Rule Based or Fuzzy rule, extended fuzzy Petri net 1

WEB APP Automation 6

Probabilistic 2

Rule Based or Fuzzy rule, extended fuzzy Petri net 1

We also observed that the overall trend is moving towards integrating CPs with
electronic health records for enabling the use of learning algorithms, improving data
visualization and recommendation techniques. As can be seen from the Fig. 6, the
trend of executing clinical pathways is shifting from knowledge-driven to data-driven
approaches. In general, as illustrated on the y-axis in Fig. 7, a total of 14 techniques were
extracted to design an executable CP. Information on the summary of CP studies based
on their approaches, platforms, and implementation techniques between 1992 and 2018
are presented in Figs. 6 and 7.



196 G. S. Tegenaw et al.

Fig. 6. Summary of CP studies publication year, approaches, and platforms

Fig. 7. Summary of CP studies based on platform and techniques over the years

4 Discussion

The clinical decision support system has improved over the years and is moving towards
“delivering ubiquitous accessibility and availability of data, any form of knowledge
representation, shared decision making, continuous feedback and improvement” [30].
Our systematic review was designed to explore the diversity and the relevance of the
approaches used, and to identify the mechanisms and implementation strategies for
designing CPs in LRS.

This review has shown that knowledge-based and data-driven approacheswere found
to be the major approaches for designing executable clinical pathways at the point of
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care to support the clinical decision process. Further analysis showed that the knowledge-
based approaches can be categorized into paper-based, Information Technology (IT)-
based, and model-based implementations for executing CPs at the point of care while
the data-driven approaches can be subdivided into ontology, probabilistic, and artificial
neural network (machine learning) techniques. The data-driven approach relies on the
integration with the electronic health record, events, and logs. For instance, in the current
review, among the data-driven approaches 75% of the studies demonstrated integration
with the existing electronic health record. In all, based on our observations, we clas-
sify the CP approaches into two distinct categories (and three distinct sub-categories)
depending on the design principles, strategies, and methodologies. A detailed summary
of our observations is presented in Fig. 8.

The first group facilitates evidence-based decision-making using knowledge-based
CPs. In this category, a group of experts and interdisciplinary teams will start designing
knowledge-based CPs from the existing CGs, accepted standards, best practices or an
extensive literature review. The knowledge-based CP can be executed in three ways:

– First, using a paper-based system. The main challenges of the paper-based approach
are time-consumption, resource-intensiveness, lack of adaptiveness and flexibility to
accommodate dynamic change [31, 32].

– The IT-based system is often based on the automation of the paper-based approach
to facilitate the delivery and quality of healthcare service. The IT-based system [21,
24, 33–41] demonstrated the development of computerized management CPs through
algorithms for recommendation or a management portal. However, there is still a
need to differentiate clearly between the clinical pathway and automated clinical
guidelines, and a need to put usable intelligent recommendation (or wizards) into
the clinical routine [34, 36, 41]. IT is used for modeling tasks and activities, but it is
challenging tomodel thewhole life cyclemanagement of clinical pathways.Moreover,
communication between IT and the domain experts is often still an issue.

– Finally, using the model (CGs) based approach. The model-based approach attempted
to bring the overall treatment of a specific disease in one concrete setting based on
a clinical guideline [23, 42–44]. The paper- and IT-based systems focused on the
development of CPs for one specific condition and setting. Commonly, guideline-
based representation languages as rule-based languages and the ready-to-use (or exe-
cutable) pathway models are generated to deliver assistance for the domain expert.
However, as stated in [23, 42–44], it is important to consider the inter-sectoral pathway
(multi-disease/case pathways) and cycle pathway during CGs based implementation.

Overall, the knowledge-based CP is concentrated on delivering static, stand-alone,
disease-specific, and nonadaptive pathways. It is also practiced in a low resource setting,
e.g. paper-based flow charts and integrated symptom-based guidelines used as a point
of care instrument for assisting the frontline workers [46].

In the second group, the data-driven CPs, it was demonstrated that complex and het-
erogeneous scenarios canbe captured.Thegoal is to learnCPs fromactual practice data to
enable shared decision-making, promote exploration for better understanding and man-
agement, and maximize clinical efficiency through evidence-based practice and optimal
clinical outcomes. Many studies have explored the practice of data-driven approaches
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for different settings and disease conditions [9, 47–63]. However, the data driven CPs
need to be integrated with ontology, probabilistic, or artificial neural network (machine
learning) approaches for enabling an efficient and adaptive service.Ontology (semantics)
based techniques [54–58] focused on the subjects and their relationships, not so much
on the presentation of the data. However, a variety of factors have been described that
limit the practicality of ontology-based CPs. For instance, the care plan [57]: (I) is too
general and requires more detail, (II) lacks the required universally accepted standards,
and (III) requires to consider the plan of care experience, hospital (health-center) char-
acteristics, pathway summarization of different hospitals (health-centers) that need to be
aggregated to deliver adaptively and universally accepted CPs. Probabilistic-based tech-
niques [9, 59–61] employed probabilistic CPs to visualize, explore and discover a series
of healthcare system challenges. However, when the number of attributes increases, the
probabilistic techniques grow in size which results in an exponential increase of the
number of lookups to perform the CP recommendations [59].Therefore, a trade-off is
required to understand andmanageCP complexity by probabilities of occurence. Though
most of the existing clinical decision support systems appear to be aimed at assisting the
clinical workflows, management of information, and decision-making, there is a need to

Fig. 8. Summary of approaches, challenges and considerations
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deliver personalized care, evidence-based practice by keeping the latest practice guide-
line and react to the patient’s condition. Artificial neural network (machine learning)
techniques have been demonstrated to be successful for delivering personalized care,
promoting evidence-based practice, slashing cost, and predicting variance [8, 62, 63].

Overall, we found that the trend of executing clinical pathways is shifting from
knowledge-driven to data-driven approaches by integration with electronic medical
records for assisting healthcare professionals and frontline workers. However, there
is no “one technology for all” approach for designing applicable clinical pathways (or
plans of care) to support and promote an evidence-based decision process. Both the
knowledge-based and data-driven approaches have their own pros and cons. More infor-
mation on the challenges, considerations, and LRS requirements is presented in Fig. 8.
Even though data-driven clinical pathways are more advantageous than knowledge-
driven approaches, enabling and putting evidence into practice is challenging in health
systems with limited resources. Besides that, a complex healthcare decision must allow
formany pathways, be updated in real time as new information is provided and encourage
patient preference and participation.

Furthermore, a search of the literature revealed only few studies which attempt to
examine the application of CPs in LRS. Hence, we considered it useful in this review to
make a summary of previous observations [27] from a broader perspective than only the
LRS one. In LRS, most of the primary and first-level care follows a paper-based system
as a dominant practice. Designing a CP that is working with minimum clinical data is
required while maintaining the CP’s reliability and maneuverability. A need exists to
design an executable clinical pathway solution that is accessible to low-resource health
facilities that can tightly interface with the existing workflow. The LRS requires to deal
with minimum clinical data, data readiness, data inconsistency, and incompleteness.
Designing a low-cost solution, intelligent clinical wizards, and adaptable services is
also crucial. It is also important to consider other available health information to explore
the existing best practice and clinical guidelines. The lack of the expected resources
and limited digitization will challenge the practice of data-driven CPs. Therefore, the
implementation and selection of the CP approach depend on the strategies, resources
(e.g. practical guidelines), principles, standards of care, best practices, and intended
goals [10, 11, 15]. Besides these, as noted in [4, 7, 8], the effectiveness of CPs highly
depends on (A) the recognized clinical guidelines and policy, (B) the key stakeholders
and their drivers, (C) the quality of the evidence-based approach, (D) the integration of
the existing workflow, (E) the complexity of the used techniques, logic, and ability to
adopt contextual decision making - for example rule-based and decision tree logic are
challenged to deliver meaningful contextual and non-linear workflow clinical pathways,
(F) the accessibility and treatment options, and (G) patient preference and participation.

This review has limitations. In addition to PubMed and theWeb of Science database,
we have employed Google Scholar queries and manual searches. We were discarded
articles from inclusion based on the citation threshold. However, potential studies from
other sources not indexed to one of these databases might be missed. Moreover, studies
published in languages other than English are often missed.
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5 Conclusion

The purpose of this review was to explore feasible approaches and strategies to develop
an executable clinical pathway for low resource settings. We have provided a review
of the decision support clinical pathway by: (I) reviewing the applications and publica-
tions between 1992 and 2018, (II) summarizing the approaches, and (III) presenting the
important considerations for designing executable CPs and it’s expected benefits.

The included studies highlight the importance of CPs for promoting evidence-based
healthcare, assisting the care process, and improving the quality of care. The CP can be
designed based on the guidelines, the standard of care, and best practices. Findings from
studies included in this review indicate that knowledge-based and data-driven approaches
are themain approaches for designingCPs.Knowledge-drivenCPs can be executed using
a paper-based, IT-, ormodel-based system. Integratingwith the existing electronic health
record, web-based and standalone CP applications are the modalities of data-driven
CP execution. Taken together, this review observed that the trend of executing clinical
pathways is shifting fromknowledge-driven to data-driven approaches.However,most of
the primary and first-level care in low resource settings follows a paper-based system as a
dominant practice in-comparison with the IT and model-based approaches. Therefore, it
is required to design a mechanism for evidence-based practice to improve outcomes and
feedback. Exploring a trade-off mechanism for promoting data-driven decision-making
approaches may help to explore, visualize, and discover a series of health-care system
challenges such as: (I) assisting low clinical competence, limited medical staff, and
shortage of equipment, and (II) improving clinical outcomes, workflows and temporal
relationships for clinical pathway workflow management. However, infrastructure, data
readiness, data inconsistency, incompleteness, and ambiguities as well as adaptability
(understanding the context) still are major challenges of clinical data.

Acknowledgments. TheNASCERE (Network for Advancement of Sustainable Capacity in Edu-
cation and Research in Ethiopia) program has assisted us in the work to date and will continue to
assist us as we move forward with the planned activities.
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Abstract. Health-related work absenteeism has an extensive economic
and societal impact. Digital health interventions at the workplace can
play a beneficial role in reducing the risks of absenteeism. However, the
effects of these health interventions are rarely explored in terms of pre-
dicting work absenteeism. This paper presents the outcomes of a six
month coaching-based digital health intervention. In this intervention,
employees receive health or lifestyle coaching by using a smartphone
app. We define eight predictors of absenteeism based on an extensive
validated health check that the participants have filled throughout the
program participation. The predictors are related to mental health, work
ability, work stress, physical activity, perceived health and need to recov-
ery after work. We show statistically significant effects of change in mul-
tiple predictors of absenteeism as a result of being part of the inter-
vention. Additionally, we define multiple app usage scores founded on
the coaching-based smartphone app. They are related to frequency of
coach-coachee communication or doing healthy activities. We correlate
these app scores with the predictors of absenteeism scores, and detect
moderately-strong and significant correlations.

Keywords: Mobile health · Workplace digital health intervention ·
Coaching program

1 Introduction

The estimated economic and societal impact of health related absenteeism is
enormous. For example, estimates of the costs of absence in the UK range from
£270 to £659 per employee per year [8]. In an estimation of the costs in the
US, the economic burden of illness was assessed up to $392 per employee per
year [10]. The costs of just back pain to society in the Netherlands in 1991 were
assessed to be 1.7% of the GNP [25]. Interventions focusing on improving health
and lifestyle via employers are therefore attractive. A meta-analysis of work-
place disease prevention and wellness programs shows that such interventions
have both economic and health benefits [1]. In their critical meta-analysis of the
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literature on costs and savings associated with disease prevention and wellness
programs to improve health, it was found that absenteeism costs fall by about
$2.73 for every dollar spent on these programs. Programs focusing on physical
activity (PA) have also reported positive results. For example, [12] found that
an individually tailored intelligent physical exercise training with recommenda-
tions of leisure-time PA significantly decreased absenteeism when following the
protocol. Participation in an employee fitness program resulted in a significant
decline in sick days (4.8 days) for people in the high participation group [14].
However, a systematic review on the effectiveness of physical activity programs
at worksites reported limited evidence of an effect on absenteeism [19].

In this paper, we investigated the effect of a mhealth coaching program in
which employees receive health coaching from lifestyle coaches by using an smart-
phone app. VitalityPlatform (anonymous industry partner) is a platform that
combines software with human coaching, where a lifestyle coach professional - a
coach, communicates with an employee participating in the program - a coachee,
via a smartphone app. This paper analyses the changes on different predictors
of absenteeism (measured via questionnaires) through the participation in the
program. We investigate the effects of the health intervention on these absen-
teeism predictors. In addition, we define a set of VitalityPlatform app usage
measurements related to the frequency of coach-coachee communication, and
the activities performed by the coachee. We investigate the relationship between
these app measurements and the predictors of absenteeism scores.

This paper is structured as follows. In Sect. 2 we present the related work on
predictors of sick leave and absenteeism, followed by an overview of coaching-
based digital health interventions in the workplace. The methodology (Sect. 3)
gives more details on the health intervention program, the predictors of absen-
teeism scores and VitalityPlatform app scores, and the data analysis methods.
Section 4 shows the results of the study related to the effect of the intervention
on the predictor scores, and the relationship between the app measurements and
these scores. These outcomes are discussed in the final Sect. 5.

2 Related Work

2.1 Predictors of Sick Leave and Absenteeism

A literature study has been performed to investigate predictors of sick leave and
absenteeism. In [18], the effect of PA on sick leave is investigated. No differences
was found in mean sick leave duration between those who met the moderate
intensity recommendation and those who did not. However, a significant reduc-
tion in amount of sick leave in workers meeting the vigorous intensity activity
recommendation was found, as well as a dose-response relation between fre-
quency of vigorous intensity activity up to a frequency of 3 times a week and
sick leave duration. Workers not carrying out vigorous activity at all had the
most days of sick leave, whereas those who were vigorously active three times a
week had the least sick leave. PA was measured using the SQUASH questionnaire
[26].
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In [2], it is investigated which factors can improve work participation for
people with a chronic illness. The effects of perceived health and limitations at
work were investigated. The conclusion is that the association between health
and sick leave can be explained by limitations at work, work characteristics, and
work adjustments. Perceived health was assessed with a single question: ‘how do
you evaluate your health in general?’.

In [7], the effectiveness of a worksite social and physical environment inter-
vention on need for recovery (i.e., early symptoms of work-related mental and
physical fatigue), PA and relaxation was investigated. The “need for recovery
after work” is mentioned as an early indicator for mentally and physically work-
induced fatigue. Also, PA helps unwinding from work and reduces levels of stress.
Measurements that are used are the SQUASH [26] for physical activity, the Old-
enburg Burnout Inventory [20], the Need for recovery questionnaire [9], and a
generic question about the perceived health. In [21], depression and low self-rated
health are identified as risk factors for longer sick-leave periods. Measurements
that are used are the ability to work [11] and the PHQ-9 [13].

2.2 Health Coaching Programs in the Workplace

Workplace interventions to improve health are popular for several reasons. Peo-
ple spend much time at work, there are existing social structures that can be
used in the interventions, and it is possible to combine them with incentives from
the employer [38]. Health interventions at the workplace may have different aims.
Many of them focus on increasing PA. A meta-review by [27] has identified more
than 138 reports describing studies on workplace PA interventions, showing that
the interventions are very diverse and some can improve health. Another review
[28] also shows a growing evidence base that workplace PA-based interventions
can positively influence PA behaviour. Another, more recent focus for workplace
interventions is breaking prolonged sedentary behavior. A systematic review of
26 studies aiming at reducing sitting among white-collar working adults con-
cludes that there is significant overall effect on workplace sitting reduction [34].
A review of 25 interventions using mobile technology concludes that there is
reasonable evidence for mHealth in a workplace context as a feasible, acceptable
and effective tool to promote PA and reduce sitting time [35].

Mental health is another target of workplace interventions. Many interven-
tions use mindfulness [29] to reduce stress at the workplace [30], others apply
psycho-education [31] or psycho-social approaches [32]. A recent review has found
evidence for the effectiveness of workplace interventions on the prevention of
mental health problems [33].

Several workplace interventions focus on multiple health goals, e.g. a combi-
nation of dietary behaviour and PA [36,37]. Overall, health coaching to improve
lifestyle behaviors seems to be a promising way to prevent diseases. In a 2010
literature review, significant improvements in one or more of the behaviors of
nutrition, physical activity, weight management, or medication adherence were
found in six (40%) of the fifteenth studies [17]. A more recent review of 18
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interventions found small positive effect sizes, which were partly determined by
intervention characteristics and experimental setup [38].

A few studies focus specifically on coaching as the means of the intervention.
Coaching is about enhancing well-being and performance in personal life and
work domains with normal, non-clinical populations, underpinned by models of
coaching grounded in established adult learning or psychological approaches [39].
A recent meta-analysis has shown a positive effect of coaching in organizations.
Interestingly, no difference in effect was found for different coaching formats
(comparing face-to-face, with blended face-to-face and e-coaching) or duration
of coaching (number of sessions or longevity of intervention). A study about
the effect of coaching on the reduction of workplace stress has shown mixed
outcomes: anxiety and stress had decreased more in the coaching group compared
to the control group, but levels of depression had decreased more in the control
group compared to the coaching group. However, participants reported high
levels of perceived coaching effectiveness [40].

Overall we can conclude that there is some evidence that health coaching, also
in a blended from, could have positive effects on the factors related to physical
and mental health. In the remainder of this paper, we describe the methods
and results of our study on the effectiveness of a specific online health coaching
program on predictors of absenteeism.

3 Methodology

3.1 Recruitment and Timeline

Employees from 10 different companies were recruited to potentially partici-
pate in the program. Companies were offered a fixed number of places for their
employees in the program. Potential participants received an email with an
invitation to perform a “vitality scan”, an online pre-scan on motivation and
potential for improvement. This scan assessed their motivation for increasing
physical activity using the SRQ-E [4]. In addition, their current health behavior
was assessed by measuring physical activity (using the SQUASH questionnaire
[26]), sleep quality (using the PSQ [5]), eating habits (using the RIVM VCP
questionnaire [3]) and a work-related burnout [6,23]. All subscales for health
behavior have been normalized to a scale between −2,5 and +2,5, where a score
of −2,5 represent extremely unhealthy behaviors and a score of +2,5 represent
the most healthy behaviors. The total score for health behavior was calculated
by summing up all subscores. The exact questions and the normalization used
are available per request.

Based on the outcome of the vitality check, a subset of employees were invited
to join the health coaching program. The aim was to include people that were
motivated to increase their health behavior and for whom there was some room
for improvement. This has been operationalized by inviting people that scored
above 0 on the motivation scale and below 1 on the health behavior scale, as
shown in Fig. 1.
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Fig. 1. VitalityPlatform Recruitment flowchart

The selected participants were then randomly assigned and divided in two
groups. Group A participants have started the coaching program directly, while
group B participants had to wait for three months (control group).

Both groups were invited to fill in a baseline questionnaire, the NIPED per-
sonal health check (time0). When the number of places in the program was not
filled up by people in group A after two weeks, people were randomly selected
from group B to switch to group A. Three months after the baseline measure-
ments, group A participants were invited for a halfway-program NIPED check,
while group B started their coaching program (time1). From this time point,
group A participants took three more months to finish the program (time2),
while group B participants, having started later, finished the program and filled
their final NIPED survey after six months (time3).

3.2 NIPED

The NIPED health check [15,16,24] is a modular health check consisting of
questionnaires and physical tests, which has been used by more than 325.000
people. The check is often offered by employers or insurance companies. The
version used in this research contains 92 questions of items related to mental
health, work ability, work stress, nutrition, physical activity, perceived health and
the need for recovery, mostly based on existing scales. These questions were used
to calculate scores for predictors of sick leave. Table 1 shows the 8 predictors of
sick leave (absenteeism), most of them being based on validated questionnaires.
The workability predictor is sourced from WAI [11], burnout is based on the
UBOS [23], depressive symptoms are derived from the PHQ-2 questionnaire [41],
perceived health as used in WHO survey [22], and the need for recovery based
on NFR [9]. The last three predictors are based on a single questions about PA.
PA/w refers to number of PA minutes per week, VPA/w refers to the number
of minutes per week in which participants performed moderate/vigorous PA
activities. The dPA30 question asked participants about the number of days in a
week in which they move more than 30 min (referring to moderate and vigorous
exercises).
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Table 1. Predictors of sick leave.

Predictor Composite score Final score

Workability Nine questions, combination of
choice-questions and 5-points likert
scale

0 (very bad) - 50 (very good)

Burnout Five questions, 7-points likert scale 0 (very good) - 6 (very bad)

Depression Two questions, 4-points scale (not at
all - several days - more than half
the days - nearly every day)

0 (never depressive symptoms)
- 6 (nearly every day
depressive feelings and no
pleasure in doing things)

Perceived Health One question, 5-points likert scale 1 (very bad) - 5 (very good)

Need for recovery Eleven questions, yes/no 0 (very good) - 100 (very bad)

PA/w One question Number of minutes

VPA/w One question Number of minutes

dPA30 One question Number of days, 0 to 7

3.3 VitalityPlatform Health Coaching Platform

The participants have installed the app that is part of the VitalityPlatform
health coaching platform on their smartphones. The app offers mobile coaching
experience, where an employee (coachee) can pick their own professional coach.
The platform first gives a recommendation for a set of coaches, based on the
requirements of coachees for certain lifestyle improvement. If needed, the coachee
can anytime change the coach. One coach can have multiple coachees under their
guidance. The communication is done via the app, by using chat messages or
doing face-to-face video calls. The coachee can inform their coach when a certain
exercise has been completed and connect the app to a fitness tracker. In this
way, the coach is able to track the daily progress. The coach will continuously
update the coachee’ activity schedule based on their mutual communication. The
coachee can undertake activities divided in several categories: mental, workout,
lifestyle, physical and nutrition.

Only the meta-data of the VitalityPlatform usage is available for analysis.
Data items are related to the frequency of coach-coachee (dyad) communication:
number messages, number conversations, number calls, duration calls; and the
coachee activities: ratio done, number done, number liked. Table 2 gives a more
detailed description of these variables.

3.4 Data Analysis

A Wilcoxon signed-rank was applied to the predictors of absenteeism scores
at different time points for both groups. We test the effect of change in the
predictors of absenteeism as a result of using the app (6 months period, for both
groups). Wilcoxon signed-rank test was used as a non-parametric univariate test,
applicable when the data violates the assumption of normality, which is the case
for the predictors of absenteeism data as we will show in the next chapter.
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Table 2. Variables derived from the VitalityPlatform app.

Variable name Variable description Possible values

number messages Total number of dyad text messages [0, inf+]

number conversations Total number of dyad conversations [0, inf+]

number calls Total number of dyad video/audio calls [0, inf+]

avg duration calls Average minutes of dyad video/audio calls [0, inf+]

ratio done Ratio of planned versus done activities [0, 1]

number done Total number of done activities [0, inf+]

number liked Total number of liked activities [0, inf+]

Spearman’s rank-order correlation method was used in order to report the
relationship between the app measurements and the predictors of absenteeism.
For this analysis, the difference in the predictors of absenteeism scores before
and after using the VitalityPlatform app, was used as a measure of change.

4 Results

4.1 Descriptive Statistics

Program Participation. In total 560 participants met the selection criteria
(for motivation and health check scores) and were thus invited to participate in
the coaching program. Figure 2 gives an overview of the number of participants
per group, at different time points of the program, based on completing the
NIPED questionnaires.

Fig. 2. Completed Niped measurements - program participation. Age distribution.

A group of 334 participants was invited to start directly after taking the
baseline survey - group A, another group of 216 participants was offered to start
the coaching in 3 months after filling in the baseline survey - group B. As can
be seen in Fig. 2, there is a significant dropout in the number of participants
who filled the second NIPED questionnaire (time1). At the final point, after
completion of group A and group B participation programs (at time points
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time2 and time3, respectively), we observe another wave of dropout. In total,
95 participants of group A and 31 participants of group B filled the final round
of the survey. For the upcoming analysis we consider 93 participants (group
A) and 31 participants (group B), as they have completed the three NIPED
questionnaires.

Predictors of Absenteeism Scores. Eight predictors of absenteeism were
derived based on the NIPED questionnaire, as shown in Table 1. These scores
were obtained at all multiple time points of the program for both group A
and group B. Below we present an exploratory analysis obtained at the base-
line questionnaire (time0), summarized for group A and group B participants
(total n = 550, average age = 43.2, 60% female). This analysis was conducted
for reporting purposes, and the outcomes were used in order to decide on the
relevant statistical tests for answering our research questions.

Fig. 3. Data distribution - Predictors of absenteeism scores

Figure 3 visualizes the data distribution of the predictors of absenteeism
scores. Five scores are considered as continuous ratio variables, namely: VPA/w,
PA/w, need for recovery, burnout and workability scores. The remaining three
scores are classified as categorical nominal variables: perceived health, depres-
sive symptoms and dPA30. The participants have self-reported an average of
243.7 min (s = 181.1) of physical activity per week, and an average of 224.9
(s = 194.7) moderate to vigorous minutes activity per week. The average need
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for recovery after work score was 41.7 (s = 30.78) where a score of 100 is the
least favorable score (i.e. a very high need for recovery). The participants have
reported a mean score of 1.79 (s = 1.37) for the risk of burnout, where 6 indicates
the highest risk of burnout and 0 is the lowest risk. The average workability (or
work capacity) score was 41.16 (s = 4.83), with 50 indicating the highest work
capacity. Looking at the perceived health score, we can observe that most com-
monly participants have answered 4-good (n = 288) and 3- not bad, not good
(n = 186) with an average response of 3.6 (s = 0.72). Regarding the depression
score, participants have dominantly reported 0 - never depressive symptoms (n
= 237), followed by 1 - several days either depressive feelings or no pleasure in
doing things (n = 149), followed by 2 (n = 114) and 3 (n = 30), 4 (n = 16), 5
(n = 1) and three participants with a score of 6 (almost every day depressive
feelings and no pleasure in doing things). The average is 1.00 (s = 1.13). Finally,
participants were asked how many days in a week they do at least 30 min of phys-
ical activity (score dPA30). The bottom right plot of Fig. 3 shows a relatively
uniform distribution with 3-, 4-, 5- and 6- days of more than 30 min activities.

Next we have looked at the normality of the data, as an important factor for
selecting the appropriate statistical methods in the subsequent analysis. Both
histograms and quantile-quantile (QQ) plots have indicated that all the scores do
not follow a normal data distribution. Additionally we have conducted three sta-
tistical tests of normality (shapiro-wilk, d’agostino’s K2, anderson-darling test)
none of which showed a significant p-value regardless of the score. Therefore the
considered variables are non-normally distributed. In this case, non-parametric
statistical methods are a more suitable solution for analysis. As a result, we have
selected the Wilcoxon signed-rank test and Spearman’s rank-order method for
the analysis presented in the next subsections.

App Usage Scores. This analysis is based on the 124 participants (93- group
A, 31- group B) that have used the VitalityPlatform app during a period of six
months (time0, time2- group A, time1, time3 - group B) and have completed the
NIPED questionnaires needed for our analysis. These participants were trained
by 25 professional coaches. Each coach can have multiple coachees, in this sample
the number of coachees per coach varies between 1 and 12 (avg = 5). Most of the
participants have matched with a coach in July 2019 (65 participants), followed
by October 2019 (37 participants). Fewer have started in August and September
(10 and 3 participants), or November and December 2019 (3, 4 participants).
Five participants got their coach in January 2020.

Figure 4 shows the data distribution of the seven app usage scores. These
scores belong to two categories: dyad communication and activity trends. The
communication scores are related to number of exchanged messages, number
of conversations, number of calls (audio/video) and the duration of the calls
(audio/video). The activity scores are related to the coachee performance during
the app usage. We look into the number of done activities, the number of liked
activities and the ratio of done versus planned activities. All the scores are
considered as continuous ratio variables. The dyads have exchanged on average
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Fig. 4. App measurements data distribution

155 messages (s = 146.50) while using the app. A conversation is defined as any
day in which there was a message exchanged between the dyad. On average there
were 43 conversations between dyads (s = 21.41). The dyads have communicated
via video/audio calls on average 7 times during the app usage (s = 4.2), with
an average call time of 28 min (s = 12). Only 70 coachees have used the app
for video/audio calls. Moving to the activities, we observe that the coachees did
on average 58% (s = 27) of the planned activities. Looking at the total number
of finished exercises, the participants did 62 activities on average while using
the app (s = 51), and have liked 54 activities (s = 50) out of the ones done on
average. In total there were 7728 activities performed via the app. Among them,
the most common categories were lifestyle (n = 2128), mental health (n = 2184)
and nutrition (n = 2012), followed by physical (n = 1365) and workout (n =
39). The activities were 94% initiated by the coach.

4.2 Effects of the Intervention

Intervention Effect on Predictors of Sick Leave. For analyzing the effects
of the intervention on the predictors of sick leave, the absenteeism scores at
the end of the program (time2 - group A, time3 - group B) were subtracted
from the ones at the beginning of using the app (time 0 - group A, time 1 -
group B). These scores are referred to as ’absenteeism difference scores’ in the
remainder of the paper. They give an indication of potential improvement or
deterioration in absenteeism as a result of intervention participation and using
the VitalityPlatform app.
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Fig. 5. Data Distribution - absenteeism difference scores

Figure 5 gives a visual overview of the absenteeism difference scores. The
depicted results are summarized for group A (n = 93) and group B (n = 31).
The participants have reported on average 22.7 min (s = 200.7) more vigorous
activities per week - diff(VPA/w), at the end of the program participation. In
a related manner, they have reported on average 16.5 more minutes (s = 190)
of weekly activities. The reported need for recovery (measured on a scale 0–
100, 100 - very bad) was lowered by an average of 12.4 points (s = 24.03). The
participants have assessed on average 0.38 (s = 1.03) lower risk of burnout, and
reported increased workability of 1.64 (s = 3.43). The five reported absenteeism
difference scores are considered as interval continuous variables. The next three
scores are categorical variables. First, looking at the diff(Perceived Health) we
observe that most of the participants have reported no change (64%), followed
by 19% that improved their score by 1, and 3% improved by two. On the other
hand, 8% of participants have reduced their score by 1. The depressive symptoms
score also sees improvement. While 50% of the participants have no change, 27%
have improved their score by 1 (in this case the lower the better), followed by
8% improving the score by 2. One score of deterioration was reported by 6% of
the participants. Finally, the diff(dPA30) score shows that 30% of participants
have been doing activities in the same number of days of the week. One more
day a week of activity reported 12% of participants, followed by 9% reporting
doing activities in two more days. Another 8% have seen an improvement of
doing three and four more days of activity after finishing the program. Looking
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at the opposite side, 10% of the participants reported reducing the number of
days of activity by one and two days, while 4% did three less days per week.

Table 3. Wilcoxon tests results

Workability Burnout Depressive

symptoms

Perceived

health

Need for

recovery

PA/w VPA/w dPA30

Group A 881.5* 899.5* 300.5* 369.0 451.0* 1420.5 1361.5 679.0*

Group B 75.5* 166.5 20.0 8.0* 72.5* 167.0 143.5 95.0

Next we report the effects of change in the predictors of absenteeism as a
result of the 6 month intervention for both groups. Table 3 presents the out-
comes of running the Wilcoxon tests, with a T statistics and a star mark (*) for
statistical significance results. The T statistics is a float value representing the
sum of the ranks of the differences above or below zero, whichever is smaller.
In Table 3, each T score is associated with a * mark in case of a statistically
significant difference between the two means, indicated when p-value < 0.05.
We note statistically significant mean differences among five scores for group A
participants, namely: workability, burnout, depressive symptoms, need for recov-
ery and dPA30. For group B, we found a statistically significant effect at three
scores: workability, perceived health and need for recovery. These results indicate
statistically significant changes in the corresponding predictor scores comparing
before and after the intervention.

Effects of App Usage Patterns on Predictors of Sick Leave. This analy-
sis is conducted to answer our research question if changes in NIPED scores can
be associated with certain app usage patterns, regarding coach-coachee commu-
nication or the frequency of activities. We assess the relationship between the
app measurements scores and the absenteeism difference scores. The relation-
ships are examined by performing Spearman rank correlation coefficient tests
for two reasons: the data is not normally distributed (to use Pearson test) and
the reported type of variables. All the app scores are ratio variables, while the
absenteeism difference scores are interval (n = 5) and categorical (n = 3). The
results are presented separately for group A and group B, as reported in Table 4
and Table 5. The statistically significant correlation coefficients (with p < 0.05)
are marked with a star sign (*). Among group A participants we observe four sta-
tistically significant relationships between the app usage measurements and the
absenteeism difference scores. The number of dyad audio/video calls is linked
with higher PA/w (r = 0.30) and need for recovery (r = 0.49), the number
of exchanged messages has a moderate relation with the increase of perceived
health (r = 0.24), and the number of liked activities with the workability score
(r = 0.24). As observed in Table 5, among group B participants, the exchanged
number of messages could be related to reducing the risk of burnout (r = −0.40),
while the ratio of done activities lead to increase of the depressive symptoms
(r = −0.39).
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Table 4. Correlation outcomes - groupA

avg dur num calls num conv ratio done num mes total done total liked

diff(Workability) 0.14 0.04 0.10 −0.04 0.07 0.19 0.24*

diff(Burnout) 0.01 −0.02 −0.08 0.04 −0.05 0.05 0.04

diff(Depressive symptoms) −0.04 −0.14 −0.03 −0.05 −0.05 −0.01 0.05

diff(Perceived Health) −0.24 0.15 0.12 −0.01 0.24* 0.10 0.08

diff(Need recovery) −0.04 0.49* 0.07 0.14 0.09 0.02 0.02

diff(PA/w) −0.11 0.30* 0.06 −0.04 −0.01 −0.02 0.01

diff(VPA/w) −0.14 0.24 0.08 −0.03 0.03 −0.03 −0.01

diff(dPA30) −0.14 0.10 0.03 0.07 0.02 −0.04 0.03

Table 5. Correlation outcomes - groupB

avg dur num calls num conv ratio done num mes total done total liked

diff(Workability) −0.32 0.35 0.02 −0.15 0.22 0.10 0.08

diff(Burnout) 0.24 −0.20 −0.36 0.11 −0.40* −0.13 −0.10

diff(Depressive symptoms) −0.17 0.05 0.34 0.39* 0.20 0.30 0.23

diff(Perceived Health) −0.29 0.25 0.12 0.02 0.18 0.14 0.14

diff(Need recovery) 0.35 −0.10 −0.32 −0.03 −0.36 −0.32 −0.28

diff(PA/w) 0.07 −0.34 −0.20 0.17 −0.17 0.01 0.01

diff(VPA/w) 0.15 −0.41 −0.20 0.12 −0.19 −0.05 −0.04

diff(dPA30) −0.20 0.37 0.26 0.07 0.15 0.04 0.06

5 Discussion and Conclusions

This paper presents the outcomes of a coaching-based digital health intervention
and its effects on predictors of absenteeism. This makes our work distinguishable
from previous research, as most commonly the intervention effects are measured
(linked to) health outcomes such as increasing PA or weight loss. The predictors
of absenteeism scores were analyzed after 6 months of coach-based intervention
via smartphone app. The summarized results show improvement in all the absen-
teeism difference scores. The participants have reported lower risk of burnout
(0.38 points), showing less depressive symptoms and need for recovery (12.4
points). On the other hand, they have performed more PA activities per week
(any activities 16.5 min, vigorous 22.7 min), increased their workability (1.64),
improved their perceived health and had slightly more days of PA per week.
These results indicate that the mhealth intervention had a positive effect on the
participants, if one is to observe the difference in the reported scores before and
after the intervention. Furthermore, the outcome of the Wilcoxon tests shows
statistically significant effects of change in the predictors of absenteeism as a
result of using the app. This has been observed separately in both group A
and group B participants. The effects are detected in the following absenteeism
scores: workability, burnout, depressive symptoms, need for recovery and dPA30
(group A); perceived health, workability and need for recovery (group B).

Additionally, we have investigated the relationship between the VitalityPlat-
form app usage (in terms of frequency of dyad communication and performing
activities) and the observed changes in the absenteeism predictor scores. The
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spearman correlation coefficients did not find any strong and significant cor-
relation between the two. However, we are able to detect moderately-strong
and significant correlations. Regarding the frequency of dyad communication
we found significant relationships between the number of audio/video calls with
need for recovery and PA/w (group A), and the number of exchanged messages
correlates with the perceived health (group A), and burnout (group B). Looking
at the performed activities, the total number of liked activities was linked to the
workability score (group A), and surprisingly the depressive symptoms increase
with the ratio of done exercises (group B).

This work comes with certain limitations. Only a limited number of people
filled in the NIPED questionnaire after three months. Engagement data shows
that 90% of the participants were active after 3 months. Therefore, the reason
behind the relatively low number of participants who completed the second test
was not that they dropped out of the health coaching program. We suspect that
that the relative cumbersome health check (it takes 30 to 45 min to complete
the entire test) is the primary reason for people not completing the second ques-
tionnaire. For a more thorough analysis of the effect of the coaching program
on itself, we ideally need a control group data that is not invited to participate
in a health coaching program. With the current experimental setup, we can-
not explicitly investigate this, as group B participants were put on a waiting
list. One possible additional analysis could be whether the participation in the
programme or already filling in the first health questionnaire (for group B) is
causing a potential positive effect among participants.

The investigated coaching aspect also comes with certain constraints. For
example, we cannot rule out that there have been other interactions between
the dyad then via the app. We have focused on quantifying the dyad relation-
ship through frequency of communication. However, textual analysis of the chat
interactions can offer additional valuable information on their relationship. The
defined app usage measurements are of course a simplification. Many other (non)
latent factors might potentially influence the effects of the coaching program, for
example seasonal effects. Therefore a larger and more complete study would be
prefered to investigate the relation between the app usage and change in predic-
tors of absenteeism.
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Abstract. For the regularly medicated population, the management
of the posology is of utmost importance. With increasing average life
expectancy, people tend to become older and more likely to have chronic
medical disorders, consequently taking more medicines. This is predomi-
nant in the older population, but it’s not exclusive to this generation. It’s
a common problem for all those suffering from chronic diseases, regardless
of age group. Performing a correct management of the medicines stock,
as well as, taking them at the ideal time, is not always easy and, in some
cases, the diversity of medicines needed to treat a particular medical dis-
order is a proof of that. Knowing what to take, how much to take, and
ensuring compliance with the medication intervals, for each medication
in use, becomes a serious problem for those who experience this reality.
The situation is aggravated when the posology admits variable amounts,
intervals, and combinations depending on the patient’s health condition.
This paper presents a solution that optimizes the management of med-
ication of users who use the services of institutions that provide health
care to the elderly (e.g., day care centers or nursing homes). Making use
of the NB-IoT network, artificial intelligence algorithms, a set of sen-
sors and an Arduino MKR NB 1500, this solution, in addition to the
functionalities already described, eHealthCare also has mechanisms that
allow identifying the non-adherence to medication by the elderly.

Keywords: Medication · Elderly · Non-adherence · Sensors network

1 Introduction

Forgetting to take a dose or two of a certain medication may not seem critical.
Sometimes ignored doses do not cause obvious problems, but many medications
will not work properly if they are not ingested at the right time and in the right
way. Non-adherence to medication is unfortunately quite common, especially
among patients with chronic diseases and the elderly [1–3]. This non-adherence
[4,5] is usually associated with factors such as [6]: fear of possible related effects;
mistrust, making many patients believe that prescriptions passed by doctors are
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for pharmaceutical benefits; the absence of symptoms leading many patients to
believe that they do not require medication.

Regardless of the causes that lead to medication non-adherence, depending on
the chronic disease in question, the incorrect medicines ingestion quickly becomes
a problem for the patients health. However, identifying whether the medication
was taken correctly, in many cases and especially in the elderly, is an extremely
complicated task since many of them do not have permanent caregivers to assist
in the management of medicines. A good example of this difficulty, is the case
of schizophrenia [7], where there are patients who can survive treatment failures
for considerable periods without adverse consequences. However, in the case
of schizophrenia, recidivism rates are very high after treatment interruption,
and in many cases they occur within weeks of interruption. In these cases, to
aggravate the situation, there are no reliable signs of early warning for caregivers
or doctors in identifying individuals with an imminent risk of relapse whose
symptoms, instead of gradually appearing, usually return quickly. Thus, a careful
observation approach to patients suspected of non-adherence, with a view to
introducing rescue medication at the first sign of recurrence, is unlikely to be
effective in real-world contexts.

In this way, it’s important to prepare institutions that provide support ser-
vices for medication with solutions that make possible not only to identify non-
adherence to medication, as well as allowing better medication management, for
both final users and their staff. Additionally, the COVID-19 pandemic [8], which
exposed inequalities in social assistance different social groups, especially in the
older one [9–11], makes medication monitoring an even more difficult task to
perform, since the measures adopted worldwide to contain the pandemic do not
promote direct contact with the population.

Through a small set of sensors, chips and artificial intelligence processes, the
solution illustrated in this paper presents as its main scientific contribution, a
tool that allows to identify possible users who do not adhere to medication.
In addition, the restrictions implemented to contain the COVID-19 pandemic,
which, as already mentioned, encourage the reduction of physical and social
contacts, further reinforce the importance of building tools such as the one pre-
sented.

The remainder of the paper is organized as follows: Sect. 2 offers a brief anal-
ysis of the others possible solutions to the problems presented; Sect. 3 describes
the architecture constructed as a response to the problems identified; Sect. 4
illustrates the conclusions of the paper and the goals for future work.

2 State of the Art

The development of solutions to help identify non-adherence to medication is not
something new in the market [12]. During this section it will be detailed a set
of solutions similar to the tool presented in this paper. Despite eHealthCare has
similar functionalities to the following solutions, it’s important to clarify that its
target audience is different.
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Thus, while the solutions presented in the following section are targeting
of any user who needs medication, the eHealthCare solution, as already illus-
trated, is aimed at institutions (e.g., day care centers, nursing homes) and was
conceived as a monitoring and control solution for the detection of medication
non-adherence. So, this solution has as main purpose, assist institutions that
provide medication control services and will not be available to the end-users.

As shown in Table 1 there is already a set of solutions that are intended
to assist the taking of medication, which may reinforce the importance of the
theme addressed in this article.

Table 1. Comparisons between solutions

Config Alarm Management Stock Tool

eHealthCare Simple Yes Non adherence

alerts; Mobile and

Web control

Auto pharmacy

contact; Automatic

meds refill

Web; Mob; Organizer

TabTime Timer [13] Nonex Yes No No Organizer

e-pill TimeCap [14] Nonex Yes “Last Opened”

display; Same

meds in a row

prevention

No Online pharmacy

PillPack [15] Nonex Yes Doctor is

contacted

Auto purchase and

recharge

Mob

MedMinder [16] Hard Yes Missed dose

alerts; Weekly

reports; Wrong

meds prevention

No Pill Dispenser

MediSafe [17] Nonex Yes App

synchronization

with someone

Specific company

contact

Mob

CareZone [18] Nonex Yes Doctor is

contacted

Automatic meds refill Mob

Despite the great diversity of solutions, the great advantage of eHealthCare,
in addition to the technical functionalities that its architecture presents, is in
the simplicity of use and target of the population for which it is intended - the
elderly who live in more remote regions.

Thus, although most of the solutions illustrated in Table 1 present a set of
quite interesting functionalities, some even surpass the functionalities presented
in eHealthCare.

A general overview, shows that all presented solutions have some sort of
alarm/reminder to help the user remember to take the medicines, and almost
all of them provide one or more features to medication management.

However, unlike eHealthCare where only the medication organizer is delivered
to the patient, in the solutions presented in this section it is always necessary
to integrate them with other technologies/mechanisms (internet/smartphones),
where often older people and especially the ones living in more remote regions
do not have.
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Due to this reason, the authors considered that a comparison between
eHealthCare and the other solutions isn’t that feasible, since, as mentioned
above, the remaining solutions are not optimized for older people to use them.

3 Implementation

In Fig. 1, it’s possible to analyze the overview of the built architecture, consisting
of 4 elements:

Arduino

Pill Organizer 1

(...)

Subscriber

MonTue

Wed

Th
u Fr
i

Sat

SunEm
p

Arduino

Pill Organizer N

MonTue

Wed

Th
u Fr
i

Sat

SunEm
p

Subscriber

Broker

HTTP / MQTT

HTTP / MQTT

Application Server

HTTP / MQTT

Payara 41

Intelligent System

Database

MySQL
Flask

Web Services EndPoint

HTTP

Admin Portal

HTTP

Mobile App

HTTP

HTTP over NB-IoT Network

Publisher

Institutions

Final Users

Fig. 1. Overview of eHealthCare architecture.

– a web server that provides a set of endpoints (see Sect. 3.4), used by the
mobile application and the administration portal. It can control distributed
organizers, registered users and interact with the intelligent part of the archi-
tecture.

– the medication organizers described in the Sect. 3.1, adapted to the users
which have a strong rejection of the use of technologies [19,20];

– a broker who will be responsible for managing the exchange of messages
between the web server and the Arduino MKR 1500 board (the first and only
Arduino to be compatible with LTE Cat M1 and NB-IoT [21,22]) inserted in
the organizers of medication;

– a set of intelligent processes, available through the Flask framework, described
in the Sect. 3.2 that will be responsible for identifying users who are not non-
adherent to medication. Additionally, these processes will be responsible for
trying to predict the likelihood of new users not adhering to medication based
on their characteristics and data already entered in the system.
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The operation of eHealthCare can be defined in 3 phases. The first phase
corresponds to the preparation of the pill organizer (described in Sect. 3.1) which
will be delivered to each user. This preparation corresponds to the filling of the
medication for the corresponding user, as well as the transfer of the timetables of
each dose to the memory of the Arduino Board. The second phase corresponds
to the normal detection by the system of the intakes medication, that is, as the
user withdraws/ignores medication from the organizer. For each occurrence, the
Arduino Board sends a message, to a server, that will be processed later by the
intelligent part of the architecture. The last phase, is the presentation of the
results, that is, where the institutions can monitor almost in real time the state
of the medication of each one of its users, being clearly identified the users who
are suspected of not adhering to the medication.

Finally, all components of the solution intended for majority use by the
elderly, were designed to make them as simple as possible and according to
the capabilities of this target audience as will be illustrated in the next sections.

3.1 Pill Organizer

In the Fig. 2 it is illustrated the organizer created and introduced in the archi-
tecture of the eHealthCare solution. This organizer contains 29 slots1 that cor-
respond, for the 7 days of the week, to the morning, lunch, snack and dinner
periods, very similar to what already happens in common pill organizers. The
last slot (Empty slot) corresponds to the medication collection slot.

All the remaining 28 slots are blocked, that is, their upper limit is covered
with a plastic layer preventing the users to take the medication out of their
intake time. However, the collection slot (represented in Fig. 2 by an Empty
slot) is the only one that does not contain such protection. This allows, when
it is reaching the given time to intake the medication, the Arduino to activate
the stepper motor so that it positions the division corresponding to this intake
in the collection slot, making possible for the user to withdraw the medication.

When the institution prepares an organizer, it already contains all the timeta-
bles by which the medication should be available for the user to ingest. Added to
this information, a timeout value that corresponds to the time that the Arduino
must wait until it blocks the slot of the corresponding portion is also defined.
Thus, when the Arduino detects a timeout related to the actual time of ingestion
of the medication, it activates the stepper motor in order to position in the col-
lection slot, the division that corresponds to the time of the taking. In parallel,
a LED is activated, and a horn is issued to alert the user that medication is
available and should be taken.

Each slot contains a [23] force sensor that makes it possible to identify when
the user changes the content of the medication. Thus, in the tests performed,
it was identified that four situations may occur when the medication becomes
available: total removal of the contents of the slot; partial removal of the contents
of the slot; removal of the content with addition in the near instance; not removal

1 In the Fig. 2 only 8 are represented to facilitate the understanding of the architecture.
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Fig. 2. Detailed architecture of the pill organizer.

of the content inside the slot. Thus, only in the first situation is that the system
considers that non-adherence to medication did not occur and the remaining are
considered situations of non-adherence to medication.

Listing 1.1. Example of JSON string sent by Arduino board to webserver

{
” i d p i l l o r g a n i z e r ” : 150 ,
” s t a t e ” : 0 ,

}
When Arduino identifies one of the four situations described above, it

sends a message to the web server, using NB-IoT, with information similar to
that represented in Listing 1.1. The information sent contains only two fields:
id pill organizer that identifies the organizer in question and the state field that
identifies which of the four previously identified situations occurred, where the
medication in question is identified by the time the message is sent to the server
through the current timestamp. For cases where NB-IoT support does not exist,
Arduino stores all records generated on a memory card added for this purpose.
In this context, the data will then be collected by the collaborators of the insti-
tutions using the mobile application (see in the Sect. 3.4).

Finally, it should also be noted that Arduino performs Subscriber in the Bro-
ker illustrated in Fig. 3. This action allows the Arduino to perform any unlocking
of the slots triggered in the administration portal (see Sect. 3.4). It also makes
it possible to receive the information necessary to monitor and make available
the medication of the user concerned.

3.2 Intelligent System

Nowadays, artificial intelligent systems/processes are becoming helpful tools in
countless tasks, since forecasting academic dropout [24] to plant classification
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[25]. In this paper, the authors explored artificial intelligent processes to classify
the level of non-adherence to medication of a new patient with the collected
data. In addiction, an intelligent algorithm was implemented to monitor the
medication non-adherence rate of the eHealthCare system patients.

For better understanding, in Fig. 3 can be observed the architecture of the
intelligent system proposed by the authors.

Fig. 3. Overview of the intelligent system of the eHealthCare system.

The eHealthCare intelligent system is composed by two components, the
adherence controller and the classification model. The adherence controller is
responsible for controlling the rate of non-adherence to medication of the patients
of the eHealthCare system by receiving the messages send by the Arduino when
a patient does not consume the pills that he has to consume. The classification
model is responsible to classify the level of non-adherence to medication of a
new patient.

For the usage of the intelligent system, two metrics were associated/added
to the patients, the level of non-adherence to medication and the rate of non-
adherence to medication. Both this metrics were stored in the database of the
system. The levels of non-adherence to medication and their description can be
seen in the Table 2.

Table 2. Levels of non-adherence to medication.

Level Range of rates Description

Green [0%, 5%[ The patient is rarely non-adherent to
medication

Yellow ]5%, 40%[ The patient is sometimes non-adherent to
medication

Orange ]40%, 80%[ The patient is non-adherent to medication with
some frequency

Red ]80%, 100%] The patient is totally non-adherent to
medication
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The level of non-adherence to medication is used in the classification and
to monitor the rate of non-adherence to medication. Another value added for
the usage of the intelligent system, was the effect in the rate of non-adherence
to medication of every medication. This value was added because the effect of
not consuming some medications is greater than other medications. Thus, if a
medication A has more importance than a medication B, the medication A will
have a higher effect value than medication B. All values mention before are key
elements to the operation of the adherence controller.

Fig. 4. Overview of the operation of the adherence controller.

In Fig. 4 can be observed an activity diagram that represents a detailed
overview of the operation of the adherence controller of the intelligent system.
The adherence controller has two processes that are always running, where the
first is waiting for the data sent by the Arduino but forwarded by the HTTP
Server (Payara 41) when a patient does not consume the medication; the second
runs periodically, once per week. When triggered, the first process is going to
update the non-adherence rate of the patient in question, adding to that value
the effect of the specific medication, if the patient is in a streak of adherence
to a specific medication, or adding to that value the effect of the specific med-
ication times the number of consecutive days if the patient is in a streak of
non-adherence. If that update changes the level of non-adherence of the patient,
the classification model that will be discussed further ahead, will be trained
with the updated data. The training process occurs every time the conditions
described above are met, to ensure that the classification model is based on up-
to-date data. Relatively to the second process, it will update the non-adherence
rates of patients who have consumed the medication without any failure in the
current week, reducing that value by 5%. This update is done to “reward” the
patients that are becoming more adherent to medication. So, the system will
always have up-to-date data about the patients. As in the first process, if that
update changes the level of non-adherence of the patient, the classification model
will be trained with the updated data. The main objective of this component and
its processes, is to always monitor and adjust the rates of non-adherence of the
patients, increasing their rates when they don’t consume their medication and
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reducing their rates when they consume their medication without any failure in
a week. Like that, the institutions that use the eHealthCare system will always
have updated data of their patients.

Since the adherence controller is training the model every time the level of
non-adherence of the patients changes, there was a need for a machine learning
algorithm that could be fast and computationally light. In addition, that machine
learning algorithm needed to be a supervised machine learning algorithm, since
the authors had labelled data to train, and solve a classification problem, since
the objective of the model is to classify patients into four classes (green, yellow,
orange, red) [26]. The supervised machine learning algorithm chosen was the
K-Nearest Neighbors, since it fulfills the intended requirements and because the
authors relied on simplicity and functionality to implement this solution, however
for future work, testing of new machine learning algorithms will be done to
perceive the effect of other machine learning algorithms in the intelligent system
of the eHealthCare system [27–31].

Before the training of adherence controller classification model, the data
needs to be prepared to be feed to the model. The first step in the prepara-
tion of data is the pre-processing of the data related to the patients. In this
step, several data related to the patients are extracted from the database of
the system, like age, education and gender. One of the most important data
that is extracted is the target variable of the classification that is the level of
non-adherence to medication. The queries responsible for the extracting of all
variables were manually pre-coded by the authors and are just invoked by the
adherence controller. After the pre-processing of the data, the next step is the
identification of the type (nominal, ordinal, discrete, continuous and logical) of
each variable. For example, the age will be a discrete variable since it’s a num-
ber. However, the gender will be a nominal variable since it’s a categorical value
where there is no ordination between categories. With every variable identified,
the next step is to normalize every value of every variable, e.g. between 0 and 1
[32,33]. This process is necessary to ensure that the different variables have the
same range of values, so that no variable has more influence on the result than
another, making the classification model more accurate.

After that, the classification model will be trained with the resulted variables.
After the training, the classification model will be available through a REST
endpoint that will be consumed by the applications. With that, every time a
new patient is registered in the eHealthCare system, the classification model
will classify the level of non-adherence to medication of the patient, and if the
level is high, the staff of the institutions can observe that information and closely
monitor that patient.

3.3 NB-IoT Comunication

Designing solutions that identify non-adherence to medication is not an easy
task as explained in previous sections. Although the target institutions often
have physical support and human resources for the use of this type of tools,
on the end user side, this is often not the case. Thus, in contexts where users,
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who use the services of these institutions, and live in isolated locations, the use
of tools such as eHealthCare is compromised due to the weak support for the
Internet [34].

It was, therefore, necessary to add mechanisms to the presented solution
in this paper that make it possible to overcome the difficulties identified. To
overcome the lack of Internet support in some regions, communication between
medication organizers and institutional servers is carried out using NB-IoT.

This technology is currently part of the LTE network and any place on the
planet with network coverage, is fertile ground for NB-IoT that significantly
improve IoT devices energy consumption. Currently expanding, NB-IoT already
present in 69 countries by 2019 [35,36]. Since NB-IoT is a mobile IoT network,
security is not a problem as mobile operators ensure the encryption of cus-
tomer/user data, or in some cases, VPNs with encrypted connections and APNs.
Other security features are included, like Data over NAS (DoNAS), Non-IP Data
Delivery (NIDD), or white-lists [37]. Resuming, NB-IoT uses licensed spectrum
and secure communication channels, being this an vantage that releases pro-
grammers and end-users of concerns related with security.

3.4 Admin Portal and Mobile Application

The portal of administration and the mobile application has as main function
assist the institutions in the preparation and monitoring of the medication. In
Fig. 5 it is possible to see the layout built for the administration portal.

Fig. 5. Layout web portal eHealthCare

This portal has as main functions: the registration of new users; the real-
time consultation of the medication taken that each user should take/made
every instant; the unblocking of divisions in the drug organizers; the recording
of medication-related information to be passed on to the organizers.
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For the patient’s registration, it’s presented, based on the parameters already
described in the previous section, the probability that a new user have to not
adhere to the medication. For the divisions unblocking, it is guaranteed by the
Broker, that is, when it is necessary to unlock a division, the web portal publishes
in Broker a message that is later passed to Arduino. To record the medication
information passed to the organizers, this is accomplished through a combination
of touches on the button placed on the organizer, which obliges the organizer in
question to establish an HTTP request over the NB-IoT network.

The layout of the mobile application can be analyzed in Fig. 6. This applica-
tion allows the management of the parameters related to users and their med-
ications. The great utility of this application is to enable the collection of data
stored on the memory card added to each organizer. However, the collection of
this data, performed using BLE, is only necessary in contexts where NB-IoT
network is very weak or inaccessible. After collecting the data, the application
sends it to the server to be processed as with the data sent by Arduino.

Fig. 6. Layout mobile application eHealthCare

4 Conclusion

This paper introduces a new tool that will allow institutions that provide assis-
tance in medication to perform a better monitoring of their users as well as user’s
medication and to optimize some processes related to the preparation of medi-
cation. Through rigorous control, this tool allows caregivers/institutions a more
agile mechanism to identify possible errors (non-adherence) in the consumption
of medicines, contributing to increase the quality of life of its users. In the con-
text of a pandemic, such as the current COVID-19 pandemic, the importance of
such tools is even greater, because despite all measures of social estrangement,
this solution may be something viable, since it allows support to users by greatly
reducing social contacts.

However, the fact that the NB-IoT network is not yet supported in all regions,
despite the existing mechanisms presented in the Sect. 3 to mitigate this issue, it
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may constitute a major disadvantage for the solution, since, although the data
are collected and processed in it, this treatment presents a small delay (collection
time) which in certain diseases can be a critical problem.

Although it is possible to clearly control the presence/absence of medication
of the organizer, this solution, and unfortunately none of the reported in the
Sect. 2, ensures that the medication is effectively ingested. The medicine may be
removed from the correct division, but the user may not ingest it, a situation
that it’s very frequently in patients with medical disorders such as Alzheimer,
dementia, schizophrenia, etc.

Finally, it should also be noted that, although the entire implementation
cycle has already been tested and validated, that is to say, the sending of data
from the organizers to the web platform, it has not yet been possible to carry out
studies with the population, since the existing specimen is only for testing (it
contains all wires and sensors completely disorganized). The production costs of
this tool in the current state of the project, it is not yet possible to advance with
an exact value, however, given the simplified architecture, it is estimated that
the value is relatively low compared to similar approaches illustrated in Sect. 2.

Thus, at this moment, the current state of the work is dependent on the
elaboration of 2/3 prototypes of the organizers presented to distribute among
the small group of population, and then perform tests to understand the degree
of success of the solution presented.

4.1 Future Work

Despite the great potential presented, this solution still has a long way to go. In
this way, the following points were left for future work:

– Devise a solution to identify errors in the medication intake in the percentage
of users who do not use the medication organizer.

– Conduct a study to quantify the impact of the detection of errors in medica-
tion intake with the use of eHealthCare.

– Append the medication stock replenishment detection process.
– Optimize methods to detect user’s non-adherence.
– Consider/Use other machine learning algorithms and check their effect on the

intelligent system of the eHealthCare solution.
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Abstract. Digital biomarkers provide novel and objective assessment
of neurodegenerative diseases, such as Parkinson’s Disease (PD). This
paper demonstrates that objective digital biomarkers, obtained from
mobile-based functional assessments, can be used for symptom-specific
insights on neurological deficiencies. These digital biomarkers were found
to be sensitive to change in relation to structured physical interventions.
In this pilot study, 54 participants (n = 36 PD; n = 18 control) com-
pleted 13 neurocognitive functional tasks with 115 digital biomarkers
being identified and compared between groups for objective assessment,
evaluation, and monitoring of disease progression. 36 (31.30%) of these
biomarkers were significant (p < 0.10) between groups. Of the 36 sig-
nificant biomarkers, 10 were motor, 6 were memory, 1 was speech, 6
were executive function, and 13 were multi-functional. 8 biomarkers were
significant (p < 0.10) between groups regardless of intervention, which
may indicate strong biomarkers to assess PD. Further, 15 (13.04%) dig-
ital biomarkers showed significance (p < 0.10) in relation to structured
physical intervention. Overall, mobile-based digital biomarkers provide
promising measures and sensitivity to functional change that can be used
in assessment and monitoring of Parkinson’s Disease. Further integration
of mobile device capabilities can enhance the understanding of how neu-
rodegenerative diseases present and aid clinicians in the diagnosis and
monitoring of conditions.

Keywords: Digital biomarkers · Neurocognitive assessment · Mobile
app · Parkinson’s disease

1 Introduction

Mobile devices are becoming increasingly prevalent in the area of neurocognitive
assessments as their capabilities allow for the collection of more objective infor-
mation than is currently achievable using pen-and-paper style tests (e.g., the
Montreal Cognitive Assessment (MoCA) [1] or Mini Mental State Examination
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(MMSE) [2]) [3,4]. These pen-and-paper assessment instruments are adminis-
tered by clinicians to ‘score’ neurological and cognitive functional tasks (e.g.,
motor, speech, memory, and executive function). These tasks are often difficult
for individuals with neurodegenerative conditions including Parkinson’s Disease
(PD) [5–9]. This paper focuses on individuals with Parkinson’s Disease as they
demonstrate impaired functionality in both motor and cognitive areas [10].

The transition to mobile-based versions of neurocognitive assessments has
become increasingly popular within the healthcare sector for the administra-
tion of functional tasks, objective scoring, and the interpretation of symptoms
relating to neurological health or illness [11]. This transition also allows for the
collection of additional unique digital biomarkers for specific functional tasks
of interest (e.g., a Trail Making Task), and allows for the creation of multi-
functional assessments with more expansive digital biomarker sets [12,13]. As
Parkinson’s Disease is often described as a “designer disease”, meaning no two
diagnosed individuals manifest the exact same symptoms, personalized medicine
should be the goal and is required to optimize care and individuals’ quality of
life [14,15]. However, to reach personalized medicine for individuals with PD
(e.g., the formation of individualized intervention protocols in an evidence-based
manner), clinicians need further knowledge on specific patient characteristics to
develop personalized rehabilitation programs [16].

The objective of this pilot study was to demonstrate that objective digital
biomarkers, collected from mobile-based functional assessments, can be used to
provide symptom-specific insights on neurological deficiencies of individuals with
PD. Further, this work was to demonstrate that these digital biomarkers are sen-
sitive to functional change in relation to structured physical interventions. This
was completed by comparing subjects with Parkinson’s Disease to age-matched
controls across 13 mobile-based neurocognitive functional tasks, in addition to
monitoring digital biomarkers for the PD group in relation to structured physical
interventions.

2 Related Work

Neurodegenerative diseases, such as PD, present with progressive degeneration
which can involve both movement disorders and neurological and/or cognitive
deficits [17]. Neurocognitive assessments that evaluate this degeneration con-
sist of functional tasks involving motor, speech, memory, and executive func-
tions [7–9]. Previous works have identified sensor-based digital assessments (e.g.,
accelerometry based gait assessments or speech recognition systems for health-
care) which provide promising applications and user-device interactions for the
collection of objective digital biomarkers across functional areas of neurocogni-
tion [5,13,18–22]. This pilot study further assesses mobile device capabilities by
implementing mobile-based neurocognitive tasks that use device sensors to objec-
tively collect information (e.g., digital biomarkers) that will provide clinicians
with symptom-specific information that can assist with diagnosis, monitoring,
and rehabilitation of individuals with PD [5,13].
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2.1 Functional Assessments

Currently the assessment and monitoring of individuals with PD is primar-
ily based on a set of clinical criteria from functional assessments, as physi-
cal biomarkers alone (e.g., blood based) are not able to reliably confirm the
presence of the disease [23]. Mobile-based neurocognitive assessments have the
capability and promise to expand functional assessments to allow for objective
scoring, the interpretation of results relating to the initial diagnosis, and moni-
toring of disease progression [6,24]. Inherent device sensors (e.g., accelerometers,
gyroscopes, cameras, microphones, and timers), along with human device inter-
actions, can enhance the monitoring of neurocognitive functions (e.g., motor,
memory, speech, and executive function) for individuals with neurodegenerative
conditions such as PD [13,18,20,21,25]. The transition of these assessments to
mobile devices also allows for standardized administration which is unaffected
by examiner bias [26].

2.2 Physical Interventions

Currently there are both pharmacological and physical therapeutic interventions
available for individuals diagnosed with PD. Previous work suggests that phys-
ical activity during the critical window of early- and mid-stage of the disease is
vital to the management of PD symptoms and disease progression [27,28]. These
activities encompass both routine activities of daily living (ADLs) (e.g., house-
hold activity, walking) and dedicated exercise (e.g., aerobics, strength train-
ing) [29]. Further, supervised and structured exercise is noted to be effective at
improving functional performance outcomes (e.g., balance and functional ambu-
lation) in individuals with PD [30,31]. However, many studies evaluate physical
interventions as a one-size-fits-all concept as current evidence is not sufficient
to develop personalized rehabilitation programs [16]. To gain further insights
for intended personalized rehabilitation programs, it is imperative to adminis-
ter precise and objective assessments providing symptom-specific information on
physical rehabilitative efforts and for the understanding of various intervention
approaches [32].

3 Methodology

Fifty four adults between the ages of 52 and 84 were divided into two groups-
those with a confirmed diagnosis of Parkinson’s Disease and age-matched healthy
controls participated in this pilot study. Of those, the PD population included
36 individuals; with slightly less than half of the population being female (n
= 17 or 47.22%). The age-matched control population included 18 individuals;
more than half (n = 10 or 55.56%) being female. Participants were recruited
through advertisements, physician and clinician referrals, spouses or caretakers
of the diagnosed population, and prior studies from our laboratory. The inclusion
criteria for this study consisted of being age 50 years or older. As the mean onset
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age for PD in the Western world is early-to-mid 60s [33], recruitment efforts for
this pilot study were limited to diagnosed individuals age 50 years or older and
appropriate age-matched controls. Participants were excluded from the current
study if they were unable to provide informed consent or if their native language
was not English (as all tasks were formatted in English).

3.1 Mobile Application Testing

All participants were administered a tablet-based neurocognitive assessment
designed for individuals with Parkinson’s Disease that focused on user-device
interactions for the collection of objective measures [34]. Each participant com-
pleted mobile versions of 13 neurocognitive functional tasks across the areas of
motor, memory, speech, and executive function. Functional tasks included single
functional tasks (e.g., having focus on only one area of neurocognition; motor
or memory) and multi-functional tasks (e.g., combining two or more single func-
tional tasks into a functional task). The 13 administered neurocognitive tasks
collected 74 objective mobile-based digital biomarkers for all participants. All
task descriptions are listed below. For a fine-motor tracing task the individ-
ual was instructed to use their index finger to trace a depicted shape. For a
gross-motor task the user was instructed to manipulate the mobile device to
“air”-trace a depicted shape. For reflex tasks, the user was to tap on the screen
to interact with a set of targets. For a memory task the user was to tap on
depicted cards, in pairs, until all cards have been matched. For a trail making
task the user was instructed to draw a line using their index finger connecting
all shapes in increasing numerical order. For a set of speech based tasks, the user
was prompted to read a sentence out loud or name prompted objects. Examples
of multi-functional tasks include both fine (e.g., tracing an object) and gross
(e.g., manipulating the mobile device) motor tasks paired with either an auto-
matic (e.g., listing the months of the year in order from January to December) or
non-automatic speech task (e.g., listing the months of the year, aloud, in reverse
order; December to January). For an executive function/multi-functional task a
digital version of the Stroop Word Color Test (SWCT) [35] was utilized where
the user was required to discern the difference between prompted colors and
words and then speak the correct response. For an expanded multi-functional
task approach (e.g., Narration Writer), the user was instructed to narrate a sen-
tence while also writing the sentence word by word (e.g., writing the same word
being said aloud) in the space provided.

A subset of both PD and age-matched control populations (n = 12 and n = 8
respectively) were given an updated version of this neurocognitive assessment
containing an expanded set of objective digital biomarkers (n = 115). All dig-
ital biomarkers collected in this expanded set made use of additional inherent
device capabilities (e.g., device timers between instances of screen interactions,
speech recognizers/dictionaries, and user interactions with relative positions on
the device screen). This expanded digital biomarker set was implemented to give
further monitoring of neurological and cognitive deficits.
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3.2 Physical Interventions

All individuals with PD participated regularly (e.g., at least twice a week) in
structured rehabilitation/intervention programs designed for PD. The supervised
physical intervention activities included, but were not limited to, non-contact
boxing, functional strength, yoga, dancing, and cycling. Each intervention train-
ing session lasted between 45 and 60 min and consisted of guided warm-up, main,
and cool-down activities. All sessions were led by certified personal trainers.
Individuals were given a mobile device assessment, consisting of the functional
tasks discussed above, both prior to and directly after these supervised physical
intervention programs. This testing protocol was included to see if the collected
mobile-based digital biomarkers showed sensitivity to functional changes seen
as a direct response to the intervention programs. In addition, the participants
were required to take the functional assessment twice within a period of 2 h.
Therefore, the tasks included in this assessment were internally randomized to
avoid the test-retest phenomena (e.g., for a memory task, the location of match-
ing card pairs; or in the Stroop Word Color Test, the order of colors and word
combinations).

3.3 Statistical Analysis

All collected digital biomarker scores were compared for individuals with PD
prior to a structured physical intervention (e.g., ‘Before’), following a structured
physical intervention (e.g., ‘After’), and healthy age-matched controls (e.g., ‘Con-
trol’) using statistical methods (e.g., ANOVA and post hoc t-tests).

4 Results

4.1 Mobile Application Testing

The results from this work are discussed in two parts- Symptom-Specific Digital
Biomarkers (i.e., to demonstrate that objective digital biomarkers can be used to
provide symptom-specific insights on neurological deficiencies of individuals with
PD), and Digital Biomarker Sensitivity (i.e., to demonstrate that these digital
biomarkers are sensitive to functional change in relation to structured physical
interventions).

The average scores for each digital biomarker for individuals with PD prior to
a structured physical intervention (e.g., ‘Before’), following a structured physical
intervention (e.g., ‘After’), and healthy age-matched controls (e.g., ‘Control’) are
shown in supplemental Tables 5, 6, 7, 8 and 9 (Sect. A). The significance between
groups for all digital biomarker scores (p < 0.05) is denoted by the following
symbols: diagnosed PD populations prior to a physical intervention versus age-
matched controls (∗), diagnosed PD populations following a physical intervention
versus age-matched controls (†), and diagnosed PD populations prior to a struc-
tured physical intervention versus directly following physical intervention (‡).
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4.2 Symptom-Specific Digital Biomarkers

74 device-calculated, objective digital biomarkers were collected from all individ-
uals (36 PD and 18 Control). Of the 74 digital biomarkers, 28 were collected from
single functional tasks and the remaining 46 were collected from multi-functional
tasks. Assessment results are seen in Table 1, Fig. 1, and supplemental Tables 5,
6 (Sect. A).

Table 1. Significant digital biomarker summary (n = 74 digital biomarkers).

Digital Biomarkers Before/Control(∗) After/Control(†) Before/After(‡)
Significant Digital
Biomarkers (p < 0.05)

17 (22.97%) 7 (9.46%) 7 (9.46%)

Single Functional Task 8 (10.81%) 4 (5.41%) 2 (2.70%)

Motor 7 (9.46%) 4 (5.41%) 2 (2.70%)

Memory 1 (1.35%) 0 (-) 0 (-)

Speech 0 (-) 0 (-) 0 (-)

Multi-Functional Task 9 (12.16%) 3 (4.05%) 5 (6.76%)

Executive Funciton 5 (5.41%) 2 (2.70%) 3 (4.05%)
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Fig. 1. Preliminary Assessment’s Significant Digital Biomarkers. (n = 74) for the Total
Number of Collected Biomarkers in the Preliminary Assessment.
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Table 1 and Fig. 1 give a summary of the number of significant digital
biomarkers between groups (p < 0.05) across task type (e.g., single or multi-
functional tasks) and symptoms (e.g., motor or memory). Of the 74 collected
digital biomarkers, 17 or 22.97% were significant (p < 0.05) when comparing
individuals with PD prior to physical interventions, and age-matched controls.

A representative subset of the overall population (e.g., n = 20 individuals;
n = 12 PD and n = 8 Control) interacted with an expanded version of the digital
biomarker assessment. Of the 115 device-calculated, objective digital biomarkers,
41 were collected from single functional tasks and the remaining 74 were collected
from multi-functional tasks. The expanded digital biomarker set results are seen
in Table 2, Fig. 2, and supplemental Tables 7, 8 and 9 (Sect. A).

Table 2 and Fig. 2 give a summary of the number of significant digital
biomarkers between groups (p < 0.05), across task types (e.g., single or multi-
functional tasks) and symptoms (e.g., motor or memory) for the expanded dig-
ital biomarker assessment. Of the 115 digital biomarkers from the expanded set
assessment, 20 were significant (p < 0.05) when comparing individuals with PD
prior to physical interventions, and age-matched controls.

Table 2. Significant digital biomarker summary (p < 0.05) (n = 115 digital biomark-
ers).

Digital Biomarkers Before/Control∗) After/Control(†) Before/After(‡)
Significant Digital
Biomarkers (p < 0.05)

20 (17.39%) 15 (13.04%) 8 (6.96%)

Single Functional Task 10 (8.70%) 9 (7.83%) 2 (1.73%)

Motor 7 (6.09%) 4 (3.48%) 2 (1.74%)

Memory 3 (2.61%) 4 (3.48%) 0 (-)

Speech 0 (-) 1 (0.87%) 0 (-)

Multi-Functional Task 10 (8.70%) 6 (5.22%) 6 (5.22%)

Executive Function 5 (4.35%) 2 (1.74%) 4 (3.48%)

Given the sample size of this pilot study, the definition of significant digital
biomarkers was expanded to p < 0.10. Increasing the p-value to p < 0.10 allows
for a better understanding of PD given the nature of the condition; as individu-
als with PD do not always manifest the same symptoms [14]. Digital biomarkers
with a p-value of less than p < 0.10 indicate functional biometrics that should
be included in future functional assessments with a larger sample size as they
have a higher likelihood of being significant within a p-value of p < 0.05. Table 3
and Fig. 3 depicts the number of significant digital biomarkers (p < 0.10) needed
for inclusion in mobile-based neurocognitive assessments containing the afore-
mentioned tasks. Out of 115 collected digital biomarkers in the expanded test
set, 36 digital biomarkers (31.30%) were significant (p < 0.10). A breakdown
of single and multi-functional tasks is also seen in Table 3 and Fig. 3. Of the 41
collected single functional task digital biomarkers, 17 (41.46%) were significant
(p < 0.10) between individuals with PD and control groups. However, only 19
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Fig. 2. Expanded Assessment’s Significant Digital Biomarkers. (n = 115) for the Total
Number of Collected Biomarkers in the Expanded Assessment.

of 74 (25.68%) digital biomarkers from multi-functional tasks were significant
(p < 0.10) between groups.

For a more in depth understanding of how individuals with PD exhibit differ-
ent neurocognitive functions of interest in a symptom-specific manner, a break-
down of the digital biomarkers by functional area was included in Fig. 4. A
total of 36 (31.30%) mobile-based digital biomarkers were significant (p < 0.10)
when comparing individuals with PD (e.g., before or after physical intervention)
to age-matched controls. Further, Fig. 4 shows the number of collected digital
biomarkers and the number of significant digital biomarkers (p < 0.10) for the
categories of motor, memory, speech, executive function, and multi-functional
tasks. The multi-functional task category includes all tasks that involve two or
more areas of neurocognition in a single task. It should be noted that all execu-
tive function tasks are inherently multi-functional in nature (e.g., an individual
needs to move or speak to carry out the executive function) and therefore are a
subset of the multi-functional task digital biomarker set (e.g., denoted by an * in
Fig. 4). Of the single functional tasks, 10 of 26 (38.46%) motor digital biomarkers,
6 of 10 (60.00%) memory digital biomarkers, and 1 of 5 speech digital biomarkers
(20.00%) were significant (p < 0.10). 19 multi-functional digital biomarkers were
also significant (p < 0.10); with 6 executive function digital biomarkers being
included in this group. Lastly, all remaining significant multi-functional digital
biomarkers (13; 17.57%) relate to both speech and motor function as the main
components of the configured tasks (e.g., completing a motor task paired with
an automatic or non-automatic speech task).
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Table 3. Significant digital biomarker summary (p < 0.10) (n = 115 digital biomark-
ers).

Digital Biomarkers Before/Control(∗) After/Control(†) Before/After(‡)
Significant Digital
Biomarkers (p < 0.10)

30 (26.09%) 21 (18.26%) 15 (13.04%)

Single Functional Task 16 (13.91%) 12 (10.43%) 4 (3.48%)

Motor 10 (8.70%) 7 (6.10%) 4 (3.48%)

Memory 6 (5.22%) 4 (3.48%) 0 (-)

Speech 0 (-) 1 (0.87%) 0 (-)

Multi-Functional Task 14 (12.17%) 9 (7.83%) 11 (9.57%)

Executive Function 5 (4.35%) 4 (3.48%) 6 (5.22%)

4.3 Digital Biomarker Sensitivity

Of the 74 device-calculated, objective digital biomarkers collected from all indi-
viduals (n = 36 PD; n = 18 Control) 7 digital biomarkers were significant
(p < 0.05) between individuals with PD following a physical intervention com-
pared to controls (Table 1 and Fig. 1). 7 digital biomarkers were also significant
(p < 0.05) when comparing those individuals with PD before and after physical
intervention.

Of the 115 device-calculated digital biomarkers in the expanded set for a rep-
resentative subset of the overall population (e.g., n = 20 individuals; n = 12 PD
and n = 8 Control), 15 digital biomarkers were significant (p < 0.05) between
individuals with PD following a physical intervention compared to controls
(Table 2 and Fig. 2). Further, 8 digital biomarkers were significant (p < 0.05)
when comparing individuals with PD before and after physical intervention in
the expanded set. Given the expanded definition of significant digital biomark-
ers (p < 0.10), 21 digital biomarkers were significant between individuals with
PD following a physical intervention compared to controls (Table 3 and Fig. 3).
Finally, 15 digital biomarkers were significant (p < 0.10) when comparing those
with PD before and after physical intervention in the expanded set.

5 Discussion

This pilot study implemented an assessment tool specifically designed for indi-
viduals with Parkinson’s Disease that focused on tablet-based user-device inter-
actions for the collection of function-specific digital biomarkers [34]. Mobile-
based neurocognitive assessments allow for objective scoring of novel and rele-
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vant digital biomarkers with the use of device sensors and human device interac-
tions to provide insights on neurological deficiencies specific to individuals with
PD [13,24]. Following acquisition and analysis, objective digital biomarkers were
found to provide symptom-specific insights on neurological deficiencies of indi-
viduals with PD. Further, these digital biomarkers were found to be sensitive to
functional change in relation to structured physical interventions for individuals
with PD. A task-specific list of these metrics is depicted in Table 4 which gives
rise to symptom-specific digital biomarkers. Of the 36 digital biomarkers that
were significant (p < 0.10), 10 were motor, 6 were memory, 1 was speech, 6 were
executive function, and 13 involved multi-functional tasks. Additionally, 8 of
the 36 digital biomarkers were found to be significant regardless of intervention
which may indicate strong biomarkers for PD. These 8 digital biomarkers are
denoted by (∗) in Table 4. The 36 significant digital biomarkers (p < 0.10) are
listed in Table 4. Each of these biomarkers were found to be important in the con-
figuration of mobile-based neurocognitive assessments as they provide insights
regardless of physical intervention when comparing outcomes of PD populations
to age-matched controls.

Future work should involve analyzing digital biomarkers across larger pop-
ulations (e.g., PD populations in different stages of disease progression and
other populations with other neurodegenerative diseases) and across the dif-
ferent stages of diagnoses. The analysis of different neurodegenerative diseases
(e.g., Alzheimer’s Disease, dementia) and their stages would help in extracting
significant disease-specific digital biomarkers and aid in the prediction and mon-
itoring of these various conditions over time. Additionally, a larger sample size
would allow for adjusted statistical analyses and confidence intervals. Next, fur-
ther exploration and expansion of all digital biomarkers, but particularly single
functional digital biomarkers (e.g., memory and speech) should occur. Although
individuals with PD exhibit difficulty in performing multi-functional tasks [36],
single functional task digital biomarkers are still highly necessary in the under-
standing of how PD symptoms manifest. Similarly, while Parkinson’s Disease
is a progressive neurodegenerative disease primarily characterized by the hall-
marks of motor symptoms (e.g., akinesia, rigidity, and tremor) [9,37] memory
task digital biomarkers were shown to be important in the understanding of
Parkinson’s Disease with 60% of collected memory metrics being significant.
The number of single functional memory and speech based digital biomarkers
should also be increased for a more even distribution across all neurocognitive
functions of interest. This expansion should include digital biomarkers collected
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using different device sensors (e.g., speech frequency, amplitude, timing using
audio samples; or gait, using accelerometers, gyroscopes, and/or device cam-
eras) or comprehensive systems (e.g., IoT or wearable devices).
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Fig. 3. Metrics Needed in Mobile-based Neurocognitive Assessments for Individuals
with PD.

This study found that the number of significant digital biomarkers of the
PD group following structured physical interventions decreased compared to the
age-matched control group. Future work should include an investigation on how
different activities (e.g., non-contact boxing, functional strength, yoga, danc-
ing, and cycling) affect neurocognitive functions of interest through the collec-
tion of objective digital biomarker sets with relation to each activity [16,29].
Future work should also explore the extent to which these digital biomarkers
are affected by different intervention types, across different stages, and popu-
lations. The knowledge gained through the use of objective and comprehensive
digital assessments would aid clinicians and healthcare workers in the formation
of specific recommendations for personalized therapeutic programs based on the
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Table 4. Significant Digital Biomarkers (p < 0.10) by Task and Category

Category Task Digital Biomarker

Motor Fine Motor Tracing Circle Average Distance

Total Distance*

Square Average Distance

Total Distance

Gross Motor

Emulation

Circle Time

Square Time

Min Magnitude of

Acceleration

Reflex Target Tapping Num small tapped*

Total tapped*

Avg. prompt to hit time

Memory Card Matching Unique Shapes Avg Times Flipped

Avg Match Pair Time*

Unique Shapes

and Colors

Time

Max Times Flipped

Avg Times Flipped

Avg Match Pair Time

Speech Narration Prompt to First Word Time

Executive Function Visuospatial Connect the

Dots

Avg Closest Distance*

Total Distance Drawn

Time

Connect the

Shapes

Total Distance Drawn*

Time

Stroop Word Color Avg Response Time (Correct)

Multi-Functional Fine Motor Tracing

(speech)

Circle Writing Time

Avg Distance

Total Distance

*Outline Crossings*

Num of Additional Words

Max Time Between Words

Speaking Time

Square Writing Time

Outline Crossings

Gross Motor

Emulation (Speech)

Circle Num of Additional Words

Square Max Mag of Acceleration*

Min Mag of Acceleration

Num of Additional Words

functional deficits of each diagnosed individual [32]. Additionally, the inclusion
of individuals with PD who do not interact with physical interventions should be
completed to gain further insights on PD in addition to demonstrating quantifi-
able benefits of structured physical interventions. Finally, the expansion of these
functional assessments for other neurodegenerative diseases (e.g., Alzheimer’s
disease, ALS, or dementia) should be completed.
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Fig. 4. Number of Significant Metrics (p < 0.10) by Neurocognitive Function Category.

6 Conclusions

Mobile-based digital biomarkers provide promising measures that can be use-
ful in the diagnostic and monitoring processes that currently rely on subjec-
tive clinical judgements and self-reported information. Further integration of
these mobile capabilities for the collection of objective measures can enhance
the understanding of how neurodegenerative diseases present, and provide nec-
essary personalized diagnostic and monitoring information.

This pilot study gives both an understanding of digital biomarkers specific
to Parkinson’s Disease that should be included in mobile-based neurocognitive
assessment systems while also yielding further updates to be considered when
expanding data collection efforts. Collected digital biomarkers in this work were
used to (1) demonstrate that objective digital biomarkers, collected from mobile-
based functional assessments, can be used to provide symptom-specific insights
on neurological deficiencies of individuals with PD and (2) demonstrate that
these digital biomarkers are sensitive to functional change in relation to struc-
tured physical interventions for individuals with PD.
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A Appendix

Table 5. List of collected digital biomarkers from single functional tasks (n = 54;PD =
36;Control = 18). (* = Sig. BvC) († = Sig. AvC) (‡ = Sig. BvA); (p < 0.05)

Digital Biomarker Before After Control

Fine Motor Tracing - Circle

Time 7.95 6.59 7.29

Average Distance 14.21* 14.39 9.45*

Total Distance 5687.01* 4957.74† 2867.15*†
Outline Crossings 5.89 5.71 5.17

First Point Distance to Shape 109.89 118.71 96.11

First Point Distance to Last Point 285.31 309.14 240.27

Fine Motor Tracing - Square

Time 6.45 6.42 5.84

Average Distance 9.98 11.85† 7.24†
Total Distance 5086.28 5186.20 3012.72

Outline Crossings 6.87 6.56 4.56

First Point Distance to Shape 19.98 22.48 7.47

First Point Distance to Last Point 121.52 169.83 66.06

Gross Motor Emulation - Circle

Time 7.02*‡ 5.266‡ 4.70*

Average Magnitude of Acceleration 1.01 1.01 1.00

Maximum Magnitude of Acceleration 1.22 1.24 1.20

Minimum Magnitude of Acceleration 0.82 0.81 0.79

Gross Motor Emulation - Square

Time 7.82*‡ 5.92‡ 4.97*

Average Magnitude of Acceleration 1.00 1.01 1.01

Maximum Magnitude of Acceleration 1.26 1.30 1.34

Minimum Magnitude of Acceleration 0.79* 0.75 0.68*

Reflex - Target Tapping

Number of Small Tapped 21.24* 21.74† 34.83*†
Number of Large Tapped 15.02 16.67 16.58

Number of Total Tapped 36.26* 38.41† 51.42*†
Memory - Card Matching - Unique Colors & Shapes

Time 52.21* 45.75 36.91*

Memory - Card Matching - Unique Shapes

Time 53.34 45.97 36.95

Speech - Narration

Time 4.48 4.30 4.81

Missed Words 2.00 0.50 0.50

Additional Words 0.50 0.167 0.00
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Table 6. List of collected digital biomarkers from multi-functional tasks (n = 54;PD =
36;Control = 18). (* = Sig. BvC) († = Sig. AvC) (‡ = Sig. BvA); (p < 0.05)

Digital Biomarker Before After Control

Fine Motor Tracing with Speech - Circle

Writing Time 13.42‡ 9.71‡ 9.51

Average Distance 11.97* 10.73 6.56*

Total Distance 12939.79 8758.14 4857.14

Outline Crossings 9.12 8.79 11.00

First Point Distance to Shape 89.40 97.94 92.43

First Point Distance to Last Point 226.24 247.87 407.05

Number of Missing Months 1.50 0.00 0.25

Number of Additional Words 2.62 0.375 0.25

Speaking Time 14.643 10.87 9.19

Fine Motor Tracing with Speech - Square

Writing Time 10.08*‡ 8.54‡ 7.92*

Average Distance 10.87 10.54 7.13

Total Distance 9842.72 8272.29 5073.25

Outline Crossings 8.02 7.88 10.17

First Point Distance to Shape 8.41 23.60 5.90

First Point Distance to Last Point 208.91 174.42 297.80

Number of Missing Months 1.50 0.00 0.25

Number of Additional Words 2.62 0.375 0.25

Speaking Time 14.875 10.88 9.25

Gross Motor Emulation with Speech - Circle

Movement Time 8.72 7.97 6.85

Average Magnitude of Acceleration 1.00 1.01 1.01

Maximum Magnitude of Acceleration 1.17 1.20 1.18

Minimum Magnitude of Acceleration 0.87 0.84 0.82

Number of Missing Months 0.50 0.25 0.00

Number of Additional Words 1.50 0.00 0.50

Speaking Time 14.82 11.56 11.73

Gross Motor Emulation with Speech - Square

Movement Time 10.15 8.24 7.98

Average Magnitude of Acceleration 1.00 1.00 1.00

Maximum Magnitude of Acceleration 1.17* 1.20† 1.31*†
Minimum Magnitude of Acceleration 0.83* 0.81 0.731*

Number of Missing Months 0.25 0.00 0.50

Number of Additional Words 0.75 0.00 0.75

Speaking Time 13.97 11.41 11.58

Visuospatial Task - Connect the Dots

Average Closest Distance 12.56* 13.20† 9.66*†
Total Distance Drawn 394.52*‡ 333.09‡ 293.67*

Time 15.43*‡ 12.39‡ 11.32*

(continued)
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Table 6. (continued)

Digital Biomarker Before After Control

Visuospatial Task - Connect the Shapes

Average Closest Distance 12.26 12.02 11.90

Total Distance Drawn 368.28* 336.11† 252.58*†
Time 15.53*‡ 13.07‡ 10.84*

Stroop Word Color Task

Total Generated 8.50 9.83 7.5

Total Correct 6.00 8.83 6.00

Object Naming

Total Generated 14.5 14.83 14.33

Total Correct 12.83 13.16 14.00

Narration Writer

Writing Time 31.872 29.66 26.81

Speaking Time 22.96 24.30 21.54

Missed Words 1.667 1.667 1

Additional Words 3.167 0.833 0.00

Table 7. Expanded list of collected digital biomarkers from single functional tasks
(n = 20;PD = 12;Control = 8). (* = Sig. BvC) († = Sig. AvC) (‡ = Sig. BvA);
(p < 0.05)

Digital Biomarker Before After Control

Reflex - Target Tapping

Number of Missed Targets 2.0 2.25 1.67

Average Miss Distance 140.55 65.72 99.12

Average Time between Prompt and Hit 0.74 0.77† 0.58†
Memory - Card Matching - Unique Colors & Shapes

Maximum Flipped 4.00 4.82† 3.25†
Average Times Flipped 2.23 2.53† 1.90†
Average Time for Match Pair 1.29 1.39† 1.07†
Average Time of Non-Match Pair 1.49 1.43 1.49

Memory - Card Matching - Unique Shapes

Maximum Flipped 4.55 4.91 3.63

Average Times Flipped 2.46* 2.59 1.98*

Average Time for Match Pair 1.38* 1.30† 1.06*†
Average Time of Non-Match Pair 1.51 1.43 1.28

Speech - Narration

Time Between Prompt and First Word Spoken 2.58 2.15† 3.14†
Average Time Between Words 0.32 0.31 0.25
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Table 8. Expanded list of collected digital biomarkers from multi-functional tasks
(n = 20;PD = 12;Control = 8). (* = Sig. BvC) († = Sig. AvC) (‡ = Sig. BvA);
(p < 0.05)

Digital Biomarker Before After Control

Fine Motor Tracing with Speech - Circle

Writing Time 21.84‡ 16.06‡ 16.08

Average Distance 12.90* 10.98 9.12*

Total Distance 24402.72* 16995.06 12778.22*

Outline Crossings 20.00* 14.46† 8.29*†
First Point Distance to Shape 106.36 97.58 103.31

First Point Distance to Last Point 308.60 284.58 334.38

Number of Missing Months 3.73 3.27 4.43

Number of Additional Words 2.82* 1.73 0.43*

Start Time to First Word 5.41 4.64 3.53

Average Time Between Words 1.31 1.12 1.32

Maximum Time Between Words 4.24 2.87† 7.55†
Speaking Time 21.30‡ 14.83‡ 18.95

Fine Motor Tracing with Speech - Square

Writing Time 22.58 18.60 15.17

Average Distance 13.62 9.30 9.09

Total Distance 22669.22 16074.48 12681.91

Outline Crossings 8.024 15.27† 8.86†
First Point Distance to Shape 20.25 38.67 7

First Point Distance to Last Point 312.38 235.26 209.48

Number of Missing Months 4.55 3.46 5.27

Number of Additional Words 2.55 1.82 0.57

Start Time to First Word 3.66 2.72 1.50

Average Time Between Words 1.91 2.76 1.79

Maximum Time Between Words 5.56 5.64 6.02

Speaking Time 21.13 19.23 18.90

Gross Motor Emulation with Speech - Circle

Movement Time 14.87 13.62 15.65

Average Magnitude of Acceleration 1.01 1.01 1.00

Maximum Magnitude of Acceleration 1.14 1.20 1.15

Minimum Magnitude of Acceleration 0.88 0.83 0.85

Speaking Time 14.78 13.86 14.98

Number of Missing Months 1.75 0.75 0.00

Number of Additional Words 2.25* 1.75 0.67*

Average Time Between Words 1.20 0.96 1.02

Maximum Time Between Words 2.69 1.60 1.92

(continued)



252 J. M. Templeton et al.

Table 8. (continued)

Digital Biomarker Before After Control

Gross Motor Emulation with Speech - Square

Movement Time 21.26 16.60 15.63

Average Magnitude of Acceleration 1.01 1.01 1.01

Maximum Magnitude of Acceleration 1.24 1.26 1.36

Minimum Magnitude of Acceleration 0.79 0.78 0.75

Speaking Time 23.69 16.03 15.36

Number of Missing Months 1.00 0.75 0.33

Number of Additional Words 2.25 2.75† 0.33†
Average Time Between Words 1.62 1.08 1.10

Maximum Time Between Words 4.47 2.59 2.04

Table 9. Expanded list of collected digital biomarkers from multi-functional tasks
continued (n = 20;PD = 12;Control = 8). (* = Sig. BvC)(† = Sig. AvC) (‡ = Sig.
BvA); (p < 0.05)

Digital Biomarker Before After Control

Visuospatial Task - Connect the Dots

Number of Hits 9.83 9.00 9.00

Number of Misses 0.167 1.00 1.00

Average Time Between Correct Dots 0.96 0.51 0.43

Max Time Between Correct Dots 2.46 0.89 0.91

Visuospatial Task - Connect the Shapes

Number of Hits 9.83 9.33 10.00

Number of Misses 0.17 0.67 0.00

Average Time Between Correct Shapes 0.88 0.71 0.50

Max Time Between Correct Shapes 2.73 1.27 1.58

Stroop Word Color Task

Average Response Time - Correct 2.57‡ 2.20‡ 2.78

Average Response Time - Incorrect 3.23 3.29 1.29

Max Response Time 5.67 2.76 4.39

Object Naming

Average Response Time - Correct 2.34 2.23 2.35

Narration Writer

Total Number of Points 836.33 8.13.67 717.00

Total Number of Strokes 28.50 26.33 33.00

Average Stroke Time 0.66 0.70 0.40

Average Time Between Strokes 0.27 0.27 0.21

Time from Start to First Word 3.91 4.23 4.61

Average Time Between Words 3.59 2.96 3.05
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Abstract. Capacitive ECG (cECG), as a contactless solution for measuring ECG,
has been extensively explored in existing works. However, the signal quality
obtained by cECG can abruptly degrade due to body movement. Hence, it sub-
stantially increases the challenge in signal quality assessment of cECG. In this
paper, a novel multi-classifier fusion approach is proposed to assess the cECG
signal quality. It combines three commonly used classifiers namely, support vec-
tor machine (SVM), K-nearest neighbor (KNN) model, and decision tree (DT)
and fuse these classifiers with a voting mechanism to provide a robust decision.
With the proposed approach, the overall accuracy of 98.32% can be achieved in
distinguishing the cECG signal quality into three categories, namely clear ECG
signal, blurry ECG signal with clear R peaks, and noisy ECG signal. Experimental
results exhibit that the proposed method outperforms existing works. The classi-
fication accuracy and F1-Score of this method are better than traditional methods.
Meanwhile, the proposed method is expected to be integrated with cECG device
for practical long-term heart monitoring.

Keywords: capacitive ECG · Signal quality assessment · Support vector
machine · K-nearest neighbor model · Decision tree model

1 Introduction

Cardiovascular diseases (CVDs), as one of the main threat to human health, constitute
the leading cause of morbidity and mortality. In China, the average number of sudden
deaths caused by heart attacks exceeds 540,000 each year [1]. Early detection and timely
treatment are vitally important to provide an early warning of sudden cardiac events
or avoid the progressive deterioration of the CVDs [2]. ECG, as a significant tool to
monitor cardiac rhythm for diagnosing CVDs, has been extensively used in the hospital
and remote healthcare [3]. Figure 1 shows the waveform of the ECG signal in one cycle.
A whole cycle includes P wave, QRS complex, T wave, U wave, P-R interval, Q-T
interval, and other wavebands. The morphology of ECG contains detailed information
about the condition of the heart. So accurately recording details of ECG weighs a lot in
clinical settings.
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Fig. 1. ECG waveform in one cycle

Nowadays, the traditional method of measuring ECG uses the surface electrodes,
such as Ag/AgCl electrodes, to acquire high-quality ECG signals. However, there are
several limitations,mainly reflected as follows. Firstly, skin preparation such as removing
hair and cuticle from the skin is necessary. Secondly, we need to use alcohol to clean the
skin and apply gel to improve the conductibility of the skin. Then stick the electrodes on
the patient’s skin [4]. Obviously, the traditional measurement method is inconvenient,
especially for people whose skin is fragile and sensitive, such as infants and elderly
people [5]. Moreover, this method may arouse panic and anxiety of the patient, and then
disturb the patient’s heart rhythm, thereby raising questions about the authenticity of
measurements. Thus, a contactless approach based on capacitively coupled electrodes
for ECG monitoring has been proposed. According to Peng’s article, it uses a non-
contact ECG measurement device based on capacitively coupled electrodes and this
device allows patients to take measurements with clothes in a comfortable way. The
device uses a real-time denoising algorithm and stores the ECG signal automatically.
Thismeasurementmethod overcomes the limitations of traditionalmethods and provides
possibilities for telemedicine and home health care. However, both contact measurement
and non-contact measurement have noise and interference [6], which makes partial
signals useless for clinical purposes. Especially for non-contact measurement methods,
it is more sensitive to noise, such as power line interference, myoelectric signal, body
movements, baseline drift, and so on. Therefore, it is necessary for us to assess the quality
of the collected ECG signal in an automated way.

Currently, there aremanymachine learning algorithms for ECGsignal quality assess-
ment. For example, train an SVMmodel for classification by extracting multiple feature
values of the ECG signal [7], calculate high-dimensional ECG features and use a KNN
model based on Euclidean distance metric for classification [8]. Extract several non-
benchmark features from the ECG signal and use the binary DT model to classify the
signal [9]. ECGclassification based on time and frequency domain features using random
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forests [10]. Different classifiers have different classification standards. The classifica-
tion accuracy is related to many factors such as the statistical distribution characteristics
of the data it classifies, the size of the training data sample, and the structure of the
classifier. Meanwhile, noncontact ECG signals is a non-stationary millivolt signal with a
low signal-to-noise ratio. And it is easy to be interfered by other signals. Therefore, it is
difficult for a single classifier to classify the capacitive ECG signals with high accuracy.
In this article, based on the designed voting mechanism, we integrate three classifiers
(SVM,KNN, andDT) to form anECGclassification system and achieve a high-precision
classification of the cECG signals.

The rest of this article is organized as follows: Sect. 2 introduces the methodology
and performance measurement. Section 3 introduces the experimental setup, results and
comparison with the existing techniques. Conclusions are drawn in Sect. 4.

2 Methodology

2.1 Algorithm Framework

Thewhole system consists of the following three parts: signal acquisition, feature extrac-
tion, signal quality classification. Through the voting mechanism, the support vector
machine (SVM), K-nearest neighbor (KNN) model, and decision tree (DT) model are
combined to a fusion classifier and make classification decision together. The fusion
model is shown in Fig. 2. It can effectively divide the ECG signal into three categories,
namely clear ECG signal (classified as category A), blurry ECG signal with clear R
peaks (classified as category B), and noisy ECG signal (classified as category C).

Fig. 2. Fusion classifier model

2.2 Feature Extraction

Six kinds of features of the cECG signal were extracted in total. The details of the
features are explained below.

Kurtosis, also known as kurtosis coefficient, is the characteristic number that char-
acterizes the peak height of the probability density distribution curve at the average
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value [11]. Kurtosis is generally used to describe the statistics of the steepness of the
distribution of all values in the population, the calculation formula is as follows:

K =
1
n

n∑

i=1
(xi − x)4

(
1
n

n∑

i=1
(xi − x)2

)2 (1)

Skewness is a measure of the direction and degree of skewness in the distribution of
statistical data. Its calculation formula is as follows:

S =
1
n

n∑

i=1
(xi − x)3

(
1
n

n∑
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(xi − x)2

) 3
2

(2)

Range is used to count the difference between the maximum value and the minimum
value in the data, which is represented by F1.

The standard deviation can reflect the degree of dispersion of a data set. Standard
deviation is a measure of the degree of data dispersion and is represented as F2. The
calculation formula is as follows:

F2 =

√
√
√
√
√

n∑

i=1
(xi − x)2

n
(3)

The average RR interval refers to the average value of the time interval between the
R waves in the sampled signal, and it is represented by F3.

Thenumber ofRwaves refers to the total number ofRwaves in the 5-s segment signal.
And it is calculated based on QRS waveform detection algorithm (Pan and Tompkins
(P&T) [12] and ‘wqrs’ algorithm [13]), represented by F4.

2.3 Multi-classifier Fusion

Our fusion classifier model is based on three classifiers, support vector machine (SVM),
K-nearest neighbor (KNN), and decision tree (DT). Next, we explain the basic principles
of the three classifiers respectively, and then explain the principles and composition of
our fusion classifier, as well as the voting mechanism.

The basic model of SVM is to find the linear classifier of separation hyperplane with
maximum interval in feature space. We use different kernel functions to improve the
performance of the SVM classifier, such as linear, polynomial, and radial basis function
(RBF) [14]. The KNN algorithm finds the k records closest to the new data from the
training set, and then determines the category of the new data according to their features,
and infers its category from the target’s neighbors [8]. Decision tree model is a simple
and easy-to-use nonparametric classifier and it does not require any prior assumptions
about the data. The generation of the decision tree is a recursive process. The calculation
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speed of the decision tree model is fast, the results are easy to explain, and its robustness
is strong [7].

We use 1465 cECG data as the training set and 535 data as the test set. Taking 5
s as a cycle, we calculate six statistical characteristics of each sample signal. Through
the voting mechanism, the three classifiers of support vector machine, KNN nearest-
neighbor model, and decision tree model are combined to be an overall classification
system. After many times of training and 13-fold cross-validation, the signal is divided
into three levels: A, B, and C in a high-precision way finally. The voting mechanism is:
if two or more classifiers regard signal as a certain level, we are confident to rate this
segment of signal as that level. If the classification results of the three classifiers are
inconsistent, we randomly select the classification result of one of the classifiers. Three
classifier models are integrated through the voting mechanism. When the accuracy of
the validation set is 99.1%, we use the 13-fold cross-validation method to determine the
hyper-parameters of each classifier. The average classification accuracy obtained by the
fusion classifier on the test set data is 98.3%.

2.4 Performance Measurement

Performance evaluation is done using ConfusionMatrix. It is a performance measure for
Machine Learning classification. To evaluate the trainedmodel, we applied the confusion
matrix and calculate the recall (Re), precision (P+), accuracy (Acc), and F1-Score of the
fusion classifier model. The confusion matrix is a table that includes three indices repre-
sented by true-positive (TP), false-negative (FN), and false-positive (FP). The calculation
formula of each index is as follows:

Accuracy (Acc): The fraction of correct predictions to the total predictions.

Acc = 2 × TP

2 × TP + FN + FP
(4)

Precision (P+): It is the fraction of correct predicted positives to the total predicted
positives.

P+ = TP

TP + FP
(5)

Recall (Re): It measures the proportion of positives that are correctly identified.

Re = TP

TP + FN
(6)

F1-Score: It gives a way to merge the Recall and Precision into a single quantity that
captures both the properties [15].

F1 − Score = 2 × Re × P+
Re + P+

(7)
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3 Experimental Setup and Results

This section firstly introduces the experimental process and data acquisitionmethod.And
then we explain the classification performance of the fusion classifier model through
a confusion matrix, and measure the performance of the model through the method
proposed in Sect. 2.4. Finally, we compare with the existing common methods such as
SVM, KNN, DT, Random Forest.

3.1 Experimental Setup

Thedata of this article is collectedby anon-contact cECGmeasurement systempublished
in article [4]. The ECG acquisition device is jointly developed by the author’s laboratory
team. The cECG measurement system is based on capacitively coupled electrode and
it can acquire ECG signal both in contact with skin and through clothes with real-time
denoising algorithm and automatically store ECG data for later analysis.

Thirty volunteers (15 men and 15 women, average age 30 ± 10), were enrolled
in this study. All subjects have good health and no history of cardiovascular disease.
And all of them signed the informed consent. The cECG signals were measured at a
sampling frequency of 500 Hz for 2 h. The collected signals were divided into five-
second segments. 2000 of sampled signal with obvious statistical characteristics were
selected. Each segment was la-belled as A, B, or C type by well-trained researchers
according to its quality. We randomly select 1465 cases as the training set and 535 cases
as the test set, including 172 cases of class A data, 183 cases of class B data and 180
cases of class C data.

The ECG signals are divided into three categories according to the needs of medical
diagnosis. Especially for cECG signals, it is necessary for us to decide whether the piece
of signal is useful or not for further data processing [16]. Through manual labeling, the
ECG signals can be divided into the following three categories. 1) Type A: clear ECG
signal which is clear enough for medical diagnosis, as shown in Fig. 3; 2) Type B: blurry
ECG signal with clear R peaks and a little bit of noise, which needs further processing
before further medical usage, as shown in Fig. 4; 3) Type C: noisy ECG signal with
obvious noise and unobvious ECG waves, which is useless from a medical perspective,
as shown in Fig. 5.

Fig. 3. Type A signal waveform
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Fig. 4. Type B signal waveform

Fig. 5. Type C signal waveform

3.2 Result

Based on the 6 feature values obtained in Sect. 2.2, we establish the feature matrix:
�F = [K, S,F1,F2,F3,F4] and each set of data has a level label corresponding to it.
The range of the six characteristic values of the three types ECG signals are shown in
Table 1.

Table 1. A/B/C signal quality characteristics distribution (mean ± standard deviation)

Feature A B C

K 0.36 ± 0.32 0.15 ± 0.28 0.42 ± 1.86

S 0.45 ± 0.98 −0.23 ± 0.82 2.12 ± 1.25

F1 0.82 ± 0.20 1.40 ± 0.34 8.25 ± 4.35

F2 0.22 ± 0.20 0.52 ± 0.47 1.59 ± 2.23

F3 0.60 ± 0.21 0.90 ± 0.45 1.52 ± 2.21

F4 8.00 ± 2.00 5.00 ± 2.00 3.00 ± 2.00

We use the fusion classifier to classify the cECG signals on the test set and the
confusion matrix of the classification results are shown in Fig. 6.
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Fig. 6. Confusion matrix of the fusion classifier

It can be known from the confusion matrix that in the 535 test set data, the fusion
classifier model can accurately identify 526 sample data, and there are only 9 prediction
errors. For our cECG test set data, the fusion classifier model can achieve 98.3% classifi-
cation accuracy. This method has higher classification accuracy and better performance
than the conventional single classifier [9]. Especially for noise-sensitive ECG signal, the
fusion model can achieve more stable and reliable results.

According to the statistical analysis of the confusion matrix results, we can calculate
the P+ value of type A is 98.26%, and the value of Re is 98.26%; the P+ value of type B
is 98.35% and the value of Re is 97.81%; the P+ value of type C is 98.34% and the value
of Re 98.89%; The F1-Score of A, B, and C are: 98.26%, 98.08%, 98.61%. The average
classification accuracy obtained by the fusion classifier on the test set data is 98.32%.
The performance measure is shown in Table 2.

Table 2. Performance measures

Type Acc P+ Re F1-Score

A 98.26% 98.26% 98.26% 98.26%

B 97.81% 98.35% 97.81% 98.08%

C 98.89% 98.34% 98.89% 98.61%

Average 98.32% 98.32% 98.32% 98.32%
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3.3 Comparison with the Single Classifier

Compared to existing classifiers and methodologies, the fusion classifier has given bet-
ter accuracy, whereas Ö. Özaltın et al., [17] have used SVM to classify ECG signals
that were converted into two-dimensional images using continuous wavelet transform
and got an accuracy of 95%. In contrast, P.Michael Infant Lincy et al., [18] extracted
ECG signal features and used KNN to classify the signal and obtained an accuracy of
93.40%. B. B.U. Demirel et al., [9] used DT algorithm to classify ECG signals on the
PhysioNet/Computing in Cardiology Challenge 2011 database and obtained an accuracy
of 94.70%, Li Xiaolin et al., [19] used the CNN algorithm on the Physionet MIT-BIH
database to classify the arrhythmia of the ECG signal and got an accuracy of 98.12. But
the proposedmodel can achieve the accuracy, Recall, F1-score, and precision of 98.32%,
98.32%, 98.32%, and 98.32% respectively. Because the data sets are different, it is less
rigorous to directly compare the results of the method proposed in this article with the
results of traditional methods. However, we can still know from Table 3 that the fusion
classifier model has higher classification accuracy than traditional methods in classify-
ing the quality of capacitive ECG signals. Meanwhile, we can know from Table 3 that
the fusion classifier model has higher classification accuracy than traditional methods
in classifying the quality of capacitive ECG signals, and the fusion model has higher
stability and stronger robustness.

Table 3. Comparison with existing techniques

Author Algorithm Performance metrics

Recall (%) Precision (%) F1-score (%) Accuracy (%)

Ö. Özaltın
[17]

SVM 95.00 83.33 89.76 89.17

P. M. Infant
Lincy [18]

KNN 99.59 88.32 93.62 93.40

B. B.U.
Demirel [9]

DT 93.30 99.00 96.07 94.70

X. L. Li [19] CNN 98.07 92.33 95.04 98.12

The
proposed
method

fusion classifier 98.32 98.32 98.32 98.32

4 Conclusion

Owing to the non-contact measurement, cECG shows great potential in long-term mon-
itoring. However, it also causes critical issues that the signal quality is unstable due to
body movement. To promote the use of cECG, an effective and robust multi-classifier
fusion model for cECG signal quality classification is proposed in this paper. The model
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consists of three commonly used classifiers (SVM, KNN, and DT) and fuse these classi-
fiers with a voting mechanism to achieve the three-classes classification (Type A, Type
B, and Type C) of cECG signal quality. Firstly, 6 features of the ECG signal are extracted
in the time domain and non-linear domain. Secondly, 1465 ECG signal are randomly
selected as the training set and 535 samples as the test set. Finally, a classification accu-
racy of 98.32% is obtained after many times of training and validation. Comparative
results demonstrate the superior performance of this multi-classifier fusion model over
traditional methods. As a potential field, the proposed method can be incorporated with
cECGdevice for practical long-term heart monitoring andmay helpwith the noninvasive
detection of CVDs.
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Abstract. In this paper, we present a pilot project on mobile health
(mHealth) which is designed to monitor on a continuous basis the health
condition of individuals using a mobile device such as a smartphone
or a tablet. The objectives of this pilot project include highly accu-
rate calculation of heart-beat rate using either a smartphone camera or
an autonomous, self-powered mini-device which communicates measure-
ment data to the mobile device through Bluetooth or Wi-Fi. In addition,
we aim at detecting potentially dangerous skin conditions at an early
stage using the smartphone camera and machine learning (ML) or deep
learning (DL) algorithms. The trained algorithm will be able to detect
malignant cases of skin conditions by searching through various built-in
categories of commonly found skin disorders.

Keywords: Heart-beat rate detection · Skin disorder diagnosis · Deep
learning algorithms

1 Introduction

As the human life expectancy is increasing, it is extremely important to limit
heart diseases and other life-threatening health conditions, and help people main-
tain a healthy lifestyle. Unambiguously, the early detection of abnormalities in
the health of individuals using existing technological tools will have a direct eco-
nomic and social benefits. Mobile devices (like smartphones and tablets) have
sensing elements (e.g., microphones, cameras, accelerometers, etc.) that can be
effectively used to monitor vital signs of the human body. This sensor informa-
tion can be further processed and communicated to the user or a healthcare
professional through secured and fast communication channels, mobile applica-
tions, and cloud services allowing early intervention which can prevent health
complications. The recent ubiquitous penetration of wearable sensors into the
healthcare market, and their compatibility with mobile devices and software,
allowed widespread use of mHealth monitoring and tracking.

The accuracy, sensitivity and reliability of these apps are often questionable
by the majority of their users. Some wearables claim to provide a higher degree of
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accuracy in counting steps or pulse rate, and these come in the form of a watch,
a wristband, or a strap around the chest. A recent study [1] on the accuracy
of tracking apps and wearable devices has revealed that wearables provide a
higher degree of accuracy with a maximum error rate equal to 5%. Apps, which
depend on the smartphone’s built-in accelerometer, are in general less accurate,
and therefore, less reliable for professional use in sports.

The work described in this article concerns the use of a smartphone either as a
gateway for transferring vital signals from a wearable or peripheral device to the
cloud (for analysis and post-processing) or as a sensing device for recording and
communicating health monitoring signals directly to the cloud server. At first, we
present a prototype design of a compact and lightweight electronic circuit able
to accurately extract the heart-beat rate based on the Photo-PlethysmoGraphy
(PPG) technique. Then, we investigate the idea of using the smartphone’s camera
to capture a short video of the finger tip on top of the camera’s lens, and use
this information to obtain the pulse rate through suitable video processing and
signal analysis. At last, we employ machine/deep learning algorithms on images
taken using the smartphone’s camera for early detection of skin malignancies
such as cherry angioma and squamous cell carcinoma.

2 Project Activities

2.1 Heart-Beat Detection Using a Wireless Peripheral Mini-Device

For a daily monitor of someone’s health, it is highly important that a reliable
device is used to accurately calculate the heart-beat rate at a given moment.
Not only that but the measurement data should be transferred to the cloud,
post-processed, and compared with historical data thus providing mobile users
important information on their health and well-being. Artificial intelligence (AI)
algorithms could be employed in order to extract more meaningful results and
predictions based on the overall picture of one’s health.

In this project, we aim at designing a peripheral mini-device capable of
detecting accurately the heart-beat rate of an individual under different body
conditions (resting, sleeping, walking or running). For this purpose, we designed
an electronic circuit to detect the weak pulse of the finger vein and convert
that into a noise-free, amplified signal as a function of time. The technique we
used is called Photo-PlethysmoGraphy (PPG) [2,3], which is based on the use
of a monochromatic infrared (IR) light emitted by an IR-LED (Light Emitting
Diode). This technique could be used in the reflection mode or the transmission
mode (see Fig. 1). For example, in the transmission mode, an emitting diode is
used on the front side of the finger and a photodiode or phototransistor is used
on the back side as a detector. As the volume of the blood that flows through
the veins is not constant as a function of time, the transmittance - at that par-
ticular wavelength - varies with time. This response is highly correlated with
the heart beat. Similar observations are recorded for the reflection mode. Either
approach is equally implemented in such applications. In our project, we used
the reflection mode, therefore, both the emitting LED and phototransistor are
positioned on the front side of the finger.
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(a) Reflec�on mode

Systole
Diastole

IR phototransistor
IR-LED

(b) Transmission mode

Systole
Diastole

IR phototransistor

IR-LED

Fig. 1. Implementation of the Photo-PlethysmoGraphy (PPG) technique using the
reflection and transmission modes.

A schematic diagram of the IR sensor electronic circuit augmented by active
filtering and amplification is depicted in Fig. 2. The part on the left hand side
corresponds to the IR sensor made of the IR-LED and the phototransistor. The
wavelength emitted by the IR-LED is 940 nm. A band-pass filter (BPF) was
designed to filter out unwanted noise and similar type of interference from sources
other than the pulsating volume of blood in the finger. The filter was built
to operate in a bandwidth of 40 bpm (beats per minute) to 200 bpm where
1 bpm corresponds to 1/60 Hz. In order to achieve a satisfactory level of filtering,
two inverting active BPFs were used in conjunction with two inverting active
amplifiers, as clearly shown in Fig. 2.

Circuit analysis of the proposed design results in an overall voltage amplifi-
cation gain approximately equal to Av ≈ 270 and cut-off frequencies that define
an operating bandwidth from 0.589 Hz to 3.386 Hz and a center frequency of
1.412 Hz. The frequency bandwidth corresponds to a heart-beat rate bandwidth
between 35 bpm to 203 bpm with a peak rate at 85 bpm.

Fig. 2. Electronic circuit design of the heart-beat rate detection, filtering and amplifi-
cation.

Revisiting the circuit in Fig. 2, two stages of active filtering and two stages
of amplification were implemented in the final design. Initially, we started the
design with a single active filter and a single amplification stage. However, it was
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observed that the signal output, especially at low frequencies, had a significant
interference from ambient light and other surrounding electromagnetic sources.
In addition, the input signal from the IR sensor was too weak hence the need to
improve the signal-to-noise ratio (SNR) was necessary. Therefore, two stages of
filtering and amplification, using four concatenated Op-Amps, were implemented
in order to resolve the aforementioned problem. In addition, two capacitors in
between amplifiers and two grounded resistors were used in order to filter out the
DC component and improve the SNR. The slight increase in power consumption
due to the use of additional components was not considered problematic at this
stage of the project.

The complete circuit, which was initially implemented on a breadboard, is
shown in Fig. 3. As seen, there are two separate power supplies on the left bottom
corner of the board. Specifically, there is a 5-V stabilizer that powers the micro-
controller unit and the external SD-board along with the Real-Clock module,
and one step-down power supply at 3.3 V that only powers the negative termi-
nal of the quad Op-Amp. The positive terminal of electronic components such
as filters, LEDs, and buzzers is attached to the 3.3 V step-down pin of the micro-
controller board. The two-stage amplifier-filtering circuit appears in the center
of the breadboard. Looking at the top left corner, there exist three optocouplers
to be used at a later stage for switching on/off the Op-Amp, the 3.3 V step-down
power supply, and the IR sensor. Although the SD-board and Real-Clock board
are not essential for the key operations of the project, they are important for
data storage in case there is loss of connection between the microcontroller and
the Bluetooth receiver (e.g., computer, smartphone). In addition, LED indicators
are used for possible debugging and component failure identification.

The circuit shown in Fig. 3 was tested in the lab and several PPG signals
were obtained under different physical conditions. An example is shown in Fig. 4
clearly illustrating the systolic and diastolic phases of the heart pumping blood
through the veins reaching all the way down to the finger tip. The signal shown in
this figure corresponds to processed data which have been smoothed by software
written on Python. Specifically, after the microcontroller sends the data sequence
in a CSV text file, the software checks on the validity of the data and stores these
values in memory. Then, with user’s commands, the code implements smoothing
and then plots the data as shown in Fig. 4. Data smoothing is based on the
Savitzky-Golay filter library. This filter is implemented based on moving average
and linear regression concepts. Two parameters are important to note. The first
one is the window size that specifies the number of points used in the smoothing,
whereas the second one is the degree of the polynomial implemented for curve
fitting within the chosen window. In our case, the measurement window is 10 s,
whereas the time it takes to transmit and save the data is approximately 5 s.

The heart-beat rate can be subsequently calculated by correctly identifying
the extrema of the PPG signal. The maxima and minima of the signal can be
easily calculated using a simple three-point algorithm. It simply checks the points
before and after the current point. If their values are smaller than the current
value, then the point is called a maximum. On the other hand, if their values
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Fig. 3. Picture of the designed circuit implemented on a breadboard.
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Fig. 4. Recorded heart beat pulses using the peripheral wireless mini-device: train of
pulses (left); single pulse (right).

are larger than the current value, then the point is called a minimum. However,
from the signal, it is easilly seen that we have additional local extrema. Thus,
we save all extrema in two different arrays: one for local maxima and one for
local minima. Then, the algorithm calculates the average value for each array
and selects the values that are higher than the maxima average or lower than
the minima average. Specifically, the heart-beat rate is calculated based on both
maxima and minima, thus providing two estimates. If the deviation between the
two estimates is larger than 2 bpm, then those estimates are discarded.

The accuracy of the prototype circuit was assessed by testing several users
under resting and exercising conditions. Specifically, we tested six healthy indi-
viduals by recording their pulse rate when at rest and after performing minor
exercise (10 or 20 push-ups). The recorded measurement was compared against
the benchmark value obtained by pressing the index and middle fingers of the
right hand on the opposite wrist and recording the number of beats manually in
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60 s. As seen from Table 1, the two sets of data are in very close agreement. Specif-
ically, the maximum percent deviation obtained was 3.61%, which is deemed to
be satisfactory for the initial phase of the project. Further investigations will be
performed with an increased number of subjects where the benchmark measure-
ments will be recorded using an approved medical device.

Table 1. PPG circuit measurements and comparison with benchmark records.

User under
test

Body
activity∗

Benchmark Device Percent
deviation

User ‘A’ Rest 67 66 1.52%

User ‘A’ Ex-10 78 77 1.30%

User ‘B’ Rest 72 71 1.41%

User ‘B’ Ex-20 97 99 2.02%

User ‘C’ Rest 64 62 3.23%

User ‘C’ Ex-10 77 78 1.28%

User ‘D’ Rest 86 73 3.61%

User ‘E’ Rest 77 78 1.28%

User ‘F’ Rest 73 72 1.39%
∗Ex-10: After 10 push-ups; Ex-20: After 20 push-ups.

2.2 Heart-Beat Detection Using a Smartphone Built-In Camera

One of the main objectives of the project is to investigate the possibility of using
the smartphone camera [4–6] to obtain accurate and reliable measurements of the
pulse rate, as well as the oxygen concentration in blood. The smartphone camera
is used to take a video of the finger tip which is directly attached to the lens. The
flash light of the camera is always on during the recording time. The captured
video files (.mp4 or .avi) from the camera will then be transferred to the cloud for
further analysis and video processing, thereby allowing calculation of the heart-
beat rate. At this point, our goal is to implement image processing techniques
and dedicated algorithms that will provide accurate extraction of pulse rate first,
and in the future, blood oxygen concentration. This is an alternative approach to
calculating the pulse rate, as compared to the wireless circuit approach described
in the previous section, aiming at providing a quick but accurate estimate of
vital body signals when the user does not have access to the wearable peripheral
device introduced earlier.

Our initial experimental data consists of approximately 40-seconds long
videos of the index finger while in contact with the rear camera of the smart-
phone having the flashlight (LED) on. As light from the LED travels through
tissue, it suffers absorption and scattering and its intensity is modulated by the
pulsating flow of blood according to the PPG principle. The reflected light is
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then recorded by the camera at 30 fps and the video is stored in the phone. The
recording is then reduced into its frames and each frame is subsequently analysed
into its three spectral components (Red, Green, Blue). For each component, we
calculate the mean value of brightness per frame, and then, we apply a moving
average filter in order to smooth the measurement data.

The next step is to identify the peaks in the signal and count their number in
a given window. Knowing the number of peaks and the time span of the window,
the pulse rate can be easily calculated. The peaks are identified by calculating
the gradient (slope) at nearby points to the left and the right of the current eval-
uation point. This process takes place on data produced by the moving average
filter, thus the data are smooth and free of high-frequency noise. A particular
data point is identified as a peak (e.g., maximum) if the gradient is positive at
three consecutive points before the peak and negative at three consecutive points
following the peak. Taking three points before and after improves the calculation
of the heart-beat rate by 5–10% as compared to taking a single point before and
after. In our code, we experimented with a moving average based on the past
7 samples.

Fig. 5. Mean pixel intensity vs frame number as recorded at 30 fps from a rear smart-
phone camera: green channel (left); red channel (right). (Color figure online)

Once the video is recorded using the smartphone, the .mp4/.avi file is then
transferred to a personal computer where all steps on video/image processing and
data analysis are done using MATLAB codes. Figure 5 illustrates the GREEN
and RED signal obtained from the smartphone camera after post-processing and
smoothing. It is quite evident that both GREEN and RED signals present an
oscillatory behavior as a result of the pulsating blood through the finger veins.
As mentioned previously, the heart-beat rate can be calculated by counting the
number of peaks within a given time window. At this point, it is worth noting
that our near-term goal is to use available data from all three components (e.g.,
RED, GREEN, and BLUE) to also estimate oxygen concentration in blood.

The underlined method was tested against healthy people who belong to
a wide range of age (17–52 years old). The recordings were performed under
ambient light in the laboratory. The measurements are tabulated in Table 2.
The results are compared against the pulse rate measured using the traditional
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benchmark approach described earlier. Specifically, we used two types of smart-
phone: one based on iOS and another one based on ANDROID. From this exer-
cise, it was observed that the percent deviation is relatively high in some cases
reaching a value of up to 11.7%. Note that the BLUE component was excluded
from the measurements because of its low correlation with pulse-rate calculation.
Our observation is that the results are susceptible to slight movements of the
finger, ambient light conditions, or even the charging level of the smartphone’s
battery. Consequently, it is highly important that, in the near future, all these
effects be carefully filtered out from the individual RGB signals thus providing
the ground for more accurate PR calculations.

Table 2. Pulse rate (PR) in bpm measured using a smartphone camera.

User Device PR - GREEN PR - RED Benchmark Percent deviation

1 IOS 54 59 56 3.57% (G) : 5.36% (R)

2 IOS 64 65 66 3.03% (G) : 1.52% (R)

3 IOS 54 59 56 3.57% (G) : 5.36% (R)

4 IOS 86 83 83 3.61% (G) : 0.00% (R)

5 ANDROID 53 56 60 11.7% (G) : 6.67% (R)

6 ANDROID 62 62 67 7.46% (G) : 7.46% (R)

7 ANDROID 62 62 61 1.64% (G) : 1.64% (R)

8 ANDROID 62 60 65 4.62% (G) : 7.69% (R)

2.3 Deep Learning for Early Detection of Serious Skin Disorders

In this part of the project, we are using Deep Learning (DL) algorithms [7] to
detect at an early stage possible health-threatening skin conditions in humans.
We strongly believe that such an automated diagnosis system could be comple-
mentary to the work of experienced physicians, thereby increasing confidence
in the results. In fact, there is enough evidence in the literature [8] that deep
learning algorithms currently investigated in the area of medical diagnostics are
equivalent in terms of performance to that of health-care professionals.

Health-threatening conditions may include categories of skin cancer some of
which might be classified as malignant and life threatening. The smartphone
camera is used to take a picture of the affected skin area, which is then uploaded
to the cloud for processing and classification. The objective of this work is to
implement codes based on DL algorithms able to identify with high success
rate the type of skin condition. In this effort, we implemented YOLO v.4 (You
Only Look Once) which is considered as the state-of-art algorithm in object
detection due to its high accuracy and superb speed. The methodology used in
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implementing this particular algorithm include the following: (a) Data collection;
(b) Data processing which involves sorting, labeling, and dataset augmentation;
(c) Classification.

Our first task was to collect images from different repositories available to
the public or researchers. Initially, we chose to work with only four classes of
skin conditions namely angioma cherry, squamous cell carcinoma, varicella, and
normal skin. Once we collected a number of images from different sites, we
started the pre-processing of images from which we excluded repeated ones and
those with very bad resolution. Eventually, we ended up with a balanced dataset
containing 120 images per class (480 images for the four classes in total). At
this stage, we performed four simulations, each one with a different number of
training sets. In other words, the training dataset was constantly modified but
the testing dataset was kept fixed to a set of 60 images for all simulations. In
order to test our approach in terms of performance accuracy, we restricted the
number of classes to just two (angioma cherry and squamous cell carcinoma).
For data augmentation, we used a MATLAB code. Particularly, images were
flipped, rotated and cropped. For annotation, we used an open-source software
called LabelImg which has the option of saving data into YOLO format.

For the first simulation, we implemented data augmentation on the 120
images per class, thus raising the total number of images per class to 200. For
the two classes in hand, we had 400 images to use for training. In order to anno-
tate the images, we used a bounding box around the most pronounced lesion
in a given image, as shown in Fig. 6. Upon the completion of the training pro-
cess, a total of 60 images per class were used for the testing phase. The result
was 96.7% accuracy for the case of angioma cherry and 10% accuracy for the
case of squamous cell carcinoma. Specifically, out of 60 images for each class, 58
images were correctly classified as angioma cherry and only 6 images for squa-
mous cell carcinoma. This indicates very good performance on the classification
of angioma cherry but very poor performance on the classification of squamous
cell carcinoma.

In an attempt to improve the above results, a second simulation was per-
formed. As the YOLO algorithm is used for classification instead of detection,
the labeling technique was altered. Instead of labeling only the more pronounced
lesions on an image (as shown in Fig. 6), we chose to label the entire image. In
addition, a third class of training data was added which is the normal skin (image
without any abnormality). A total of 120 images for all three classes was ini-
tially trained. The corresponding results in terms of success rate include 76.7%
for angioma cherry, 53.3% for squamous cell carcinoma, and 100% for normal
skin. For further improvement of the results, we repeated the simulation with a
training dataset of 360 images (120 images per class). In this case, the achieved
success rate was 90.0% for angioma cherry, 73.3% for squamous cell carcinoma,
and 100% for normal skin. At last, the dataset was increased to a total of 1800
images (600 images per class). This increase in the training set resulted in a sig-
nificant improvement in the success rate. Specifically, the obtained success rate
for angioma cherry was 98.3%, for squamous cell carcinoma was 76.0%, and for
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Fig. 6. Assigning bounding box around most pronounced lesion in an image: angioma
cherry (left); Squamous cell carcinoma (right).

normal skin was 100%. The increase in the number of images per simulation was
achieved by flipping an image, rotating an image, or by adding Gaussian noise.
Consequently, we generate additional images from the initial group of images
obtained from available repositories. The results are collectively tabulated in
Table 3.

Table 3. Success rate of classification based on different size of training sets.

Size of
training set

Angioma
cherry

Squamous cell
carcinoma

Normal skin

120 76.7% 53.3% 100%

360 90.0% 73.3% 100%

1800 98.3% 76.0% 100%

3 Conclusions

In this paper, we presented preliminary results obtained in the context of a
recently launched pilot project on mobile health. The results sought are quite
promising providing a solid ground for further investigation and improvement of
the techniques utilized in this work. As already indicated, our primary goal is
to enhance currently used techniques in order to provide accurate estimates of
vital health signals or even to use newly introduced methods, such as machine
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learning or similar algorithms, in order to increase the probability of accurately
identifying harmful skin conditions for the human being. As illustrated in this
paper, a newly proposed electronic circuit used as a peripheral device was devel-
oped illustrating accurate extraction of the heart beat rate. This circuit will be
augmented in the near term to calculate blood oxygen saturation as well. We
also demonstrated a MATLAB algorithm which provides accurate calculation
of heart beat rate based on image processing of a video of one’s finger directly
attached to the lens of a smartphone camera. This algorithm will be extended
soon to also calculate the blood oxygen saturation. It was also illustrated that
machine learning algorithms could be used as a tool for potential diagnosis of
harmful skin conditions at an early stage. For a successful implementation of
these algorithms and improved outcome, it is highly important that data are
judiciously prepared based on certain rules and criteria before they are eventu-
ally fed to these algorithms for training and testing.
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Abstract. Many electronic devices such as weighing scales, fitness
equipment and medical devices are nowadays shared by multiple users. In
such devices, automatic identification of device users becomes an impor-
tant step towards improved user convenience and personalized service.
In this paper, we propose a novel approach for subject identification
using ballistocardiogram (BCG) signals collected unobtrusively from a
modified weighing scale. Our approach first segments BCG signals into
heartbeats using signal filtering and beat detection techniques, and aver-
ages beats to obtain smoother ensemble averaged BCG frames that are
more robust to noise. Second, it extracts features related to subjects’
cardiovascular performance and musculoskeletal system from their BCG
frames. Finally, it trains a machine learning model for predicting the
owner of an unlabeled BCG recording based on its features. We eval-
uated our approach through a pilot experimental study with subjects’
BCG signals recorded at rest and following different physiological mod-
ulation. Our approach achieves up to 97% identification accuracy at rest
conditions and incurs a 15–20% accuracy drop on average under physio-
logical modulation.
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1 Introduction

Recent advancements have made it possible to embed various sensors into elec-
tronic devices such as electronic scales, fitness equipment, and hospital equip-
ment, which enable unobtrusive and non-invasive collection of physiological sig-
nals. These devices are often shared by multiple users such as members of a
family, athletes in a sports team, or patients in a hospital. It becomes desirable
that these shared devices can automatically identify their users (subjects) based
on collected signals, for improved user convenience, personalization of devices
and services, as well as enabling safer and more secure systems through biomet-
ric authentication [6,13].

Currently, subject identification in most smart household devices such as
smart scales rely either on simple biometrics such as weight and heart rate, or
require the user to manually introduce themselves by entering their ID or pairing
with a third party device (e.g., smartphone) at each time of use [4,5,21]. The
main drawback of the state-of-the-art is that biometrics such as weight or heart
rate are not subject-specific, i.e., they can change over time and different users
may have similar weights. The drawback of the latter is its inconvenience, e.g.,
the user has to carry their smartphone or enter their ID to the smart scale every
time. In contrast, automatic subject identification using physiological signals
alleviates both drawbacks – physiological signals are naturally present in living
individuals at all times and they often contain subject-specific features.

In this paper, we study subject identification using ballistocardiography
(BCG), an important physiological signal that measures the recoil forces of
the body in reaction to cardiac ejection of blood into the vascular tree [20].
With advances in sensor technology (e.g. accelerometers), it has become easier
to measure BCG signals using pervasive accessories such as weighing scales, beds,
chairs, and wearables [9,12,16]. In particular, we use a modified weighing scale
in our setup, which has two main advantages. First is the popularity of weighing
scales – more than 80% of American households own a scale, and emerging smart
scales leverage advanced capabilities [11]. Second, subjects naturally stand up
when using a scale, which ensures that the BCG measurements are completely
longitudinal.

Our system for identifying scale users from their BCG signals has many
practical applications in the real world. One pervasive application is in smart
scales which are already equipped with sensors with capabilities exceeding weight
measurement. As these devices nowadays support multiple users, e.g., the Qar-
dioBase 2 supports up to 5 users [2], Withings WS-50 and Aria 2 support up
to 8 users [1,4] and Garmin Index Smart Scale supports up to 16 users [3], reli-
able subject identification methods other than manual subject selection, phone
pairing or weight biometrics would be beneficial.

While there has been prior work in identifying subjects using certain physi-
ological signals such as electrocardiogram (ECG), electroencephalogram (EEG)
and photoplethysmogram (PPG) [14,17,23], subject identification with BCG sig-
nals has been less studied. Recent studies using BCG for subject identification
suffer from certain limitations [8,9,16,22], which we aim to circumvent in this
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Fig. 1. Overview and steps of our approach

work. First, in most studies a wearable device (head-mounted or wrist-mounted)
is needed to record the BCG signals [8,9,16,22], which may cause inconvenience
to the user. In contrast, we rely on BCG signals collected from a modified weigh-
ing scale, without requiring wearables. Second, sensors on wearable devices only
capture the local vibrations at specific locations in the body (head or wrist),
whereas our scale can capture the longitudinal whole-body motions. Third, in
existing studies BCG signals are collected while subjects are motionless in a
specific posture without any external force or physiological modulation [8,22].
In contrast, we also study the effect of various physiological modulations such
as Valsalva maneuver, exercise, and cold pressor. Finally, as discussed by Her-
nandez et al. [9], most studies require simultaneous electrocardiogram (ECG)
recordings along with the BCG recordings [22], which can make it difficult to
measure the effectiveness of BCG signals for subject identification in isolation.
We propose and implement both ECG-assisted and non-assisted versions of our
system, where the ECG-assisted version employs the simultaneous ECG signal
only to improve beat detection and segmentation of BCG signals.

2 Methods

2.1 Hardware Setup

The overview of our study is provided in Fig. 1. Two types of physiological signals
are recorded using our hardware setup: BCG and ECG. BCG signals are recorded
using a modified weighing scale, the function of which was previously validated in
[12]. The output of the scale is connected to the MP150 data acquisition system
(BIOPAC System, Inc., Goleta, CA). ECG signals are recorded concurrently
using BN-EL50 module (BIOPAC System, Inc., Goleta, CA) and transmitted
wirelessly to the MP150. All signals are sampled at 2 kHz.

2.2 Experimental Protocol

This study was conducted under a protocol approved by the Georgia Institute
of Technology Institutional Review Board and all subjects provided written con-
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sent. 10 subjects without any known heart problems participated in the study
(five females and five males, age: 22 ± 0.6, height: 172.3 ± 9.8 cm and weight:
65.4 ± 9.9 kg). This subject count is representative of the smart scale application
scenario, as current smart scales in the market support up to 5–16 users.1

In the protocol, different non-invasive physiological modulation techniques
(Valsalva maneuver, exercise and cold pressor test) were used to induce changes
in the BCG and ECG signals, in addition to the data collected during an initial
rest period. First, subjects were asked to stand on the BCG scale for five minutes.
Then, they were asked to perform 20 s of Valsalva maneuver followed by a two-
minute rest period. To increase the heart rate further, subjects performed two
minutes of walking exercise on a treadmill at 4.8 km per hour (kph). This walking
exercise was followed by 90 s of squatting exercise. Subjects were then asked to
stand on the BCG scale again for five minutes. At the end of this recovery period,
each subject’s left hand was immersed into 4 ◦C water for 15 s, followed by two
minutes of a final rest period. Physiological signals were collected throughout the
protocol. In total, we collected 14 min of data from each subject: five minutes of
initial rest, two minutes after the Valsalva maneuver, five minutes after exercise,
and two minutes after the cold pressor.

2.3 Pre-processing and Beat Detection

After BCG and ECG signals are collected, they are filtered with finite impulse
response (FIR) Kaiser-window band-pass filters (0.5–20 Hz and 0.5–40 Hz,
respectively). We propose two options for beat detection (Fig. 1): with ECG
assistance and without ECG assistance, one of which is chosen depending on
whether simultaneously recorded ECG signals are available. If a simultaneous
ECG signal is available, for each BCG-ECG pair, R-peaks are detected on the
ECG signal and the BCG is segmented into beats using the R-peak locations.
The beat length is determined to be 600ms as previously done in [19]. These
BCG beats are then ensemble averaged to remove noise and reduce the impact
of outlier beats. The moving window size is determined to be 3 beats/frame
with an overlap of 2 beats between consecutive ensemble averaged frames. We
empirically observed that larger window sizes are not desirable, as they decrease
the total number of ensemble averaged frames in each recording.

If a simultaneously recorded ECG signal is not available, we use the J-peaks
of the BCG signals as our reference points. J-peaks are the points having the
highest amplitude and occurring approximately 250 ms after the beginning of
each beat [12]. To detect J-peaks, the BCG portion where amplitude is greater
than zero is taken on the BCG signal and the upper envelope is constructed.
The local maxima points in this envelope correspond to the J-peaks, which are
detected from the enveloped signal. A minimum distance of 400 ms between
consecutive peaks is enforced to detect the local maxima, which corresponds to
a heart rate of 150 beats/min [9]. This strategy minimizes the risk of missing
beats even if the subject’s heart rate is high. Also, using an envelope function

1 Examples: QardioBase 2, Fitbit Aria 2, Garmin Index Smart Scale.
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flattens the actual BCG signal by covering the less prominent smaller peaks and
makes the J-peaks more explicit, so that misdetections are prevented. Once the
J-peaks are located, we take the BCG signal segments that are 250 ms before
and 350 ms after each J-peak location on the BCG recording (600 ms in total).
We keep the portion before the J-peak shorter than the portion after it, since
the J-peak typically occurs around 250 ms [9]. The detected beats are ensemble
averaged into frames using a moving average window size of 3 beats/frame,
identical to the above.

2.4 Feature Extraction

Following the formation of ensemble averaged BCG frames as explained in the
previous section, our system extracts relevant features from these frames. In par-
ticular, we focus on the I-J-K waves of the frames, which have previously been
found clinically useful in cardiovascular performance assessment [10]. These fea-
tures are also driven by the underlying anatomical structure of the heart, vascu-
lature, and musculoskeletal system for the person, and thus exhibit more inter-
subject variability compared to intra-subject variability, even in the presence of
changing cardiovascular health.

Our system extracts a total of 12 features from each ensemble averaged frame,
including the amplitudes and locations of I, J, K-waves; the durations of I-J, J-K
and I-J-K segments; the RMS power of the I-J-K complex; and the amplitudes
of I-J and J-K waves. As a typical J-wave occurs approximately 250 ms after
the beginning of a beat [15,24], it can be detected by taking the peak with the
largest amplitude in between 150–400 ms of the frame. The I and K-waves are
determined as the valleys before and after the J-wave, respectively. For consis-
tency, the same features are extracted regardless of whether ECG recordings are
available, i.e., no ECG-related feature (such as R-R interval) is included in our
feature set.

2.5 Classifier Training and Prediction

We pose the subject identification problem as a multi-class classification task
that can be solved via supervised machine learning. Let D denote the training
data. Each instance in the training data corresponds to an ensemble averaged
BCG frame, and is of the form: (xi, yi), where xi = (xi,1, xi,2, ..., xi,12) are the 12
features extracted as described in the previous section, and yi is the label equal
to the unique subject identifier of the subject that the frame belongs to. The
training dataset D is used to build a classifier denoted M that learns to predict
the subject identifier of a frame usings its features, i.e., M : x → subject ID.

We use Support Vector Machine (SVM) to train our classifier model M,
which is a popular supervised learning method in biometrics and bioinformatics
due to its accuracy, flexibility, and ability to deal with high-dimensional feature
spaces [25], as well as high performance in physiological signal analysis [9,26].
SVM aims to construct a hyperplane or set of hyperplanes that separates points
from different classes with largest margins. In addition to linear margins, SVM
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can enforce non-linear margins through kernel functions [7,18] for capturing lin-
ear and non-linear relationships in the feature space. As such, we implemented
SVM with grid search to automatically search for optimal hyperparameters,
including the kernel function (linear or RBF), kernel coefficient γ (options rang-
ing from 0.0001 to 1 in multiples of 10), and penalty parameter C (options
ranging from 0.01 to 100 in multiples of 10). Our model supports multi-class
classification through the one-vs-all strategy.

At prediction (test) time, an unlabeled BCG recording is provided to the
system. This recording goes through the pre-processing, beat detection, ensemble
averaging, and feature extraction process. At the end of the process, a set of
unlabeled feature vectors are obtained: Xu = (xu

1 ,xu
2 , ...,xu

n), where n is the
number of ensemble averaged frames in the unlabeled recording. Each of the
unlabeled feature vectors are provided to M, and M predicts a label for each
vector, collectively denoted by: Y u = (yu

1 , yu
2 , ..., yu

n). Finally, our system predicts
the subject of the whole test BCG recording using the label that is observed most
number of times in Y u. We denote this final output prediction by ypred.

2.6 Confidence Measurement and Threshold

In our system, each prediction is associated with a confidence value, denoting
how confident our system is in predicting that ypred is the true subject ID of a
test BCG recording. Prediction confidence is measured as:

Confidence =
# of occurrences of ypred in Y u

|Y u| (1)

We use a threshold τ such that for a test recording with confidence < τ , our
system outputs that subject identification was unsuccessful for that recording
(i.e., “subject could not be found”), instead of making an unconfident prediction
which has higher risk of being incorrect. If confidence ≥ τ , the system outputs
ypred as usual.

Our confidence-based thresholding approach has multiple advantages. When
using a smart scale, if the scale is not sufficiently confident who the user is,
it could be preferable that the user manually tells the scale who the user is,
instead of the scale carrying a higher risk of misidentifying the user. Misidenti-
fications may allow one scale user to view another user’s data which could be
sensitive (e.g., pregnant housemember), or misidentified user’s readings may be
saved under another user’s name which may cause problems in long-term health
tracking. Furthermore, in future BCG-based biometric authentication systems
that grant access to classified environments, mispredictions and false positives
should be avoided since they may grant access to unauthorized users. On the
other hand, finding an appropriate value for the threshold parameter τ is worthy
of investigation. By definition, τ ∈ [0, 1]. Having a large τ has the desirable out-
come that we prevent incorrect predictions, since incorrect predictions typically
have lower confidence. However, if τ is too large, some correct predictions (true
positives) which do not have as large confidence might be lost. We empirically
study the impact of different τ in a variety of settings in Sect. 3.2.
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3 Evaluation and Results

In the experiments, we operate in multiples of 20 s since it is a reasonable amount
of time to stand on a smart scale for BMI, vital signs, and fat and water percent-
age measurement. To do so, we divide the continuous BCG and ECG signals into
20-s long segments to obtain multiple non-overlapping recordings per subject.
We use leave-k-recordings-out cross-validation (LkRO-CV), i.e., we run multiple
iterations where in each iteration we leave out k recordings of each subject (out
of n total recordings per subject) from the training data. These k recordings
constitute the test data, whereas the remaining n − k recordings constitute the
training data.

3.1 Subject Identification Accuracy

We measure the subject identification accuracy of our approach under two sce-
narios. First, we keep the test recording durations fixed and vary the total train-
ing data duration for each subject. Note here that training data does not need to
be collected in one session; data from multiple sessions can be concatenated. Sec-
ond, we keep the total training data duration fixed and vary the test recording
durations for each subject. We report the results in Figs. 2a and 2b.

(a) Varying training duration (b) Varying test duration

Fig. 2. Subject identification accuracy of our approach with and without ECG assis-
tance in beat detection. In (a), test recording duration is fixed to 20 s. In (b), total
training data duration per subject is fixed to 1 min.

In Fig. 2a, the test recording duration is fixed to 20 s and we experiment
with total training duration varying between 20 s and 280 s. Overall, we observe
that ECG assistance in beat detection improves the subject identification accu-
racy of our system. Although the accuracy difference between the assisted and
non-assisted versions is 14% when training durations are short (e.g., 20 s), the
difference decreases as longer training data becomes available and becomes less
than 7% when total training data duration is 4 min or longer. Furthermore,
1 min of training data is sufficient for our system to achieve 80% and 93% sub-
ject identification accuracy in the non-assisted and assisted cases, respectively.
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This training data can be collected in 3 initial sessions of scale usage. Note that
the accuracy of random prediction is only 10% (since we have 10 test subjects).
Having more training data clearly improves accuracy, as shown by the accuracy
becoming 97% with 4 min or more training data.

In Fig. 2b, the total training data duration is fixed to 1 min per subject and
we experiment with test recording durations varying between 20 s and 240 s. We
observe that subject identification is accurate even for 20 s of test recordings:
80% and 91% for non-assisted and assisted versions of our system. Accuracy
increases substantially with longer test recordings and our system achieves 95%
and 100% accuracy for the non-assisted and assisted cases, when test recordings
are longer than 2 min.

3.2 Prediction Confidence

We vary the confidence threshold τ between 0 and 1 in increments of 0.1 and
measure the mispredictions prevented as well as the correct predictions lost under
different τ values. We report the results in Fig. 3 for three different training
durations: 20 s, 1 min, and 4 min. In each setting, two lines are plotted: the
ratio of mispredictions prevented and the ratio of correct predictions lost (due
to a correct prediction not having sufficiently high confidence to meet τ). We
observe that τ ≤ 0.3 causes little or no loss in correct predictions while being
able to prevent some mispredictions. On the other hand, the value of τ which
maximizes the difference between prevented mispredictions and loss of correct
predictions is around τ ∼= 0.6 or 0.7 (our default value for the reported results).

(a) Non-assisted, TD=20s (b) Non-assist., TD=1min (c) Non-assist., TD=4min

(d) Assisted, TD=20s (e) Assisted, TD=1min (f) Assisted, TD=4min

Fig. 3. Impact of confidence threshold parameter τ under different total training data
durations, with and without ECG assistance. (TD = Training Duration)
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In addition, longer training durations not only increase confidence in correct
predictions but also decrease confidence in mispredictions. For example, with
τ = 0.6, the loss in correct predictions is 0.26 in Fig. 3d, it is 0.18 in Fig. 3e, and
0.13 in Fig. 3f. The confidence values for correct predictions must have increased
to lose fewer predictions under the same τ . Furthermore, in Fig. 3d the prevented
misprediction ratio is 0.76, in Fig. 3e it is 0.82, and in Fig. 3f it is 0.91. Confidence
values for mispredictions must have decreased to prevent more mispredictions
under the same τ . Hence, we conclude that longer training durations have a dual
positive impact on prediction confidence.

3.3 Experiments on Physiologically Modulated Signals

In the experiments so far, we trained and tested our system using BCG signals
from subjects’ fully rested (sedentary) conditions. While we expect this to be the
common setting, in some cases it is also possible that subjects are involved in
some form of physiological exercise before they step on the scale, which increases
their heart rate and results in non-traditional BCG and ECG signals. These
are called physiological modulations. Recalling Sect. 2.2, we collected data with
three types of modulations: Valsalva maneuver, walking and squats exercise, and
cold pressor. To evaluate the generalizability of our approach, we also measure
subject identification under physiological modulation. We perform training using
either 1 min or 4 min of rest data and measure accuracy using modulated BCG
recordings as test data. Results are provided in Table 1.

Comparing Table 1 with Fig. 2, we observe that on average, the accuracy
of modulated recordings is 15–20% lower than rest recordings. This drop is
expected, considering that the training data does not contain any modulation,
hence our model is not acquainted with modulated signals with different fea-
ture values. In particular, we would expect the location (duration) features to
have different values depending on the existence of modulation, due to increased
heart rates and shortened R-R intervals resulting from modulation. Note that
the type of modulation is also important; for example, exercise and cold pressor
typically cause higher accuracy loss than the Valsalva maneuver. On the other
hand, considering that the accuracy of random prediction is 10%, our results in
Table 1 show that our approach still has substantial identification ability.
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Table 1. Impact of physiological modulation on accuracy.

Train data Test data Accuracy

Our approach w/ECG
assistance

Rest (1min) Valsalva 0.820

Exercise 0.708

Cold pressor 0.721

Rest (4min) Valsalva 0.863

Exercise 0.773

Cold pressor 0.779

Our approach w/o ECG
assistance

Rest (1min) Valsalva 0.696

Exercise 0.632

Cold pressor 0.623

Rest (4min) Valsalva 0.717

Exercise 0.697

Cold pressor 0.638

4 Conclusion and Future Work

In this paper, we studied subject identification using BCG signals collected from
a weighing scale. In future work, we will consider its applicability to bed-, chair-,
and wearable-based BCG sensors; as well as fitness equipment for identifying ath-
letes in sports teams and medical equipment for patient monitoring in hospitals
and long-term care facilities. We will also focus on validating our approach with
larger datasets with more subjects, as well as customize our system according to
the detected modulation impact to render the overall approach less susceptible
to modulation-related accuracy loss.
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Abstract. To tackle the problem that it is difficult to detect small moving targets
accurately against complex ground background, a target detection algorithm that
combines target motion information and trajectory association is proposed. To
tackle the problem of small target size, firstly, background motion compensation
is performed to obtain the background motion parameters. Then, forward and
backwardmotion historymaps are calculated to fuse continuous difference images
for enhancedmotion information of small targets. Finally, morphology processing
is used to obtain the area of smallmoving targets. To tackle the problemof complex
background, the Kalman predictor is used to predict the target position, and the
Hungarian matching algorithm is used to correlate targets to obtain the target
trajectory. Then, based on the target trajectory, targets missed by detection are
supplemented to improve the target recall rate and false alarm targets arefilteredout
to improve the target precision rate. Experimental results show that the proposed
algorithm has good detection performance, with the recall rate higher than 93%,
the precision rate higher than 92%, and the F-measure higher than 93%.

Keywords: Small target detection · Complex background · Target motion
information · Trajectory association · Trajectory feature

1 Introduction

In this paper, we aim to investigate the detection of multiple small moving targets, such
as flying UAVs (Unmanned Aerial Vehicle), against complex ground background.When
the altitude of the photodetector platform is far above that of UAVs, the targets in the
image have few pixels, making them small targets that lack morphology information.
When UAVs and the photodetector platform fly above a terrain with complex features,
the obtained images may have a complex background. In this paper, we focus on the
above difficulties in order to accurately detect multiple small moving targets against
complex ground background.
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Small moving target detection against complex background has always been a
challenging issue, which have drawn extensive research attention.

In 2012, M. Hofmann et al. [1] proposed a method following a non-parametric
background modeling paradigm, which adjusted foreground judgment threshold and
model update rate according to background complexity. This method performs well
when the background is steady but performs badly when targets are small. SiamM et al.
[2] extracted FAST (Features from accelerated segment test) corners, and classified
targets’ optical flow through a clustering algorithm - DBSCAN (Density based spatial
clustering of applicationswith noise) to detect moving targets. Thismethod has difficulty
extracting corner points and easily misses targets when the targets are small.

In 2013, Kwang Moo Yi et al. [3] proposed a pixel-based method modeling the
background through dual-mode single Gaussian model (SGM) and compensating the
motion of the camera by mixing neighboring models. This method is able to detect small
targets, but the false alarm ratewas highwhen background is complex. ShenHao et al. [4]
proposed a novel hierarchical moving target detection method based on spatiotemporal
saliency. Temporal saliency based on Forward-Backward Motion History Image and
spatial saliency is combined to get refined detection results. When the background is
complex, the method is prone to miss detection, because the spatial saliency of the target
is not significant.

In 2014, Shakeri M et al. [5] applied a two-level registration to estimate the effect
of camera motion for motion compensation, extracted target pixels by Gaussian mix-
ture model, refined noisy results using component-based and pixel-based methods, and
improved the detection accuracy through the temporal coherence of foreground motion.
This method performs well in complex environments, but it easily misses small targets.
Sadeghitehran et al. [6] extracted BRISK [7] (Binary Robust Invariant Scalable Key
points) corner optical flow features and classified targets’ optical flow through ELM
(Evolving Local Means) algorithm to detect moving targets. The method can adapt
to complex backgrounds, but the detection effect is poor when lacking target texture
information.

In 2015, Wang Z et al. [8] computed the 2-dimensional histogram of entropy flow
field to estimate background motion, obtained the difference image through background
motion compensation, and detected targets by spatial-temporal association. This method
omits targets easily when targets are small. Wei Liu et al. [9] used an improved Oriented
FAST and Rotated BRIEF (Binary Robust Independent Elementary Features) algorithm
to achieve an accurate backgroundmovingmodel and then detected small moving targets
in aerial video by multiplying four continuous difference images with morphology pro-
cessing. The method has good real-time performance, but the detection results depend
on the accuracy of the ORB (Oriented FAST and Rotated BRIEF) feature matching
results. The target detection effect is poor when the background is complex. Artem
Rozantsev et al. [10] used boosted trees algorithm for motion compensation, obtained
spatio-temporal image cubes by stacking motion-stabilized image windows over sev-
eral consecutive frames and detected targets in spatio-temporal image cubes through
AdaBoost classifier. In 2017, they substituted CNN (Convolutional Neural Networks)
[11] for boosted trees to better adapt to complex background. This method has difficulty
obtaining accurate detection results when targets are small.
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In 2016, Junhua Yan et al. [12] proposed a detection algorithm for small moving tar-
gets based on adaptive threshold segmentation. In this method, the background motion
was compensated by pyramid Lucas-Kanade optical flow of feature points, so the differ-
ence images were binary segmented using an adaptive segmentation threshold to detect
moving targets. This method has poor detection performance in case of complicated
background because it is difficult to accurately compensate for background motion.
Meng Yi et al. [13] proposed a detection algorithm for small moving targets based
on multi-view aerial registration system. This method extracted global Harris feature
points, then compensated for background motion through Delaunay triangulation match
and accumulated motion energy to detect small targets. The disadvantage of this method
is that background noise is easilymis-detected asmoving targets in complex background.
Yang T et al. [14] obtained target motion information by background model, built the
motion heat map by target motion accumulation, and detected targets in the hot regions
based on saliency-based background model. Although this method is suitable for small
targets, it has high false alarm rate in complex background. Li Y et al. [15] proposed a
novel spatio-temporal saliency approach, which calculated the spatial saliency map and
the temporal saliency map on the spatial domain and the temporal domain, depicted the
motion consistency characteristic of the moving target by continuous multi-frame video
sequence, and obtained spatio-temporal saliency map by fusing them to detect moving
targets. However, it is difficult for this method to detect targets in complex background.

In 2017, Lou J et al. [16] raised an approach for small targets detection through region
stability and saliency. The stability map was generated by a set of locally stable regions
derived from sequential Boolean maps. The saliency map was obtained by comparing
the color vector of each pixel with its Gaussian blurred version. Both the stability and
saliency maps were integrated in a pixel-wise multiplication manner for small targets
detection. This method has high false alarm rate and bad detection performance when
the targets are inconspicuous in complex background. Yan J et al. [17] put forward a
moving target detection algorithm, which obtained background compensated images
based on a nonlinear transformation model. This method can cope with image distortion
caused by severe rotation of the detection platform and realize the detection of slowly
moving targets in complex rotating background. However, the miss detection rats of
this method is high when target size is small. Gao J et al. [18] proposed a method to
detect small targets, which combined the self-correlation features of backgrounds and the
commonality features of targets in the spatio-temporal domain. The method proposed a
dense target extraction model based on nonlinear weights, and a sparse target extraction
model based on entry-wise weighted robust principal component analysis to detect small
targets, and suppressed background clutters based on target trajectory to improve the
detection precision. This method has good detection result for infrared images, but the
detection effect is poor for visible light images, where it is difficult to distinguish small
targets from the background.
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In 2018, Zhang Z et al. [19] proposed a novel flying target detection algorithm based
on the spatial and temporal context. This method used multi-frame video sequences
to calculate forward and backward motion history maps to extract temporal context
information, used conditional random fields to extract spatial contexts, then fused spatial
context and temporal context to detect flying targets. This method has poor detection
results in complex background, where it is difficult to extract spatial contexts, resulting
in low recall rate. YanD et al. [20] used theORB operator to extract global feature points,
compensated the global motion model through affine transformation and calculated the
difference image, then accumulated the multi-frame difference images to obtain the
target motion energy map to accurately detect small moving targets in UVA videos. This
method accumulates motion energy and has good detection result for small targets, but
the false alarm rate is high in the case of complex background.

In 2019, Yi et al. [21] raised a method for fast small moving target detection guided
by visual saliency (TDGS), which extracted visual salient regions including small targets
according to the differences in global features between the targets and the background,
and detected small targets through their temporal relativity in multi-frames. This method
has difficulty detecting targets when the color texture of the small targets resembles that
of the complex background, resulting in low recall rate.

Therefore, this paper focuses on solving the problem of small target size and complex
ground background. To tackle the problemof small target size, firstly, backgroundmotion
compensation is performed to obtain the background motion parameters. Then, forward
and backward motion history maps are calculated to fuse continuous difference images
for enhancedmotion information of small targets. Finally,morphologyprocessing is used
to obtain the area of small moving targets. To solve the problem of complex background,
the Kalman predictor is used to predict the target position, and the Hungarian matching
algorithm is used to correlate targets to obtain the target trajectory. Then, based on the
target trajectory, targets missed by detection are supplemented to improve the target
recall rate and false alarm targets are filtered out to improve the target precision rate.
The block diagram of the proposed algorithm is shown in Fig. 1:

Fig. 1. Block diagram of the algorithm for multiple small moving target detection in complex
ground background
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2 Detection of Multiple Small Moving Targets

Small targets have a few pixels and lack shape information. Therefore, the motion infor-
mation of small targets is used for detection, which are more suitable for small targets
in the scene.

2.1 Background Motion Compensation

In this paper, regional random points and the Lucas–Kanade (LK) optical flow method
[22] are used to obtain random optical flow tracking points. Regional random points can
well represent regional characteristics and do not require much gradient calculations.
Regional random points are uniformly extracted from the image I(t), and corresponding
random optical flow tracking points are obtained from the image using the LK optical
flow method, as shown in Fig. 2.

Fig. 2. Regional random optical flow tracking points

The RANSAC (Random Sample Consensus) algorithm is used to fit the 8-parameter
homography matrix Pt+1

t , which is the background motion estimation parameters from
frame I(t) to frame I(t + 1), as shown in Eq. (1):
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where (xti , y
t
i ) is the coordinate of the regional random point in frame I(t), and

(xt+1
i , yt+1

i ) is the coordinate of the corresponding optical flow tracking point. Back-
groundmotion compensation is done based on backgroundmotion parameter P, as shown
in Eq. (2):

I
′
(t ∓ 1) = Pt

t∓1I(t ∓ 1) (2)

where I′ is the motion compensated image, “−” means forward motion compensation
and “+” means backward motion compensation.
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2.2 Target Motion Information

In order to enhance the motion information of small targets, the Forward Backward
Motion History Image (FBMHI [23]) is used to fuse continuous difference images with
background motion compensation in order to obtain the complete motion information
of small targets.

ForwardMotionHistory Image (FMHI) is used to extract forwardmotion information
of targets, as shown in Eq. (3):

HF (t) =
{
max

(
0,Pt

t−1HF (t − 1) − d
)
if DF (t) < T

255 if DF (t) ≥ T
(3)

whereHF (t) is forward motion information map, Pt
t−1 is the background motion param-

eter from frame(t − 1) to frame(t), d is attenuation parameter ranged from 0 to 255. In
order to form the span of pixel intensity values within continuous L frames, d is set as
255/L. L represents the effective number of layers of forward moving images within the

FMHI, and L is set as 3 in this paper. DF (t)(DF (t) =
∣∣∣I(t) − I

′
(t − 1)

∣∣∣) is the forward
difference image, and I

′
(t − 1) is the forward motion compensated image. The adaptive

threshold T is determined using the OTSU theory [24].
Backward Motion History Image (BMHI) is used to extract backward motion

information of targets, as shown in Eq. (4):

HB(t) =
{
max

(
0,Pt

t+1HB(t + 1) − d
)
if DB(t) < T

255 if DB(t) ≥ T
(4)

where HB(t) is backward motion information map, Pt
t+1 is the background motion

parameter from frame(t + 1) to frame(t), and d and T are the same as in formula (3).

DB(t)(DB(t) =
∣∣∣I(t) − I

′
(t + 1)

∣∣∣) is the backward difference image, I
′
(t + 1) is the

backward motion compensated image.
Through FMHI and BMHI, target moving information map is obtained as shown in

Eq. (5):

HFB(t) = min(blur(HF (t)), blur(HB(t))) (5)

where blur(•) is a smoothing filter which effectively reduces the impact of background
noise. min(•) operation can effectively suppress the trail of the motion history map to
guarantee that the detected pixels are those within the boundary of moving targets. The
target motion information map HFB(t) is shown in Fig. 3.
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Fig. 3. Target motion information extraction

2.3 Extraction of Moving Target Area

Double thresholds are calculated on the target motion information map HFB(t) with the
Otsu method, and the lower threshold δ is used to retain the recall rate of targets. HFB(t)
is binarized to get the binary map MFB(t), as shown in Eq. (6).

MFB(t) =
{
255 HFB(t) > δ

0 HFB(t) ≤ δ
(6)

One erosion and two dilation operations are performed on the binary mapMFB(t) to
get the moving target area map MRGE(t), as shown in Fig. 4.

MREG(t) = ((MFB(t) � berode) ⊕ bdilate) ⊕ bdilate (7)

where � and ⊕ respectively represents erosion and dilation operation, and berode and
bdilate respectively represents rhombus structure element whose R = 1 and R = 3, with
R being the radius.
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Fig. 4. Moving target area map extraction
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3 Detection of Multiple Small Moving Targets Against Complex
Ground Background

There are some missed detections and false alarms in the moving target area map
MRGE(t). When the background is complex, the false alarm rate increases, and the con-
trast between small targets and the background is inconspicuous, making it difficult to
detect small targets. TheKalman predictor is used to predict each target’s position. Based
on the Euclidean distance between the detected target position and the predicted target
position, the Hungarianmatching algorithm is used to correlate targets to obtain multiple
target trajectories. If no detected target has the position that matches the predicted target
position, which indicates missed detection, then the missed target is supplemented at the
predicted target position to improve the recall rate. If the false alarm trajectory features
are different from the target trajectory features, then the trajectory features are used to
filter out false alarm target trajectories to improve precision rate.

3.1 Target Trajectories Association

Within the moving target area map MRGE(t), the target’s location in the next frame
MRGE(t+1) can be predicted. Based on the Euclidean distance between the detected
target position and the predicted target position, corresponding targets are associated to
form multiple target trajectories.

1) Predict targets. Eight-connected domain algorithm is used to detect targets and their
locations, then the Kalman predictor is used to predict each target’s position in the
next frame MRGE(t+1).

2) Detect targets. Eight-connected Domain algorithm is used to detect targets and their
locations inMRGE(t+1).

3) Associate targets. InMRGE(t+1), the detected position and the predicted position of
each target is matched. If the detected position of the target matches the predicted
position, they are associated as the same target. If the predicted position of the target
matches none of the detected positions, which indicates missed detection, then the
missed target is supplemented at the predicted position inMRGE(t+1). If the detected
position of the target matches none of the predicted positions, then this indicates that
a new target appears.

4) Determine target trajectory. All the associated targets are determined as target trajec-
tories, if the target in one trajectory is supplemented at the predicted position for five
consecutive frames, the target is considered to have disappeared, and the trajectory
will be deleted. Then the target trajectories are determined, as shown in Fig. 5.

In Fig. 5, the targets which are associated in the 1st, 2nd and 3rd frames are determined
as three target trajectories. Their labels are ID1, ID2 and ID3. A new target appears in
the 4th frame and is labeled as ID4. In the consecutive 5th, 6th, 7th, 8th and 9th frames, the
target trajectory ID3P is supplemented at the predicted position, which suggests that the
target has disappeared, so the target ID3 is deleted from the 5th frame. In the 11th frame,
the target ID1 is supplemented at the predicted position, which is marked as ID1P. In
the 12th frame, the missed target ID1P is associated as ID1 again.
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Fig. 5. Result of target trajectory correlation

3.2 Extraction of Target Trajectory Features

The trajectory features of the real targets are different from that of the false alarm targets,
hence the trajectory features can be used to filter out the false alarm target trajectories.
The target trajectory features include target area feature A, target position feature V and
target movement direction feature D. The mean square error of the target area in the
target trajectory is calculated to obtain the target area feature A. The target’s area in the
real trajectory changes little, so the value of A is small, while the target’s area in the false
alarm target trajectory changes greatly, giving a large A value. The mean square error
of the moving pixels of the targets between adjacent frames in the target trajectories is
calculated to obtain the target position feature V. The target’s position in the real target
trajectory changes little, so the value of V is small, while the target’s position in the false



Detection of Multiple Small Moving Targets 303

alarm target trajectory changes greatly, giving a large V value. The mean square error of
the angle between the target movement direction and the vertical direction in the target
trajectory is calculated to obtain the target movement direction feature D. The target’s
movement direction is ordered in the real target trajectory, so the value of D is small, the
target moving direction is disordered in the false alarm target trajectory, giving a large
D value.

Due to themovement of the target, the target trajectory features change greatly during
the existence of trajectories. Therefore, the target trajectories need to be segmented.
Target trajectory features in each segment change little, which can improve the accuracy
of false alarm target trajectories filtration. In this paper, 10 consecutive frames are used
as a segment to extract the target trajectory features. As shown in Eq. (8–10), ‘area’
represents the size of the target area, ‘speed’ represents the moving pixels between
adjacent frames, and ‘direction’ represents the angle between the direction of the target’s
movement direction and the vertical direction.

A = Var(areat, areat+1, ..., areat+9) (8)

V = Var(speedt, speedt+1, ..., speedt+9) (9)

D = Var(directiont, directiont+1, ..., directiont+9) (10)

Combining the target area feature A, target position feature V, and target movement
direction feature D, the target trajectory feature vector S = [A,V,D] is obtained.

3.3 Filtration of False Alarm Target Trajectories Based on the Trajectory
Feature Vector

In the trajectory feature vector S, when A, V, and D are less than the corresponding
threshold, the trajectory is determined to be a real target trajectory; otherwise, it is
determined to be the false alarm target trajectory, as shown in Eq. (11).

flag =
{
1 if A < m_area,V < m_speed ,D < m_direction

0 otherwise
(11)

where m_area, m_speed, and m_direction are thresholds corresponding to A, V, and
D, which are related to the target motion in the video. The mean square errors of A, V,
and D values are normalized to get the minimum values of A, V, and D. The thresholds
corresponding to A, V, and D are determined by experiments to be double the minimum
values. If flag is 1, the trajectory is determined to be the real target trajectory, otherwise,
the trajectory is determined to be the false alarm target trajectory, as shown in Fig. 6.In
Fig. 6, there are four target trajectories from the 1st frame to the 10th frame, which
are respectively labeled as ID1, ID2, ID3, and ID4. The changes in area, position, and
movement direction of the target ID1 are small from the 1st frame to the 10th frame. A,
V, and D are all smaller than the corresponding thresholds, so ID1 is determined to be a
real target trajectory. The change in the area of the target ID2 is large from the 1st frame
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Fig. 6. Target trajectories

to the 10th frame. Theminimum area is about 9 pixels in the 2nd frame and themaximum
area is about 200 pixels in the 5th frame. A is greater than the corresponding threshold,
so ID2 is determined to be a false alarm target trajectory. The change in position of the
target ID3 is large from the 1st frame to the 10th frame. The target moves about 2 pixels
from the 3rd frame to the 4th frame, and it moves about 30 pixels from the 9th frame to
the 10th frame. V is greater than the corresponding threshold, so ID3 is determined to
be a false alarm target trajectory. The change in movement direction of the target ID4
is large from the 1st frame to the 10th frame. The target movement direction is to the
right in the 2nd frame, downward in the 4th frame and to the left in the 6th frame. D is
greater than the corresponding threshold, so ID3 is determined to be a false alarm target
trajectory. Therefore, ID2, ID3, and ID4 are filtered out.
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Fig. 7. Flow chart of multiple small moving target detection algorithm in complex ground
background
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4 Flowchart of the Proposed Algorithm

Figure 7 shows the flowchart of the algorithm for the detection of multiple small moving
targets against complex ground background (DMSMT-CGB). Firstly, random points in
the area and their corresponding optical flow tracking points are uniformly extracted,
and the homographymatrix is calculated using RANSCA to compensate for background
motion. Secondly, multiple difference images are used to extract the forward motion
information map HF (t) and the backward motion information map HB(t). HF (t) and
HB(t) are fused to obtain the target motion information map HFB(t), and the target area
map MREG(t) is obtained through adaptive thresholding and morphology processing.
Then, the Kalman predictor is used to predict the target position in MREG(t+1), and
targets are detected. The Hungarian matching algorithm is used to correlate targets. If
the detected position of the target matches the predicted position, they are associated
as the same target; If the predicted position of the target matches none of the detected
positions, a missed target is supplemented at the predicted position. If the detected
position of the target matches none of the predicted positions, it is determined that a new
target appears. All the associated targets are determined as multiple target trajectories.
If a target in one trajectory is supplemented at the predicted position for 5 consecutive
frames, the target is considered to have disappeared, and the trajectory will be deleted.
Finally, the trajectory features are extracted in segments, andwhether they are false alarm
target trajectories is determined based on their changes. False alarm target trajectories
are filtered out and true target trajectories are retained to obtain the detection result of
multiple small moving targets in complex background.

5 Experimental Results and Analysis

In order to verify the detection effect of the proposed algorithm for detecting multiple
small moving targets in complex ground background. The algorithm DMSMT-CGB in
this paper is compared with four other state-of-the-art algorithms for multiple moving
target detection, which are a detection algorithm based on spatio-temporal saliency (ST
saliency), a detection algorithm based on dual-mode Gaussian background modeling
(DGM), a detection algorithm based on clustering algorithm density based spatial clus-
tering of applications with noise (DBSCAN) and a detection algorithm based on the
clustering algorithm evolutionary local mean (ELM).

All experimental results were obtained with the same data and initialization con-
ditions. The experiment environment: VS2010, Matlab2016. The experiment platform:
3.60 Ghz-Intel i7 processor, 64-bit win7 system and 8 GB memory.

5.1 Evaluation Index

The recall rate (R), precision rate (P) andF-measure (F) are used to quantitatively evaluate
the multiple target detection algorithms. R represents the proportion of targets that are
correctly detected among all the targets. P represents the proportion of targets that are
correctly detected among all the detection results. F is the harmonic weighted average
of the two, which is calculated is as follows:

R = TP
/
(TP + FN ) (12)



Detection of Multiple Small Moving Targets 307

P = TP
/
(TP + FP) (13)

F =
(
1 + β2

) × P × R

β2 × P + R
(14)

where TP represents the number of targets that are correctly detected as targets, FN
represents the number of targets that are incorrectly detected as background, and FP
represents the number of backgrounds that are incorrectly detected as targets. β deter-
mines the relative significance of the recall and precision rate. β = 1 means that the
significance is equal. β > 1 means that the recall rate is more significant, β < 1 means
that the precision rate is more (significant). After overall consideration of recall and
precision rate, in this paper β is set to 1.

5.2 Experimental Data

For the purpose of the current experiment, the experimental video has to satisfy a number
of conditions, such as backgroundmotion, small target scale, weak contrast, and complex
background. It is difficult to obtain an experimental video that meets all the conditions
above. In this paper, we obtained three experimental videos by field shooting.

The first experimental video (Translational grass background) contains 2000 frames
of images with the image size of 1920 × 1080 pixels. The background of the images is
grass, and the targets include a small white quad-rotor UAV (Unmanned Aerial Vehicle)
and a black one flying in a straight line close to the ground from near to far. The
camera platform is set on another UAV during shooting, which follows the two targets in
translation motion. From the whole video, 500 consecutive images containing the target
are selected to obtain the experimental video VD1.

The second experimental video (Rotational road background) contains 2400 frames
of images with the image size of 1920 × 1080 pixels. The background of the images
is city roads. The targets include a small white quad-rotor UAV and a black one slowly
flying in a curve close to the ground. The camera platform is set on another UAV during
shooting, which follows the two targets in rotation motion. From the whole video, 500
consecutive images containing the targets are selected to obtain the experimental video
VD2.

The third experimental video (Pitching road background) contains 1000 frames of
images with the image size of 1920 × 1080 pixels. The background of the images is
city roads, and the targets include a small white quad-rotor UAV and a black one flying
in a straight line close to the ground from far to near. The camera platform is set on
another UAV during shooting, which is in pitching movement. From the whole video,
200 consecutive images containing the targets are selected to obtain the experimental
video VD3.

In the above three experimental videos, the black UAV is the key target because it is
similar in color to the background, and has a small size, which makes it easily obscured
by the background. The characteristics and main detection difficulties of each video are
shown in Table 1.
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Table 1. Experiment videos

Video Frame Resolution (pixels) Minimum target size
(pixels)

Major detection difficulties

VD1 500 1920 × 1080 6 × 5 Translational background,
scene motion, small target
scale, weak contrast, black
UAV obscured by
background

VD2 500 1920 × 1080 20 × 15 Rotational background,
complex background, black
UAV obscured by
background, the white and
the black UAVs’ slow
relative motion to
background

VD3 200 1920 × 1080 20 × 15 Pitching Background,
complex background, black
UAV obscured by
background

5.3 Result Analysis

The proposed algorithm and other comparison algorithms are tested on the three experi-
mental videos to compare the detection performance. Experimental results are compared
and analyzed using the aforementioned evaluation indicators.

Detection ofMultipleMovingTargetsAgainst theTranslationalGrassBackground.
The performance of the proposed algorithm for detectingmultiplemoving targets against
the translational grass background is verified on VD1. Experimental results of the
proposed algorithm and other comparison algorithms are shown in Table 2.

Table 2 shows that the proposed algorithm has the highest TP, the lowest FP, the most
correctly detected targets and the lowest false alarm rate, indicating superiority over the
other four algorithms. The DBSCAN algorithm and the ELM algorithm are based on
target feature points. In VD1, the small target size makes it difficult to extract feature
points, hence the two algorithms fail to detect targets.

Detection ofMultipleMovingTargetsAgainst theRotatingRoadBackground. The
performance of the proposed algorithm for detecting multiple moving targets against
the rotating road background is verified on VD2. Experimental results of the proposed
algorithm and other comparison algorithms are shown in Table 3.

Table 3 shows that the proposed algorithm has the highest TP, and the most correctly
detected targets. Although the DBSCAN algorithm and the ELM algorithm have lower
FP, the TP of these two algorithms are both very low, which means a large number
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Table 2. Results of multiple moving target detection in the translational grass background

Algorithm
135th frame (2 moving tar-

gets)
385th frame (2 moving tar-

gets)
Whole 
video

ST sali-
ency

TP=488

FP=122

1 1

DGM
TP=388

FP=5581

1 1

DBSCAN TP=0

Undetected targets Undetected targets

ELM TP=0

Undetected targets Undetected targets

DMSMT-

CGB

OURS

TP=933

FP=701 1

2 2
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Table 3. Results of multiple moving target detection in the rotating road background

Algorithm
15th frame (3 moving tar-

gets)
220th frame (2 moving tar-

gets)
Whole 
video

ST saliency
TP=518

FP=745

1 1

DGM
TP=509

FP=385

1 1

DBSCAN
TP=309

FP=12
1

1

2

ELM
TP=324

FP=10
1

1

2

DMSMT-
CGB  

OURS

TP=1098

FP=89
1 1

2

2

3
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of missed detections. The proposed algorithm has lower FP while ensuring the highest
TP, which which means that the most number of targets are correctly detecting while
ensuring few false alarms. Therefore, the performance of the proposed algorithm is better
than the other four algorithms.

Detection ofMultipleMovingTargets Against the PitchingRoadBackground. The
performance of the proposed algorithm for detecting multiple moving targets against the
pitching road background is verified on VD3. Experimental results of the proposed
algorithm and other comparison algorithms are shown in Table 4.

Table 4 shows that the proposed algorithm has the highest TP and the most correctly
detected targets. Although the FP of the ST saliency algorithm, the DBSCAN algorithm
and the ELM algorithm are lower than that of the current algorithm, the TP of these
three algorithms are very low, which means a large number of missed detections. The
proposed algorithm has lower FP while ensuring the highest TP, which means that the
most number of targets are correctly detected while ensuring the least number of missed
detections and few false alarms. Therefore, the performance of the proposed algorithm
is better than the other four algorithms.

Performance Comparison Among Multiple Moving Target Detection Algorithms.
The performance of the proposed DMSMT-CGB algorithm is compared with the other
four multiple target detection algorithms, and their performance is evaluated by recall
rate (R), precision rate (P), and Fmeasure (F) indicators. Experimental results are shown
in Table 5.

Table 5 shows that the proposed algorithm has the highest recall rate R and F, indi-
cating that our algorithm performs better than the other four algorithms. It is observed
that in the experimental video VD2 and VD3, the precision rate P of the ELM algorithm
is higher than that of the proposed algorithm by 4.5% and 3.4% respectively, and that
the precision rate P of the DBSCAN algorithm is higher than that of the proposed algo-
rithm by 3.8% and 2.6% respectively. However, the recall rate R of the ELM algorithm
is 27.8% in VD2 and 46.5% in VD3, which is much lower than that of the proposed
algorithm. Likewise, the recall rate R of the DBSCAN algorithm is 26.2% in VD2 and
50.5% in VD3, which is much lower than that of the proposed algorithm. In VD1, the
DBSCAN algorithm and the ELM algorithm cannot detect the targets, so that the recall
rate (R), precision rate (P), and F-measure (F) are all 0. Experimental results show that
the proposed algorithm has the best detection performance for detecting multiple small
moving targets against complex ground background.
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Table 4. Results of multiple moving target detection in the pitching road background

Algorithm
10th frame (2 moving tar-

gets)
136th frame (2 moving tar-

gets)
Whole 
video

ST saliency
TP=236

FP=14

1 1

DGM
TP=350

FP=186

1 1

DBSCAN
TP=202

FP=4

1 1

ELM
TP=186

FP=2

1 1

DMSMT-

CGB

OURS

TP=389

FP=18

1 1

2 2
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Table 5. Performance evaluation ofmultiple smallmoving target detection algorithms in complex
ground background)

Algorithm R P F

VD1 ST saliency 48.8 80.0 60.6

DGM 38.8 6.5 11.1

DBSCAN 0 0 0

ELM 0 0 0

DMSMT-CGB (OURS) 93.3 93.0 93.2

VD2 ST saliency 44.5 41.0 42.7

DGM 43.7 56.9 49.4

DBSCAN 26.2 96.3 41.2

ELM 27.8 97.0 43.2

DMSMT-CGB (OURS) 94.2 92.5 93.4

VD3 ST saliency 59.0 94.3 72.8

DGM 87.5 65.3 74.8

DBSCAN 50.5 98.1 66.7

ELM 46.5 98.9 63.3

DMSMT-CGB (OURS) 96.7 95.5 96.1

6 Conclusion

This paper proposes a multiple small moving target detection algorithm against complex
ground background, which solves the problem of small targets, which have few pixels
and lack topographical information, making them difficult to be accurately detected
against complex background. In the proposed algorithm, multiple forward-backward
target motion information is fused based on the FBMHI algorithm to improve the recall
rate. Target trajectories are correlated to supplement missed targets at the predicted
position and reduce missed targets. Target trajectory features are extracted in segment
to filter out false alarm target trajectories, further reducing the false alarm rate. Exper-
imental results show that the proposed algorithm has higher recall rate, precision rate
and F-measure. Future research will be focused on conducting in-depth research on the
detection of multiple small moving targets against severe rotational background, which
will help solve the problem of accurately detecting targets by the photodetector platform
under large-range UAV movement.
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Abstract. With the rapid advancement of monitoring without contact electrocar-
diogram (ECG), dynamic and real-time signal quality assessment (SQA) becom-
ing a practical problem. In this paper, a two-stream structure that combines resid-
ual network (ResNet) and bidirectional long short-term memory (Bi-LSTM) for
dynamic ECG (dECG) signals quality assessment is proposed. The ResNet stream
is dedicated to extracting spatial features using time-frequency spectrum images
as inputs. Meanwhile, the Bi-LSTM stream is devoted to exploring the temporal
features using the ECG time series as the input. Then, these two streams are fused
using a decision fusion mechanism and the performance is significantly boosted.
As compared to the single stream-based approach, the proposed structure can com-
pensate for either temporal or spatial information effectively. The overall accuracy
of 99.69% can be achieved in distinguishing the dECG signal quality into three
categories, namely clear ECG signal with clear R waves, blurry ECG signal with-
out clear Rwaves, and noisy ECG signal withmotion artifact. Experimental results
show that this method demonstrates superior accuracy in determining the qual-
ity of dECG signals measured by the noncontact device. Therefore, the proposed
model is expected to be a promising solution for non-contact dECG signal quality
assessment in a practical ECG diagnosis.

Keywords: Non-contact ECG · Signal quality assessment · Convolutional
neural network (CNN) · Recurrent neural network (RNN)

1 Introduction

With the fast-developing sensing technologies, the progress in non-contact electrocar-
diogram (ECG) monitoring is significantly promoted [1]. It’s an important tool to detect
cardiovascular diseases (CVDs) early [2]. However, noncontact measurement methods
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are sensitive to noise. These include baseline drift, electromagnetic signals, motion arti-
facts, etc. Poor signal quality affects reliable manual or automatic ECG analysis; a lack
of signal quality makes it difficult to understand the correct diagnosis information [3],
raises the probability of false alerts [4], and increases the assignment of doctors [5].
Therefore, it’s important to use automatic signal quality assessment (SQA) methods. A
reliable SQA method helps to give suggestions of re-take recording when signal quality
isn’t good [6], to improve the efficiency of information transmission by rejecting signals
of bad quality [7], and to deliver reliable cardiac recordings for CVDs scanning [8].

Many studies have been conducted on the quality evaluation of ECG signals in the
previous literature. With the development of computer analysis and processing capabili-
ties, the ECGSQA algorithm can be split into three categories approximately: rule-based
SQA methods, machine learning-based SQA methods, and deep learning-based SQA
methods. Early designed signal algorithms were limited in processing capacity. Thus,
low-complexity algorithms were usually designed with rule-based SQA methods com-
bined with waveform and interval features [9, 10]. The accuracy of this method for
multi-classification ECG SQA is barely satisfactory. It is also proposed that ECG SQA
has been used using classical machine learning (ML) algorithms. However, to iden-
tify the available features, such techniques require time-consuming feature engineering.
For instance, Y. Zhang [11] input some features from ECG signals into ML models
like decision tree (DT) and support vector machine (SVM). Such classical ML models
include many intrinsic limitations, such as weak generalization capability and boring
feature extraction. Moreover, deep learning [12] doesn’t require complicated feature
engineering and has been widely applied to many domains such as picture classification
[13], voice recognition [14], and Intelligent translation [15]. Non-contact ECG signals
are non-stationary millivolt signals with a low signal-to-noise ratio and it is easy to be
interfered with by other signals. Therefore, it’s hard to classify the dECG signals with
high accuracy through a single neural network. In this paper, a dECG classification algo-
rithm based on deep Residual Networks (ResNet) and Bi-directional Long Short-Term
Memory (Bi-LSTM) networks is proposed, which achieves a high accuracy three-classes
classification of dECG signals.

The rest of the article is on the following: Sect. 2 introduces the Materials and
Methods. Section 3 introduces the experimental setup, results, and comparison with
other methods. Finally, a conclusion is in Sect. 4.

2 Materials and Methods

In this section, wewill introduce thematerials andmethods involved in our work. Firstly,
we introduce the acquisition and annotation of data involved in our work. Secondly, we
transform data to time-frequency spectrum images as network input. At last, we propose
the SQA method based on ResNet and Bi-LSTM.
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2.1 Data Collection and Annotation

The data of this article is collected by a non-contact dECG measurement system pub-
lished previously by our teammates [16]. Acquisition of dECG is based on the capac-
itively coupled electrode and it can acquire ECG signal both in contact with skin and
through clothes. The system can denoise and store data simultaneously. Forty volunteers
(25 men and 15 women, average age 25 ± 10), were enrolled in this study. All subjects
have good health and no history of cardiovascular disease.Meanwhile, all of them signed
the informed consent. The dECG signals were measured at a sampling frequency of 500
Hz for 4 h. The collected signals were divided into five-second segments. 4859 sam-
pled signals with obvious statistical characteristics were selected. By consulting ECG
experts, we define the dECG signal quality categories as follows.

• Level 0 (clean): A good recording with clear R waves.
• Level 1 (noise): A poor recording without clear R waves.
• Level 2 (motion artifact): A high-amplitude noise signal caused by the movement of
the testee.

The waveforms of three types of dECG signals are shown in Fig. 1. Four undergrad-
uates of biomedical engineering with training in ECG analysis annotated each segment
respectively and an ECG expert reviewed each annotation. Finally, five of them voted to
determine the category of dECG signal segments. The number and categories distribu-
tion of dECG signal segments taken for the training set, validation set, and test set are
shown in Table 1.

2.2 Pre-processing of dECG Signals

Short-time Fourier transform (STFT) [17] is a popular time-frequency analysis tool that
explains frequency domain features in a sequence with a fragment of a signal in the time
domain. The frequency features of different window functions are different in STFT. So,
Time-domain and frequency-domain resolution should all be thought over.

We used the frequency spectrumof our dECG signals into theCNNmodel in an effort
akin to voice classification [18–21]. This study used a symmetricHammingwindow for 8
points that decreased spectrum leakage and obtained superior time-frequency particulars
after many experiments. Consequently, after STFT, dECG signals (with a dimension of
1× 2500) were transformed into the time-frequency spectrum image (with a dimension
of 875 × 656 × 3). The time-frequency spectrum images for three categories of dECG
signals are shown in Fig. 1.
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(a)

(b)

(c)

Fig. 1. (a), (b), and (c) show three types of dECG signals and their time-frequency spectrum
image respectively
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Table 1. The number and categories distribution of dECG signal segments

Category Training Validation Test Total

Level 0 1000 300 382 1682

Level 1 1000 300 296 1596

Level 2 1000 300 281 1581

2.3 Architecture of Proposed Model

The proposed algorithmmodel is mainly composed of two parts, one is ResNet, the other
is Bi-LSTM. We first resize the time-frequency spectrum image of dECG signals to the

Fig. 2. The architecture of our proposed model.
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size of 256 × 256 × 3 by bilinear interpolation and then use them to train the ResNet
network. We directly use the dECG signals (with a dimension of 1 × 2500) to train the
Bi-LSTM network. When the test set is input to the two trained networks, we take out
the output vectors of the softmax layer of the two networks, add them and multiply them
by 0.5. In this way, the prediction probability value of each type is obtained. Finally, the
category with the largest probability value is taken as the prediction category. The whole
framework of the model is shown in Fig. 2. This model is composed of two networks,
ResNet and Bi-LSTM, which improve the total accuracy and robustness of the model
by using the idea of ensemble learning.

Description of CNN Layers. The time-frequency spectrum images of dECG signals
pass through the two-dimensional convolutional layer (Conv2D) and two-dimensional
maximum pooling (Maxpool2D) layer and then get into the residual module. The resid-
ual module is composed of 8 basic blocks of 2 kinds, as shown in Fig. 3. The kernel
dimension of the Conv2D layer in this network was all 3 × 3. The first Conv2D layer
had 32 convolution kernels, and the number of kernels for the Conv2D layer among the
8 basic blocks in the latter residual module was taken as 32, 32, 64, 64, 128, 128, 128,
128.When theCNN implemented convolution layer by layer, the acquired characteristics
were transformed from particulars to abstractions. The residual module could catch a lot
of messages from the characteristics acquired from different Conv2D layers, thus effec-
tively improving features’ recognition capabilities and avoiding a substantial increase
in network parameters. Moreover, the residual module provided not only characteristic
extraction, but also improved gradient flow [22]. ReLU is the activation function of total
the Conv2D layers. For better training, we add the BN layer after the convolution layer.
Finally, input the output vectors of ResNet to the softmax layer to obtain the vector
containing the probability value of each category.

Fig. 3. Structure of two types of residual blocks.
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Description of RNN Layers. Because Bi-LSTM has a good effect in processing tim-
ing signals, we take the dECG signal as the input of the Bi-LSTM network. Specifically,
the module contains 3 Bi-LSTM layers [23], and each layer’s size was 64. As seen
in Fig. 4, Bi-LSTM, as a particular LSTM, receives information in both forward and
backward directions at the same time, which makes the characteristics of time sequence
richer, because each signal possesses context message from past and future. In the mean-
time, In order to prevent overfitting, we add the Dropout layer with a coefficient of 0.5
after each Bi-LSTM layer. Then, the output of the Bi-LSTM was input to the softmax
layer to acquire the vectors containing the probability value of each category.

Fig. 4. The architecture of Bi-LSTM.

Training Method. We randomly extract data from the training set in batches to train the
model. The weight parameters of the model are continuously updated by the gradient
descent method. In this experiment, we use the Tensorflow framework to build and
train our network model. We choose the commonly used cross-entropy loss function
and Adam optimizer [24] to optimize the parameters. The cross-entropy loss function
determines the difference between the resulting and the true values for each round of
training samples. The Adam optimizer uses momentum and adaptive learning rate to
accelerate model convergence. We set the epoch to 200 and the batch_size to 64.

3 Evaluation Index Experimental Platform and Results

In this section, we first evaluate our model with some evaluation criteria. Then we
describe the hardware and software we use to process data and training models. Finally,
we discuss the result of our experiments and compare it with some commonly used
methods.
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3.1 Evaluation Index

We randomly selected 959 segments from 4859 dECG signals as the test set. To eval-
uate the trained model, we applied the confusion matrix and calculate the sensitivity
(Se), precision (P+), accuracy (ACC), and F-Score of the fusion classifier model. The
confusion matrix is a table that includes three indices represented by true-positive (TP),
true-negative (TN), false-negative (FN), and false-positive (FP). The calculation formula
of each index is as follows:

Accuracy (ACC): The proportion of correct predictions in total predictions.

ACC = TP + TN

TP + TN + FN + FP
(1)

Precision (P+): The proportion of correct predicted positives to the total predicted
positives.

P+ = TP

TP + FP
(2)

Sensitivity (Se): It is also called Recall. Sensitivity describes the proportion of all
positive cases identified in all positive cases.

Se = TP

TP + FN
(3)

F1-Score (F1): It gives a method to merge Sensitivity and Precision.

F1 = 2× Se × P+
Se + P+

(4)

3.2 Experimental Platform

The proposed network was performed using the Tensorflow framework based on the
Python language and MATLAB 2020b was used for data processing. Total experiments
were implemented under a Linux OS on a server with CPU Intel(R) Xeon(R) E5-2687
W v4 @ 3.00 GHz, GPU NVIDIA GTX 1080Ti, and 64 GB of RAM.

3.3 Results

Individual ResNet and Bi-LSTM models perform well in the training set, achieving
accuracy rates of close to 100% and 95%, respectively. Although their respective accu-
racy on the validation set is also high, there is a large fluctuation in the accuracy among
epochs. The changes of accuracy and loss values of the two networks on the training
data and validation data with epoch are shown in Fig. 5. Therefore, we use the idea
of ensemble learning to combine the trained ResNet and Bi-LSTM networks to reduce
the overall variance of the model and improve the accuracy. The accuracy of using the
ResNet model and the Bi-LSTM on the test set was 0.9499 and 0.9541, respectively.
The accuracy of using the ResNet+ Bi-LSTM model on the test set has been improved
to 0.9969. Further comparison of the confusion matrix (ResNet + Bi-LSTM network
vs. ResNet, Bi-LSTM) showed that the ResNet + Bi-LSTM network was more robust
with higher accuracy (Fig. 6). As shown in Table 2, the ResNet + Bi-LSTM network
also performed better on these evaluation indices of precision, sensitivity, and F1 score.
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(a)

(b)

Fig. 5. (a), (b) the accuracy and loss value of each epoch on the training set and validation set of
ResNet and Bi-LSTM networks
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(a)                           (b)                             (c)

Fig. 6. (a), (b) and (c) are the confusion matrices of Bi-LSTM, ResNet, and ResNet+ Bi-LSTM
on the test set respectively

Table 2. Comparison of three methods

Method Accuracy Precision Sensitivity F1

ResNet 0.9541 0.9579 0.9541 0.9543

Bi-LSTM 0.9499 0.9501 0.9499 0.9499

ResNet + Bi-LSTM 0.9969 0.9969 0.9969 0.9969

3.4 Comparison with Methods in Other Papers

Our proposed method improved accuracy in comparison to the existing methods. Xue
Zhou et al. [25] used a 1D CNN to classify ECG signals on the database of Phys-
ioNet/Computing in Cardiology Challenge 2011 and the PhysioNet/Computing in Car-
diology Challenge 2017 and obtained an accuracy of 94.30%. A. Huerta et al. [26] used
2DCNN to classify ECG signals on the database of PhysioNet/Computing in Cardiology
Challenge 2017 and obtained an accuracy of 91.20%. Zeyang Zhu et al. [27] used the
Adaboost algorithm to classify ECG signals on the database of PhysioNet/Computing
in Cardiology Challenge 2011 and obtained an accuracy of 95.80%. Qifei Zhang et al.
[28] used 1D CNN and 2D CNN to classify ECG signals on the MIT-BIH Arrhythmia
database and obtained an accuracy of 91.80%. Although we used different datasets, the
comparison of these methods is instructive for the evaluation of the model. As shown in
Table 3, our algorithm has higher accuracy and robustness.
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Table 3. Comparison of the proposed network and other methods

Work Method Accuracy Precision Sensitivity F1

X. Zhou et al. [25] 1D CNN 0.9430 0.9550 0.9130 0.9335

A. Huerta et al. [26] 2D CNN 0.9120 0.9030 1 0.9490

Z. Zhu et al. [27] Adaboost 0.9580 0.8720 0.9860 0.9255

Q. Zhang et al. [28] 1D CNN + 2D CNN 0.9180 0.9583 0.8920 0.9240

Our work 2D CNN + Bi-LSTM 0.9969 0.9969 0.9969 0.9969

4 Conclusion

Non-contact ECG measurement is sensitive to interference and motion artifact, limiting
its clinical application. Hence, it greatly increases the need for real-time and dynamic
signal quality assessment. In this paper, a ResNet + Bi-LSTM model is proposed to
realize a three-level ECG signal quality assessment (clear ECG signal, blurry ECG
signal, and noisy ECG signal). The ResNet layers can capture spatial features in the
ECG sequences while the Bi-LSTM layer can then learn the temporal features. The
proposed model achieves 99.69% accuracy, outperforming the single ResNet - based
and Bi-LSTM - based approach. The experimental results demonstrate the superior
performance of this ResNet+Bi-LSTMmodel over the existing methods. By automatic
ECG quality classification with high accuracy, wide clinical applications of non-contact
ECG measurement may be achieved in the future.
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Abstract. In the study of skin cancer, particularly melanoma, auto-
matic and accurate segmentation as a crucial step in Computer-Aided
Diagnosis (CAD) provides a reliable basis for clinical diagnosis efficiency
and pathology research. However, due to the variability of skin lesions in
texture, shape, and complex boundaries, automatic and accurate segmen-
tation is still an unsolved challenge. In this paper, we propose a new auto-
matic segmentation network for melanoma segmentation named Com-
pact Attention Network (CANet). Based on the fully convolutional net-
works, the CANet removes down-sampling so as not to reduce the spatial
accuracy. The CANet expands the receptive field by the designed atrous
convolution, which could avoid the gridding issue. In order to refine the
feature map information and make the segmentation edge smoother, we
add an attention module after every designed atrous convolution. Finally,
our model achieves State-of-the-Art (SOTA) performance in the task of
melanoma segmentation compared with U-net, SegNet, FrCN, and so
on. We conduct ablation experiments to prove the effectiveness of each
element of the network. Our results show that the melanoma segmenta-
tion of the CANet is 91.7% in Sensitivity and 90.7% in Dice scores for
the International Skin Imaging Collaboration (ISIC) test dataset. The
CANet outperforms FrCN, U-Net, SegNet, Mask R-CNN and nnU-Net
in Dice by 3.6%, 14.5%, 8.6%, 5.4% and 1.7% respectively, exhibiting
better performance than these classic networks. The CANet can per-
form medical image segmentation more accurately and quickly, provide
an important reference for medical workers in diagnosing diseases, and
improve diagnosis efficiency.

Keywords: Melanoma segmentation · Atrous convolution · Attention
mechanism

1 Introduction

Semantic segmentation of medical images is one of the important steps in arti-
ficial intelligence-assisted medical diagnosis and has been widely used in the
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field of medical image analysis. Using medical image segmentation technology
to extract human tissues, organs, and lesions, which provides important refer-
ences for medical workers to diagnose diseases, reduces the misdiagnosis rate,
and improves diagnostic efficiency.

Cancer is one of the leading causes of human unnatural death. The World
Health Organization (WHO) has published the latest world cancer report for
2020 [1]. The report shows that there were 19.3 million newly diagnosed cancer
cases worldwide in 2020, with nearly 10 million deaths. Skin cancer is one of
the most common cancers. The majority of skin cancer deaths are caused by
melanoma. Melanoma has been reported to grow at an annual rate of 7% at the
American Society of Clinical Oncology (ASCO) annual meeting. Early diagnosis
and identification of melanoma are increasingly important.

Early symptoms of melanoma are difficult to distinguish from benign skin
lesions on the epidermis, leading to the misdiagnosis of melanoma. Melanoma
or benign skin lesions have irregular colors and shapes, and manual segmenta-
tion is cumbersome and time-consuming. Therefore, it is necessary to study an
automatic and accurate method for melanoma segmentation. In recent years,
semantically segmented networks have been commonly used for melanoma seg-
mentation. In earlier studies, there have been many traditional image segmen-
tation algorithms to solve this problem. In 2009, Yuan et al. [3] proposed a skin
lesion segmentation method based on region fusion and narrowband energy graph
partitioning, which can handle topological changes, weak edges, and asymmetric
skin lesion areas, and can accurately detect complex outlines of lesion areas. In
2011, Schaefer et al. [4] proposed a technique for extracting skin lesion areas
using an iterative measurement of non-lesion pixels and co-operative neural net-
works. In the same year, Zhou et al. [5] proposed a gradient vector flow algorithm
based on the mean drift to extract the contours of skin lesions. Wong et al. [6]
proposed an iterative random area merging method to extract lesion areas from
conventional macro-skin images. However, traditional image segmentation algo-
rithms can only segment-specific cases, and neither speed nor accuracy is very
high.

In recent years, deep learning has made remarkable progress in the field of
computer vision. It has been widely applied in the field of image, and its effect is
higher than the previous SOTA performance, which provides inspiration for the
segmentation of skin lesions. Long et al. [7] proposed a Fully Convolution Net-
work (FCN), which removed the original full connection layer of the convolution
neural network and replaces it with transposed convolution layer. FCN has two
main points, one is to expand the receptive field through the pooling layer, the
other is to expand the size of the image through up-sampling. Ronneberger et al.
[8] proposed U-net, which applied the results of the pooling layer to the decoding
process and introduces more coding information. The U-net is a very classical
medical image segmentation model because it can be trained with a small amount
of data. Zhao et al. [9] proposed a pyramid scene analysis network that used a
pooling layer, which had a large core to expand the receptive field. He et al. [10]
proposed Mask R-CNN based on Fast R-CNN, which can achieve high-quality
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semantic segmentation. Peng et al. [11] proposed an encoder-decoder architecture
with a large convolution core, which used ResNet [12] structure as the encoder
and used the graph convolution network [13] as the decoder. Badrinarayanan
et al. [14] proposed an encoder-decoder architecture for semantic pixel-wise seg-
mentation termed SegNet, in which the decoder up-samples its lower resolution
input feature maps. Chen et al. [15] proposed Atrous Spatial Pyramid Pooling
(ASPP), which could combine information of different sizes. Al-Masni et al. [16]
proposed FrCN using the full spatial resolution of the input image to reduce the
loss of information. Roy et al. [2] improved the Squeeze & Excitation (SE) mod-
ule [17] in the field of image classification, and proposed the scSE module that
matched semantic segmentation, which greatly improved the accuracy of seman-
tic segmentation. Stringer et al. [18] introduced a generalist, deep learning-based
segmentation method called Cellpose, which can precisely segment cells from a
wide range of image types and does not require model retraining or parameter
adjustments. Fabian et al. [19] proposed the nnU-Net, a deep learning-based seg-
mentation method that automatically configures itself, including preprocessing,
network architecture, training and post-processing for any new task.

Most semantically segmented networks down-sample the feature maps of
the middle layer and use the full convolution network of encoder-decoder to
expand the receptive field of the captured image context. Currently, the com-
mon improvement directions are enlarging the receptive field by pooling layers
and recovering the input quality by up-sampling. However, the pooling layers
lose precise location information and reduce accuracy. The up-sampling layer
cannot be fully recovered, and it also incurs additional computative costs.

In this paper, we propose a compact attention network architecture without
down-sampling, different from common semantic segmentation. This structure
adds the atrous convolution to expand the receptive field. We design the rate of
atrous convolution to avoid the gridding issue and add scSE module [2] behind
the convolution layers to improve the feature map. In order to further improve
performance, we use pre-processing methods such as data augmentation, erosion,
and dilation. In Sect. 3, we design ablation experiments and compare our network
with existing models (such as U-net). Compared with existing classic models,
the CANet has the best advanced performance in melanoma segmentation. The
proposed method is innovative in the field of medical image segmentation. The
CANet can perform medical image segmentation more accurately and quickly,
provide an important reference for medical workers in diagnosing diseases, and
improve diagnosis efficiency.

2 Methodology

We propose a method for skin lesion segmentation, which integrates the pro-
posed new compact fully convolutional network with attention module and data
processing methods oriented to the features of the ISIC dataset.
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2.1 On the Elements of the Proposed Network

Atrous Convolution. In the pixel-wise semantic segmentation task, as men-
tioned above, most of these network architectures have encoder-decoder archi-
tecture. It lowers spatial resolution and cannot completely restore it. Instead, Li
et al. [20] proposed a novel 3D architecture that incorporated high spatial res-
olution feature maps throughout the layers. They designed a compact network
architecture without down-sampling for the segmentation of volumetric images.
This architecture used atrous convolution to expand the receptive field instead
of the pooling layer.

Part of our network architecture draws inspiration from it. We build a com-
pact convolutional neural network with atrous convolution. Atrous convolution
maintains image resolution and computes with a high spatial resolution by insert-
ing “holes” between pixels in convolutional kernels. The apparent advantage of
atrous convolution is that it enlarges the size of the receptive field without losing
spatial resolution. Chen et al. [15] used atrous convolution with up-sampled ker-
nels for semantic image segmentation. Atrous convolution can be used to produce
accurate dense predictions and detailed segmentation along object boundaries.
For example, the atrous convolution rate is set to 2, the receptive field of each
convolution is 3 × 3, and the receptive field of the entire convolution kernel is
7 × 7. Furthermore, it has been applied to a broader range of tasks, such as
optical flow [21].

Gridding. Stacking convolution layers with the same atrous rate would have
an effect on the receptive field due to the gridding. The receptive field from the
same atrous convolution covers an area with non-zero values. The atrous convo-
lution can be regarded as the standard convolution on different feature maps. If
the pixels of each feature map has no further interaction, it will cause discon-
tinuity of pixel connection. Besides, repeated stacking would further aggravate
the gridding. In the convolution kernel with a large atrous rate, the receptive
field is too sparse to cover any information.

Wang et al. [22] alleviated this issue by using a range of relatively prime
atrous rates instead of the same atrous rate (see Fig. 1). They noted that the
gridding issue would still exist if a series of atrous rates have a common factor
relationship (such as 2, 4, 8, etc.). We would find that there are many pixels in
the receptive field that are not used and a lot of holes appear. Proper atrous
rates can increase the receptive field effectively.

Attention - ScSE Module. Hu et al. [17] proposed an architectural com-
ponent, SE block, which could be integrated within any convolutional neural
network model. Inspired by SE, Roy et al. [2] proposed three block for image
segmentation:

– Spatial squeeze and channel excitation block - cSE as shown in Eq. 1.

ÎcSE = FcSE(I) = [σ (ẑ1) i1, σ (ẑ2) i2, · · · , σ (ẑC) iC ] (1)
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(a)

(b)

Fig. 1. Illustration of the gridding issue: (a) all convolutional layers have a atrous rate
of 2; (b) avoid the gridding issue by setting relatively prime atrous rates.

where I is the input feature map I = [i1, i2, ..., ic], σ () is a sigmoid layer, ẑk
is performed by a global average pooling layer and weights.

– Channel squeeze and spatial excitation block - sSE as shown in Eq. 2.

T̂sSE = FsSE(T) =
[
σ (q1,1) t1,1, · · · , σ (qi,j) ti,j , · · · , σ (qH,W ) tH,W

]
(2)

where T is the input tensor T =
[
t1,1, t1,2, · · · , ti,j , · · · , tH,W

]
, σ () is a sig-

moid layer, qi,j represents all channels linear combination of a spatial location
(i, j).

– Patial and channel squeeze & excitation -scSE is element-wise addition of cSE
and sSE as shown in Eq. 3:

ÛscSE = ÛcSE + ÛsSE (3)

We incorporate scSE module within the CANet.

Loss Function. We design the loss function due to unbalanced data. Inspired
by Support Vector Machine (SVM) soft margin classification and large margin
classification [23], the hinge loss function is uesd for the last layer of the network
without any activation function.

We record positive and negative samples as ±1. In the training data, a n-voxel
volume {xi}ni=1 and its segmentation map {yi}ni=1(yi ∈ {−1, 1}) are calculated
in the hinge loss function as shown in Eq. 4:
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Lhinge({xi}, {yi}) =
n∑

i=1

[1 − yi (w · xi + b)]+ + λ‖w‖2 (4)

[R]+ =
{

R,R > 0
0, R ≤ 0

where the first term
∑n

i=1 [1 − yi (w · xi + b)]+ denotes the loss, and the second
term λ‖w‖2 denotes the regularization term.

However, the training data is apparently unbalanced, which is typical of
medical image segmentation. Equation 4 leads to a strongly biased estimation
towards the majority class, which is the non-melanoma area. Thus the hinge loss
function adds weight α as shown in Eq. 5:

Fig. 2. Our network architecture for image segmentation.

L∗
hinge({xi}, {yi}) =

{∑n
i=1 α · [1 − yi (w · xi + b)]+ + λ‖w‖2, yi = 1∑n
i=1 [1 − yi (w · xi + b)]+ + λ‖w‖2, yi = −1 (5)

By choosing α > 1, the network could pay more attention to the segmenta-
tion target and make parameters more actively optimized, so that the training
network can get a reasonable segmentation model faster. To a certain extent, loss
function weight could improve performance. We conduct experiments to discuss
the choice of α in Sect. 3.
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2.2 Network Architecture

The proposed network consists of 13 layers of convolutions (see Fig. 2). The first
four convolution layers use 3 × 3 pixel convolutions without atrous convolution.
Stacking two layers of 3 × 3 pixel convolution gives the same receptive field as
a convolutional kernel with 5 × 5 pixel convolution, but parameters of them are
only about half of 5 × 5 pixel convolution parameters. The third and fourth layer
are associated with the Batch Normalization (BN) [24]. The first four layers are
designed to capture low-level features of the input image.

In the subsequent 8 convolutional layers, each convolutional layer is associ-
ated with an element-wise Rectified Linear Unit (ReLU) layer, a BN layer and a
scSE layer. A scSE layer could get a more accurate calibrated feature map. The
kernels are dilated by the designed rates of 2, 3, 5, 7, which not have a common
factor relationship. Choosing proper rates can effectively expand the receptive
field and avoid the gridding issue [22]. We use atrous convolution instead of the
pooling layer to efficiently enlarge the receptive field without reducing resolu-
tion. Due to the different sizes of the melanoma, the rates of atrous convolutions
are gradually increased to incorporate features at multiple scales when the layer
goes deeper. Except for the last layer of our network, every convolutional layer
is associated with a ReLU layer. The final layer gives binary classification labels
for every pixel.

2.3 Data Preprocessing

In the experiment, each network uses the processed training data set for training.

Erosion and Dilation of Image Noise. The ISIC dataset has hair noise in
some dermoscopy images. Segmenting the melanoma, which is black and has
many forms, requires minimizing the effects of hair noise.

We perform closing by erosion and dilation to remove the noise on the ISIC
dataset. Erosion and dilation are mathematical morphology transformations [25].

Erosion uses vector subtraction as shown in Eq. 6.

M � N = {x, y | (N)xy ⊆ M} (6)

where N denotes a structural element. M is the region to erode whose pixel values
are all 1 in the binary image. It should be noted that N needs to define an origin,
whose coordinate is (x, y). During the movement process of N, when the pixels
of N are completely contained by M, the pixel of M covered by the origin of N
is set to 1 otherwise 0.

Dilation uses vector addition as shown in Eq. 7.

M ⊕ N = {x, y | (N)xy ∩ M 	= ∅} (7)
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where N is as the same definition as Eq. 6, and M denotes the region to dilate.
During the movement process of N, when pixels of N have intersections with
those of M, the pixel of M covered by the origin of N is set to 1 otherwise 0.

Data Augmentation. Training a well-performing network commonly requires
a large amount of data, but datasets in the medical field are generally small.
On a small dataset, the model would easily overfit. Data augmentation is a
conventional method for training models with a small dataset. For each image
in the training dataset, we use three augmentation functions from the following
list:

– Herizontal Flip.
– Vertical Flip.
– Rotation with angle 180◦.

3 Experiments

This section introduces the dataset, evaluation metrics, and experiment configu-
rations. We conduct experiments to explore our proposed network, CANet. The
experiments are presented in two parts. The first part is ablation experiments
to prove the effectiveness of each element of the network. In the second part, we
compare our method with the SOTA networks.

In this paper, the experiments are performed and tested with the following
configurations: Intel Core i9 processor at 3.5 GHz, NVIDIA GeForce RTX 2080
GPU with Ubuntu 18.04. The learning rate is set to 0.0001 in all experiments.

3.1 Dataset

The ISIC is a well-known skin medical organization, which collects a large num-
ber of skin images and provides annotation for these images. The organization
holds a skin lesion challenge every year to attract researchers in the field of com-
puter vision to participate in, so as to improve the recognition algorithm of skin
lesions and make more people realize the harm of skin cancer. In this paper,
we used ISIC 2017 challenge dataset. There are 2000 skin images and the corre-
sponding skin lesion area images marked by experts in the training set. The ratio
of the training set, validation set, and testing set is 40:3:12, and the resolution
of each image varies from 540 × 722 to 4499 × 6748 pixels. The dataset is a
collection of real images, some of which have serious noise (see Fig. 3).
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(a) (b) (c) (d)

Fig. 3. Various skin lesion images in ISIC. (a) noise-free images. (b) the annotation of
noise-free images. (c) noisy images. (d) the annotation of noisy images.

3.2 Performance Evaluation Metrics

A quantitative analysis of experiments is carried out based on True Positive
(TP), True Negative (TN), False Positive (FP), False Negative (FN) [26]. In
this work, image segmentation methods are evaluated according to the following
evaluation metrics:

– Sensitivity.

Sensitivity =
TP

TP + FN
– Specificity.

Specificity =
TN

FP + TN
– Accuracy.

Accuracy =
TP + TN

FP + TN + TP + FN

– Jaccard Similarity Index (JSI).

JSI =
TP

FP + TP + FN

– Dice Similarity Coefficient (Dice).

Dice =
2 × TP

2 × TP + FP + FN
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3.3 Results and Discussions

In this section, we first perform ablation experiments on our network to prove
the effectiveness of each element. Then we compare our model with the SOTA
models in the industry. We show results and draw box-plots to visually highlight
the superior performance of our proposed method.

Ablation Experiments. The ablation experiments are as follows:

– The CANet without atrous convolution.
– Atrous rates of 2, 4, 6, 8, exists the gridding issue.
– The CANet without scSE module.
– Loss function without weight α.
– Loss function weight α = 4.
– Loss function weight α = 6.
– The CANet (α = 2).

Table 1 lists the mean Sensitivity, Specificity, Accuracy, Jaccard Similarity
Index, and Dice scores on the test set of the ablation experiments. Comparing
along the rows with the final row, it is proved that the designed atrous convo-
lution rates 2, 3, 5, 7 is effective, which expands the receptive field and reduces
the gridding effect. Attention module scSE provides a statistically significant
increase in comparison to the CANet. In addition, it is necessary to set the
weight of the loss function, and the weight α = 2 is the optimal solution for the
melanoma data set. Fig 4 visualizes the results of ablation experiments under
the Dice scores. The CANet outperforms “No Atrous Convolution”, “Rates: 2,
4, 6, 8”, “No scSE Module”, “No Weight α”, “Weight α = 4” and “Weight α
= 6” in Dice by 4.8%, 1.5%, 4.0%, 2.3%, 2.7% and 3.4% respectively, showing
the effectiveness of each element and great segmentation performance with the
melanoma in CANet.

Table 1. Ablation experiments.

Strategy Evaluation metrics

Sensitivity Specificity Accuracy Jaccard Dice scores

No Atrous convolution 0.877 0.940 0.923 0.754 0.859

Atrous rates: 2, 4, 6, 8 (gridding) 0.904 0.953 0.939 0.806 0.892

No scSE module 0.879 0.938 0.920 0.765 0.867

Loss function no weight α 0.896 0.950 0.935 0.793 0.884

Loss Weight α = 4 0.892 0.949 0.933 0.786 0.880

Loss Weight α = 6 0.886 0.949 0.932 0.776 0.873

CANet (α = 2) 0.917 0.955 0.944 0.830 0.907

The best performance is highlighted in boldface.
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Fig. 4. Boxplot of Dice scores for ablation experiments.

Comparative Experiments. The CANet compares with the U-net [8], the
SegNet [14], the FrCN [16], the Mask R-CNN [10] and the nnU-Net [19]. The
required network parameters of these algorithms are provided in their papers.

Table 2. Results among CANet, Mask R-CNN, U-net, FrCN, SegNet, nnU-Net.

Network Evaluation metrics

Sensitivity Specificity Accuracy Jaccard Dice scores

Mask R-CNN [10] 0.848 0.960 0.935 0.743 0.853

U-net [8] 0.672 0.972 0.901 0.616 0.762

FrCN [16] 0.854 0.967 0.940 0.771 0.871

SegNet [14] 0.801 0.954 0.918 0.696 0.821

nnU-net [19] 0.899 0.958 0.943 0.802 0.890

CANet 0.917 0.955 0.944 0.830 0.907

The best performance is highlighted in boldface.

Table 2 and Fig 5 compare the performance on the test set. Table 2 directly
shows that our method achieves the best performance under the four metrics of
Sensitivity, Accuracy, Jaccard Similarity Index, and Dice scores, and there is a
small gap between our method and the best performance under the metric of
Specificity. Results show that the melanoma segmentation of the CANet is 91.7%
in Sensitivity and 90.7% in Dice scores for the ISIC test dataset. The CANet
outperforms FrCN, U-Net, SegNet, Mask R-CNN and nnU-net in Dice by 3.6%,
14.5%, 8.6%, 5.4% and 1.7% respectively, exhibiting better performance than
these classic networks. Figure 5 visualizes the results of five networks under
the Dice scores. The CANet is much better than other networks in terms of
mean value and stability. There is little difference between the boundary line
segmented by CAnet and the boundary line marked by experts, which would be
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Fig. 5. Boxplot of Dice scores for six networks.

of great help to the subsequent doctors’ judgment and diagnosis of the lesion
area (see Fig. 6).

Fig. 6. Visual lesion segmentation of CANet. The segmentation results of the ground
truth (green) and CANet (red). (Color figure online)

4 Conclusions

In this paper, we propose a compact attention network architecture that incor-
porates attention module scSE and designed atrous convolution for expanding
the receptive field. On the segmentation of the melanoma, the CANet architec-
ture performs better than the U-net, SegNet, FrCN, and nnU-net. In particular,
the CANet is simpler and more compact than the SOTA segmentation network
nnU-net. It is also worth noting that even in the noisy images, melanoma seg-
mentation results are in good agreement with the ground truth. The CANet
potentially provides a good point for other segmentation tasks.
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In the future, we would extensively test the CANet segmentation ability in
more datasets. Furthermore, we note that experts spent too much time anno-
tating in medical images. In the subsequent research, we would try adopting a
semi-automatic annotating method. The above issues would be regarded in our
future research.
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Abstract. Communication plays a pivotal role in our daily lives. With
the advances of technology we are now able to use it to communicate
with others at a distance. However, while in direct human-human com-
munication we are able to adjust how we pass a message based on our
context and the perceived context of the receiver. When we do it at a
distance, using a messaging tool, one of the most popular choices, nowa-
days, this becomes harder. In fact, most messaging tools, such as What-
sapp or Messenger, provide some degree of flexibility regarding the way
a message is sent (e.g., text, audio, image), but the receiver is limited
to receiving it in the format of sender choice. In this regard, providing
more flexibility in such technology-mediated communication scenarios
might foster increased adaptability of these tools to multiple user abili-
ties and contexts, and provide important alternatives for those with some
disability (e.g., aphasia, blindness). The work presented here adopts a
user-centered approach to design and develop a first proof-of-concept for
a multimodal messaging system than enables message modality conver-
sion regardless of the format used by the sender.

Keywords: Multimodal communicator · Technology-mediated
communication · Multimodal messaging

1 Introduction

Communication plays a crucial role in the individual’s social, personal and pro-
fessional development, but as it is so common, sometimes we do not give it due
importance. Communication is a dynamic interactive process that involves shar-
ing information, ideas, thoughts, feelings, and values and, in our daily lives, we
use a wide variety of ways to communicate with others. We say communication is
successful when the person transmits the information clearly and accurately and
when the receiver interprets and understands the information correctly. However,
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communication can face several obstacles to the efficient and reliable transmis-
sion of information, in many everyday contexts (e.g., a noisy environment) and,
particularly, for those with speech disabilities.

The communication between humans is often multimodal since we interact
with someone taking advantage of different ways that we can use to transmit our
information to the recipient (e.g., speech, gestures) and, sometimes, we even use
several of them at the same time. The way we communicate is often adapted to
the nature of the message we want to transmit, but also to our current context,
e.g., where we are and what we are doing. Additionally, we also adapt our way of
communicating to what we know about the context and abilities of the receiver,
e.g., if we know the receiver cannot hear us, we try, e.g., to resort to some visual
form of communication (e.g., gesture, written).

Technology is increasingly present in our daily life. Through this, significant
achievements were made that revolutionized the way of living in community, and
thanks to its evolution, we can spend almost all day connected to everything
and everyone. While video is an ever increasing possibility, most communication
resorts to messaging due to its flexibility, low bandwidth requirements, and pos-
sibility of asynchronous message exchange, i.e., the interlocutors do not need to
be present simultaneously. The best and most used messaging apps1, for Android
and iOS, are WhatsApp, Facebook Messenger, WeChat, and Telegram, among
others. These apps provide sophisticated services, offering all kinds of interac-
tions between users, from texting to voice and video calling to sharing images and
audio. However, when technologies mediate communication, sometimes sending
the message in a particular modality (e.g., audio, text, or pictograms) may not
be appropriate (or understandable) for the receiver. Often, due to contextual
conditions (being in a noisy place and not being able to hear the audio or driv-
ing and not being able to view the text message) or even health problems (e.g.,
hearing or visual impairment), this can lead to some communication difficulties.
Therefore, having a messaging system that could adapt both to the sender and
receiver context, preferences and abilities, enabling asymmetric use of message
modalities, i.e., not limiting the message to the modality it was sent on, would
improve the range of suitability of these tools.

And while technology-mediated communication supporting a versatile artic-
ulation of different forms of sending a message can be useful for all, it can provide
an important support to those who have their abilities to communicate hindered
due to a persistent or temporary condition. Most of the systems found on lit-
erature are limited in the number of supported modalities, typically supporting
two or three conversions between modalities. Representative examples of mes-
saging system capable of converting from speech-to-text and text-to-speech are
the Stimme [2], BridgeApp [13] and ASRAR [9]. The first can also convert text
to tactile feedback, the second, text to sign language and the third from text
to gestures. AbleChat [5] enable the conversion from text to pictograms. These
applications already provide valuable support. Nevertheless, these tools often

1 https://www.statista.com/statistics/258749/most-popular-global-mobile-messenger-
apps/.

https://www.statista.com/statistics/258749/most-popular-global-mobile-messenger-apps/
https://www.statista.com/statistics/258749/most-popular-global-mobile-messenger-apps/
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target a small number of conversion possibilities (e.g., from pictograms to text),
are tailored for a specific group of users, and can sometimes work as barriers
for integration, since they are tools that are different from what everyone else
around uses (or is willing to use).

One notable example of a condition hindering communication is aphasia,
which often occurs after a stroke or head injury, and can affect the person’s
ability to speak, read, write or remember the names of objects. For these users,
having multiple alternatives to send and receive messages can foster a greater
adaptivity of the communication tool to their specific (often idiosyncratic) needs,
which depend on the type of aphasia they have.

In this context, our research goal it to explore the interchangeable use of mul-
tiple messaging modalities in communication mediated by technology towards
increased adaptability to different contexts, preferences and user abilities, adopt-
ing a vision of a communication tool designed for all. In this regard, relying on
a user-centered approach, and aiming at a potential future application scenario
assisting aphasics, in the scope of project APH-ALARM2, the work presented
here, establishing a ground zero for this research, is a first proof-of-concept for a
communication tool supporting the exchange of messages using different modal-
ities (e.g., text, images, audio) and introducing the ability of converting among
them based on user choice or according to the user’s declared abilities.

The remainder of this document is organized as follows: Sect. 2 describes
the methods adopted to perform a first characterization of potential users and
identify their expectations and receptivity to a multimodal communicator; Sect. 3
presents the overall steps and outcomes regarding the design and evaluation of
a high-fidelity mockup of the system’s interface to validate the paradigm and
overall features; Sect. 4 presents the overall architecture and features for the
first iteration of the multimodal communicator system; finally, Sect. 5 presents
conclusions and a set of ideas for future developments.

2 Users, Scenarios and Requirements

The first stage of the work was to get further understanding of the potential
target audience and of the characteristics the platform should have to be per-
ceived as useful. Some personas and scenarios of use of the system were created,
this allowed to define a list of requirements that the system must meet in the
long-term. Following this way a user centered design methodology [4].

Before starting the new platform’s development, a survey was performed to
obtain some information about messaging use, and preferences in that context.
The survey was answered by 69 persons, the main goals were to know their pref-
erences regarding the communication systems, namely: (1) what system they
usually use; (2) what modalities they know; (3) whether they are in favor of
certain features; (4) if they would eventually join the new multimodal commu-
nication platform; and (5) if it solves many problems in a technology-mediated

2 https://aph-alarm-project.com/.

https://aph-alarm-project.com/
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communication. The analyses of the questionnaire allowed to conclude that many
users frequently use communication platforms. The most used modality is the
text modality, mostly because it is the one users feel most comfortable, the only
one that they know how to use, or, in some cases, the only modality available
in the used platform. Some people answered they would alternate the modality
depending on what they want to communicate and the context around them.
After explaining what was the goal of conversions between modalities, it was
asked which ones they would find interesting to exist in this type of system.
The most voted were the text-to-audio and audio-to-text, the least voted was
pictograms-to-audio.

2.1 Personas

Personas are fictional representations of a person, since they are based on the
behaviors of real people. They are created based on research to represent the
different user types that might use the product. Personas provide helpful infor-
mation to determine what a product should do and how it should behave [4].
With the results from the survey, 5 Personas were created trying to cover most of
the questions addressed, such as context, disabilities and user preferences. Given
their extent, only one Persona is presented here as an illustrative example:

Image adapted
from Wikimedia

Madalena Vagos is 30 years old, lives in Aveiro alone and was born into
a large and very communicative family. Sometimes she wants to share some
message with her family, but given the limitation of certain family members
it would consume some time. Her uncle John lost his sight in an accident,
her mother suffer from headaches, her father is always on the road, and some
younger members of the family, who have access to electronics, still cannot
read. Personalize a message to each member takes much time, as she works
several hours as a nutritionist, Madalena wanted this function to be more
optimized and not only for communication with her family members but also
to communicate with all clients.

Motivation: Madalena would like to be able to send the same message to
everyone, but is such a way that they could receive it in the most suited
formats.

2.2 Scenarios

After defining the Personas, several scenarios were designed. These consist of
small scenes illustrating how the users’ motivations can be served by a new
system depicting the contexts and ways of use that users will face [4]. Although
several scenarios have been proposed to guide the development of the application,
given their extent, only one is presented, here. As can be observed, the scenario
that follows depicts Madalena (the Persona presented above) using a system
addressing her motivation for a particular context.
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Madalena sends Christmas wishes to the family group—Another Christmas has arrived
and Madalena wants to send a Merry Christmas message to her family. She created a group
with all family members in the app, wrote: “Merry Christmas to all and good entries” and send
it to the family. Her uncle, who has visual problems, listens to an audio message. The message
is automatically converted from the text because he has set the disability in his profile. Her
younger cousin, who has autism spectrum disorder and prefers to view messages in image
format rather than text, has the option image as the default modality to view the messages,
so he always sees messages in image format. Her mother, due to headaches sometimes cannot
read text messages or listen the messages, when is the case, she chooses to convert the message
to image. Finally, while his father is driving the message is converted to audio and read aloud.

Madalena no longer needs to send a message individually in the most appro-
priate format for each family member since the system allows this to happen
transparently.

2.3 Requirements

Requirements describe the necessary capabilities of the product. Based on the
scenarios devised for the different Personas, we extracted requirements from
the actions and features depicted in them [4]. The requirements were divided
into two sets: functional and interaction and a summary of those deemed most
relevant is presented in Table 1. These served as grounds for the design of the
first prototypes.

Table 1. Overall requirements for the multimodal communication system as extracted
from the scenarios identified for the different Personas.

Functional Requirements

• Allow the user to select the modality which they want to send/receive the message.
• Support sending message in text, audio, image and gesture format.
• Convert from one modality to another according to the users’ preferences.
• Convert from text to audio, text to image, audio to text, image to text, gesture to text format.
• Showing the message to the user in text, audio and image format.
• Adapt the modality depending on the context.
• Adapt the modality depending on the users’ disabilities.
• Store users’ preferences.

Interaction Requirements

noitcaretnIygolonhceTytiladoM

Text
Touch Screen
Keyboard
Mouse

The application must allow users to navigate using touch inputs or mouse,
depends on the device
The application should allow users to write his message;

Speech Microphone
Speakers

The application should allow users to record his voice;
The application should allow user to hear the message;

Image Camera
Gallery

The application should allow to take a picture;
The application should allow to choose a picture from gallery;

Gesture Camera The application should allow to record video, to recognize the gestures;

3 High Fidelity Mockup Design and Evaluation

Following the adopted iterative user-centered design methodology, our aim was
to perform short prototyping sprints followed by evaluation to inform further
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developments and refinements [3]. After setting the requirements for the system,
those considered with a higher priority were selected for the initial prototype.
At this early stage, we opted for building high-fidelity mockups to perform first
validations of the design, flow, and features of the system. There are many design
tools for making prototypes (e.g. Adobe XD, Proto.io). For our work, we chose
the graphic editor Figma. One of the significant advantages of this editor is that
it has no limitation on sharing the prototype, and someone else may be working
on the same prototype. The developed mockups are high-fidelity, meaning that
they are already more advanced than common paper prototypes (low-fidelity),
are more aesthetically pleasing, and already support interactions (systems’ flow).
Thus, users have a better perception of the application, both aesthetically and
functionally. This section presents the developed high-fidelity mockups, their
evaluation (e.g., Heuristic Evaluation, Usability Tests) and the result of the
evaluation.

3.1 First Mockup

One of the results from the initial survey taken by 69 people was that 61 persons
used Messenger as a means of communication. Since many people are already
acquainted with Messenger, it would be easy to handle in an application with a
similar flow and interface. Therefore, the developed mockups were roughly based
on the flow and element disposition adopted by Messenger.

On first use, the user has to login into the application (Fig. 1(A)). The next
page shown is the Chats Page, which has a list of all the user chats (Fig. 1(B)).
At the bottom of each page has a menu (Bottom Navigation), with three options:
chats, friends and user profile. This menu will be present on all pages for quick
access to the main pages. The friends’ page (illustrated in Fig. 1(C)), displays
a list of all the user’s friends. The friends’ profile (Fig. 1(D)) contains the usual
user name, gender, avatar, birthday, but also includes information regarding the
disabilities (hearing, speech or vision problems). In this page it is possible to
add/remove the person to/from your friends’ list and if it is already a friend, we
can start a conversation. To add a new friend, the user needs to press the new
button on the Friends Page and it is possible to see a list of all users registered on
the application. Furthermore, on the user’s profile page it is possible to see data
similar to what was in the friends’ profile. Adding information on disabilities
to the user profile is beneficial because the system will convert the received
messages to the most suitable format for their situation. For example, if the user
has hearing problems, all the audio messages received will be converted to either
image or text, without the user having to change each message to the desired
modality.

In a private chat it is possible to send image, audio, and text messages, just
like for any other chat applications that exist, these days. If the user wants to
convert a message to other modality, he can click on the desired modality to
convert. In this prototype, the considered conversions include text to audio or
image, audio to text or image, and image to text or audio. Figure 2 illustrates
examples of conversions.
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Heuristic Evaluation The first step to evaluate the prototype was to conduct
a heuristic evaluation. At this point, the goal was to identify major usability
problems in the interface. To this end, four evaluators performed a heuristic
evaluation adopting Nielsen’s heuristics [10]. The evaluators were two females
and two males, students of Computer and Telematics Engineering, aged 22–25
years old and with experience in performing heuristic evaluations. Each evalua-
tor marked usability issues based on the adopted heuristics and according to a
severity scale ranging from 0 to 4, in which zero consisted of a low-impact usabil-
ity problem and four consisted of a high-impact usability problem. Taking into
account the identity usability problems that resulted from this evaluation, the
most concerning ones, with severity 4, were related to the lack of error messages
and provided feedback in cases of adding or removing friends and signing out. In
terms of what is related to conversions, they stated that the button to go back
to the original modality was not very intuitive, and the result of the image to
text conversion was not very coherent either. They also identified the lack of a
landing page explaining what the application is about and introducing the user
to its features, but this issue was scored as having low impact.

Fig. 1. Screen from the first prototype of the main pages. (A) Login page; (B) Chats
page; (C) Friends page; (D) Profile page;

3.2 Refined High-Fidelity Mockup

In the second mockup several improvements were made based on the heuristic
evaluation. The problem of not understanding the result of the conversion from
image to text resulted from the fact that in the conversion many objects are
identified, leading to the text sometimes becoming incomprehensible. To make
the message a little bit more understandable, at this stage, without going into
more sophisticated methods to generate a sentence, the message starts with “The
image contains:”.

The user’s avatar in the conversation was downsized, leaving more space for
the messages. It was added the “...” button in front of the user’s data, through
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Fig. 2. Screen from the first prototype doing conversions from different modalities.
(A) (1) Audio-to-Text and (2) Audio-to-Image; (B) (1) Image-to-text and (2) Image-
to-audio; (C) (1) Text-to-image and (2) Text-to-audio (Color figure online)

which more information about the user can be accessed. This way, the user does
not need to go to the friend’s page to see the profile. In a converted message, the
icon to return to the original modality – a rewind button –, has been replaced
by all available conversions. When the original modality appears, the button has
a different color (blue) compared to the other buttons (grey).

Confirmation messages have been added for the “remove friends” and “exit
the system” features, and a dialog box was added with the information that
a individual has been added to the friends’ list, improving the feedback when
adding a person. On the pages, which are not the main (chats, friends and
profile), a back button was added to go to the previous page, because many
devices today do not have this button. Finally, a tooltip has been added upon
the status tag, when the user wants to know the meaning of a badge they just
tap it, and the information will be displayed.

On the user profile page it was added the possibility to choose the default
modality. When the user selects a default modality, all future messages will be
converted to it. In the case of selecting some disability, predefined modalities
will be blocked because it makes no sense for some difficulties to have specific
predefined modalities (e.g., a person with a hearing impairment precludes audio
as a predefined received message modality).

Usability Tests. The focus of the evaluation of the second (refined) high fidelity
mockup was to understand how well users learned to use the system and how
easily they were able to finish a set of tasks identified as important from the
devised scenarios and requirements (see Sect. 2). The evaluation was conducted
in a Concurrent Think Aloud (CTA) manner where the users were asked to
narrate their thoughts as they went through the tasks. In Table 2, it is possible
to see the tasks that users had to complete:
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Table 2. Tasks performed by users during the usability evaluations of the second
version of the high-fidelity mockup.

Tasks

1. Launch the application with personal settings;

2. Add to your profile an indication that you have hearing problems;

3. Add Liticia Dias to your friends’ list and start a conversation with her

4. Remove Fernando Pires from your friends’ list

5. Send an audio message to Carolina Dias

6. Send an image to Carolina Dias

7. Josefa Mendes sent you a text message, listen to it

8. Looking at the current screen, how do you know which original format
the converted message was sent and go back to that original format

9. Josefa Mendes sent an image, convert it to text

10. Paulo Pinheiro sent you an audio message, see it in image format

11. See Paulo Pinheiro’s profile

12. Modify the default modality to always receive messages in text format

13. Change your status to driving and check what the new default mode is

14. Logout

The participants consisted of 10 users (4 male and 6 female) of different
ages, from 14 years old to 58 years old. An observation table was filled during
the evaluation regarding: (1) if accomplish the task; (2) time take to accomplish
the task; (3) critical and non-critical errors; (4) if felt lost; (5) if the user asked for
help; and (6) perceived task difficulty. The last one was asked to the participants
at the end of each task.

Participants successfully completed all the tasks, some of them with help.
Results show that users encountered some obstacles/difficulties in the initial
tasks and then learned how to use the application. The third task had a high
perceived difficulty (3), which may be because of the complexity of the task.
Some participants forgot the second part of the task, to facilitate it could be
divided into two distinct tasks. Some participants gave the idea to provide an
option to start a conversation from the friends’ profile, right after adding a
friend. In the current mockup users need to go to the friends/chats page to start
a conversation. Some users had difficulties changing the profile, in task 2: even
though they were able to add the hearing problem to the profile, they failed to
save the change, at the end. Further analysis revealed that this was caused by the
need to scroll down the page to see the save button. Task 4 was more complicated
for older people, they did not know they had to go to the user’s profile to remove
the friend, since they were not used to social networks. Some participants had
difficulty converting the first message, but after converting it, they understood
how it worked. Other difficulties that were encountered by some participants,
especially among the older ones, included the fact that the prototype was in
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English – the users were native Portuguese – and they found the icons not very
intuitive to understand. Overall, all feedback considered, we conclude that the
inclusion of a tutorial or introduction may be beneficial, providing some support
for the application’s first use.

Fig. 3. Overall architecture for the developed multimodal communicator depicting the
main modules and considered technologies.

System Usability Scale Questionnaire. After all tasks were completed, par-
ticipants were asked to fill a System Usability Scale (SUS) questionnaire. The
questionnaire consists of 10 questions with a scale ranging from 1 to 5 where
1 is strongly agree and 5 is strongly disagree. One of the benefits from using a
SUS questionnaire is because this can effectively differentiate between usable and
unusable systems [7]. The resulting mean SUS score, considering the 10 users,
was 82.5 points, which means the system has excellent usability.

The results shows that potential users, needs a briefing explanation of the
flow of the application to learn some features.

4 First Functional Prototype

After the evaluation of the second high-fidelity mockup, the following iteration
initiated the development of a first functional prototype. To this effect, an overall
architecture was defined and a first stage of the core element of the system –
message conversions – was addressed.

4.1 Architecture

The architecture described below generically adopts the AM4I framework [1].
Designed to support the design and development of multidevice multimodal
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interactive systems, the adoption of this framework takes advantage of its decou-
pled nature where the interaction modalities and interaction management are
decoupled from the application logic, supporting a variable and a dynamic num-
ber of input and output modalities. Furthermore, it is a scalable architecture
so that, in the future, it will be possible to expand the context of use of the
communicator into more complex interactive ecosystems, e.g., the smarthome,
as a more integral part of the user’s environment, overall, and important for its
integration as an assistive technology.

Figure 3 presents the architecture of the proposed system. The architecture
is decoupled, divided in a set of modules. They are divided by the ones running
in the client-side and in the server-side.

The client-side provides the cross-platform front-end, able to support sev-
eral different platforms to reach the most significant number of users. To this
end, we choose to work with Flutter3 since it allows creating native compiled
applications for mobile devices, web, and desktops, which can potentiate the use
of the system in a wider range of devices and contexts. Nevertheless, at this
early stage of the work, the main focus will be on mobile due to the fact that
it is an easy-to-carry device and people already use it as the primary communi-
cation choice with other users. As a simplification, in this iteration the systems’
modalities are all on the client-side, but these and other modalities can run in
other devices or the cloud, if required.

The server-side, encompasses all the logic and services for the Tell It
Your Way system. Overall, it has six modules (see Fig. 3): the message con-
version services, interaction manager, application logic, user service, messaging
service, and data manager.

The message conversion module aims to translate from the modality received
from one user to the modality selected by the other user. The interaction man-
ager is a logical component and is responsible for receiving the events generated
by the input modalities and producing new messages to be delivered to the out-
put modalities [1]. This system proposes a single interaction manager located in
the cloud, to which multiple devices can connect. It is directly connected to the
application logic, which is the system’s “brain”, responsible for calling the ser-
vice depending on what it receives from the interaction manager. For example,
the user wants to convert a received text message to audio: this information is
sent to the interaction manager, who forwards it to the Application Logic. This
module will, then, call the Conversions Service to obtain the desired message
conversion that will be sent to the client.

The user service is responsible for all user authentication, it will be possible to
access and create a user’s data. The user authentication is performed via Firebase
authentication4 supporting authentication using passwords, phone numbers, and
well-known federated identity providers, such as Google, Facebook, and Twitter.
Regarding the messaging service, it provides all the logic for the chat, allowing
message exchange among users, in real-time. It adopts a stream protocol, and

3 https://flutter.dev/.
4 https://firebase.google.com/docs/auth.

https://flutter.dev/
https://firebase.google.com/docs/auth
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an event-driven management making use of the EventSource/Server-Sent Events
protocol5. Finally, for both User and Messaging Services, the components inter-
act with the Data Manager, which is responsible for all database management.
The database is a Cloud Firestore and the multimedia files are saved on a Cloud
Storage. These services were developed in Node JS and Express JS.

As the Fig. 3 show, most of the components/services are deployed on docker
containers, taking advantages of the simplicity and faster configurations.

4.2 Message Conversions

To provide a first level of message conversions to the first functional prototype,
the literature was explored for existing works and libraries that could be con-
sidered. While the research did not cover just the technologies described ahead,
these were those deemed more suitable for this stage of the development and
additional reviewed solutions are not discussed for the sake of brevity.

Currently, the message conversion module supports six message conversions:
Text-to-Speech, Speech-to-Text, Image-to-Text, Text-to-Image, Image-to-Speech
and Speech-to-Image. It was developed in Python given the versatility and the
large amount of libraries available supporting the envisaged conversions. To
enable communication between the conversions services and the application logic,
the Flask6 library was used, a microframework (does not require private tools or
libraries) that, aside from being simple and capable of doing the communication,
is easy to set up and easy to start developing.

For Text-to-Speech we chose the Google Text-to-Speech (gTTS) library7 that
uses Google Translate’s text-to-speech API. This library was selected because
it supports a big set of languages, including English and European Portuguese.
Therefore, it will be a great advantage, in the future, to support several lan-
guages.

The Speech-to-Text uses the speech recognition library8, and it has support
for several speech engines and APIs, online and offline. The API chosen was
Google Speech Recognition9, the API is free and does not require an API key
to use and supports several languages.

The solution we found for Image to Text concersion was to identify all the
objects in the image. There are several object detection methods, such as: YOLO
(You Only Look Once), Faster RCNN, SSD (Single Shot Detector), OverFeat,
among others [6]. We choose to use YOLOv3 [12] because it has good speed,
high accuracy and it is open source. It is is an algorithm that detects and recog-
nizes various objects in a picture (in real-time). The dataset used has 80 labels,
coco.names10.

5 https://www.w3.org/TR/eventsource/.
6 https://flask.palletsprojects.com/en/2.0.x/.
7 https://gtts.readthedocs.io/en/latest/.
8 https://pypi.org/project/SpeechRecognition/.
9 https://wicg.github.io/speech-api/.

10 https://github.com/pjreddie/darknet/blob/master/data/coco.names.

https://www.w3.org/TR/eventsource/
https://flask.palletsprojects.com/en/2.0.x/
https://gtts.readthedocs.io/en/latest/
https://pypi.org/project/SpeechRecognition/
https://wicg.github.io/speech-api/
https://github.com/pjreddie/darknet/blob/master/data/coco.names
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The conversion of text to image can be performed at different levels of com-
plexity. For instance, the conversion of a sentence into pictograms may need to
be different than just replacing every action/entity with the corresponding pic-
togram, since pictograms can have a more complex meaning than just a word or
need to be placed in a different order than words. Additionally, recent methods
have been proposed that generate images based on a textual description, e.g.,
DALL-E [11]. Nevertheless, and for the sake of demonstrating the concept, at
this point, we opted for a first approach that just tries to replace each word
by its visual representation, if it exists. To this end, we go through each word
of the sentence and use Text2Picto [14] (which uses the Princeton WordNet [8]
databases) to obtain the corresponding images.

Image-to-Speech and Speech-to-Image result from reusing some of the differ-
ent conversion services, for instance, Speech-to-Image uses the Speech-to-Text
and then Text-to-Image to achieve the intended result.

4.3 First Proof-of-Concept Mobile App

The implementation of the first mobile application considered the outcomes of
the previous evaluations, focusing to solve the usability problems and provide a
complete implementation of the provided techniques to validate the application
further and enable the first assessment of their impact on users.

The current version of the Tell It Your Way application, developed with
Flutter, is being tested on Android systems.

The new implementation has already solved some usability issues mentioned
by the participants during the evaluation of the refined mockup. The bottom
bar already appears with the icon and label of each option, making it easier for
people less acquainted with these tools (in our tests, older people) to interact
with it. Adding another user as a friend is no longer mandatory to access the
friends’ list to start a conversation with them. By adding a user as a friend, the
user can quickly start a conversation with them. The save button is always visible
to the user while editing his/her profile. Thus, making it possible to save changes
at any time without having to scroll down to do so. Overall, the integration of
the application with the current version of the message conversion services did
not raise any issue and the full conversion flow is working well.

Figure 4 shows several screens for the Tell it Your Way application on
Android and depicting, on the left, both sides of an illustrative situation between
John and Jennifer. For the sake of simplicity, the image just illustrates how the
messages sent by John can be received in a wide range of modalities by Jennifer.

John sends several messages to Jennifer, using different formats. On Jennifer’s
side, she receives the first message as text because it is her preferred modality.
The second message is received in image format since, e.g. Jennifer was in the bus,
surrounded by people and without her reading glasses. Finally, Jennifer leaves
home and, while she is driving, John’s third message arrives and is automatically
converted to audio and read aloud.

Additionally, users can add the disabilities they have to their profile (Fig. 4b)
and the messages will be shown to the user in the most appropriate modalities.
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Fig. 4. Illustrative screens of the first functional prototype running on Android and
depicting: (a) both sides of a conversation between John David and Jennifer Days with
different messages conversions (image-to-text; audio-to-image; and text-to-audio); and
(b) Amilcar’s profile screen showing his preferred modality and disabilities.

5 Conclusions

In this paper we present first efforts towards a novel system to support commu-
nication between people with different needs and preferences. To this end, and
adopting a user-centered design approach, we identified a set of requirements and
reached a proof-of-concept that already supports sending and receiving messages
in different formats and converting them to a chosen format regardless of their
original modality. Our long term goal, for which this is a first stage, is to make
communication mediated by technology approach the efficiency and versatility of
face-to-face communication regarding an adaptation to users’ preferences, abili-
ties, and contexts.

Despite it only has been tested and evaluated with a few users, in controlled
contexts, and the number and quality of the conversions can still evolve greatly,
we can conclude that the presented proof-of-concept served its overall purpose,
showing the potential and viability of such systems. In this context, other devel-
opments will follow that can further enrich the communication system, such as,
the inclusion of an onboarding mechanism, the support for gestures, and first
efforts on multilingual support.
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